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Abstract 

In the context of modern, densely populated urban environments, the effective 

management of transportation and the structure of Intelligent Transportation 

Systems (ITSs) are paramount. The public transportation sector is currently 

undergoing a significant expansion and transformation with the objective of 

enhancing accessibility, accommodating larger passenger volumes without 

compromising travel quality, and embracing environmentally conscious and 

sustainable practices. Technological advancements, particularly in Artificial 

Intelligence (AI), Big Data Analytics (BDA), and Advanced Sensors (AS), have played a 

pivotal role in achieving these goals and contributing to the development, 

enhancement, and expansion of Intelligent Transportation Systems. 

This thesis addresses two critical challenges within the realm of smart cities, 

specifically focusing on the identification of transportation modes utilized by citizens 

at any given moment and the estimation and prediction of transportation flow 

within diverse transportation systems. 

In the context of the first challenge, two distinct approaches have been developed 

for Transportation Mode Detection. Firstly, a deep learning approach for the 

identification of eight transportation media is proposed, utilizing multimodal sensor 

data collected from user smartphones. This approach is based on a Long Short-Term 

Memory (LSTM) network and Bayesian optimization of model’s parameters. Through 

extensive experimental evaluation, the proposed approach demonstrates 

remarkably high recognition rates compared to a variety of machine learning 

approaches, including state-of-the-art methods. The thesis also delves into issues 

related to feature correlation and the impact of dimensionality reduction. 

The second approach involves a transformer-based model for transportation mode 

detection named TMD-BERT. This model processes the entire sequence of data, 

comprehends the importance of each part of the input sequence, and assigns 

weights accordingly using attention mechanisms to grasp global dependencies in the 

sequence. Experimental evaluations showcase the model's exceptional performance 

compared to state-of-the-art methods, highlighting its high prediction accuracy. 

In addressing the challenge of transportation flow estimation, a Spatial-Temporal 

Graph Convolutional Recurrent Network is proposed. This network learns from both 

the spatial stations network data and time-series of historical mobility changes to 

predict urban metro and bike sharing flow at a future time. The model combines 

Graph Convolutional Networks (GCN) and Long Short-Term Memory (LSTM) 

Networks to enhance estimation accuracy. Extensive experiments conducted on 

real-world datasets from the Hangzhou metro system and the NY City bike sharing 

system validate the effectiveness of the proposed model, showcasing its ability to 

identify dynamic spatial correlations between stations and make accurate long-term 

forecasts.  
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Résumé 

Dans le contexte des environnements urbains modernes et densément peuplés, la gestion 

efficace des transports et la structure des Systèmes de Transport Intelligents (STI) sont 

primordiales. Le secteur des transports publics connaît actuellement une expansion et une 

transformation significatives dans le but d'améliorer l'accessibilité, d'accommoder des 

volumes de passagers plus importants sans compromettre la qualité des déplacements, et 

d'adopter des pratiques respectueuses de l'environnement et durables. Les avancées 

technologiques, notamment dans l'Intelligence Artificielle (IA), l'Analyse de Données 

Massives (BDA), et les Capteurs Avancés (CA), ont joué un rôle essentiel dans la réalisation 

de ces objectifs et ont contribué au développement, à l'amélioration et à l'expansion des 

Systèmes de Transport Intelligents. 

Cette thèse aborde deux défis critiques dans le domaine des villes intelligentes, se 

concentrant spécifiquement sur l'identification des modes de transport utilisés par les 

citoyens à un moment donné et sur l'estimation et la prédiction du flux de transport au sein 

de divers systèmes de transport. 

Dans le contexte du premier défi, deux approches distinctes ont été développées pour la 

Détection des Modes de Transport. Tout d'abord, une approche d'apprentissage approfondi 

pour l'identification de huit médias de transport est proposée, utilisant des données de 

capteurs multimodaux collectées à partir des smartphones des utilisateurs. Cette approche 

est basée sur un réseau Long Short-Term Memory (LSTM) et une optimisation bayésienne 

des paramètres du modèle. À travers une évaluation expérimentale approfondie, l'approche 

proposée démontre des taux de reconnaissance remarquablement élevés par rapport à 

diverses approches d'apprentissage automatique, y compris des méthodes de pointe. La 

thèse aborde également des problèmes liés à la corrélation des caractéristiques et à 

l'impact de la réduction de la dimensionnalité. 

La deuxième approche implique un modèle basé sur un transformateur pour la détection 

des modes de transport appelé TMD-BERT. Ce modèle traite l'ensemble de la séquence de 

données, comprend l'importance de chaque partie de la séquence d'entrée, et attribue des 

poids en conséquence en utilisant des mécanismes d'attention pour saisir les dépendances 

globales dans la séquence. Les évaluations expérimentales mettent en évidence les 

performances exceptionnelles du modèle par rapport aux méthodes de pointe, soulignant 

sa haute précision de prédiction. 

Pour relever le défi de l'estimation du flux de transport, un Réseau Convolutif Temporel et 

Spatial (ST-GCN) est proposé. Ce réseau apprend à la fois des données spatiales du réseau 

de stations et des séries temporelles des changements de mobilité historiques pour prédire 

le flux de métro urbain et le partage de vélos à un moment futur. Le modèle combine des 

Réseaux Convolutifs Graphiques (GCN) et des Réseaux Long Short-Term Memory (LSTM) 

pour améliorer la précision de l'estimation. Des expériences approfondies menées sur des 

ensembles de données du monde réel du système de métro de Hangzhou et du système de 

partage de vélos de la ville de New York valident l'efficacité du modèle proposé, démontrant 

sa capacité à identifier des corrélations spatiales dynamiques entre les stations et à faire des 

prévisions précises à long terme.  
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Chapter 1  

Introduction 

1.1 General Introduction 

The increasing urbanization and population in recent years have made 

transportation a crucial and major element that significantly influences the quality 

of life for individuals residing in large cities. Transportation impacts various aspects 

of urban life and is vital for the functioning and development of big cities [1]. 

Mobility and Accessibility are crucial in urban life [2], providing essential means for 

people to move around the city and facilitating access to employment, education, 

healthcare, and other services [3]. Moreover, efficient transportation systems are 

fundamental for economic growth, supporting the movement of goods and services 

and connecting businesses with suppliers, customers, and markets, thereby 

fostering economic development [4]. Additionally, well-designed transportation 

networks enhance productivity by reducing travel time and congestion, allowing 

timely access to workplaces and smoothing business operations [5]. Reliable 

transportation positively impacts also quality of life for city residents [6], providing 

the freedom to participate in activities and improving overall livability [7]. Moreover, 

addressing environmental sustainability involves developing sustainable 

transportation systems [8], reducing the carbon footprint, and enhancing air quality 

[9], whereas congestion management is critical in urban planning, and safety 

measures are essential for reducing accidents and injuries [10]. Lastly, social equity 

is promoted through accessible and affordable transportation, ensuring equal 

opportunities for all residents [11].  

The insights obtained by studying human mobility patterns in various transportation 

environments can greatly assist in effectively addressing these concerns. Citizens' 

transportation choices involve multiple modes of transportation that evolve over 

time based on users' requirements [12].  

Two critical issues of modern transportation management and Intelligent 

Transportation Systems (ITSs) structure arise from this: transportation mode 

recognition and passengers flow estimation [13]. They both contribute to the 

planning of travel routes, the evaluation of travel demand, the effective and 

efficient operation of public transport and consequently, to the efficient operation 

of the whole city and the alleviation of transportation-related problems [14].  

In contemporary densely populated cities, the public transportation industry is 

undergoing expansion and transformation. This sector encompasses not only 

traditional modes of transport such as road vehicles and underground railways but 

also newer forms of transportation that have emerged in recent years, such as bike-



18 | P a g e  
 

sharing systems, ride-hailing services and e-scooters [15]. The aim is to make public 

transport more accessible, capable of accommodating larger passenger volumes 

without compromising on travel quality and to adopt a more environmentally 

conscious and sustainable approach. 

Technological advancements have played a significant role in attaining this 

objective. Artificial Intelligence (AI), along with Big Data Analytics (BDA) and 

Advanced Sensors (AS), has played a crucial role in the development, advancement, 

and expansion of Intelligent Transportation Systems (ITS) [16]. These technologies, 

among others like Internet of Things, Global Positioning System, Mobile 

Connectivity, and Cloud Computing, have collectively contributed to the growth of 

modern transportation systems. 

AI technologies, such as Machine Learning (ML) and Deep Learning (DL), are used in 

ITS to analyze large amounts of data, predict traffic patterns, optimize routes, and 

make decisions for traffic flow [17]. Furthermore, the ability to collect and analyze 

vast amounts of data from various sources, such as sensors, cameras, and social 

media, has greatly influenced intelligent transportation. Big data analytics helps in 

detecting traffic patterns, predicting congestion, and optimizing transportation 

systems [18]. Likewise, sensors such as radar, LIDAR [19], and cameras are used to 

collect real-time data on traffic flow, vehicle speed and other parameters. All this 

data is crucial for various applications such as traffic and passengers flow 

management, incident detection and adaptive signal control systems. Connected 

vehicles, autonomous vehicles, intelligent traffic management, smart infrastructure 

such as smart traffic signals or smart parking, are some notable areas of progress in 

IT [20]. 

Mobile devices have undergone significant advancements [21], becoming powerful 

tools capable of multitasking, running demanding apps, and performing complex 

tasks. Storage capacity has also increased, allowing for the storage of large amounts 

of data. Connectivity options like Wi-Fi, Bluetooth, Near Field Communication (NFC), 

and 5G enable seamless communication and fast data transfer. Additionally, the 

inclusion of in-built sensors in mobile phones enhances user experience by providing 

various functionalities. Sensors like GPS, accelerometer and gyroscope gather 

information about user movements and interactions with transportation modes 

[22]. This data can be used to analyze travel patterns, understand route preferences, 

estimate traffic congestion, and identify transportation bottlenecks, making the user 

experience more immersive and personalized [23]. 

The utilization of mobile phones and their in-built sensors in the field of 

transportation, enables the collection of extensive data and can lead in a more 

comprehensive and precise understanding of transportation behavior.  
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1.2 Thesis objective 

The objective of this thesis is to tackle challenges within smart cities concerning the 

identification of transportation modes used by citizens at any given moment and to 

estimate and predict the flow of transportation within diverse transportation 

systems.  

To address these challenges, the ongoing research focuses on leveraging diverse 

data sources, including information from mobile phone sensors, metro card swiping 

data, and transaction records from a bike-sharing system which encompass a range 

of technologies such as GPS trackers and other sensors, mobile applications, and 

RFID systems, as well as sensors integrated into docking stations. 

This thesis objective is: 

 To create a resilient and optimized Transportation Mode Detection (TMD) 

system utilizing sequential data from multiple smartphone sensors, 

exhibiting improved detection accuracy compared to existing methods. 

 To develop a Spatial-Temporal Graph Convolutional Recurrent Network for 

transportation flow estimation. This method can identify dynamic spatial 

correlations between stations and is capable of long-term forecasting. 

1.3 Contributions 

In our current study, we aim to address two significant challenges in the field of 

transportation: Transportation Mode Detection (TMD) and Transportation Flow 

Estimation (TFE). While various approaches have been explored in this domain, 

several major challenges still exist: 

Diverse Sensors: Numerous methods for detecting transportation modes and 

estimating transportation flow rely on data collected from a diverse combination of 

sensors, including cameras [24], sound [25], smart cards swiping [26,27], ultrasonic 

sensors [28,29] and ticketing systems [30]. This data fusion results in intricate high-

dimensional feature sets encompassing diverse data types, demanding distinct 

methods for analysis, processing, and evaluation. Utilizing such data leads to 

intricate models that demand significant computational resources. High-dimensional 

data can make it difficult to find meaningful patterns, require substantial 

computational resources, and lead to overfitting if not properly handled. 

Multimodal Transportation: In a bustling contemporary city, where a dynamic 

urban environment occurs, commuters have a plethora of transportation choices, 

each with unique traits and specific features. Furthermore, these preferences and 

modes of transport are continually evolving as users exhibit diverse and 

unpredictable behaviors during transportation. To accurately identify the mode used 

by commuters on each occasion and estimate transportation flow, it is crucial to 

consider these variations in traffic variability, movement patterns, speeds, and 

activity sequences. Variability in user behavior can make it challenging to establish 



20 | P a g e  
 

universal models that accurately represent all users, requiring adaptive algorithms 

capable of handling diverse behaviors. 

Data Quality: Reliable data is essential for accurate predictions. Incomplete, 

outdated, or biased data can lead to inaccurate forecasts. Sensors, especially those 

in wearable devices, can introduce noise and inaccuracies in the collected data due 

to calibration errors, device limitations, or environmental interferences. Noisy 

sensor data with errors can lead to misclassification and reduced detection 

accuracy.  

Long-Term Estimation: To enhance the accuracy of estimations and ensure their 

practical applicability, it is crucial to forecast not only in the short term but also in 

the long term. As the duration of the estimation period increases, the impact of 

uncertain factors results in a decrease in the accuracy of predictions. Additionally, 

the dynamic variability of transportation flow further elevates the uncertainty of 

estimations. Generally, long-range predictions are more demanding than short-

range ones, but their practical significance is greater. Thus, it is a challenge to attain 

a long-term estimation of transportation flow. 

Changeable station networks and mobility patterns: When the stations network 

does not have a fixed structure but its structure is dynamic, the relationship 

between the stations also changes. The spatial dependencies depend not only on 

the physical connections of stations, but on the dynamics of the system i.e., the 

mobility of flow-makers (passengers or bikes) which also depends on various 

external factors (weather, peak hours, personal choices etc.). Therefore, it’s a 

challenge to capture and take into consideration the dynamic spatial dependency 

relations between stations in order to make an accurate estimation of 

transportation flow. 

 

Based on the aforementioned challenges, the research questions that arise and 

need to be addressed are as follows: 

1. How can innovative methods are devised to enhance transportation mode 

detection and flow estimation, balancing optimal model performance with 

considerations of accuracy, efficiency, computational resources, and the 

management of high-dimensional data? 

2. What methods can effectively clean and preprocess sensor data from wearable 

devices to mitigate errors and calibration inaccuracies, ensuring the reliability 

and accuracy of transportation mode detection? 

3. What strategies and forecasting methods can be employed to improve the 

accuracy of long-term transportation flow predictions, considering the impact of 

dynamic flow variability over extended periods? 

4. How can dynamic spatial dependency relations between stations, influenced by 

changing station networks and mobility patterns, be effectively captured and 

incorporated into transportation flow estimation models? 

 

The attempt to address these research questions led to the following contributions: 
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 We have developed novel techniques to enhance Transportation Mode 

Detection (TMD) by establishing a robust and efficient TMD system (TMD-Bert 

model) that enhances detection accuracy compared to current methods 

(greater than 99.7% accuracy) and that shows exceptional performance in all 

classes. 

In Transportation Flow Estimation (TFE), we have managed to optimize model 

(ST-GCRN model) performance while ensuring superior accuracy (error decrease 

by 98% in the metro system and 63% in the bike sharing system compared to 

the current state-of-the-art baselines). The proposed methods have been 

validated on real-world data and compared with a wide range of machine and 

deep learning techniques. These methods have the potential to redefine the 

analysis and utilization of transportation data in intricate urban environments. 

 

 We have handled initial sensor (in TMD) and smart cards swiping data (in TFE) 

effectively by cleaning and preprocessing them (imputation, data normalization, 

feature extraction), attempting to address errors, missing data, and high-

dimensionality issues. These techniques aim to enhance the reliability and 

accuracy of transportation mode detection and transportation flow estimation, 

ensuring the availability of high-quality data for analysis.  

 

 We have achieved back-long-term transportation mode detection (by one or 

more prior times) and transportation flow estimation for different estimation 

horizons (30 minutes for Metro and 60 minutes for Bike sharing system) with 

minimized error. This method accounts for the dynamic variability of flow over 

extended periods, leading to more accurate and reliable predictions. This 

advancement proves valuable for long-term urban planning and the 

development of transportation infrastructure. 

 

 We have captured dynamic spatial dependency relations between stations, 

influenced by evolving station networks and mobility patterns (two types of 

transportation flow datasets- Hangzhou metro railway system and the NY bike 

sharing system- with different network structures and changing spatial 

connections between stations). These models offer valuable insights into the 

changing relationships among stations in urban environments, facilitating 

precise transportation flow estimations. This contribution is essential for 

adapting transportation systems to the dynamic nature of urban landscapes. 

 

Overall, these contributions would significantly advance the field of transportation 

analysis, providing practical and innovative solutions to complex challenges faced in 

urban planning, mobility management, and data-driven decision-making processes. 
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1.4 Thesis Organization 

The thesis is organized in two parts. Part I deals with Transportation Mode Detection 

(TMD) and Part II addresses Transportation Flow Estimation. 

Part I comprises four chapters. Chapter 2 delves into the Transportation Mode 

Detection (TMD) problem, exploring the motivations behind this research. 

Additionally, it provides an in-depth presentation of related works in the field, an 

analysis of sensors and their limitations, and an overview of publicly available 

common datasets. 

Chapter 3 addresses data preprocessing, concentrating primarily on the issues and 

methods examined and utilized in this research including Dimensionality reduction 

which aims at streamlining and optimizing data utilization efficiency. In Chapters 4 

and 5, two deep learning models based on LSTM and BERT-Transformers are 

respectively presented. The dataset used, its analysis, and the thorough description 

of experiments results, along with their evaluation, is provided. 

Part II comprises two chapters. Chapter 6 addresses the transportation flow 

forecasting problem, discussing related works in the field and introducing the two 

datasets of metro and bike-sharing bikes used in the research experiments. In 

Chapter 7, Graphic Neural Networks are introduced in general, and the proposed 

framework is extensively described, along with the implemented experiments and 

their corresponding results. Finally, in Chapter 8, the limitations, overall conclusions 

and future challenges in the field are presented. 
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Part I: Transportation mode detection 
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Chapter 2  

Transportation mode detection: Background 

2.1 Motivation  

Transportation Mode Detection (TMD) refers to the process of identifying and 

classifying the specific mode of transportation that an individual is using, based on 

data collected from various sensors on their smartphone or other wearable devices. 

It can be categorized as an activity recognition task. In this task, TMD algorithms 

utilize sensor data from GPS, accelerometer, gyroscope, and magnetometer 

readings to determine the particular transportation mode being used by individuals. 

This can include activities such as walking, running, driving, taking public 

transportation (bus, train, subway), or cycling. By analyzing the sensor data, TMD 

algorithms can accurately identify and classify the specific transportation mode 

employed by individuals [31,32,33]. 

The motivation for transportation mode detection (TMD), as illustrated in Figure 2.1, 

stems from several important reasons. Transportation Mode Detection (TMD) holds 

immense significance in various domains, profoundly impacting urban planning, 

transportation efficiency, environmental sustainability, health and safety, 

personalized services, and more. 

In the realm of urban planning and infrastructure development, TMD offers 

invaluable insights into the transportation modes preferred by individuals within a 

specific area. This knowledge is pivotal for authorities as it enables optimization of 

resources and facilitates improvements in transportation systems. By accurately 

identifying transportation modes, TMD aids in analyzing traffic patterns, pinpointing 

congestion areas, and implementing strategic measures to alleviate traffic issues. 

Consequently, this leads to reduced travel times, enhanced traffic flow, and an 

overall improvement in transportation efficiency. 

Beyond its impact on efficiency, TMD plays a vital role in assessing the 

environmental implications of different transportation modes. By discerning the 

usage of sustainable options like walking, cycling, and public transportation, TMD 

contributes to the reduction of carbon emissions and promotes eco-friendly 

transportation alternatives. Moreover, TMD has direct implications for public health 

and safety. Through the detection of transportation modes, it becomes possible to 

analyze pedestrian and cyclist behavior, identify accident-prone areas, and 

implement targeted safety measures. Additionally, TMD supports the promotion of 

active transportation modes, such as walking and cycling, fostering personal well-

being and health [34]. 
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On a more analytical level, TMD revolutionizes data collection for urban 

transportation planning. Traditionally, gathering such data was costly, error-prone, 

and limited in scope [35]. However, with smartphones, TMD facilitates the collection 

of vast and real-time data, offering accurate and up-to-date information essential 

for effective urban transportation planning. Furthermore, TMD enables targeted 

advertisements, enhancing customer experience and benefiting advertisers by 

optimizing their campaigns. Context-aware applications, empowered by TMD, 

deliver valuable real-time information to users, aiding in effective journey planning 

and behavior adjustment. 

 

Figure 2.1 Motivation for Transportation Mode Detection. 

In the realm of urban planning and traffic management, TMD's insights into daily 

transportation modes, prove invaluable. This knowledge informs the evaluation of 

current urban planning effectiveness and estimates traffic patterns, enabling 

governments to enhance routes, schedules, and public transportation services. 

Moreover, TMD supports emergency services by swiftly detecting accidents and 

facilitating timely responses. 

TMD doesn't just stop at infrastructure planning; it profoundly influences physical 

and mental health. Utilizing smartphone sensor data, TMD assesses health status 

and provides personalized advice. It monitors physical activity, aiding in managing 

health conditions and promoting overall well-being. Additionally, TMD supports the 
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promotion of soft transportation modes, aligning with environmental objectives and 

enhancing accessibility and social equity. 

Lastly, TMD informs bicycle usage planning, helping governments and organizations 

optimize bicycle stations and routes. This knowledge ensures the creation of 

efficient infrastructure, encouraging and supporting sustainable transportation 

choices. Overall, TMD's multifaceted impact underscores its pivotal role in shaping 

modern transportation systems and urban landscapes. 

 

2.2 Mathematical Problem Formulation 

In transportation mode detection (TMD), the problem can be mathematically 

formulated as a classification task. 

Let: 

 X be the feature matrix representing the sensor data, where each row 

corresponds to a sample and each column represents a different sensor feature. 

 Y be the target variable representing the transportation mode labels, where each 

element in Y corresponds to the transportation mode of the corresponding sample 

in X. 

Given a set of sensor data readings, including GPS coordinates, accelerometer 

measurements, gyroscope readings and magnetometer data, the goal is to 

determine the transportation mode or activity being performed by an individual at 

each point in time. 

Let's denote the sensor data as    {           , where xi represents the sensor 

readings at each time step i. The sensor data can include features such as GPS 

latitude and longitude, acceleration values in different axes, angular velocity, and 

magnetic field strength. We define a set of transportation modes or activities as 

   {           , where each mode yi represents a specific transportation mode 

(e.g., walking, running, driving a car, cycling). We can represent this as a supervised 

learning problem, where our objective is to learn a function  

     that maps the sensor data to the corresponding transportation mode labels, 

such that        , where y is the transportation mode inferred from the sensor 

data. 

Mathematically, we can express this as: 

             (1) 

where        is a mapping function that assigns the transportation mode y to the 

given sensor data X. 
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2.3 Related work 

There have been several related works in the field of Transportation Mode 

Detection (TMD).  

Machine Learning: Various traditional machine learning methods on multimodal 

sensor data have been used in the field of TMD. In [36], the sensor data were 

divided into frames with a sliding window size of 5.12 s with half overlap, and in 

each frame computed seven features from the magnitude of the three motion 

sensors. For the accelerometer, the mean, standard deviation, index of the highest 

FFT (fast Fourier transform value), and ratio between the first- and second-highest 

FFT values were computed. For the gyroscope, mean and standard deviation were 

computed, while for the magnetometer only standard deviation was computed. A 

decision tree algorithm was employed to train a transportation mode classification 

model, achieving a 71% F1-score. In the 2020 Research Challenge [37] created by 

the University of Sussex and Huawei Ltd., among the ML classifiers used, XGBoost 

achieved the highest F1-score (77.9%), followed by random forest (69.1%) and 

multilayer perceptron (MLP) (52.8%). 

Different machine learning classifiers (K-nearest neighbor, support vector machines, 

tree-based methods, etc.) were developed in [38] to identify different 

transportation modes, including bike, car, walk, run, and bus, with random forest 

producing the best overall performance of 95.1%. Tree-based ensemble models 

(random forest, gradient-boosting decision tree, and XGBoost) were used in [39] to 

classify the different transportation modes using Global Positioning System (GPS) 

data. The experimental results showed that the XGBoost model produced the best 

performance, with a classification accuracy of 90.77%. In [40], three datasets were 

created and used for TMD, each with different types of sensors. For each of these 

datasets, four classification machine learning algorithms were used: decision trees 

(DT), random forest (RF), support vector machines (SVM), and neural network (NN). 

For all datasets, random forest had the highest accuracy (81–93%). 

Numerous experiments were carried out in [41] to compare the impact of different 

feature sets (e.g., time-domain features, frequency-domain features, Hjorth 

features), as well as the impact of various classification algorithms (e.g., random 

forest, naive Bayes, decision tree, K-nearest neighbor, support vector machine), on 

the prediction accuracy. This system achieved an average accuracy of 98.33% in 

detecting the vehicle modes when using the random forest classifier.  

Deep learning: Deep learning techniques, which attract significant interest in the 

machine learning community, were applied in addition to traditional ML algorithms 

to the transportation mode recognition task, in order to improve the models’ 

performance. A unified framework (CL-TRANSMODE) composed of Convolutional 

Neural Network (CNN) and Long Short-Term memory (LSTM) was proposed in [42], 

using the Sussex-Huawei Locomotion (SHL) dataset, and managed to outperform 

Deep Neural Networks (DNN), CNN, Recurrent Neural Networks (RNN), LSTM, 
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decision tree, random forest, AdaBoost, and XGBoost for identifying eight 

transportation modes with a 98.1% accuracy. In [43], a model to detect 

transportation modes based on a partially observed sequence was presented, and 

CNN, LSTM, and DNN were used for comparison; the proposed model outperformed 

them, with an accuracy of 92%. In [44], ML and DL techniques were used on the 

same dataset as in [40]. Random forest had the best performance among all 

methods (87%), while CNN and LSTM had F1-score of 80% and 76%, respectively. A 

series of machine Learning approaches for real-time transportation mode 

recognition were presented in [45], built on both statistical feature extraction and 

raw data, and a comparison was made for these approaches using Random Forest 

(RF), Support Vector Machines (SVMs), Feed-Forward Neural Networks (FFNNs), 

multilayer LSTM Recurrent Neural Networks, RNNs, and CNNs. RNNs obtained the 

best performance (88%) using statistical features, while CNNs obtained 98.6% via 

the analysis of the seven raw data measures without any pre-processing. In [46], a 

DNN-based approach was proposed to efficiently recognize five transportation 

modes (still, walk, run, bike and vehicle) from accelerometer, magnetometer, and 

gyroscope measurements. DNN achieved approximately 95% classification accuracy, 

and outperformed four machine learning methods, i.e., AdaBoost, Decision Trees 

(DT), K-Nearest Neighbors (KNN), and SVM. In [47], a novel input set consisting of 

extracted features, rather than raw data, was fed to an LSTM model, for 10 different 

transportation modes, achieving 96.82% performance. A CNN model built on the 

one-dimensional acceleration data was used to determine the transportation mode 

in [48]. 

Transformers: Transformers [49] adopt an attention-mechanism which examines an 

input sequence and decides at each step the importance of the other parts of the 

sequence. Since their introduction they have been gradually shown to outperform 

LSTM which was the previous state-of-the-art model in sequential data analysis. 

Attention was initially designed in the context of Neural Machine Translation using 

Seq2Seq Models in the Natural Language Processing (NLP) field. In NLP, both 

attention-mechanism and Transformers have been used effectively in a variety of 

tasks such as reading comprehension, abstractive summarization, word completion, 

and others [50,51,52]. 

Before Transformers appear, most state-of-the-art NLP models were based on RNN 

[53], LSTM [54] or CNN [55], however these methods presented certain limitations. 

RNN [56,57] processed data sequentially but firstly this was not very efficient in 

handling long sequences and secondly, it was difficult to take full advantage of 

modern fast computing devices such as TPUs and GPUs. Even though LSTM offered a 

slight improvement over conventional RNN concerning long dependency issues, 

there were still particular constraints such as the need for sequential processing that 

not allowed parallel training and the difficulty in handling long sequences and long-

range dependencies. Convolutional Neural Networks (CNNs) [58], widely used in NLP 

field, trained quite fast and were efficient with short texts, but the number of 

different kernels required to capture dependencies between all possible 
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combinations of words in a sentence, would be huge and impractical. On the other 

hand, the reason Transformers outperform all other architectures is the fact that 

they completely avoid recursion. That is because, thanks to multi-head attention 

mechanisms and positional embeddings, they process sentences as a whole and 

they learn relationships between words.  

The additional feature of training parallelization allows training on larger datasets 

than was once possible. This feature led to the development of pretrained systems 

such as BERT (Bidirectional Encoder Representations from Transformers) [59] which 

was trained with large language datasets, such as the Wikipedia Corpus and 

Common Crawl. Thus, although Transformers were used primarily in the fields of 

natural language processing (NLP), the development of pretrained systems such as 

BERT sparked a wave of research in other domains, too. In Computer Vision domain, 

models which can be well adapted to different image processing tasks were 

developed. In [60], ImageGPT a sequence Transformer is trained to auto-regressively 

predict pixels, without built-in knowledge of the 2D input structure. In [61], a pre-

trained model with transformer architecture is developed for image processing, and 

in [62], Facebook AI researchers presented DETR showing that transformers can be 

used for object detection and segmentation, with very competitive results. In 

Biology and Chemistry research field, AlphaFold2 model [63] was developed, an 

equivariant structure prediction module for protein structure prediction, as well as 

SE(3)-Transformers [64] a variant of the self-attention feature for 3D point clouds 

and graphs, which is equivalent under continuous 3D rotational translations. In 

Transportation domain, spatial transformer [65], a new variant of graph neural 

networks has been developed. This model uses directed spatial dependencies with 

self-attention mechanism and manages to capture and predict traffic flows in real-

time. In [66] TrafficBERT is proposed, a model for traffic flow prediction which is 

based on pre-trained BERT and can be used on a variety of roads as it is pretrained 

with a large traffic dataset. 

Data Fusion: Data fusion entails amalgamating data acquired from various mobile 

and wearable sensor devices. This amalgamation enhances the dependability, 

resilience, and overall effectiveness of recognition systems. The primary objective is 

to diminish uncertainty and overcome the challenges presented by indirect capture, 

which are hard to tackle using data from a solitary sensor source [67,68]. 

While the use of Data Fusion techniques to model complex systems is not new 

[69,70], there is a growing interest in applying them to transportation systems. 

Specifically, road traffic is an area where Data Fusion techniques are expected to 

bring significant advantages. The prediction of traffic patterns plays a crucial role in 

intelligent transportation systems. Accurate traffic predictions are vital for 

improving routing, dispatching, and congestion management strategies. Recent 

research in this area has resulted in effective solutions for forecasting traffic flow. 

Authors in [71] propose a deep learning urban traffic prediction model that 

combines information extracted from tweet messages with traffic and weather 
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information.  In [72] an attribute channel fusion module is built to fuse local motion 

states and capture the spatial dependencies so as to perform accurate 

transportation mode identification. In [73] a transportation mode recognition 

methodology is introduced, which utilizes a multi-scale fusion technique to integrate 

motion sensor and GNSS data, achieving a more detailed and precise analysis. A data 

fusion strategy for sensor networks is suggested in [74], aiming to identify the type 

of vehicles in traffic flow detection. In [75] authors use fusing multimodal data from 

wearable sensors (motion, sound and vision) for transportation mode recognition. 

Although sensor fusion offers numerous advantages, it also presents certain 

challenges and limitations in its application.  

 Data quality: The reliability and accuracy of sensor data used in data fusion can 

be compromised due to errors, such as outliers, missing values, or incorrect 

readings. Poor data quality can lead to inaccurate decision-making and adversely 

impact the effectiveness of data fusion in transportation. 

 Data heterogeneity: Transportation systems often rely on data from various 

sources, such as different types of sensors, GPS devices, or traffic cameras. 

Integrating and fusing heterogeneous data from these diverse sources can be 

challenging due to differences in data formats, resolutions, or sampling rates. 

 Scalability: As transportation systems generate large volumes of data, the 

scalability of data fusion becomes a concern. Processing and fusing data from 

numerous sensors in real-time can require significant computational resources 

and may pose challenges in terms of latency and system performance. 

 Privacy concerns: Data fusion involves aggregating and analyzing data from 

different sources, which can raise privacy concerns. Ensuring the protection of 

sensitive information and complying with privacy regulations can be challenging, 

especially when dealing with personal data in transportation systems. 

 System complexity: Implementing data fusion in transportation systems requires 

integrating multiple technologies, algorithms, and data sources. The complexity 

of designing and managing such systems can be a limitation, as it requires 

expertise in various domains and coordination among different stakeholders. 

 Cost: Deploying and maintaining data fusion systems in transportation can 

involve significant costs. The need for sophisticated sensors, infrastructure, 

computational resources, and ongoing maintenance can be a limitation, 

especially for smaller transportation organizations or regions with limited 

budgets. 

 Data sharing and interoperability: Effective data fusion in transportation often 

relies on sharing data among different entities, such as transportation agencies, 

service providers, or vehicles. Ensuring data sharing agreements, establishing 

interoperability standards, and addressing data ownership issues can be complex 

and pose limitations to seamless data fusion. 

 Data fusion algorithms and techniques: Selecting appropriate data fusion 

algorithms and techniques that are suitable for transportation applications can 

be challenging. Different situations, such as traffic congestion, accidents, or 
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weather conditions, may require specific algorithms or approaches, and choosing 

the right ones can be a limitation without proper expertise and research. 

Overall, while data fusion offers significant potential in transportation, these 

limitations need to be addressed to ensure its effective implementation and 

utilization. 

2.4 Sensors 

Numerous research efforts have been conducted to study activity detection and 

classification using either inertial or multimodal sensors [76]. Inertial sensors, as 

presented in Figure 2.2, include accelerometers, gyroscopes, and magnetometers 

and provide dynamic information through direct measurement. These sensors have 

become popular due to their small size, cost-effectiveness, and integration into 

smartphones and wearable devices. Accelerometer-based systems have been 

extensively studied in various applications concerning posture and movement 

recognition [77]. Due to the improved processing power of mobile phones and the 

availability of diverse sensors enabling data collection and transmission via Wi-Fi or 

Bluetooth interfaces, mobile devices have integrated activity recognition, enabling 

efficient real-time monitoring [78].  

 

Figure 2.2 Smart phone sensors. 
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However, as a single accelerometer is affected by the positioning of the sensor and 

the sensor drift, along with its insufficiency to recognizing complex movements, 

researchers have proposed using gyroscopes or multiple accelerometers placed on 

different body parts to improve recognition rates [79,80]. Some studies have 

explored the placement of multiple accelerometers to differentiate various 

activities, but this approach can be burdensome, especially for elderly patients.  

Sensor fusion techniques are currently being developed to integrate multiple inertial 

sensors and multimodal sensors for the purpose of human activity recognition and 

monitoring [81,82,83,84]. The fusion of these sensors provides complementary 

advantages and improves orientation detection and response time. Combining 

gyroscopes with accelerometers and magnetometers corrects errors and improves 

the accuracy of rotation output. Magnetic fields also help generate accurate 

acceleration readings independent of the smartphone's orientation during motion. 

These sensor fusions enable the deduction of context-aware monitoring, 

transportation mode analysis, and real-time detection [85] using smartphones. 

 

2.5 Relevant Datasets 

2.5.1 Geolife trajectory dataset  

This GPS trajectory dataset (2007- 2012) [86] was collected in (Microsoft 

Research Asia) Geolife project by 182 users in a period of over three years (from 

April 2007 to August 2012). A GPS trajectory of this dataset was represented by a 

sequence of time-stamped points, each of which contained the information of 

latitude, longitude and altitude. This dataset contained 17,621 trajectories with a 

total distance of about 1.2 million kilometers and a total duration of 48,000+ hours. 

These trajectories were recorded by different GPS loggers and GPS-phones. This 

dataset recoded a broad range of users’ outdoor movements, including not only life 

routines like go home and go to work but also some entertainments and sports 

activities, such as shopping, sightseeing, dining, hiking, and cycling. As far as TMD is 

concerned, the possible transportation modes are: walk, bike, bus, car, subway, 

train, airplane, boat, run and motorcycle. 

Every single folder of this dataset stores a user’s GPS log file: 

 Latitude in decimal degrees.  

 Longitude in decimal degrees.  

 All set to 0 for this dataset.  

 Altitude in feet (-777 if not valid).  

 Date - number of days (with fractional part) that have passed since 12/30/1899.  

 Date as a string.  

 Time as a string. 
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This trajectory dataset can be used in many research fields, such as mobility pattern 

mining, user activity recognition, location-based social networks, location privacy, 

and location recommendation [87,88,89]. 

2.5.2 TMD-Kaggle  

The TMD-Kaggle Dataset (2017) [90] has been developed at the University of 

Bologna. It is based on thirteen users who collected the data during their daily 

activities. The dataset contains 5893 samples, includes all sensors available in 

phones and distinguishes five transportation modes: being on a car, on a bus, on a 

train, standing still and walking. 

Based on meaning reasons, the following sensors were excluded from data used for 

training model: 

 light 

 pressure 

 magnetic field 

 magnetic field uncalibrated 

 gravity 

 proximity 

From remaining nine possibly relevant sensors three different sensors set were 

created. The first set contains only three sensors whose are base sensors and have 

almost complete or complete users support (accelerometer, gyroscope, and sound). 

The second set contains sensors from first set plus all the other sensor excluded 

speed, that is a GPS-based sensor, for its high consumption of the battery. Lastly, 

the third set contains all sensors that defined as relevant for the task. 

The dataset was used to build different models, with different classification 

algorithms (Decision Tree, Random Forest, Support Vector Machine and Neural 

Network) reaching a maximum level of accuracy of 96% [91]. 

2.5.3 Sussex-Huawei Locomotion (SHL)  

The SHL dataset (2017) [92] from University of Sussex, which is considered as one of 

the biggest dataset in the research community, was collected primarily to 

investigate the recognition of users’ modes of locomotion and transportation from 

the sensors in mobile phone based on using machine learning methods. 

The SHL dataset was recorded over a period of 7 months in 2017 by 3 participants in 

the United Kingdom. Each participant carried four smartphones simultaneously at 

four body locations (in the hand, at the torso, in the hip pocket, in a backpack or 

handbag), which results in 4 × 703 = 2812 hours of annotated data. Each 

smartphone was logging the data of the 15 sensors available in the smartphone 

(e.g., inertial sensors, GPS, ambient pressure sensor, ambient humidity). Beside the 

smartphones, the participants also wore a front-facing camera, to verify and correct 
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annotations and to introduce additional post collection annotations. This resulted in 

28 total annotation types, including 8 modes of transportation (e.g., Still, Walk, Run, 

Bike, Car, Bus, Train, and Subway), the participant’s posture, inside/outside location, 

road conditions, presence in tunnels, social interaction, and having meals.  

The original SHL dataset contains the data from all sensors of the phones that are 

used. The following sensor modalities were recorded: 

 Accelerometer: x, y, z in m/s2 

 Gyroscope: x, y, z in rad/s 

 Magnetometer: x, y, z in μT 

 Orientation: quaternions in the form of w, x, y, z vector 

 Gravity: x, y, z in m/s2 

 Linear acceleration: x, y, z in m/s2 

 Ambient pressure in hPa 

 Google’s activity recognition API output: 0-100% of confidence for each class (“in 

vehicle”, “on bicycle”, “on foot”, “running”, “still”, “tilting”, “unknown”, 

“walking”) 

 Ambient light in lx 

 Battery level (0-100%) and temperature (in °C) 

 Satellite reception: ID, SNR, azimuth and elevation of each visible satellite 

 Wi-Fi reception including SSID, RSSI, frequency and capabilities (i.e. encryption 

type) 

 Mobile phone cell reception including network type (e.g. GSM, LTE), CID, Location 

Area Code (LAC), Mobile Country Code (MCC), Mobile Network Code (MNS), 

signal strength 

 Location obtained from satellites (latitude, longitude, altitude, accuracy) 

 Audio 

A body worn-camera recorded a time-lapse video with one frame taken every 30 

seconds. The camera was worn on the chest or backpack straps, generally facing in 

the forward direction [93].  Table 2.1 shows the basic characteristics of the common 

datasets comparatively. 

 

Dataset Devices/user Sensors Particip. Labels Hours Samples 

Geolife 
GPS logger and 
GPS phone 

GPS 182 

walk, bike, 
bus, car, 
subway, 
train, 
airplane, 
boat, run 
and 
motorcycle 

48000+ 

18670  (28 
trajectories 
per user- 800 
points per 
trajectory) 

TMD 1 smartphone 9  13 car, bus, 31 5893 per 
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(Accelometer, 
Sound, 
Gyroscope, 
Orientation, 
Linear 
Acceleration, 
Rotation 
vector, Game 
Rotation 
vector, 
Gyroscope 
uncalibrated, 
Speed) 

train, still 
and 
walking 

dataset 

SHL 
4 smartphones 
+ 1 camera 

15  
(Accelometer, 
Gyroscope, 
Magnetomete
r, Orientation, 
Gravity, Linear 
Acceleration, 
Ambient 
Pressure, 
Google's 
activity 
recognition 
API, Ambient 
light, Battery 
level and 
temperature, 
Satellite 
reception, Wi-
Fi reception, 
Mobile phone 
cell reception, 
Location 
obtained from 
satellites, 
Audio) 

3 users 

Still, walk, 
run, 
bicycle, 
car, bus, 
train, 
subway 

3000 
More than 
1.ooo.ooo 
per day 

Table 2.1 An overview of the common datasets from the literature. 

Geolife, which solely consisted of GPS measurements, was excluded from 

consideration among the three datasets. When comparing TDM and SHL, both of 

which included measurements from multiple sensors, SHL was ultimately selected 

due to the following reasons: 
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 More labels: SHL provided a greater number of labeled instances, allowing for a 

more comprehensive analysis and evaluation of TMD algorithms. 

 More samples: SHL offered a larger dataset size, providing a broader range of 

data points for training and testing TMD models. 

 More hours: SHL encompassed a longer duration of data collection, allowing for a 

more extensive examination of transportation patterns and behavior across 

different time periods. 

 More sensors: SHL incorporated data from a wider range of sensors, enabling the 

exploration of various features and their impact on TMD accuracy. 

Considering these factors, SHL emerged as the preferred dataset TMD research and 

experimentation.  

The SHL dataset was accessible in two versions for download: 

1. SHL Preview: This version consisted of data from 3 users, spanning 3 days per 

user, and included information from 4 phone locations and a time-lapse camera. 

2. SHL Complete User 1 – Hips phone: The second version focused on a single user 

and covered all the recording days, approximately 7 months. It specifically 

included data from the phone placed at the pocket (Hips) and the time-lapse 

camera. 

For this research, the second version was selected as it encompassed a greater 

number of recording dates. This provided a larger sample size, offering more 

opportunities for experimentation and analysis. 
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Chapter 3  

Data Preprocessing and Manipulation for Transportation 
Mode Detection 

Due to the rise of the Internet of Things (IoT) and Wireless Sensor Networks (WSNs), 

IoT applications can now encompass hundreds or even thousands of sensors, 

generating extensive datasets. However, this data becomes ineffective if it contains 

errors. Poor sensor data quality, resulting from these errors, can lead to inaccurate 

decision-making, rendering the data unreliable. 

More specifically, sensors data errors may include various points that impact the 

reliability and accuracy of the collected data [94]. One issue is noise, which arises 

from random variations in the measured quantity. This noise can distort the actual 

signal, leading to inaccuracies in measurements. Calibration errors are another 

concern. Sensors must be calibrated to ensure precise measurements. Inaccurate 

calibrations can result in unreliable readings, compromising the integrity of the data. 

Drift is a phenomenon where sensor readings deviate from the true value over time. 

This can be caused by factors such as aging or environmental changes, introducing 

inaccuracies into the data. Interference from external sources, like electromagnetic 

interference or cross-talk between sensors, can also introduce errors, leading to 

incorrect readings. Additionally, missing data can pose a challenge when sensors fail 

to capture data points at specific times, creating gaps in the dataset. These gaps can 

disrupt the continuity and completeness of the information, affecting the overall 

analysis. Outliers, or readings significantly different from the rest of the data points, 

can distort the analysis if not properly identified and handled. Managing outliers is 

essential for accurate data interpretation. Data inconsistencies, including issues with 

formats, units, or timestamps, can complicate the integration and analysis of sensor 

data. Incompatible or inconsistent data formats can hinder the seamless processing 

of information, making it challenging to draw meaningful insights. Addressing these 

challenges is crucial to ensuring the reliability and usefulness of sensor-generated 

data in various applications. 

3.1 Data Preprocessing with Feature Transformers 

Data preprocessing in machine learning is essential because it cleans, transforms, 

and organizes data in a way that maximizes the effectiveness and accuracy of 

machine learning algorithms. Proper preprocessing ensures that models are built on 

reliable, high-quality data, leading to more meaningful and reliable insights. 

Preprocessing in machine learning is a vital step that addresses various aspects of 

data preparation to enhance the performance and reliability of algorithms. One key 

aspect is Data Quality Assurance, where preprocessing methods are employed to 
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clean and manage noisy, missing, or inconsistent data, ensuring the dataset used for 

training models is of high quality and dependable. 

Feature transformation techniques combine the original set of features to obtain a 

new set of less-redundant variables [95]. 

Handling Missing Values is another critical function of preprocessing. Techniques 

can either fill in missing values or remove instances with missing data, preventing 

biased analysis and significantly improving the accuracy of models. 

Feature Scaling is essential because features often have different scales, which can 

impact the performance of certain machine learning algorithms. Preprocessing 

methods such as normalization or standardization ensure that all features 

contribute equally to the model. This prevents a single feature from dominating due 

to its larger scale, ensuring a more balanced and accurate analysis. 

When dealing with categorical data, preprocessing techniques like one-hot encoding 

or label encoding are applied. These methods transform categorical variables into a 

format compatible with algorithms that typically work with numerical data, enabling 

the inclusion of categorical information in the analysis. 

Another critical preprocessing technique is Dimensionality Reduction. High-

dimensional data can pose challenges for algorithms. Techniques like Principal 

Component Analysis (PCA) are utilized to reduce the number of features, making the 

dataset more manageable. This helps prevent the curse of dimensionality, a 

phenomenon where high-dimensional data can lead models to overfit the data. 

Preprocessing also facilitates Feature Engineering, allowing the creation of new 

features based on existing ones. These engineered features can capture intricate 

relationships in the data, enhancing the performance of machine learning models by 

providing them with more relevant and valuable input. 

Additionally, preprocessing methods aid in Outlier Detection and Removal. 

Identifying and handling outliers ensures that extreme values do not unduly 

influence the model, leading to more robust and accurate predictions. 

Data Normalization is yet another crucial preprocessing step. Normalizing data to a 

standard scale ensures that the model is not swayed by the magnitude of the values, 

making it simpler to compare and analyze different features on an equal footing. 

3.2 Imputation of missing data 

Imputation [96] refers to the process of filling in missing values in datasets with 

incomplete information. 

Fixed Value Imputation is a form of imputation where missing values in a dataset are 

replaced by specific fixed values. These fixed values can be constants (such as 0) or 

other predetermined values. This approach assumes that the missing values are 

missing at random and do not significantly affect the overall distribution.  
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Fixed Value Imputation, as the name suggests, involves filling in the missing entries 

with specific, predetermined constants. These constants could be zero, a negative 

value, or any other chosen numerical value. Unlike more complex imputation 

methods, Fixed Value Imputation simplifies the process by uniformly assigning a 

constant to all missing data points. 

While Fixed Value Imputation may seem simplistic, it finds applications in situations 

where the missing values do not carry significant information or where the focus lies 

on retaining the dataset's structure rather than the exact values. This method is 

particularly useful when dealing with categorical variables, ordinal data, or when the 

missing data is random and doesn't carry a specific pattern. Despite its simplicity, 

Fixed Value Imputation can provide a quick solution in scenarios where maintaining 

dataset completeness is crucial for subsequent analyses. It is quick and 

straightforward, making it useful for rapidly filling missing values in large datasets 

without introducing significant computational overhead. 

3.3 Data normalization 

Data normalization [97,98], also known as data scaling or feature scaling, is a 

preprocessing technique used in statistics and machine learning to standardize the 

range of independent variables or features in a dataset. The goal of data 

normalization is to bring all features to a similar scale, ensuring that no single 

feature dominates the others. Normalization is particularly important when features 

have different units of measurement or varying scales, as it allows algorithms to 

converge faster and produce more accurate results during the training process. 

There are different methods for data normalization, but two common techniques 

are:  

 Z-score Normalization (Standardization): Subtracts the mean from each data 

point and then divides the result by the standard deviation. This results in a 

dataset with a mean of 0 and a standard deviation of 1. 

 

   
   

 
      (2) 

 

Where: 

   is the standardized value 

   is the original value 

   is the average value of the feature (mean) 

   is the standard deviation of the feature 

With mean: 

   
 

 
 ∑     

 
        (3) 

 



40 | P a g e  
 

And standard deviation: 

  √
 

 
 ∑         

       (4) 

 

 Min-Max Scaling (Normalization): The original data undergoes a linear 

transformation. The process involves extracting the minimum and maximum 

values from the dataset and each data point is then replaced based on the 

following formula. Data is scaled to a specific range          . By default all 

values will be scaled to       interval. 

 Min – Max Scaling: 

       
       

          
     (5) 

 

Where,      and      are the maximum and the minimum values of the feature, 

respectively. 

When the value of   is the minimum value in the column, the numerator will be 

 , and hence       is  . On the other hand, when the value of   is the maximum 

value in the column, the numerator is equal to the denominator, and thus the 

value of       is  . If the value of   is between the minimum and the maximum 

value, then the value of       is between   and  . 

Both Z-score Normalization and Min-max Scaling are valuable methods in data 

preprocessing and the choice between them depends on the specific requirements 

and the context of the application. For instance, in clustering analyses, 

standardization is crucial for comparing similarities between features using specific 

distance measures. Another notable case is Principal Component Analysis (PCA), 

where standardization is generally favored over Min-Max scaling. This decision is 

influenced by the objective, particularly when the goal is to maximize variance in the 

components. The choice also hinges on whether PCA computes components via the 

correlation matrix or the covariance matrix. 

While normalization has certain drawbacks, such as potential loss of information if 

the original scale of input features is crucial, increased difficulty in detecting outliers 

since they are scaled along with other data, and added computational expenses, its 

advantages outweigh these limitations. Normalization can enhance the performance 

of ML algorithms by standardizing input features to a uniform scale, mitigating the 

influence of outliers, and facilitating the interpretation of machine learning model 

results due to the consistent scale of inputs. 
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3.4 High-dimensional data 

High-dimensional data refers to datasets that have a large number of features or 

variables. In Machine Learning, this can pose challenges because as the number of 

features increases, the complexity of the problem also increases. 

In the realm of high-dimensional data, several challenges emerge. Firstly, the curse 

of dimensionality becomes apparent as the number of dimensions grows, leading to 

an exponential expansion of the space. Consequently, the data becomes sparse in 

this high-dimensional space, posing difficulties in identifying meaningful patterns 

due to this sparsity issue. 

Secondly, the abundance of features in high-dimensional datasets raises concerns 

about overfitting [99]. Machine learning models, when confronted with a large 

number of features, might become excessively intricate, capturing noise in the data 

rather than the underlying patterns. To mitigate this, employing regularization 

techniques is imperative, serving as a safeguard against overfitting in the realm of 

high-dimensional data analysis. 

Lastly, the computational complexity escalates significantly with the rise in 

dimensions. Many machine learning algorithms demand substantial computational 

resources when operating on high-dimensional data, making tasks such as training 

and evaluating models a computationally expensive endeavor. These computational 

challenges add another layer of complexity to the analysis of high-dimensional 

datasets. 

Navigating the complexities of high-dimensional data involves addressing several 

pivotal challenges. Firstly, selecting pertinent features proves to be of paramount 

importance in this domain. Employing feature selection methods becomes crucial as 

they aid in pinpointing the most informative features, thus reducing the dataset's 

dimensionality effectively. Additionally, employing dimensionality reduction 

techniques such as Principal Component Analysis (PCA) and Linear Discriminant 

Analysis (LDA) becomes imperative. These methods enable the reduction of data 

dimensionality while preserving its fundamental characteristics, enhancing the 

manageability of the dataset. To combat the risk of overfitting in high-dimensional 

data, regularization techniques like Lasso and Ridge [100] regression come into play. 

These methods penalize large coefficients, discouraging an over-reliance on any 

single feature and ensuring a more balanced model. 

Ensemble methods like Random Forest and Gradient Boosting offer another avenue 

for effectively handling high-dimensional data. By amalgamating predictions from 

multiple models, these techniques enhance the robustness and accuracy of the 

analysis. Delving into the realm of deep learning, architectures like Convolutional 

Neural Networks (CNNs) and Recurrent Neural Networks (RNNs) present a 

compelling solution for deciphering hierarchical features from high-dimensional 

data. However, it's crucial to note that these methods necessitate substantial 
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amounts of data and computational resources for optimal performance. Lastly, 

proper implementation of cross-validation techniques [101] proves indispensable in 

evaluating model performance within high-dimensional settings. These techniques 

play a pivotal role in averting overfitting during model training, ensuring the 

reliability and accuracy of the analysis conducted on high-dimensional datasets. 

Dealing with high-dimensional data requires careful preprocessing, feature 

engineering, and model selection. It's essential to strike a balance between 

capturing the complexity of the data and preventing overfitting. By employing 

appropriate techniques, researchers and practitioners can extract meaningful 

insights and build accurate predictive models from high-dimensional datasets. 

3.4.1 Feature importance and Correlation 

Feature importance and correlation are two essential concepts in machine learning, 

each serving distinct roles in the analysis and understanding of data. Here's how 

they differ and how they relate to one another: 

Feature importance in machine learning refers to the process of evaluating and 

quantifying the impact of each feature (variable or attribute) in a dataset on the 

outcome or prediction made by a machine learning model. Understanding feature 

importance is essential because it helps identify which features have the most 

significant influence on the target variable. By recognizing these important features, 

data scientists and analysts can prioritize them for further analysis, focus on relevant 

aspects of the data, and potentially improve the model's performance. Feature 

importance helps in identifying which features have the most substantial impact on 

the model's outcomes. It aids in feature selection, allowing data scientists to focus 

on relevant variables and potentially improve the model's accuracy and efficiency. 

Feature importance can be determined through techniques such as decision trees 

[102], random forests [103], permutation importance [104], LASSO regression [105], 

and gradient boosting machines [106]. These methods provide scores or rankings 

indicating the importance of each feature in the model. 

This paper introduces a method for calculating feature importance based on 

permutation tests, which has become a popular technique. 

Correlation measures the statistical relationship between two variables. In the 

context of machine learning, it is often used to quantify the degree to which two 

features change together. These features provide redundant information and affect 

the performance of the model. Correlation values range from -1 to 1, where 1 

indicates a perfect positive correlation, -1 indicates a perfect negative correlation 

and 0 indicates no correlation. Correlation helps in understanding how variables 

interact with each other. High correlation between features might indicate 

redundancy, suggesting that only one of the correlated features needs to be 

considered for the model. Common correlation measures include Pearson 
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correlation coefficient (for linear relationships) [107] and Spearman rank correlation 

coefficient (for monotonic relationships) [108]. 

If two features are negatively correlated, it means they move in opposite directions. 

In some cases, a ML model might assign high importance to one feature and low 

importance to the other, effectively capturing the information from both features. If 

two features are positively correlated, they move in the same direction. A machine 

learning model might assign similar importance to both features. However, if one 

feature is substantially more important, it might overshadow the importance of the 

correlated feature. Finally, if features are uncorrelated, each feature's importance is 

determined independently based on its contribution to the target variable. 

Correlation is useful because it can help in predicting one attribute from another, it 

can indicate the presence of a causal relationship and it is used as a basic quantity 

for many modeling techniques 

Understanding both feature importance and correlation is crucial. Feature 

importance guides feature selection and model improvement, while correlation 

analysis helps in identifying relationships between features, avoiding redundancy, 

and gaining insights into the dataset's structure. Data scientists often utilize both 

concepts in conjunction to build more effective and interpretable machine learning 

models. 

3.5 Dimensionality Reduction 

Dimensionality Reduction is a preprocessing method in machine learning. It is a 

crucial preprocessing step that prepares the data for subsequent analysis and 

modeling, leading to more accurate, efficient, and interpretable machine learning 

models. 

Central to contemporary AI initiatives are Machine Learning systems that rely on 

data to harness their predictive capabilities. While Machine Learning algorithms can 

handle large datasets [109], their efficiency decreases as the number of dimensions 

rises [110].One of the main data issues that are crucial for building accurate, reliable 

and effective machine learning models apart from the poor quality of data and the 

limited data for specific problems, is the high dimensionality of data. As the number 

of features or dimensions in a dataset increases, the amount of data required to 

cover the feature space adequately grows exponentially. This can lead to sparse 

data, making it difficult for machine learning algorithms to generalize well.  

Dimensionality reduction mitigates the curse of dimensionality [111, 112] by 

reducing the number of features, making the data more manageable and improving 

the performance of machine learning algorithms. Feature dimensionality reduction 

utilizes current feature parameters to establish a low-dimensional feature space, 

effectively addressing redundant or irrelevant information. This process f ensures 

the essential information from the original features                is 

condensed into a smaller feature set                where    .  
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In practical scenarios, reducing the dimensionality significantly impacts classification 

performance, making complex problems more manageable. This reduction in the 

number of features can transform a problem that seemed impossible to solve into 

one that is feasible. This reduction can be accomplished through either feature 

selection or feature extraction methods [113].  

Feature selection, as shown in Figure 3.1, is the process of selecting a subset of 

relevant features for model construction, thus reducing training times, simplifying 

the models (to make interpretation easier) and improving the chances of 

generalization, avoiding overfitting [114]. 

 

 

 

 

Figure 3.1 Feature Selection where a subset of relevant features for model construction is 

selected. 

Feature extraction [115,116], as shown in Figure 3.2, is the transformation of 

original data to a data set with a reduced number of variables, which contains the 

most discriminatory information. This reduces the data dimensionality, removes 

redundant or irrelevant information, and transforms it to a form more appropriate 

for subsequent classification. 

   

 

 

 

Figure 3.2 Feature Extraction where original data is transformed to a dataset with a reduced 

number of variables. 

3.5.1 Dimensionality Reduction with PCA 

Principal Component Analysis (PCA) was first introduced by Karl Pearson in [117] in 

1901. In this work, Pearson presented the fundamental concepts and mathematical 

principles behind PCA, making it one of the earliest works on the topic.  

PCA [118] is a method used to reduce the dimensionality of datasets containing 

numerous features or dimensions. Employing principles from linear algebra, PCA 

identifies the most significant features within a dataset. Once these crucial features 

are pinpointed, they can be utilized to train a ML model, enhancing computational 

efficiency without compromising accuracy. PCA is a common approach in 

exploratory data analysis, feature extraction, and dimension reduction [119, 120]. 
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When dealing with a dataset comprising multivariate observations, the objective is 

to decrease dimensionality and enhance the interpretability of raw data while 

minimizing information loss. By calculating principal components (PCs) and utilizing 

them to establish a new basis for the data, a reduced set of variables with minimal 

redundancy can be obtained. These PCs represent observed signals as a linear 

combination of orthogonal components.  

In the process of PCA, several steps are taken to transform the original high-

dimensional dataset into a reduced, lower-dimensional form. Firstly, the dataset is 

standardized, ensuring that all features have a mean of 0 and a standard deviation 

of 1, which guarantees equal contribution of all features to the analysis. 

Subsequently, PCA calculates the covariance matrix of the standardized data, 

representing the relationships between different features. The computation then 

involves deriving the eigenvectors and eigenvalues from this covariance matrix. 

Eigenvectors serve as the principal components, capturing the directions of 

maximum variance, while eigenvalues signify the magnitude of variance along each 

principal component. To select the most significant components, the eigenvectors 

are ranked based on their corresponding eigenvalues, with the top k eigenvectors 

(where k represents the desired number of dimensions for the reduced dataset) 

being chosen. Finally, the original high-dimensional data is projected onto these 

selected principal components, forming a new lower-dimensional dataset. This 

process ensures a more manageable and interpretable representation of the data.  

Figure 3.3 illustrates the fundamental concept and schematic process of PCA with 2 

principal components,     and    . Given a dataset   with   variables in PCA, the 

first principal component     which retains the maximum variance, can be 

calculated as a linear combination: 

                             

(6) 

It establishes the direction with the highest variability within the data. The first 

component captures the most significant information, and no other component can 

exceed its variability. The first principal component forms a line that best fits the 

data, minimizing the sum of squared distances between data points and the line. 

Similarly, the second principal component can also be computed.     is another 

linear combination of the original predictors, capturing the remaining variance in the 

dataset and being uncorrelated with    . In simpler terms, there should be zero 

correlation between the first and second components. It can be expressed as: 

                          (7) 

Where   are the weights (loadings) assigned to each corresponding original variable 

           in each principal component. 

These weights   indicate the contribution of each original variable to the 

construction of the second principal component. The values of   are determined 
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during the PCA process, specifically in the calculation of the eigenvectors and 

eigenvalues of the covariance or correlation matrix of the original data. Each weight 

represents the importance of the corresponding variable in the formation of the 

principal component. 

 

Figure 3.3 The schematic process of PCA with 2 principal components, PC1 and PC2 

3.5.2 Dimensionality Reduction with LDA 

Linear Discriminant Analysis (LDA) [121] is a supervised dimensionality reduction 

technique used in machine learning and pattern recognition. Unlike PCA, which is an 

unsupervised method, LDA takes into account the class labels of the data points 

during the reduction process. LDA aims to find a lower-dimensional space that 

maximizes the separation between different classes in the dataset. It does this by 

projecting the data points onto a new subspace, where the classes are well-

separated. The key idea is to maximize the between-class scatter while minimizing 

the within-class scatter. 

The initial step requires computing the mean vectors for each class in the dataset. 

Let's consider a dataset with N samples, D features and C classes. The mean vector 

(often denoted as   ) for each class   is calculated as follows: For a single feature, 

the mean of class   is calculated as the average of all samples belonging to class  . 

   
 

  
∑   

  
         (8) 
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Where     is the number of samples in class     and     represents the   -th sample in 

class  . 

These mean vectors    are essential in LDA as they help determine the optimal 

linear discriminant functions that maximize the separability between classes. 

LDA evaluates the spread of data within each class by calculating the within-class 

scatter matrix. It measures how far individual data points within a class are from the 

class mean. Simultaneously, LDA calculates the between-class scatter matrix, which 

assesses the spread between different class means. It measures how distinct the 

classes are from each other in the feature space. LDA then performs eigenvalue 

decomposition on the inverse of the within-class scatter matrix multiplied by the 

between-class scatter matrix. This step results in eigenvalues and corresponding 

eigenvectors. LDA selects the top   eigenvectors corresponding to the   largest 

eigenvalues, where   represents the number of desired dimensions in the reduced 

feature space. These eigenvectors serve as transformation vectors. By projecting the 

original high-dimensional data onto these vectors, a new set of feature vectors is 

obtained. 

    
        (9) 

Where    represents the matrix of the   selected eigenvectors. 

PCA and LDA are both popular techniques for dimensionality reduction in machine 

learning and data analysis. However, they have different objectives and work under 

different assumptions. 

PCA is an unsupervised dimensionality reduction technique. Its primary goal is to 

find the orthogonal axes (principal components) along which the variance of the 

data is maximized. PCA does not take class labels into account during the reduction 

process; it focuses on capturing the overall variance within the dataset. It is useful 

for exploratory data analysis and visualization. 

LDA, on the other hand, is a supervised dimensionality reduction technique. It 

considers class labels and aims to find a subspace where the classes are well-

separated. LDA's objective is to maximize the between-class scatter and minimize 

the within-class scatter. Unlike PCA, LDA is specifically designed for improving class 

separability, making it beneficial for classification tasks [122, 123]. 

We can picture PCA as a technique that finds the directions of maximal variance. 
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Figure 3.4 (a) PCA focuses on capturing the overall variance within the dataset; (b) LDA aims 

to find a subspace where the classes are well-separated. 

In contrast to PCA in Figure 3.4 (a), LDA attempts to find a feature subspace that 

maximizes class separability. LDA makes assumptions about normally distributed 

classes, classes that have identical co-variance matrices and features statistically 

independent of each other. LDA as shown in Figure 3.4 (b), on the x-axis separates 

the two normally distributed classes well. Although the LD2 captures a lot of 

variance in the dataset, it would fail as good linear discriminant since it doesn’t 

capture any of the class discriminatory characteristics. 

  

(a) (b) 
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Chapter 4  

Bayesian-Optimized Long Short-Term Recurrent Modeling for 
Transportation Mode Detection 

4.1 LSTM for Recognition of Transportation Mode 

 

Recurrent Neural Networks (RNNs) are artificial neural networks that specialize in 

processing sequential or time series data. They are commonly used for tasks 

involving time-series data, such as language translation, natural language processing 

(NLP), speech recognition, and image captioning. As depicted in Figure 4.1, their 

Memory State, allows them to consider previous inputs when processing current 

input and generating output. Unlike traditional deep neural networks that assume 

input-output independence, RNNs rely on prior elements in the sequence to 

determine their output. It uses the same parameters for each input as it performs 

the same task on all the inputs or hidden layers to produce the output. This reduces 

the complexity of parameters, unlike other neural networks. 

 

 

Figure 4.1 The folded and unfolded representations of the network.  X is the input; O is the 

output; h is the main block of the RNN which contains the weights and the activation 

functions of the network; v represents the communication from one time-step to the other. 

The h block sends its output back to itself. It keeps doing that until it is told to stop. 

The recognition of transportation modes presents an inherent recurrent challenge, 

making the utilization of RNNs a natural choice. One significant advantage of RNNs is 

their capacity to incorporate contextual information when mapping input and 

output sequences. However, a common issue arises with RNNs known as the 

"vanishing gradient problem" [124], where the sensitivity of initial inputs decreases 

over time as they traverse the network's recurrent connections, causing the network 

to forget crucial information. Early attempts in the 1990s aimed to address this 

problem, and one successful approach is the LSTM architecture [125]. 

LSTM is a specific type of RNN that enables the network to retain long-term 

dependencies from previous timesteps. It comprises interconnected memory cells, 
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forming recurrent subnets, which facilitate the storage and retrieval of information 

over extended periods. By combining straightforward deep neural network 

architectures with intelligent mechanisms, LSTM can effectively learn which 

historical information to remember and which to forget. The ability of LSTM to 

capture patterns in data across lengthy sequences makes it particularly suitable for 

time-series forecasting tasks. 

As depicted in Figure 4.2, the memory cell within an LSTM network consists of three 

distinct components [126], the Gates which control the flow of information:  

1. The Forget Gate     : determines which information should be retained in the 

memory cell by filtering out unnecessary information. 

2. The Input Node      and Input Gate     : the Input Node activates the 

respective state based on the output from the tanh, activation function. The 

Input Gate controls the significance of the hidden state for accurate 

transportation mode estimation by deciding which new information to store in 

the cell state.  

3. The Output Gate     : regulates whether the current memory cell's response is 

significant enough to contribute to the next cell. 

The Cell State denoted as    acts as a memory unit within the LSTM. It can retain 

information over long sequences, allowing LSTMs to capture long-term 

dependencies. The cell state can be updated or modified through a series of 

operations, allowing the network to learn which information to keep, forget, or add. 

The Hidden State, denoted as    is the output of the LSTM cell at a specific time 

step  . It carries information about the current input, the cell state, and the 

operations performed by the LSTM cell. The hidden state is used to make 

predictions or can be passed to subsequent LSTM cells in a sequence. 

Each gate operation involves a weighted sum of the input    and the previous 

hidden state     . These inputs are processed through activation functions (sigmoid 

for gates, tanh for input candidates) to produce gate outputs between   and  . 

These outputs control the flow of information into and out of the cell state. 

The updated cell state is then passed through the output gate, and an      

activation function is applied to squash the values between    and  . The resulting 

values are the hidden state    for the current time step. 
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Figure 4.2 The memory cell within an LSTM network. 

A limitation of the conventional LSTM memory cell is that it only processes previous 

state information, making it insufficient for modeling non-causal phenomena. 

Causality refers to the dependence of the system output (in this case, the current 

transportation mode) solely on past and present inputs, excluding future inputs, 

which may not always hold true. In such cases, bidirectional LSTM offers a promising 

alternative as it processes data in both forward and backward directions, capturing 

potential dependencies from "future" instances [127]. 

4.2 Bayesian Optimization 

Regarding the selection of model parameters, in this research a probabilistic 

Bayesian framework was employed, through which the model configuration 

parameters were optimally tuned. 

Assuming that a certain number of configuration parameters are available, such as 

the number of memory cells, the learning rates, etc., denoted as    , if we construct 

a set of   different configurations - i.e.,       {      } - then we can evaluate 

the error          that the network gives when (1) it receives as inputs the data  , 

(2) the network output is compared against the desired (target) outputs  , and (3) a 

given   model configuration. In this context, we have omitted index  , since we 

refer to any time instance. Let us denote as      the minimum across all   

configurations. Then, an improvement function is given: 

            {                                

(10) 

In a probabilistic framework, we estimate: 

                           {                               

(11) 

Equation (11) can be solved only by knowing the probability distribution of the error 

function given a set of configurations, i.e.,  (      ). Based on the Bayesian rule, 

we have: 
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 (      )    (      )                      

(12) 

     generally follows a Gaussian distribution, and           is then expressed as a 

Gaussian process of mean      and standard deviation   [128]. 

  [

                 

   
                 

]                  

(13) 

 

In (13)      is a kernel function. The goal of the optimization is to find a new 

configuration         , which decreases the MSE or equivalently increases the 

improvement          . For the augmented set        containing         , 

            will again be a Gaussian process of standard deviation: 

[
  
               

]                 

(14) 

 

where     (       )  (       ) . 

It can be proven [129] that                   is also Gaussian, with a mean value 

and standard deviation related to previous variables. Equation (2) can be used to 

compute the new configuration    , as the integral of      and                  , 

i.e., the probability that      follows. 

4.3 Experimental Setup 

This section presents the performance analysis of the proposed Bayesian-optimized 

LSTM-based model. Firstly, a brief description of the datasets is provided, followed 

by data preparation and the analysis of the experimental results. 

4.3.1 Dataset Description 

The SHL dataset used in the experiments is a subset of the original Sussex-Huawei 

Locomotion–Transportation (SHL) dataset, which contains the data recorded from 

one participant’s phone placed in their front trouser pocket, and includes a period 

from 1 March 2017 to 5 July 2017. For the analysis, eight main activities are 

considered: still, walk, run, bike, car, bus, train, and subway. SHL is a multivariate 

time-series dataset that contains 22 features representing measurements from 6 

smartphone sensors: accelerometer, gyroscope, magnetometer, pressure sensor, 

GPS (altitude metrics) and temperature. Even though the number of participants 

was limited, the focus was on the quality of the collected and annotated data and on 



53 | P a g e  
 

collecting real-life data over a long period (2812 h of labeled data and 17,562 km of 

traveled distance collected over 7 months). 

The data were used to frame a forecasting problem where, given the sensor 

measurements and mode of transport used previously, the mode of transport at the 

next time could be predicted. 

4.3.2 Preliminary Data Analysis 

The dataset was already a supervised learning problem with input and output 

variables. The first column represents the timestamp of the sample, in milliseconds, 

while the rest of the columns represent the  ,  , and   measurements of the 

accelerometer       , gyroscope        , magnetometer     , gravity       , 

and linear acceleration       , as well as the  ,  ,  , and z measurements of 

orientation, and the ambient pressure      , altitude, and temperature. The mean 

values of features per class are shown in Figure 4.3. 
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Figure 4.3 The mean values of features per class. 

The correlation between and among the continuous variables, so as to better under-

stand the underlying relationships in the data, is shown in a heat map that visualizes 

the correlation matrix, in Figure 4.4.  
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Figure 4.4 A heat map that visualizes the correlation matrix and shows the correlations 

between and among the continuous variables. 

The highest positively correlated features are: 

• Acceleration with gravity, which seems reasonable, because the accelerometer 

out-puts the acceleration of the device in three axes by measuring consequent 

forces applied to the device, and the force of gravity influences this measurement  

• Orientation with gravity, because both are typically derived from the 

accelerometer. 

The highest negatively correlated features are: 

• Altitude with pressure 

• Gravity with magnitude. 

To get insight—not only on the distribution of a single machine learning variable, 

but also on the interrelationship between sensor parameters and their impact on 

each class—the dataset was represented with pair plots using the Seaborn 

visualization library. 

The Kernel Density Estimation (KDE) diagrams on the diagonal allows to see the 

distribution of a single variable, while the scatterplots on the upper and lower 

triangles show the relationship (or lack thereof) between two variables. As depicted 
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in Figure 4.5, the pair plots show the relationships between all pairs of features per 

class and, in case of a linear relationship, denote the strength of this relationship. 

The more the dots scatter from the trend line, the weaker the relationship. Strong 

linear correlations exist between gravity and acceleration (A) and between altitude 

and pressure (B). Gravity-y and orientation-x (C), as well as gravity-z and orientation-

w (C), have medium linear relationships. Gravity and magnitude (D) have a weak 

linear relationship. The large amount of overlap between classes in the univariate 

kernel density plots shows that neither feature of the pair alone is able to classify 

transportation modes very well. The classes are not well separated into clusters 

based on the sensor measurements. Thus, it becomes very difficult to distinguish 

one class from another. 

 

Figure 4.5 The pair plots show the relationships between all pairs of features per class and in 

case of a linear relationship, denote the strength of this relationship. 

4.3.3 Data Preparation 

The dataset was already a supervised learning problem with input and output 

variables. The number of samples is presented in Table 4.1.  
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In Figure 4.6 (I, II, III), the data preparation process is depicted. For a better 

performance, two data preprocessing techniques were employed in this work. The 

first step was to drop rows with class 0 (null class) and sort the column of time 

values so that the data were sorted by date. The original dataset described the daily 

sensor measurements for 7 months at various times per day. The dataset was 

resampled so as to be available at the same frequency that we wanted to make 

predictions. Down sampling decreased the frequency of the samples from 

milliseconds to minutes. This makes sense, as switching between transportation 

modes can be quite frequent.  

The goal was to establish a multivariate LSTM prediction model. The problem was 

framed so that multiple, recent timesteps could be used to make the prediction for 

the next timestep. For example, given the current time    , we wanted to predict 

the value at the next time in the sequence      , so we used the current time    , 

as well as the one or more prior times               , as input variables. The 

input features were normalized, as there were differing scales in input values. 

 

Class Samples 

Still 19,085 

Walk 46,987 

Run 39,814 

Bike 43,988 

Car 26,268 

Bus 3861 

Train 623 

Subway 693 

Table 4.1 Samples per class. 

4.4 Proposed LSTM Model 

First, the dataset was split into training and test sets (80% for training, 20% for 

testing), and then the training and test sets were split into input and output 

variables. As depicted in Figure 4.6 (IV-a), two approaches were made for 

constructing the final prediction model. Firstly, the data were fed to LSTM as a 

whole set of the original 22 features, and then a dimensionality reduction algorithm 

was used before applying LSTM to the data so as to reduce the dimensions of the 

training data and positively affect the performance of the model. The inputs were 

reshaped into the 3D format expected by LSTM. The LSTM model selected through 

the Bayesian optimization process was defined with 64 neurons in the first hidden 



58 | P a g e  
 

layer, and an output layer with a softmax activation function and 9 output values. 

Only one layer of LSTM was used, but different numbers of LSTM cells—such as 128, 

256, 512, and 1024, which are the most used numbers in the literature—were 

tested. Categorical cross-entropy was used as a method for error calculation and, in 

order to update the weights of our neural network, the Adam optimizer was used, 

with a learning rate of 0.001. Additionally, dropout was implemented to randomly 

drop 20% of units from the network. To reduce underfitting and improve model 

performance, the network was fitted for a different number of epochs and various 

batch sizes, while a 10-fold cross-validation was used to overcome the limitation of 

dataset size and prevent overfitting. 

Each experimental scenario was run 10 times with the same parameters so as to 

obtain an average outcome. Various tests were conducted concerning resampling, 

LSTM model (number of cells, dropout), epochs, and batch size variances. 

The model learned better after each epoch. However, it started to memorize with 

the increasing number of epochs. As the batch size value decreased, the 

complication of the model increased and gave better results, but after a certain time 

there was no significant improvement. 
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Figure 4.6 The proposed LSTM model structure. 

 

4.5 Experimental Results 

In this subsection, we evaluate the performance of the proposed optimized LSTM 

model. Several traditional machine learning algorithms, ensemble methods, and 

deep learning models are used to determine transportation modes as a benchmark 

to the LSTM model, as shown in Figure 4.6 (IV-b):  

• Traditional machine learning algorithms: Logistic Regression (LR), Linear 

Discriminant Analysis (LDA), k-Nearest Neighbor (kNN), Classification and 

Regression Tree (CART), Naive Bayes (NB), Multilayer Perceptrons (MLPs); 

• Ensemble algorithms: Random Forest (RF, bagging algorithm), AdaBoost, 

XGBoost, (boosting algorithms), Bagging (bootstrap aggregating), Extra Trees 

(extremely randomized trees), Voting (hard or soft voting); 

• Deep learning algorithms: Convolutional Neural Network (CNN), Bidirectional 

Long Short-Term Memory networks (Bi-LSTM). 
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The hyperparameters of all models were optimized, and are summarized in Table 

4.2, Table 4.3 and Table 4.4. 

 LR LDA k-NN NN RF CART 

Multiclass One-vs-rest - - - - - 

K value   5 - - - 

Classifier - - - MLP - - 

Layers    100 hidden   

n_estimators - - - - 20 - 

Max depth - - - - 5 - 

Max tree depth - - - - - None 

Solver - 
Singular value 

decomposition (svd) 
- - - - 

Table 4.2 The parameters of traditional ML algorithms. 

 Ada-Boost Bagging Extra Trees 
XG 

Boosting 
Voting 

n_estimators 1000 150 150  - 

Base estimators 
Random forest 

classifier 

Decision 
tree 

classifier 
-  RF, SVC, DT 

Number of trees - 500 -  - 

Max_features - - 5  - 

      

RF  
n-estimators 

- - -  50 

SVC parameters - - -  default 

Table 4.3 The parameters of ensemble methods. 

 CNN Bi-LSTM LSTM 

Conv1D layer 2 - - 

Activation Relu - - 

Layers 
MaxPooling 

Flatten 
- - 

Number of neurons in 8 8 64 
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the first layer 

Output values 8 8 8 

Optimizer Adam Adam Adam 

Dropout 0.1 0.1 0.2 

Learning rate 0.001 0.001 0.001 

Error calculation 
Categorical cross-

entropy 
Categorical cross-

entropy 
Categorical cross-

entropy 

Dense layer 2 (50,8) 1(8) 1 (8) 

Activation 
ReLU,  

softmax 
Softmax  Softmax 

Table 4.4 The parameters of DL methods. 

In order to evaluate the performance of different classification models, among 
several metrics used in this study - i.e., accuracy, precision, recall, F1-score, and 
confusion matrix, weighted F1-score was selected to be the most representative, as 
it computes the F1-score for each label, and returns the average, considering the 
proportion of each label in the dataset.  

For forecasting, three different cases were used, i.e., 1-before, 2-before, and 3-
before, meaning that 1, 2, and 3 min before were taken into consideration, 
respectively, so as to predict the transportation media used in the next minute.  

As presented in Table 4.5, all traditional ML algorithms had similar F1-score value in 
all three cases, apart from ANN, which performed better when prediction took 3 
previous minutes into consideration. K-NN performed best, achieving 98% in all 
three cases. 

 LR LDA k-NN CART NB ANN RF 

1-before 70 87 98 92 92 79 87 

2-before 68 87 98 91 92 86 88 

3-before 68 87 98 92 89 98 87 

Table 4.5 F1-scores for cases 1-, 2-, and 3-before of applying traditional ML algorithms. 

As Figure 4.7 shows, k-NN classified all classes the best, whereas ANN showed a 
better prediction in the case of 3-before for all classes, except for run and subway. 
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Figure 4.7 Classification reports for (a) k-NN in the 1-before case, (b) ANN in the 3-before 

case and (c) ANN in the 1-before case. 

The ensemble methods performed better than the traditional ML algorithms, as 
presented in Table 4.6. AdaBoost in the case of 3-before, and hard voting in the 1-
before and 2-before cases, reached 98% and 99% F1-score, respectively.  

 

 AdaBoost (RF) Bagging Extra Trees XG Boosting Hard Voting  

1-before 62 92 53 98 98 

2-before 69 92 50 98 99 

3-before 99 92 82 98 95 

Table 4.6 F1-score for cases 1-, 2-, and 3-before of applying traditional ensemble methods. 

The ensemble methods that achieved less than 70% F1-score had difficulty in 
accurately predicting the car and bike classes, as presented for example in Figure 4.8 
(a, b), where AdaBoost and extra trees in the 1-before case prediction per class are 
presented. In Figure 4.8 (c, d), the same results are shown for the two cases that 
achieved the best results—hard voting in the 2-before case, and AdaBoost in the 3-
before case—where the prediction was almost perfect. DL methods performed as 
shown in Figure 4.9. Bi-LSTM performed well, achieving a 98% F1-score only in the 1-
before case, whereas LSTM in both the 1-before and 3-before cases reached 99%. In 
Figure 4.10, the LSTM F1-scores for each class are presented. All classes were 
predicted better in the 1-before case and, in general, among all classes, the 
motorized media were more difficult to predict accurately—especially in the 2-
before case. 

(b) (a) (c) 
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Figure 4.8 Class prediction error for (a) AdaBoost (random forest) in the 1-before case; (b) 

extra trees in the 1-before case; (c) hard voting in the 2-before case; and (d) AdaBoost 

(random forest) in the 3-before case. 
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Figure 4.9 Deep learning algorithms’ F1-scores in the 1-, 2-, and 3-before cases. 

 

Figure 4.10 LSTM’s F1-score for each class in the 1-, 2-, and 3-before cases. 

The training times for each algorithm achieving an F1-score of more than 95% are 

presented in Table 4.7. XGBoost was the fastest, followed by the deep learning 

algorithms—namely, Bi-LSTM and LSTM—which, despite their complex structures, 

performed faster than the others in all three cases. 

Since in our research, the features obtained from mobile phone sensors have no 

physical meaning and a tangible significance so that there is a potential loss of vital 

information, Feature extraction was chosen for dimensionality reduction. To reduce 

the number of input features, two dimensionality reduction techniques were 

applied prior to the LSTM model: Principal Component Analysis (PCA), and Linear 

Discriminant Analysis (LDA). Several n-components values were tested to accomplish 
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the best performance of the model. According to Figure 4.11, for the 

implementation of PCA, four principal components were selected so as to preserve 

over 90% of the total variance of the data, and seven principal components were 

finally selected for LDA. 

 

 

 

 

Figure 4.11 Number of principal components for the (a) PCA algorithm and (b) LDA 

algorithm. 

 1-Before 2-Before 3-Before 

kNN 128 323 346 

ANN   2264 

AdaBoost (RF)   172 

Bagging 230 453 704 

XGBoost 33 53 78 

Hard voting  433 761  

Bi-LSTM 108   

LSTM 107  500 

(a) 

(b) 
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Table 4.7 Training time (in seconds) for the algorithms achieving F1-score of more than 95% 

in the 1-, 2-, and 3-before cases. 

In Table 4.8, the results of these two techniques are presented concerning F1-score 
and accuracy metrics. It is clear that PCA had better results than LDA, and made 
LSTM perform better in all three cases. PCA worked best in that direction, achieving 
an increase in F1-score from 99.5 to 99.8%. In the 3D scatterplot in Figure 4.12, we 
see that PCA’s three components hold more information than LDA’s, especially for 
specific classes—i.e., still, walk, run, car—but clearly not enough to set all of them 
apart. 

 PCA-LSTM LDA-LSTM 

1-before 99.8/99.5 (4 n-components)  70/68 (7 n-components) 

2-before 99.7/99.7 (5 n-components) 97/99 (7 n-components) 

3-before 99.5/99.5 (15 n-components) 97/99.7 (7 n-components) 

Table 4.8 F1-score/accuracy metrics and number of n-components in the 1-, 2-, and 3-

before cases for LSTM after applying PCA and LDA algorithms. 

 

 

 

 

Figure 4.12 Visualization of the first three principal components of PCA in the 1-before case. 

A plot of learning curves is shown in Figure 4.13, indicating loss for the 2-before 
case, both before and after applying PCA. With PCA, the training and validation loss 
decreased to a point of stability, with a minimal generalization gap between the two 
final loss values, showing a well-fitted model. 
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Figure 4.13 Learning curves indicating loss for the 2-before case, (a) before and (b) after 

applying PCA. 

Figure 4.14 depicts LSTM’s performance before and after reducing the 

dimensionality of the data. With PCA, the performance was improved in the 2-

before and 3-before cases, but in 1-before it decreased by ~0.3%.  

 

Figure 4.14 LSTM’s performance before and after applying PCA for the 1-, 2-, and 3-before 

cases. 

(a) 

(b) 
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In Figure 4.15, the blue line represents the average values of the actual 

transportation media used for all 1-, 2-, and 3-before cases, while the yellow line 

represents the predicted values. It is clear that LSTM was able to capture the overall 

trend. 

 

 

Figure 4.15 Predicted and actual average values of all 1-, 2-, and 3-before cases for LSTM 

after applying the PCA algorithm. 

The classes predicted before and after applying PCA are presented in Figure 4.16. In 
the 1-before case, the train and subway classes were predicted worse after 
dimensionality reduction, whereas with PCA all classes were predicted better in the 
other two cases. 
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Figure 4.16 The classes predicted before (a, c, e) and after (b, d, f) applying PCA for the 1-, 2-

, and 3-before cases. 

In terms of time, according to Figure 4.17, LSTM–PCA had an average training time 

of 394 s in all three cases, while LSTM without dimensionality reduction had an 

average training time of 325 s. Both models’ testing times had similar average 

values, at 1.23 and 1.15 s, respectively. 
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Figure 4.17 (a) Training time and (b) prediction time before and after applying PCA to LSTM. 

4.6 Conclusion 

In this work, the effectiveness of several machine learning methods used for 

Transportation Mode Detection based on multimodal smartphone sensor data was 

scrutinized. The proposed Bayesian-optimized LSTM model can recognize eight 

transportation modes with 99.7% accuracy and 99.8% F1-Score, and significantly 

outperforms other state-of-the-art methods. Despite the good results achieved in 

this study, there were also some limitations. Firstly, the limited number of 

annotated data—especially for specific classes— resulted in the model finding it 

difficult to distinguish certain classes, such as bus, train and subway even in the 1-

before case, as illustrated in Figure 4.10.   

  

(a) 

(b) 
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Chapter 5  

Transformer-based model for Transportation Mode Detection 

5.1 Attention and Transformers 

The basic transformer network model comprises a multi-head attention module and 

a position-wise feed-forward network. The normalized input sequence enters i the 

multi-head attention layer, which computes attention scores. These are then passed 

on to a position-wise feed-forward layer. 

Attention mechanism in transformers is affected as a Query-Key-Value (QKV) model. 

Attention is composed of a series of linear transformations which analyze input 

sequences in an order-invariant fashion, calculating and allocating importance 

weights to each spot in the sequence. Single-head dot-product attention mechanism 

therefore applies linear transformations to the input signal to form query (Q), key 

(K) and value (V) matrices. 

If          is the input sequence, where    is the batch size and    the input 

length, then the linear transformations can be represented by the matrices: 

         ,           and          . Then     
         

        
  . 

Allowing weight matrices to have the same dimensions for easier matrix 

computations,             the single-head dot product attention A is a matrix 

multiplication of Q, K and V following a scaling and softmax operation. 

 

                 (
   

√  
)   (15) 

 
The first term in the above equation can be seen as the weighting of values at all 

locations of the sequence. Attention thus can inherently comprehend which parts of 

the sequence are significant to estimate the output and overlook parts that are not 

significant. This attribute is especially useful in the cases of imbalanced datasets 

since the respective weight for negative samples can automatically be set to a small 

value.  

Futher, transformers deploy a multi-head attention mechanism, rather than simply 

applying a single attention function. Multi-Head Attention is computed by extending 

the single-head attention mechanism to h dimensions (multiple heads) by 

appending the single-head attention outputs, followed by a linear layer. 

                            (           )               (16) 
 

The normalized attention scores are then fed to a Position-wise Feed-Forward layer 

(PFFN) that performs linear transformations with Gaussian Error Linear Units 

(GELU) activation function. The linear transformations are applied to each position 
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individually and identically; in other words, the transformations utilize the same 

parameters for all positions of a sequence and differentiated parameters across 

layers.  

5.2 TMD-BERT model 

In this work we used BERT to train a text classifier and built a model that was fine-

tuned on our data in order to produce state of the art predictions. Specifically, an 

untrained layer of neurons was added to the end of the pre-trained BERT model and 

then the new model was trained for our classification task. The selection of a pre-

trained model rather than developing a specific deep learning model (LSTM, CNN, 

etc.) that is suitable for the specific task is justified by the fact that developing such 

complex models requires high-performance computing resources so by using a pre-

trained model as base, it makes possible to develop high-performance models and 

solve complicated problems efficiently.  

An overview of TMD-BERT model is presented in Figure 5.1. More specifically, the 

implementation of the model consisted of four phases.  

I. Time data from sensors: the dataset, a series of time data sensors, was already a 

supervised learning problem with input and output variables.  

II. Data Preprocessing: The data preparation process included (a) Resampling so as 

the data would be available at the same wanted to make predictions frequency, 

(b) down sampling in order to decrease the frequency of the samples from 

milliseconds to minutes and (c) normalization, by rescaling real-valued numeric 

attributes into a 0 to 1 range to make model training less sensitive to the scale of 

features. The goal was to establish a multivariate prediction model so that 

multiple, recent timesteps could be used to make the prediction for the next 

timestep. The preprocessing phase completed in two schemas, one with and one 

without Dimensionality Reduction with Principal Component Analysis (PCA), in 

order to investigate its effect on the model performance.  

III. Bert model: Because the labels were imbalanced, we splitted the data set using 

for each class 85% for training and 15% for testing. The inputs were tokenized 

using BERT tokenizer by instantiating a pre-trained BERT model configuration to 

encode the train and test data.  

IV. Prediction: An output of increased detection and prediction accuracy was 

predicted.  
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Figure 5.1 The model structure. 

More analytically, the maximum length of the sentences was 256. There are many 

variants of pretrained BERT models. In this work, bert-base-uncased was used. The 

BERTBase model uses 12 layers of transformers block with 768-hidden layers, 12 

self-attention heads and around 110M trainable parameters. It is trained on lower-

cased English text. We used BERT architecture with also adding a linear layer for 

predicting output. The last hidden layer which corresponds to the [CLS] token was 

imported to the output layer of size num_classes which is eight here. Hence, we set 

the flag do_lower_case to true in BertTokenizer. The input to the BERT model was 

the set of measurements for each timestamp that was treated as a sequence so that 

one sequence would be classified to one of the 8 labels. 

BertForSequenceClassification is the Bert Model transformer with a sequence 

classification/ regression head on top (a linear layer on top of the pooled output). 

The model was tested for various batch sizes and different number of epochs so as 

to avoid any possible underfitting and improve the overall model performance. One 

epoch was finally chosen among several numbers of epochs tested, as there was not 

significant performance improvement in comparison with time execution. We used 

batch size 1 as larger batch size resulted in CPU memory overflow. We used a 
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Random sampler just for the training set, so as the model is more representative of 

the overall data distribution. For validation set, balancing batches is not an issue, so 

Sequential sampler was used. We also used the Adam optimizer. According to [130], 

Adam is "computationally efficient, has little memory requirement, invariant to 

diagonal rescaling of gradients, and is well suited for problems that are large in 

terms of data/parameters". The learning rate was initially set to 1 −5 and epsilon is 

a very small number to prevent any division by zero in the implementation. 

Get_linear_scheduler_with_warmup creates a schedule with a learning rate that 

after a warmup period during which it increases linearly from 0 to the learning rate 

set in the optimizer, it then starts to decrease linearly to 0. The hyper-parameters of 

the model are summarized in Table 5.1.  

 

 TMD-BERT model 

DataLoader 
RandomSampler (for train data) 
SequentialSampler (for test data) 

Batch size 1 

epochs 1 

Optimizer Adam 

Learning rate  
 

1e-5 

epsilon 1e-8 

Scheduler get_linear_scheduler_with_warmup 

Table 5.1 The parameters of TMD-BERT model. 

For the reason that BERT requires inputs in a specific format, for each tokenized 

input sentence, there were created: 

 Input ids which are a sequence of integers that represent each input token in the 

vocabulary of BERT tokenizer. 

 Attention mask which is a sequence of 0 for padding and 1 for input tokens. 

 Labels which are a sequence of 0 and 1 that represent the 8 labels of 

transportation modes. 

In Figure 5.2 the fine-tuning procedure for sequence classification tasks is visualized. 

The final hidden state of the [CLS] token which is taken as the input sequence, is 

imported to the classification layer. That has a dimension of 8 (number of labels) x H 

(size of the hidden state). In the Figure 5.2, E represents the input embedding, Ti 
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represents the contextual representation of token I and [CLS] is a special symbol 

that represents the classification output. 

 

Figure 5.2 The fine-tuning procedure for sequence classification tasks. 

As mentioned before, the attention mechanism allows the model to comprehend 

the relation between words taking into consideration the content of the sentence. 

Attention provides us with a way in which we can see how BERT forms complex 

representations to understand language. Using BertViz [131], an interactive tool 

developed to visualize attention in BERT from multiple perspectives, Figure 5.3 

depicts the attention resulting from an input text from our dataset, "-0.38 0.19 -0.22 

0.36 0.38 0.55 0.54" and "0.03 0.37 -0.34 -0.55 0.04 0.58 0.23", with the values 

representing the seven PCA principal components on particular timestamps. Self-

attention is represented by colored lines depending on the color that corresponds to 

each attention head. These lines connect the tokens that are attending (left) with 

the tokens being attended to (right). The line weight reflects the attention score. For 

example, in Figure 5.3, for different layers and attention heads, in (a) each word 

seems to attend to more than one previous words with attention distributed in a 

slightly uneven way across previous words in the sentence. In contrast, in (b) each 

word seems to attend strongly to the immediately preceding word in the sentence. 

Finally in (c) there is a between-sentence connection without a specific pattern for 

this sentences case. The fact that the attention head focuses on the [SEP] token 

indicates that it cannot find anything else in the input sentence to focus on. 



76 | P a g e  
 

 

 

Figure 5.3 (a) Attention for the input text "-0.38 0.19 -0.22 0.36 0.38 0.55 0.54" with 

attention head 11 (orange) and layer 3 selected; (b) Attention for the input text "0.03 0.37 -

0.34 -0.55 0.04 0.58 0.23" with attention head 5 (brown) and layer 3 selected; (c) Attention 

for the input text "-0.38 0.19 -0.22 0.36 0.38 0.55 0.54" and "0.03 0.37 -0.34 -0.55 0.04 0.58 

0.23" with attention head 0 (blue), layer 9 and Sentence A → Sentence B selected. 

The above visualizations show a mechanism of attention within the model, but BERT 

learns multiple mechanisms of attention, i.e. heads, that operate alongside with 

each other. In contrast with single-attention-mechanism, multi-head attention has 

the benefit that the model can capture a more extensive range of word relations. 

Figure 5.4 shows the attention in all the heads at once time for the same input text 

as before (i.e., "-0.38 0.19 -0.22 0.36 0.38 0.55 0.54" and "0.03 0.37 -0.34 -0.55 0.04 

0.58 0.23"). Each cell shows the attention pattern for a specific head (column) in a 

particular layer (row). From this visualization, we can see that BERT produces a rich 

array of attention patterns. 

(a) (b) (c) 
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Figure 5.4 The attention in all the heads for the input text "-0.38 0.19 -0.22 0.36 0.38 0.55 

0.54" and "0.03 0.37 -0.34 -0.55 0.04 0.58 0.23". 

 

5.3 Experimental setup 

In this section, the performance analysis of the proposed TMD-BERT model is 

presented. At first, there is a brief description of the dataset, then the data 

preparation is presented and finally the analysis of the results follows.  

5.3.1 Dataset Description 

The dataset exploited in the experiments of this work [92], is a part of the initial 

Sussex-Huawei Locomotion-Transportation (SHL) dataset. It comprises 68 days of 

recording during a period from 1/3/2017 to 5/7/2017 and it was collected from one 

participant’s phone sensors. The phone was in his trousers front pocket. The 

participant used a variety of 8 transportation modes: Still, Walk, Run, Bike, Car, Bus, 

Train, and Subway. The measurements are derived from 4 smartphone sensors: 

magnetometer, accelerometer, gyroscope and pressure sensor which measures 
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temperature, pressure and altitude. The data set consists of 181319 timestamps. 

The goal was to frame a forecasting problem for predicting the transportation mode 

that will be used at the next timestep, given the sensor measurements and 

transportation mode used in past, recent timesteps. 

5.3.2 Preliminary Data Analysis 

The dataset used in the experiments was a supervised learning problem that had 

input and output variables (labels). The features values per class are shown in  

Table 5.2. 

 

 

 

 

 

 

 

 

Table 5.2 Samples per class. 

The fact that certain class categories comprise a larger proportion of the dataset 

than others, is not an issue in this work firstly because none of the transportation 

modes is more significant than others, secondly Bert seems to handle imbalanced 

classification well, thus removing the need to use standard data augmentation 

methods so as to limit this problem of imbalance [132] and thirdly, as it appears 

from the results all classes are predicted regardless of the samples number for each 

class. 

Figure 5.5 shows the distribution of all sensor measurements, including the mean 

value of the 3 or 4 axis of acceleration, magnitude, orientation, gravity and linear 

acceleration, as long as the temperature, pressure and altitude values. The same 

features were used to calculate correlation in pairs. 

Class Samples 

Still 19085 

Walk 46987 

Run 39814 

Bike 43988 

Car 26268 

Bus 3861 

Train 623 

Subway 693 
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Figure 5.5 The distribution of sensor measurements. 

The results of the correlation analysis were calculated using Pearson’s Correlation 

Coefficient (PCC) [133] and are shown in Figure 5.6. The PCC appears above the 

scatterplot for every pair of features. It shows the linear relationship between two 

sets of data by returning a value of between -1 and +1. The highest positively 

correlated pairs of features are acceleration – gravity (ρ=0.87) and the highest 

negatively ones are altitude and pressure (ρ=-0.85), as long as gravity and 

magnitude (ρ=-0.77).  Most of the other pairs of features have a low percentage of 

interaction. In order to additionally visualize the insights of the dataset, not only on 

the interrelationship between sensor parameters but on the single machine learning 

variable distribution, too, the diagonal of the pair plot diagram shows the 

distribution of each single variable whereas the lower triangle depicts the 

probability distribution of one with respect to the other values. 
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Figure 5.6 A correlation analysis using Pearson’s Correlation Coefficient (PCC). 

5.3.3 Data preparation 

The dataset, having input and output variables, was already a supervised learning 

problem. For a better performance, data was processed by dropping rows with class 

0 (null class) and by sorting time values by date. Taking into consideration the fact 

that switching between modes of transport can be quite frequent, the dataset was 

resampled at a 1 minute time-window frequency, by making a down sampling from 

milliseconds to minutes. The problem was framed so that recent time steps could be 

used to predict the transport mode for the next time step. Also, the input features 

were normalized because of the different scales in input values. 

Two different approaches were tested before feeding the input data to the model. 

Firstly, the data was used as the initial set of 22 features. After that, before applying 

BERT, a dimensionality reduction algorithm was applied, so as to reduce the 

dimension of the training data and examine whether this will affect and to what 

extent the performance of the model. Because this study assumes the sensor values 

for each timestamp as sequences and each measurement as a word, the values were 

rounded to 2 decimal places so to have a more distinct and clear vocabulary. The 

technique used for dimensionality reduction was Principal Component Analysis 

(PCA). A number of n-components values were tested to fulfill the best model 

performance. As presented in Figure 5.7, in order to implement PCA, seven principal 
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components was the best choice so as to keep over 90% of the total variance of the 

data. 

 

Figure 5.7 Number of principal components for PCA algorithm. 

 

5.4 Experimental Results 

In this subsection, the performance of the proposed optimized BERT model is 

evaluated. As a benchmark to the BERT model in order to determine transportation 

modes, LSTM was used, since it is the best performing model up to the present. 

The LSTM model was defined having 64 neurons in the first hidden layer, a Softmax 

activation function which is popularly used for multiclass classification problems and 

8 output values in the output layer. Categorical crossentropy was used as a method 

to calculate errors and Adam optimizer with a learning rate of 0.001 in order to 

update the weights of the neural network. According to [130], Adam is 

"computationally efficient, has little memory requirement and is well suited for 

problems that are large in terms of data/parameters". Additionally, dropout was 

implemented to randomly drop 20% of units from the network. Various tests were 

performed on the number of epochs and batch sizes until the appropriate values 

were selected for optimal results in model performance. In summary, the LSTM 

model hyperparameters are presented in Table 5.3. 
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LSTM hyperparameters Values 

Num of neurons in the first 
layer 

64 

Output values 8 

Optimizer Adam 

Dropout 0.2 

Learning rate 0.001 

Error calculation Categorical crossentropy 

Dense Layer 1 

Activation function Softmax 

Table 5.3 The parameters of LSTM. 

The performance evaluation of various classification models, was implemented by 

calculating several metrics, i.e., accuracy, precision, recall, F1-score, confusion 

matrix, Matthews correlation coefficient (MCC) and Cohen Kappa Score (CKS). 

Among these, weighted F1-score was selected as the most representative metric, 

because it corresponds to the average F1-score value, taking into consideration the 

proportion of each class in the dataset. For forecasting, 1 minute before was taken 

into consideration, so as to predict the media of transport used in the next minute. 

The experimental results indicated that TMD-BERT outperformed LSTM 

implementation. Figure 5.8 shows F1 Score for TMD-BERT compared with LSTM 

before and after dimensionality reduction with PCA, for both techniques. 
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Figure 5.8 F1 Score for TMD-BERT compared with LSTM, before and after dimensionality 

reduction with PCA. 

PCA has not affected the TMD-BERT performance concerning F1 Score. Precision and 

Recall values remain unchanged, too, as depicted in Figure 5.9. 

 

Figure 5.9 Precision and Recall for TMD-BERT before and after dimensionality reduction with 

PCA. 

Figure 5.10 shows the average values of the actual transport media used, indicated 

by the blue line and the predicted values indicated by the orange line. It is clear that 

the TMD-BERT model was able to capture the overall trend as the orange and blue 

lines coincide for the most part. 

 

Figure 5.10 The average values of the actual transport media used, indicated by the blue line 

and the predicted values indicated by the orange line.  
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Similarly, the actual and predicted values per class are shown in Figure 5.11. The 

model does seem to provide an adequate fit in all classes. 

 

Figure 5.11 The actual and predicted values per class without dimensionality reduction. 

Figure 5.12 presents the accuracy per class before and after applying PCA algorithm 

to our model. The classes Still, Train and Subway were predicted more accurately 

without dimensionality reduction and only Bus achieved an increase in accuracy 

after applying PCA. The prediction for the other classes (Walk, Run, Bike and Car) 

was almost perfect in both cases. 

 

Figure 5.12 The accuracy per class before and after applying PCA. 

 
In terms of time, as depicted in Figure 5.13, TMD-BERT compared to LSTM had a 

longer training and prediction time, as the model ran on a CPU-system. The training 

time for both TMD-BERT and LSTM decreased after applying PCA algorithm.  
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Figure 5.13 Training time for (a) LSTM and (b) TMD-BERT with and without PCA. 

The Matthews correlation coefficient (MCC) [134] is a metric used widely in NLP 

field to evaluate performance, especially for imbalanced classes. With +1 being the 

best score, and -1 the worst score, 0.997-0.998 value indicates a high performance 

of the model. Cohen Kappa Score (CKS) [135], a measure that can handle efficiently 

both multi-class and imbalanced class issues, can be defined as a metric used to 

compare the predicted labels deriving from a model with the actual data labels. The 

value ranges from -1 (indicating worst performance) to 1 (indicating best 

performance). A Cohen Kappa value of 0 means that the model is close to random 

guessing whereas a value of 1 means that the model is perfect [136]. A value of 

0.997-0.998 indicates a high performance of the model. In Figure 5.14 (a), F1 Score, 

Accuracy, Matthews Correlation Coefficient (MCC) and Cohen Kappa Score (CKS) 

values before and after applying PCA, are depicted. True positives, False negatives, 

False positives and True negatives values involved in the calculation of the above 

metrics, are shown in Figure 5.14 (b), being indicative for Bike class. 

(a) 

(b) 
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Figure 5.14 (a) F1 Score, Accuracy, Matthews correlation coefficient (MCC) and Cohen 

Kappa Score (CKS) values before and after applying PCA (b) True positives, False negatives, 

False positives, True negatives for Bike class. 

 

5.5 Conclusion 

To address the challenges derived from LSTM model approach for Transportation 

Mode Detection described in Chapter 4, a Transformers model (TMD-BERT) was 

presented in this chapter in order to forecast the transportation media used. One 

minute before was taken into consideration, so as to predict the media of transport 

used in the next minute. 

The proposed TMD-BERT model introduces the strengths of the bidirectional 

encoder representations from transformers approach in the TMD problem, handling 

the entire sensor data sequence as a whole and thus allowing for better long-range 

dependency modeling. An extensive experimental evaluation shows the high 

performance of the model (99.8% F1-Score) in comparison to the state of the art.  
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Part II: Traffic Flow Estimation 
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Chapter 6  

Traffic Flow Estimation: Background  

6.1 Motivation  

With the rapid progress of urban development, population growth, and 

technological advancements such as Artificial Intelligence, Internet of Things, and 

Internet of Vehicles, there is an urgent need for more advanced and efficient 

transportation systems. These systems require improvements in their structure, 

organization, and operation. 

Traffic flow estimation is a crucial aspect of modern transportation management 

and Intelligent Transportation Systems (ITS) [13]. It plays a significant role in route 

planning, evaluating travel demand, optimizing public transport operations, and 

ultimately addressing transportation-related issues. 

The transportation sector in cities is expanding and evolving to become more 

accessible, accommodating larger numbers of passengers without compromising 

travel quality, and adopting eco-friendly and sustainable practices. Modern public 

transport systems now encompass various modes of transportation, including road 

vehicles, underground railways, bike sharing systems, ride-hailing services, and e-

scooters, among others. 

The underground transit seems to be the leading force in public transportation. 

Worldwide investments in underground rail transportation infrastructure are 

growing fast every year [137]. Most cities without metro are planning to construct 

one, and the cities that have already developed subways are building new tracks and 

expanding their subway network due to everyday traffic pressure. The speeds of 

movement, the accuracy of the transition times as well as an extensive network of 

stations, are some of the reasons why it excels over other public transportation 

media.  

In addition to underground railway transit, shared bicycles seem also to be one of 

the best alternatives to address the climate emergency, traffic road congestion and 

overcrowding. A bike sharing system consists of bicycles which are available to the 

citizens to rent them for short or longer distances. Thus, several stations are 

strategically distributed throughout the city, in order to allow people to rent and 

return the bikes according to their traveling needs. Bike-sharing systems have 

already been implemented in numerous places throughout the world. 

Hence, the transport network has become more complex and difficult to manage. 

Because of the irregular structure of the transportation network and the fluctuating 

temporal features of traffic flow, the transportation flow forecasting problem seems 

to be more challenging than other traditional time series forecasting problems 
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which have a simpler structure and complexity. The traffic state in a specific location 

has both spatial and temporal dependency, thus it is important to take both of them 

into account so as to make an accurate estimation.  

6.2 Mathematical Problem formulation 

The transportation network in this work, is presented as an undirected graph 

         , where   represents the set of nodes (stations),   stands for the set of 

edges (physical or dynamic connections between stations) and   describes the 

adjacency matrix between stations. The adjacency matrix element     represents 

the connection relationship between two nodes,    and   . The element     in   

equals 1 if node   and   are connected or 0 if otherwise. So adjacency matrix   

indicates the neighbors of a node. Each node (station) has a number of features.  

The purpose of transportation flow forecasting is to make predictions about future 

transportation flow based on past transportation flow for a specific period of time. 

The goal of this paper’s work is to construct a function   that takes historical 

transportation flow data    as well as the graph   as inputs and estimates flow of all 

nodes at the next time,      :  

                (17) 
 

6.2.1 Metro and Bike  

Each system in real-world has its unique traits and specific features, as briefly de-

scribed in Table 6.1. Hangzhou Metro has a more structured stations network, 

making it more difficult to reformat the positions of the stations. The traffic patterns 

in Hangzhou Metro are mostly predetermined, allowing for efficient planning and 

management. The stations in Hangzhou Metro have physical connections between 

them, ensuring a smooth flow of passengers. In terms of time intervals, Hangzhou 

Metro has smaller intervals, resulting in more frequent usage and shorter waiting 

times for passengers. Additionally, Hangzhou Metro has a smaller number of 

stations, providing a more compact and streamlined system. 

On the other hand, NYCBS (New York City Bike Share) has a more unstructured 

stations network, allowing for greater flexibility in changing the positions of the 

stations. The usage of stations in NYCBS is more random, as passengers can choose 

different stations based on their needs or preferences. The connections between 

stations in NYCBS are dynamic, adapting to factors such as traffic conditions or 

demand. In contrast to Hangzhou Metro, NYCBS has bigger time intervals in bike 

usage. This means that it may take longer for a bike to become available for use, 

resulting in potentially longer waiting times for users. Additionally, NYCBS has a 

greater number of stations to accommodate different routes and connections in a 

larger city like New York.  
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Therefore, the variations in the structure of each transport system, their adaptability 

to change, the level of predictability in travel patterns, and the time of usage and 

switching between modes of transportation result in distinct behaviors of each 

system. As a consequence, each system demands a unique approach. 

Hangzhou Metro NYCBS 

More structured stations network 
More unstructured stations 

network 

More difficult to reformat 
stations position 

More flexible to change stations 
position 

Mostly predetermined traffic 
patterns 

More random station usage 

Physical connections between 
stations 

Dynamic connections between 
stations 

Smaller time intervals in metro 
usage 

Bigger time intervals in bike usage 

Smaller number of stations Greater number of stations 

Table 6.1 Description of datasets specific features each system has in real-world. 

6.3 Related work  

Transportation flow estimation is a significant research problem in the intelligent 

transportation field. There have been several methods to predict transportation in 

metro, bus, bike, train etc. systems.  

Statistical methods: Traditional methods are mainly based on mathematical 

statistical models which use the techniques of time series analysis in statistics. 

Autoregressive Integrated Moving Average (ARIMA) [138] and its variants [139, 140] 

are the most effective approaches designed to predict future values in short-term 

traffic data based on historical observations. In [141], an ARIMA model has been 

used to predict the passenger flow of Guangzhou metro based on the historical 

passenger flow data collected by the ticketing automatic system of urban rail transit. 

In [142] the rule of passenger flow in and out of Beijing subway station is analyzed in 

accordance with time changes, and the SARIMA model is used for modeling.  

Although these methods allow transportation pattern identification, they assume 

linear relationships between variables and that past pattern will repeat in the 

future. Thus, modern transportation systems complex multivariate data are not 

processed effectively and nonlinear relationships between variables is difficult to be 

captured.  

In order to address these issues, researchers eventually switched from statistical 

approaches to machine learning and deep learning models due to the intricate 

relationships of transportation flow data. 
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Traditional machine learning methods: Various Machine Learning methods are used 

in order to analyze heterogeneous data from various sources [143, 144, 145]. 

Numerous studies have been conducted to forecast passengers flow in various 

transportation media. In [146], a hybrid model is used that combines K-means 

algorithm for clustering the original sample set and Support Vector Machine (SVM) 

to forecast the public bicycle traffic flow. A method to extract passenger flow of 

different routes on bus stations is implemented by using an XGBoost model in [147] 

whereas in [148] a Multi-feature Gradient Boosting Decision Tree (GBDT) model is 

proposed in order to accurately predict short-term bus passenger flow. 

Deep learning methods: Deep Learning methods have demonstrated significantly 

higher effectiveness in predicting passenger flow in transportation media when 

compared to ML or statistical techniques [149, 150]. These methods are able to 

represent complex non-linear spatio-temporal dependencies which are a major 

characteristic in transportation data.  

In the process of passenger flow prediction, Recurrent Neural Networks (RNN) can 

effectively solve the problem of randomness and nonlinearity which cannot be 

solved by the existed linear models. In [151], the combination of RNNs and wavelet 

transform is employed to predict the passenger flow and the results show that the 

method can effectively improve the prediction accuracy. Regular RNNs drawback is 

the vanishing gradient issue which means that part of the data from previous layers 

gets lost. Long short term memory (LSTM) was used frequently to anticipate 

passenger movement as these models seem to address the vanishing gradient 

problem. A deep irregular convolutional LSTM network model called DST-ICRL for 

urban traffic passenger flow prediction was used in [152] whereas in [153] an end-

to-end deep learning architecture based on the LSTM, termed as Deep Passenger 

Flow (DeepPF), managed to forecast the metro inbound and outbound passenger 

flow. LSTM models primarily take into account the temporal aspects of 

transportation flow. However they do not take into account the limitations of 

network topology on transportation data changes.  

Convolutional neural networks (CNNs) have proved to extract spatial dependencies 

of transportation and spatial correlations. For predicting an urban rail transit 

passenger flow time series and spatiotemporal series, two deep learning neural 

networks were utilized in [154] a long short-term memory neural network (LSTM) 

for time series prediction and a convolutional neural network (CNN) for 

spatiotemporal series prediction. 

Although Deep learning models results seem promising to represent the non-

linearity of transportation flow prediction, there are still some limitations 

considering the criticality of missing data [155] as well as the requirement of large 

amounts of historical data for training the model [156] which may result in over-

fitting of the model because of fluctuations in a small time interval transportation 

flow. Both limitations are crucial for transportation flow forecasting, as data in this 

field must be accurate so as to lead to an effective performance. 
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Graph Neural Networks: Due to the recent continuous development of Graph 

Neural Networks [157, 158] researchers have taken into consideration the graph 

structure of transportation networks and have started to use GNN-based methods 

for transportation flow prediction tasks.  

With Graph Neural Networks which are special types of neural networks capable of 

processing graph structured data in non-Euclidean space [159], spatial and temporal 

dependencies can be learned, making more accurate transportation flow 

predictions. 

As in this study two real-world transportation flow datasets have been utilized, one 

from Hangzhou metro railway system and one from NY bike sharing system, 

previous works are focused on these two areas of data.   

Specific to bike sharing system flow, the problem of accurate bike demand 

estimation in bike sharing systems was investigated in [160] for effective station 

rebalancing by building a spatiotemporal graph neural network (ST-GNN) model to 

predict the city-wide bike demands. Similarly in [161, 162], a model is built in order 

to predict flow at station-level by viewing the bike sharing system from the graph 

perspective and taking into account also external influential factors, such as events 

[161], weather [162], etc. In [161], the attention-based mechanism is introduced to 

further improve the performance of a model which predicts the number of available 

bikes in bike-sharing systems in cities. 

Various remarkable works have been performed in metro railway systems, too. In 

[163], a dynamic spatio-temporal hypergraph neural network is proposed, to 

forecast passenger flow. Furthermore, hypergraph convolution and spatio-temporal 

blocks are proposed to extract spatial and temporal features to achieve node-level 

prediction. The model in [164] integrates the relational graph convolutional network 

(R-GCN), split-attention mechanism, and long short-term memory (LSTM) to explore 

the spatiotemporal correlations and dependence between passenger inflow and 

outflow.  

Based on a priori knowledge, [165] creates multi-view graphs to express the static 

feature similarity of each station in the metro network which are then input to the 

multi-graph neural network in order to realize the complex spatial dependence of 

each station’s passenger flow by extracting and aggregating features. 

In summary, there have been a number of approaches in this field for predicting 

traffic flow based on conventional statistical, machine learning, and deep learning 

models. However, a number of major challenges still exist: 

1. When the stations network does not have a fixed structure but is dynamic, the 

relationship between the stations also changes. The spatial dependencies depend 

not only on the physical connections of stations, but on the dynamics of the 

system i.e. the mobility of flow-makers (passengers or bikes) which also depends 

on various external factors (weather, peak hours, personal choices etc.). 
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Therefore, it’s a challenge to capture and take into consideration the dynamic 

spatial dependency relations between stations in order to make an accurate 

estimation of transportation flow.  

2. The estimation of transportation flow in transport is highly dependent on 

whether the station network is structured or unstructured. Predicting flow is 

simpler in a structured network, where travel patterns are mostly predetermined, 

compared to an unstructured network where station usage is more random and 

fluctuates significantly over time. Thus, it is crucial to examine and contrast the 

estimation of transportation flow in both types of systems. 

3. To enhance the accuracy of estimations and ensure their practical applicability, it 

is crucial to forecast not only in the short term but also in the long term. As the 

duration of the estimation period increases, the impact of uncertain factors 

results in a decrease in the accuracy of predictions. Additionally, the dynamic 

variability of transportation flow further elevates the uncertainty of estimations. 

Generally, long-range predictions are more demanding than short-range ones, 

but their practical significance is greater. Thus, it is a challenge to attain a long-

term estimation of transportation flow. 

4. In a smart modern city, there are various modes of transportation, each with its 

unique traits and specific features. Therefore, it is essential that traffic prediction 

methods are comprehensive and not restricted to a single type of transportation 

mode. 

To address the aforementioned challenges, we suggest ST-GCRN, a Spatial-Temporal 

Graph Convolutional Recurrent Network for estimation of transportation flow. This 

technique can detect the dynamic spatial correlation between these stations and 

can perform long-term forecasting.  

6.4 Relevant Datasets 

Two real-world datasets, Hangzhou metro and Bike NYCBS are used to evaluate the 

performance of our method.  

Hangzhou Metro System [166]: Hangzhou Metro dataset was published by the 

Tianchi BigData Competition. It is a metro card swiping dataset which includes 25 

days of subway card data files from 2019-01-01 to 2019-01-24, a total of about 70 

million records from 81 subway stations on 3 lines. The number of samples, i.e. the 

outflow/inflow of passengers at a station at the various time intervals, is 2293. 

NY City Bike System (NYCBS) [167]: The data is taken from the NYC Bike system 

from January 2021 to December 2022. Citi Bike is NYC’s official bike share program, 

designed to give citizens an alternative to walking, taxis, buses and subways. From 

the total number of stations, we used the 50 most frequently used. Also, there is a 

total of 14848 samples, representing the number of bikes leaving or arriving at a 

station at each given moment. 
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The details of these two datasets are summarized in Table 6.2. 

Dataset Hangzhou Metro NYCBS 

City Hangzhou New York 

Number of stations 81 50 

Number of samples 2293 14848 

Time Interval 15 minutes 60 minutes 

Table 6.2 Description of datasets used in the evaluation of ST-GCRN. 

6.5 Preliminary Data Analysis 

The features of each dataset that were used in our approach are depicted in Table 

6.3 and Table 6.4.  

Hangzhou Metro 

time Timestamp 

stationID Id of the station 

status 
0: outcoming passengers flow 
1: incoming passengers flow 

userID Id of the user 

Table 6.3 Description of datasets features (columns) in Hangzhou Metro. 

NYCBS 

time Timestamp 

bikeID Id of the bike 

StartStationID The start station of the trip Id 

EndStationID The end station of the trip Id 

Table 6.4 Description of datasets features (columns) in NYCBS. 

The transportation flow through time in Hangzhou metro system dataset is 

presented in Figure 6.1. We can see that the three most frequently used stations are 

Station 4 (S4), Station 9 (S9) and Station 15 (S15). At S4, it is observed that on 

weekdays there is a peak of traffic in the morning and afternoon while on the 

weekends the traffic decreases with no peak hours. At S9, the peak hours are early 

in the morning and late in the afternoon, whereas at the weekends the traffic is 

gathered during midday hours where there is a peak of traffic. The most used metro 

station seems to be S15 through all the week. The passengers flow follows a certain 
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pattern on weekdays. There are morning peak hours except for Fridays where the 

most traffic is in the afternoon. On Saturdays S15 is used most around 16.00.     

 

Figure 6.1 The transportation flow through time in Hangzhou metro system dataset (a) for 

the three most frequently used stations (b) for all stations. The passengers flow follows a 

certain pattern on weekdays. During weekends, there is a shift in the pattern, with the peak 

hours occurring in the afternoon. 

The transportation flow through time in NYCBS is presented in Figure 6.2. As we can 

see, there is a year pattern. Ιn the winter months bike demand falls and starts to rise 

again from May onwards. Peak demand is found in the summer months. For 

instance, in July 2021, the peak hours for the most frequently used stations (HB101, 

HB103), are from 17.00 to 20.00 in the afternoon. There are also stations that are 

not in use through all year. For example, stations HB101, 102, 103, have started 

their usage in May 2021 whereas HB103 interrupts its operation at certain intervals.  

The operation management of the stations, their interruption for certain periods of 

time or permanently when demand is low, or the creation of new stations due to 

high traffic in the area, is a matter of critical importance for the organization and the 

efficient operation of the system. Therefore, knowing the traffic flow of people in a 

mode of transportation like the metro and of bicycles in a bike rental system is 

essential to all these issues so that they may be organized and run as efficiently as 

(a) 

(b) 
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possible.

 

Figure 6.2 The transportation flow through time in NYCBS system dataset (a) for July 2021 

(b) for years 2021 and 2022. There is a year pattern. During the winter months, there is a 

decline in bike demand, which starts to rise again from May onwards. The peak demand is 

observed during the summer months. 

In order to see the spatial dependency between stations, the correlation matrix is 

calculated and is visualized by a heatmap presented in Figure 6.3 and Figure 6.4 for 

Hangzhou Metro and NYCBS datasets respectively. The color inside each cell 

indicates the correlation coefficient of the relationship. As the color indicates, most 

of the Hangzhou Metro stations are dependent on each other to a great extent, in 

contrast with NYCBS which are less correlated. This is reasonable, since the metro 

network is more structured and the transportation flow has more specific patterns. 

(a) 

(b) 
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Figure 6.3 Heatmap that visualizes the spatial dependency between stations, in Hangzhou 

metro system dataset. The majority of Hangzhou Metro stations exhibit a high level of 

dependency on each other, with correlation values closer to 1. 

 

Figure 6.4 Heatmap that visualizes the spatial dependency between stations, in NYCBS 

system dataset. The low correlation values, which are close to zero, can be attributed to the 

unstructured nature of the bike stations network. 
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Chapter 7  

A Spatial-Temporal Graph Convolutional Recurrent Network 
for Traffic Flow Estimation 

7.1 Graph Neural Networks 

Graph Convolutional Networks (GCNs) are a type of neural network that operate on 

graph-structured data. The model equations for GCNs typically involve three main 

components: message passing, aggregation and update operations. 

Message Passing: In message passing, information is propagated through the graph 

by passing messages from neighboring nodes to update the node representations. 

The message passing equation can be defined as follows: 

    
    ∑

 

   
  

    
  

      (18) 

where: 

 

   
  represents the hidden representation of node i at layer l. 

   denotes the activation function. 

    represents the set of neighboring nodes of node i. 

     represents the normalization constant for the edge connecting nodes i and j. 

    represents the learnable weight matrix for layer l. 

Aggregation: After the message passing step, an aggregation operation is performed 

to combine the updated node representations into a single representation for each 

node. The aggregation equation can be defined as follows: 

   
    ∑   

 
    

   (19) 

 

where   
  represents the aggregated representation of node i at layer l. 

These equations can be applied iteratively over multiple layers to capture 

increasingly complex patterns and dependencies in the graph data. The final node 

representations can then be used for various downstream tasks such as node 

classification, link prediction, or graph-level predictions. 

Update: All pooled messages are passed through an update function, usually a 

learned neural network. 
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7.2 LSTM Model 

Long Short-Term Memory (LSTM) [125] is a type of recurrent neural network (RNN) 

architecture that is designed to overcome the vanishing gradient problem and 

capture long-term dependencies in sequential data. It achieves this by using a 

memory cell and three main gates: the input gate, forget gate, and output gate. The 

equations for the LSTM model are as follows: 

Input Gate it: 

                         (20) 
 

Forget Gate ft: 

 

                       (21) 
Output Gate ot: 

                        (22)    (6) 
 

Candidate Cell State  ̃ : 

  ̃                          (23)    (7) 
 

Cell State ct: 

                     ̃   (24)     (8) 
Hidden State ht: 

                   (25) 
 

In the above equations: 

    represents the input gate activation at time step t. 

    represents the forget gate activation at time step t. 

    represents the output gate activation at time step t. 

  ̃  represents the candidate cell state at time step t. 

    represents the cell state at time step t. 

    represents the hidden state at time step t. 

    represents the input at time step t. 

             are weight matrices, and             are bias vectors. 
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7.3 ST-GCRN Model 

In our model, we use previous timesteps as input features in order to predict the 

next one, two or three timesteps as the output. The spatio-temporal aspect is 

resulting from the historical values of each feature for a specific station as well as 

the feature values of the stations which are connected to that specific station. The 

stations are connected either physically (Hangzhou metro) either dynamically 

according to the stations usage (NYCBS).  

In this research, a graph G = (V,E) is used in order to describe the topological 

structure of the stations network. As described in Table 7.1, Hangzhou metro 

stations network has 80 nodes and 6320 edges and NYCBS network has 50 nodes 

2450 edges respectively.  

 Hangzhou metro Bike NYCBS 

Number of nodes 80 50 

Number of edges 6320 2450 

Table 7.1 The topological structure of the stations network in Hangzhou metro and NYCBS. 

In this work, a neural network architecture is implemented which can process 

timeseries data over a graph. We first apply a Graph Convolution Layer to the inputs 

and then we pass the results through a LSTM layer and a Dense layer, as shown in 

Figure 7.1. 

In our proposed framework, historical values of features on a number of previous 

timesteps (             are used as inputs, in order to predict the 

transportation flow on a number of the next timesteps            . Each node 

in the graph starts with an initial state and that state is updated through GCN layer, 

by receiving “messages” from the other nodes that is connected to. All the attribute 

vectors of any node in the graph are transformed by the application of an 

aggregation function. In our framework, the aggregation function is the mean value. 

Then, temporal features feed LSTM layer. Finally, the predicted values are produced 

from the dense layer. 
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Figure 7.1 ST-GCRN Model architecture. A Graph Convolution Layer is applied to the inputs, 

followed by passing the results through an LSTM layer and a Dense layer. 

 

7.4 Experimental setup 

7.4.1 Data Preparation 

Hangzhou Metro System: The dataset was processed so as to have the incoming 

and outcoming passenger number per time and station. The time window was set to 

15 minutes. As there were differing scales in values, the input data were normalized, 

based on mean value and standard deviation.   

NY City Bike System (NYCBS): The initial data were transformed in order to have the 

number of bikes per time and station, with 60 minutes interval. By using the start 

and end station of each route, we created the spatial connections between stations. 

We were not based on their physical connection but on the connection based on the 

usage of bikes and the trips between stations, which is more realistic and practically 

useful. The data were normalized, based on mean value and standard deviation.   

Both datasets were split into two parts to create a training set and a testing set. The 

model was trained using 80% of the rows, while the remaining 20% was assigned to 

the test set. 

7.4.2 Baselines 

In this subsection, the performance of our proposed model is evaluated. After 

extensive experiments on Machine and Deep Learning methods so as to manage to 

include pertinent models in our work and achieve their optimal performance, we 

finally chose four methods as a benchmark to our proposed model. The experiments 

were carried out on Hangzhou metro and NY City Bike System. The chosen models 

are the following: 
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• MO-RF [168]: Multi-Output Random Forest Regression (MO-RF) is a multi-output 

regression method which utilizes MultiOutputRegressor. This approach involves 

fitting a single regressor for each target variable. Since each target variable is 

represented by its own regressor, it is possible to obtain insights about the target 

by examining its corresponding regressor. However, MultiOutputRegressor 

cannot benefit from correlations between targets since it fits only one regressor 

per target [169]. 

• LSTM [125]: Long-short term Memory neural network is widely used in time-

series forecasting tasks due to its strong capacity to discover and utilize the 

information concealed in time-series sequences. 

• GRU [170]: Gated Recurrent Unit (GRU) network generally performs similarly to 

LSTM on many tasks, but in some cases, GRU seems to outperform LSTM, as it is 

faster to train, has a simpler structure and fewer parameters than LSTM and 

performs better on large datasets or sequences. 

• Transformers [171]: Transformers is a technique that stands out for its use of 

self-attention and differential weighting of the importance of each component of 

the input data. Transformers process the entire input all at once.  

In addition to the aforementioned models, we incorporated several existing 

advanced methods proposed in other literature to evaluate the predictive 

capabilities of our proposed model. The inclusion of these alternative methods in 

our evaluation enables us to conduct a comprehensive assessment of the 

performance and effectiveness of our approach. 

The models used as benchmarks for passenger flow estimation in Hangzhou metro, 

are the following: 

• STHGCN/DSTHGCN [163]: A dynamic spatio-temporal hypergraph neural 

network. 

• SARGCN [164]: A Split-Attention Relational Graph Convolutional Network. 

• PB-GRU [172]: A deep learning model composed of Parallel multi-graph 

convolution and stacked Bidirectional unidirectional Gated Recurrent Unit (PB-

GRU). 

• AMGC-AT [165]: Α multi-view convolution module with a spatial–temporal self-

attention module and a gated convolution network. 

• STDGRL [173]: A Spatio-Temporal dynamic Graph Relational Learning model. 

The models used as benchmarks for bike demand estimation in NY City Bike System, 

are the following: 

• ST-GNN [160]: A Spatiotemporal Graph Neural Network. 

• AST-GCN [161]: An Attention-based ST-GCN. 

• GCN-Multigraph [174]: A Multi-graph Convolutional Neural Network model. 

• MVGCN [175]: A Multi-View Graph Convolutional Network. 
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7.4.3 Model Hyperparameters 

Our model utilizes three previous timestamps of historical data and predicts the 

transportation flow at the next one timestamp.  

The experiments are carried out on a system with an Intel Core i7 CPU @ 3.4GHz 

3.40GHz processor and 8 GB RAM. The model is developed based on Python 3.9.7, 

Tensorflow and Keras 2.8.0. 

The selection range of hyper parameter values for both datasets is determined 

through extensive experiments in order to produce the optimal results for the 

evaluation metrics  

Hangzhou Metro System: To optimize all metrics and achieve a balanced result, we 

selected a value of 100 for the epochs and a batch size value of 64. As depicted in 

Figure 7.2(a), this decision was based on the lowest MAPE value achieved, 

considering that additional epochs above 100 did not yield any significant 

improvement in the other metrics (MAE, MSE). Similarly, as depicted in  

Figure 7.3 (a), the learning rate value that was selected was 10−4 so as to ensure the 

minimization of all metrics. Root Mean Squared Propagation [176] was used as 

optimizer and LSTM Units were set to 256. 

NY City Bike System (NYCBS): To optimize all metrics and achieve a balanced result, 

we selected a value of 200 for the epochs and a batch size value of 64. As depicted 

in Figure 7.2 (b), this decision was based on the lowest RMSE and MAE although 

MAPE value had a small increase. Similarly, as depicted in  

Figure 7.3 (b), the learning rate value that was selected was 10−4, the value at which 

all metrics reached their minimum. According to [130], Adam method is 

"computationally efficient, has little memory requirement, invariant to diagonal 

rescaling of gradients, and is well suited for problems that are large in terms of 

data/parameters". LSTM Units were set to 128. 

The hyper-parameters of the model are summarized in Table 7.2 for both datasets. 

Parameters Hangzhou metro Bike NYCBS 

Batch size 64 64 

Epochs 100 200 

Optimizer RMSProp Adam 

Learning rate 10-4 10-4 

LSTM Units 256 128 

Table 7.2 The hyper-parameters of the model that were finally selected after extensive 

experiments, for both datasets. 
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7.5 Experimental Results 

7.5.1 Evaluation metrics 

To evaluate the performance of our method in comparison with the baseline 

models,   three evaluation metrics were used, Average Absolute Error (MAE), Root 

Mean Square Error (RMSE) and Mean Absolute Percentage Error (MAPE). In the 

context of Machine and Deep learning: 

MAE refers to the magnitude of difference between the prediction of an observation 

and the true value of that observation. 

     
 

 
∑             

     (26) 

RMSE shows how far estimations fall from measured true values using Euclidean 

distance. 

        √
 

 
 ∑              

        (27) 

MAPE refers to the average absolute percent error for each time period minus 

actual values divided by actual values. 

     
 

 
∑  

         

    
   

      (28) 

 
here      is the predicted value, and      is the actual value at the time i. Moreover, 

N is the total number of the features in dataset. 

7.5.2 Hyperparameter tuning 

In Figure 7.2 and  

Figure 7.3 we can observe how two basic parameters (number of epochs and 

learning rate) of the model for Hangzhou Metro System and NYCBS dataset, 

influence the metrics' values (MAE, RMSE, MAPE). 

We can observe that MAPE fluctuates a lot as the number of epochs increases, while 

MAE and RMSE do not seem to be affected. The same is the case with the learning 

rate, where, as learning rate increases, the MAPE has a smaller variation compared 

to the epochs increase, but still shows a sharp increase and then a decrease when 

the rate reaches a high value, in Hangzhou Metro System. The loss increases as the 

learning rate is increased because the loss "bounces around" and even diverges 

from the minima due to the parameter adjustments. A large learning rate typically 

speeds up the learning process but results in an inefficient final set of weights. A 

model may learn a more ideal set of weights with a smaller learning rate, but 

training may take much longer. Τherefore, as expected in our case, a learning rate 

that is too large, leads to an unstable MAPE value as the average loss increases 

[178].   
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Figure 7.2 Mean Absolute Error (MAE), Root Mean Square Error (RMSE) and Mean Absolute 

Percentage Error (MAPE) in accordance with epoch values used in ST-GCRN for (a) Hangzhou 

Metro System dataset; (b) NYCBS dataset. As the number of epochs increases, we can 

observe significant fluctuations in the MAPE, while the MAE and RMSE do not appear to be 

affected. 

(a) 

(b) 
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Figure 7.3 Mean Absolute Error (MAE), Root Mean Square Error (RMSE) and Mean Absolute 

Percentage Error (MAPE) in accordance with learning rate values used in ST-GCRN for (a) 

Hangzhou Metro System dataset; (b) NYCBS dataset. With an increase in the learning rate, 

the MAPE demonstrates relatively less variation compared to an increase in epochs. 

However, it still exhibits a sharp increase followed by a decrease when the rate reaches a 

high value in Hangzhou Metro System (a). 

7.5.3 Flow estimation results 

In Figure 7.4 and Figure 7.5, the blue line represents the average values of the actual 

transportation flow for one station over time while the red line represents the 

predicted values. In the Hangzhou metro dataset it is clear that the model was able 

to capture the overall flow trend more accurately than in the NYCBS dataset and this 

(a) 

(b) 
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is reasonable and expected since the latter is a more unstructured network with 

more unpredictable traffic flow. 

 

Figure 7.4 The average values of the actual transportation flow for one station over time in 

accordance with the predicted values for Hangzhou Metro System dataset with a sample 

rate of 15 minutes. The model was able to capture the overall flow trend. 

 

Figure 7.5 The average values of the actual transportation flow for one station over time in 

accordance with the predicted values for NYCBS dataset with a sample rate of 60 minutes. 

Due to the unstructured nature of the dataset, the model was able to capture the overall 

flow trend, but it struggled to accurately predict certain peak values. 

In Figure 7.6 and Figure 7.7, MAE, RMSE and MAPE values are depicted for 15 

minutes, 30 minutes and 60 minutes time interval, for both datasets. In Hangzhou 
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metro dataset, each error value increases as the sampling rate increases whereas in 

NYCBS dataset, MAE and RMSE decrease. Therefore, in a dynamic system like the 

bike system where the relationships between stations are not predetermined and 

change dynamically, the sampling rate must be higher than in a more static system 

like the subway so as to make a better estimation in transportation flow. 

 

Figure 7.6 MAE, RMSE and MAPE values for 15 minutes, 30 minutes and 60 minutes time 

interval for Hangzhou Metro System dataset. Each error value increases as the sampling 

rate increases. 

 

Figure 7.7  MAE, RMSE and MAPE values for 15 minutes, 30 minutes and 60 minutes time 

interval for NYCBS dataset. Each error value of MAE and RMSE decreases as the sampling 

rate increases. 

7.5.4 Comparison with Alternative Models 

We compared ST-GCRN to all baselines with 15 minutes, 30 minutes and 1 hour 

prediction time intervals, for short-term, middle-term and long-term estimation 

respectively. In these experiments, our model utilizes three previous timestamps of 

historical data and predicts the transportation flow at the next one timestamp. 
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Table 7.3 and Table 7.4 show the comparison of ST-GCRN with existing models from 

previous works on Hangzhou metro and NYCBS datasets respectively. The bold data 

indicate the best results. As we mentioned in subsection 5.1, MAPE is prone to 

variations so we preferred to focus on MAE and RMSE error values minimization.  

The main inferences from the estimation findings are distilled as follows: 

1. ST-GCRN can achieve the lowest MAE and RMSE, among all the existing proposed 

frameworks, as presented in Table 7.3 and Table 7.4 with an error decrease of 

98%, in both datasets.  

2. As MAPE is concerned, our framework outperforms the other frameworks except 

for STDGRL in Hangzhou metro dataset with a small difference though. 

Models 
15 minutes 30 minutes 60 minutes 

MAE RMSE MAPE MAE RMSE MAPE MAE RMSE MAPE 

STHGCN/ 
DSTHGCN [163] 

11.400/ 
11.080 

26.770/ 
26.990 

- 
12.900/ 
13.010 

28.220/ 
27.840 

- - - - 

SARGCN [164] 22.480 36.220 13.940 23.460 37.830 14.990 25.290 41.590 17.600 

PB-GRU [172] 22.130 36.550 13.300 22.900 38.330 13.750 23.910 40.020 14.870 

AMGC-AT [165] 19.670 31.240 - 30.680 50.790 - - - - 

STDGRL [173] 23.720 46.860 0.210 24.370 49.290 0.210 26.580 57.390 0.230 

ST-GCRN 
(proposed) 

0.136 0.214 1.866 0.149 0.234 2.187 0.287 0.412 5.171 

Table 7.3 Comparison of ST-GCRN with existing models from previous works proposed in 

other literature, on Hangzhou metro dataset. 

Models 
15 minutes 30 minutes 60 minutes 

MAE RMSE MAPE MAE RMSE MAPE MAE RMSE MAPE 

ST-GNN [160] - - - - - - 2.580 3.860 7.900 

AST-GCN [161] - - - 1.880 - - - - - 

GCN- 
Multigraph [174] 

- - - - - - - 4.003 - 

MVGCN [175] - - - - - - 2.600 4.150 - 

ST-GCRN (proposed) 0.555 0.854 14.502 0.525 0.792 25.784 0.489 0.733 6.574 

Table 7.4 Comparison of ST-GCRN with existing models from previous works proposed in 

other literature, on NYCBS dataset. 

Table 7.5 and Table 7.6 present a comparison between ST-GCRN and various 

machine learning and deep learning models created specifically for this study, using 

the Hangzhou metro and NYCBS datasets. In Table 7.5, the symbol "*" indicates that 
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the prices are excessively high and go beyond the compared prices of the other 

models. 

1. It is observed that RF performed marginally better than our proposed framework 

only in Hangzhou Metro dataset due to its relative small amount of data as well 

as the structured spatial layout of the station network. In all other case it is clear 

that ST-GCRN outperforms the other models in terms of MAE and RMSE values. 

2. LSTM and GRU, in both datasets, have relative performance as MAE and RMSE 

indicate and only in MAPE they have a substantial difference. 

3. Transformers have not performed well compared with the other models. 

Although the research community has tried to develop Transformer variants for 

longer sequences and these methods are quite efficient, their preconceived 

notions about the structure of the attention matrix, acquired through training, 

may not always be suitable for tasks beyond natural language processing (NLP). A 

very high MAPE value is observed that seems to be due to zero values indicating 

no connections between stations as well as due to big variance in data values as 

depicted in Figure 6.1 and Figure 6.2.  

Models 
15 minutes 30 minutes 60 minutes 

MAE RMSE MAPE MAE RMSE MAPE MAE RMSE MAPE 

MO-RF [168] 0.117 0.176 1.451 0.111 0.179 1.200 0.172 0.286 0.929 

LSTM [125] 0.174 0.272 1.362 0.197 0.295 2.783 0.490 0.700 4.821 

GRU [170] 0.172 0.266 1.895 0.189 0.293 6.218 0.397 0.579 2.709 

Transformers [171] 0.766 1.028 * 0.760 1.022 * 0.767 1.019 * 

ST-GCRN (proposed) 0.136 0.214 1.866 0.149 0.234 2.187 0.287 0.412 5.171 

* The prices are excessively high and go beyond the compared prices of the other 

models. 

Table 7.5 Performance comparison between ST-GCRN and various Machine learning and 

Deep learning models on Hangzhou Metro System dataset. 

Models 
15 minutes 30 minutes 60 minutes 

MAE RMSE MAPE MAE RMSE MAPE MAE RMSE MAPE 

MO-RF [168] 0.574 0.866 43.726 0.542 0.797 10.623 0.508 0.738 6.655 

LSTM [125] 0.632 0.880 3.876 0.575 0.824 12.783 0.566 0.798 6.185 

GRU [170] 0.663 0.890 5.127 0.596 0.834 6.693 0.560 0.795 6.122 

Transformers [171] 0.700 0.923 79.907 0.692 0.920 76.385 0.693 0.920 103.553 

ST-GCRN (proposed) 0.555 0.854 14.502 0.525 0.792 25.784 0.489 0.733 6.574 

Table 7.6 Performance comparison between ST-GCRN and various Machine learning and 

Deep learning models on NYCBS dataset. 



111 | P a g e  
 

7.5.5 Modeling results with different estimation horizons  

In this subsection, we describe the results that arise from various experiments on 

different estimation horizons. Table 7.7 shows the change of MAE, RMSE and MAPE 

values at different estimation horizons i.e. 1, 2 or 3 timesteps ahead from 3 previous 

samples. 

1. The best performance was accomplished by predicting 1 next timestep for both 

datasets. It is noticeable that the structured form of the metro network does not 

allow a longer term forecasting as it might be expected. 

2. However, with little variation in the error value we were able to predict also the 

second and the third next timesteps from the previous three samples.  

 

Different estimation horizons 

15 minutes 60 minutes 

Hangzhou Metro  Bike NYCBS  

MAE RMSE MAPE MAE RMSE MAPE 

1 next from 3 previous 0.136 0.214 1.866 0.489 0.733 6.574 

2 next from 3 previous 0.215 0.356 2.484 0.543 0.809 7.686 

3 next from 3 previous 0.335 0.553 2.962 0.606 0.893 9.039 

Table 7.7 MAE, RMSE and MAPE values on different estimation horizons. 

7.5.6 Comparison between the two datasets 

The performance of the model is assessed using two datasets with distinct 

characteristics, as described in subsection 6.2.1. Mean Absolute Scaled Error (MASE) 

is a metric used in time series estimation to evaluate the accuracy of forecasts 

produced by an algorithm. Its value is given by the ratio of MAE for algorithm and 

MAE of naïve forecast and it provides an insight into how well a forecasting 

algorithm is performing in comparison to this naive forecast. If the value of MASE is 

greater than one (1), it suggests that the algorithm is performing poorly. By applying 

ST-GCRN model to the datasets we use for the model’s evaluation, as presented in 

Figure 7.8 and Figure 7.9, the following points are observed:  

1. The decrease in the sampling rate of the Hangzhou metro system leads to a 

reduction in the MASE. On the other hand, it has been noticed that in the NYCB 

system, where the connections between stations are dynamically established, an 

increase in the sampling rate results in a decrease in the MASE value. 

2. As far as long-term horizon transportation flow estimation is concerned, NYCB 

dataset performs better in all three cases of 1, 2 and 3 timesteps ahead from 3 

previous samples. 
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Figure 7.8 Performance of the two datasets compared with each other with 15 minutes, 30 

minutes and 1 hour prediction time intervals based on Mean Absolute Scaled Error (MASE). 

The decrease in the sampling rate of the Hangzhou metro system leads to a reduction in the 

MASE whereas in the NYCB system results in a decrease in the MASE value. 

 

Figure 7.9 Performance of the two datasets compared with each other with estimation 

horizons 1, 2 and 3 timesteps ahead based on Mean Absolute Scaled Error (MASE). NYCBS 

dataset performs better in all three cases of 1, 2 and 3 timesteps ahead from 3 previous 

samples. 

7.5.7 Computation efficiency 

The experiments are carried out on a system with an Intel Core i7 CPU @ 3.4GHz 

3.40GHz processor and 8 GB RAM. The training time needs about 20.59 

seconds/epoch for Hangzhou Metro and 242.45 for NYCBS, while the inference time 

just takes a few seconds as depicted in Table 7.8. Given that the training process is 

conducted offline, the current running efficiency is considered sufficient for real-life 

metro and bike flow prediction systems. 
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 Hangzhou Metro  Bike NYCBS  

Number of parameters 283915 76427 

Inference time (seconds) 1.14  9.97 

Training time (seconds/epoch) 20.59 242.45 

Table 7.8 Number of parameters, Inference and Training time for Hangzhou metro and 

NYCBS. 
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Chapter 8  

Conclusion 

8.1 Discussion  

This thesis aims to address issues related to smart cities by focusing on the 

identification of citizens' transportation modes and on predicting transportation 

flow in diverse systems. To overcome these challenges, the research emphasizes in: 

(a) Establishing a robust and efficient Transportation Mode Detection (TMD) 

system that utilizes sequential data from various smartphone sensors. This 

system is designed to enhance detection accuracy compared to current 

methods.  

(b) Creating a Spatial-Temporal Graph Convolutional Recurrent Network for 

Transportation Flow Estimation (TFE). This innovative method can identify 

dynamic spatial correlations between stations and is capable of making long-

term forecasts. 

We have successfully managed the preliminary sensor data (in TMD) and smart card 

swiping data (in TFE) through efficient cleaning and preprocessing techniques, which 

involve imputation, data normalization, and feature extraction. This approach 

managed to rectify errors, address missing data, and mitigate high-dimensionality 

issues.  

More analytically: 

(a) This study has investigated the efficacy of various Machine and Deep Learning 

approaches in Transportation Mode Detection (TMD), utilizing multimodal 

smartphone sensor data. The suggested Bayesian-optimized LSTM model exhibits 

remarkable performance, accurately identifying eight transportation modes with 

99.7% accuracy and a 99.8% F1-Score. Notably, it surpasses other cutting-edge 

methods. However, despite the positive outcomes, certain limitations were 

encountered. The restricted availability of annotated data, particularly for specific 

classes, posed challenges for the model in distinguishing between certain modes, 

such as bus, train, and subway. 

To tackle the challenges derived from the proposed LSTM model approach for TMD, 

a Transformers model was introduced, denoted as TMD-BERT. The objective was to 

predict the transportation mode used, taking into account the information from one 

minute prior to forecast the mode for the next minute. The TMD-BERT model 

leverages the advantages of the bidirectional encoder representations from 

transformers approach in addressing the TMD problem. By treating the entire 

sensor data sequence as a unified entity, the model facilitates improved modeling of 

long-range dependencies. Through a comprehensive experimental evaluation, the 
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model demonstrates exceptional performance, achieving a 99.8% F1-Score in 

comparison to the current state of the art. 

Although the two models ended up with similar overall performance, the TMD-BERT 

model made a better prediction than LSTM model, in all means of transport. 

Moreover, the limitations of LSTM-model were successfully treated by TMD-BERT 

model as follows:  

The limited number of annotated data—especially for specific classes:  The presence 

of varying proportions among class categories in the dataset is not a concern in this 

study. Firstly, BERT appears to effectively manage imbalanced classification, 

eliminating the necessity for employing standard data augmentation methods to 

address this imbalance issue [28]. Secondly, the results indicate that all classes are 

predicted irrespective of the number of samples for each class.  

Difficulty in detecting certain classes, such as bus, train and subway even in the 1-

before case: The accuracy per class before and after applying PCA algorithm to our 

model is presented in Figure 5.12. All the classes showed exceptional performance 

in all cases. 

The proposed methods have been validated on real-world data and compared with 

a wide range of Machine and Deep Learning techniques. 

(b) Moreover, this thesis introduced ST-GCRN, a Spatial-Temporal Graph 

Convolutional Recurrent Network, as a solution to accurately estimating 

transportation flow. The technique effectively detects dynamic spatial correlations 

between stations and performs long-term estimation. The model captures both 

spatial and temporal dependencies in transportation flow data. 

The efficacy of the proposed framework is assessed using real-world datasets from 

Hangzhou metro and New York City's Citi Bike system. The experiments reveal that 

ST-GCRN outperforms current state-of-the-art baselines, achieving a 98% reduction 

in estimation errors for the metro system and a 63% reduction for the bike-sharing 

system, compared to the current state of the art. The model not only predicts future 

transportation flow in both short and long terms but also across various time 

horizons, enhancing accuracy and practicality compared to existing baselines. The 

evaluation results demonstrate the superior predictive performance of ST-GCRN 

across all estimation horizons, surpassing other models based on various evaluation 

metrics. This underscores the effectiveness of ST-GCRN in spatio-temporal traffic 

forecasting. 

8.2 Limitations and Future research 

While this study has yielded commendable results, it is essential to acknowledge the 

existence of certain limitations. The constrained availability of annotated data, 

particularly for specific modes of transportation, coupled with the considerable 

computational complexity of applying the proposed methods. Furthermore, the 
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reliance on smartphone data for transportation mode detection raises concerns, as 

it excludes individuals, such as residents of developing countries or the elderly, who 

may not own smartphones. Therefore, the investigation of alternative methods that 

will also take into account the important factor of security and protection of 

personal data becomes imperative to effectively deal with these limitations.  

It is noteworthy that the current work lacks the incorporation of external contextual 

factors, such as climate conditions, economic variables, and social events. 

Recognizing the impact of these factors on transportation patterns is crucial for 

enhancing the model's accuracy and generalizability. Additionally, the study does 

not delve into the identification of patterns in transportation zones or high-traffic 

areas. This absence hinders a comprehensive understanding of the dynamics of 

transportation flow.  

To tackle with these limitations, in future research, our plan is to investigate the 

integration of external contextual factors, such as climate conditions, economic 

factors, and social events. This inclusion of additional variables is anticipated to 

improve the model's ability to make accurate transportation mode identification 

and estimations of transportation flow by considering the impact of various external 

factors on the system. As a result, we expect to enhance the overall generalizability 

of the proposed model. 

Moreover, our aim is to integrate the prediction of congestion patterns in 

transportation zones or high-traffic areas. This entails forecasting or estimating the 

levels and patterns of traffic congestion in specific stations or transportation modes 

that frequently encounter significant traffic volume or congestion. The goal of this 

prediction is to foresee when and how severe congestion might occur in these areas, 

offering valuable insights into the dynamics of transportation flow. By doing so, we 

can facilitate proactive measures to handle and alleviate congestion. To achieve this 

objective, we will scrutinize historical transportation data, encompassing 

information on transportation volume, speed, density, and other pertinent factors 

such as road infrastructure, events, and weather conditions. Harnessing this data, 

we will attempt to construct predictive models capable of anticipating congestion 

patterns. These models will empower transportation planners, traffic management 

authorities, and commuters to make well-informed decisions regarding route 

planning, transportation management strategies, and travel time estimation. 

In conclusion, our forthcoming endeavors include the integration of Explainable 

Machine Learning techniques to augment the interpretability of the developed 

models and offer meaningful explanations for their predictions. This may entail the 

inclusion of methods like feature importance analysis, rule-based models, surrogate 

models, or attention mechanisms to enhance the interpretability of the models. 

Through the incorporation of Explainable Machine Learning in our upcoming 

research, our aim is to enhance transparency, trust, and accountability in our 

models. We anticipate that this approach will not only improve the understanding of 
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our predictions but also provide valuable insights for stakeholders and users, 

enabling them to make well-informed decisions based on the model's output.  
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