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Résumé

La nature ubiquitaire et la popularité des plateformes de médias sociaux entrainent
la génération d’'une grande quantité de données multimédia. L’ouverture et la facilité de
partage sur ces plateformes favorisent la diffusion de I'information sans nécessairement
tenir compte de sa véracité. Sans moyen de vérification et d’analyse du contenu échangé,
les rumeurs peuvent affecter sérieusement la crédibilité de ces plateformes et engendrer
des conséquences désastreuses dans la vie réelle.

L’objectif de cette these est de proposer des solutions au probleme de la classification
automatique de la véracité des rumeurs dans les sites de microblogging. En se basant
sur le contenu riche et de nature diverse fourni par ces plateformes nous considérons
plusieurs caractéristiques des messages, notamment le texte, le contexte social, les
sentiments et les images pour analyser leur véracité.

Nous proposons un cadre pour la fusion multimodale de caractéristiques qui s’appuie
sur plusieurs modeles d’apprentissage automatique pour I’évaluation de la véracité des
messages, ainsi que son implémentation dans le framework MONITOR (Multimodal
Fusion Framework to Assess Message Veracity in Social Networks). L’originalité de ce
travail réside notamment dans le recours a des indicateurs de qualité d’image comme
caractéristiques des images pour qu’ils soient utilisés dans un contexte de détection de
rumeurs.

Afin d’améliorer les performances de MONITOR, nous exploitons également I’appren-
tissage ensembliste, un paradigme tres peu exploré dans le domaine de la classification
des rumeurs. Nous proposons plusieurs algorithmes de meta-learning en utilisant les
modeles individuels de MONITOR comme modeles de base.

Toujours avec I'idée d’améliorer la performance de la classification des rumeurs,
nous proposons un modele multimodal appelé deepMONITOR, basé sur les réseaux de
neurones profonds, qui se révelent capables d’apprendre efficacement des représentations
de textes et d’images. L’apport de ce travail concerne particulierement l'intégration des
images et de I’analyse de sentiments dans I’apprentissage multimodal.

Enfin, pour répondre au probleme du peu de jeux de données disponibles pour la
détection multimodale des rumeurs, nous avons construit DAT@Z21, un jeu de données
multimédia volumineux issues de Twitter, avec un étiquetage qui s’appuie sur une vérité
terrain collectée a partir d’un site de fact checking. Ce jeu de données est partagé en
respectant la réglementation en vigueur.

Les expériences que nous avons menées a l'aide de divers jeux de données, dont
DAT@Z21, démontrent la pertinence de nos propositions. En effet, MONITOR et deep-
MONITOR réalisent les meilleures performances en les comparant avec les méthodes
récentes de I’état de 'art.

Mots clés : Rumeurs, Microblog, Apprentissage multimodal, Apprentissage super-
visé, Apprentissage ensembliste, Apprentissage profond, Ingénierie des caractéristiques,
Meétriques de qualité d’image, Analyse de sentiments, Jeux de données.



Abstract

The ubiquitous nature and popularity of social media platforms results in the
generation of a large amount of multimedia data. The openness and ease of sharing
on these platforms promotes the dissemination of information without necessarily
considering its veracity. Without any means of verification and analysis of the content
exchanged, rumors can seriously affect the credibility of these platforms and lead to
disastrous consequences in real life.

The objective of this thesis is to propose solutions to the problem of automatic
classification of the veracity of rumors in microblogging sites. Based on the rich and
diverse content provided by these platforms, we consider several features of the messages,
including text, social context, sentiment and images to analyze their veracity.

We propose a framework for multimodal feature fusion that relies on several machine
learning models for message veracity assessment, as well as its implementation in
the MONITOR (Multimodal Fusion Framework to Assess Message Veracity in Social
Networks) framework. The originality of this work lies in the use of image quality
indicators as characteristics of images to be used in a rumor detection context.

To improve the performance of MONITOR, we also exploit the ensemble learning, a
paradigm that has been little explored in the field of rumor classification. We propose
several meta-learning algorithms using MONITOR’s individual models as base models.

Still with the idea of improving the performance of rumor classification, we propose
a multimodal model called deepMONITOR, based on deep neural networks, which
are shown to be capable of efficiently learning text and image representations. The
contribution of this work concerns particularly the integration of images and sentiment
analysis in multimodal learning

Finally, to address the problem of scarce datasets available for multimodal rumor
detection, we built DAT@Z21, a large multimedia dataset from the Twitter microblog,
with labels based on ground truth collected from a fact checking site. This dataset is
shared in compliance with current regulations.

The experiments we conducted using various datasets, including DAT@Z21, demons-
trate the relevance of our proposals. Indeed, MONITOR and deepMONITOR achieve
the best performances compared to recent state-of-the-art methods.

Keywords : Rumors, Microblog, Multimodal learning, Supervised learning, Ensemble
learning, Deep learning, Feature engineering, Image quality metrics, Sentiment analysis,
Datasets.
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Introduction

1.1 Préambule

Le développement explosif du Web depuis le milieu des années 1990 a fait évoluer
considérablement la fagon dont les individus communiquent entre eux. Les médias sociaux
en ligne, comme Twitter ! et Facebook 2, peuvent facilement diffuser des informations
en temps réel provenant d’utilisateurs du monde entier. Avec leurs avantages en termes
de facilité d’utilisation, de faible cott et de rapidité de diffusion, les médias sociaux sont
devenus une scene ouverte pour la discussion, ’expression d’idéologies, la diffusion de
connaissances, le partage d’émotions et de sentiments en ligne. En effet, selon le Global
Digital Report 20213, sur une population mondiale totale de 7,8 milliards d’habitants,
on compte 4,7 milliards d'utilisateurs d’internet et 4,2 milliards d’utilisateurs actifs de

médias sociaux.

A cause de leur popularité croissante, les médias sociaux en ligne deviennent un
terrain idéal pour la diffusion des fausses nouvelles (fausses informations). Ces in-
formations trompeuses sont désormais plus répandues et largement diffusées sur les
médias sociaux que dans les médias traditionnels. Etant souvent utilisées pour semer la
confusion et persuader les utilisateurs en ligne sur la base de faits biaisés, les fausses
nouvelles peuvent constituer une menace pour la crédibilité d’Internet et entrainer de

graves conséquences dans la vie réelle.

La portée des fausses informations a été particulierement mise en évidence pendant
la campagne des élections présidentielles américaines de 2016. Les fausses nouvelles
ont été accusées d’accroitre la polarisation politique et les conflits partisans pendant la
campagne électorale, et les électeurs ont été facilement influencés par les déclarations
et affirmations politiques trompeuses. Lors de ces élections, le nombre de partages,
réactions et commentaires générés suite au partage et la diffusion de fausses informations
ont dépassé sur Facebook seul celui généré sur ’ensemble de dix-neuf grands sites

d’information.

Face a ces constatations, nous sommes donc amenés a formuler les questions suivantes.
Jusqu’a quel point et dans quelle mesure les faits diffusés sont vérifiés ? A quel point
pouvons-nous nous fier au contenu de I'information que nous consultons tous les jours ?

La question des fausses informations en ligne est devenue une préoccupation majeure

1. https://twitter.com/
2. https://www.facebook.com/
3. https://datareportal.com/reports/digital-2021-october-global-statshot
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récemment, de la part des praticiens (journalistes et professionnels de l'information et
de la communication) et du monde académique. De grands efforts ont été déployés pour

lutter contre la diffusion des fausses informations.

Le reste de ce chapitre est organisé comme suit. Dans la section 1.2, nous ap-
portons une définition aux termes < fausse information ». Dans la section 1.3, nous
discutons les facteurs techniques et les fondements psychologiques et cognitifs favori-
sant la prolifération des fausses nouvelles. Nous présentons les motivations ainsi que
la problématique de cette these dans la section 1.4. Enfin, dans la section 1.5, nous

présentons les contributions et 'organisation de ce manuscrit de these.

1.2 Définition des termes < fausse information > et

< rumeur >

Afin de cerner 'objet de notre recherche, il apparait nécessaire d’apporter préalablement

une définition des termes « fausse information > ou < fausse nouvelle .

Les fausses informations ? existent depuis trés longtemps, pratiquement depuis que
les nouvelles ont commencé a circuler largement apres 'invention de la presse écrite.
Cependant, il n’existe pas de définition universelle de ces termes, méme dans le milieu
journalistique. Pour éviter toute ambiguité, nous commencgons d’abord par (1) présenter
une définition et (2) distinguer théoriquement plusieurs concepts qui sont fréquemment
associés aux fausses informations ou qui se croisent avec elles, notamment le terme

rumeur.

Bien qu’initialement utilisés par certaines personnes pour faire référence a une
information dépourvue de source ou un avis qui ne peut étre vérifié, ces termes ont
évolué et sont devenus synonymes de diffusion de fausses informations [Cooke, 2017].
Une définition adoptée par la majorité des travaux de la littérature [Shu et al., 2017;
Allcott and Gentzkow, 2017] est la suivante.

Définition 1 (Fausses informations) Articles de nouvelles créés intentionnellement,

vérifiables comme étant faux et qui pourraient induire les lecteurs en erreur.

4. Définition du mot news dans le dictionnaire Oxford : informations récentes ou dignes d’intérét,

notamment sur des événements récents.
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Cette définition comporte deux caractéristiques essentielles, la véracité et I'intention.
Premierement, les fake news comprennent des informations fausses qui peuvent étre
vérifiées comme telles. Deuxiemement, les fausses informations sont créées avec I'intention

malhonnéte de tromper leurs lecteurs.

Les études existantes utilisent souvent et de maniere interchangeable les termes
fausses informations pour désigner divers concepts tels que mésinformation, désinformation,
information satirique et rumeur. Sur la base de la définition de ces termes et concepts,
nous pouvons les distinguer les uns des autres en fonction des deux caractéristiques
présentées dans la définition 1 : (1) la véracité (fausse ou non) et (2) I'intention (mau-
vaise ou bonne). Par exemple, la désinformation est une information fausse et mal
intentionnée qui vise a tromper les utilisateurs. Le tableau 1.1 illustre la comparaison

entre ces concepts.

TABLE 1.1 — Comparaison des concepts liés aux termes < fausses informations >

Concepts Véracité | Intention
Désinfomation Fausse Mauvaise
Mésinfomation Fausse Inconnue
Information satirique | Inconnue Bonne
Rumeur Inconnue | Inconnue

Par ailleurs, de nombreuses définitions différentes du terme rumeur ont été proposées
dans la littérature. [Zhao et al., 2015] définissent une rumeur comme étant une déclaration
controversée et vérifiable, Zubiaga et al. [2018] comme une information en circulation
dont le statut de véracité n’a pas encore été vérifié au moment de la publication. Pour
[Hamidian and Diab, 2015], une rumeur peut étre a la fois vraie et fausse. C’est une
affirmation dont la véracité est mise en doute et n’a pas de source claire, méme si ses

origines et ses intentions idéologiques ou partisanes sont claires.

[Cao et al., 2018] vont plus loin en proposant des familles de rumeurs. Les rumeurs
générales ont valeur de vérité non vérifiée. Elles englobent deux sous-familles de rumeurs :
les rumeurs objectives, dont la valeur de vérité est confirmée par une source fiable ou
crédible, et les rumeurs subjectives, dont la valeur de vérité est déterminée par les

jugements subjectifs des utilisateurs des réseaux sociaux.
Ces définitions partagent généralement deux idées communes sur la nature des

rumeurs. Primo, une des caractéristiques des rumeurs est qu’elles apparaissent dans un

contexte d’ambiguité. Par conséquent, leur véracité est incertaine. Secundo, bien que
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sa valeur de véracité soit incertaine, une rumeur n’implique pas forcément de fausses

informations.

1.3 Origine de la diffusion de rumeurs

De nos jours, la diffusion des nouvelles s’est déplacée vers les médias sociaux en ligne,
ou il est plus facile de consulter, partager et discuter des actualités avec des amis ou
d’autres utilisateurs. Comme il est plus facile et plus rapide de produire du contenu en
ligne, les barrieres pour accéder aux médias en ligne ont considérablement diminué. Cela
a entrainé la diffusion d’informations de faible qualité, qui ne respectent pas les normes
journalistiques traditionnelles. Ces informations ne font pas l'objet d'un filtrage et d’une
vérification des faits par des tiers. Ces facteurs, ainsi que le déclin de la confiance générale
dans les médias de masse traditionnels, sont les principaux moteurs de la croissance
explosive des fausses nouvelles sur les médias sociaux. Les deux principales motivations
qui ont été avancées pour l'essor des sites de désinformation sont : (1) une motivation
financiere, les articles d’actualité viraux générant d’importants revenus publicitaires, et
(2) une motivation plus idéologique, car les diffuseurs de fausses nouvelles cherchent
généralement a influencer 1’opinion publique sur des sujets particuliers [Allcott and
Gentzkow, 2017].

Outre les aspects techniques des plateformes de réseaux sociaux favorisant la diffusion
de fausses informations, un ensemble d’aspects psychologiques, cognitifs et sociaux sont
aussi considérés comme des facteurs clés de la prolifération des fausses nouvelles. Les
étres humains ne sont pas formés pour faire la différence entre les vraies et les fausses
nouvelles. Il existe plusieurs théories psychologiques et cognitives qui peuvent expliquer
ce phénomene et le pouvoir d’influence des fausses nouvelles. Il y a deux facteurs
majeurs qui rendent les utilisateurs naturellement vulnérables aux fausses nouvelles.
(1) Le réalisme naif : les utilisateurs ont tendance a croire que leurs perceptions de la
réalité sont les seuls points de vue exacts, tandis que ceux qui ne sont pas d’accord sont
considérés comme mal informés, irrationnels ou partiaux [Ross et al., 1996]. (2) Le biais
de confirmation : les utilisateurs préferent recevoir des informations qui confirment leurs
opinions [Nickerson, 1998]. En raison de ces biais cognitifs inhérents a la nature humaine,

les fausses nouvelles peuvent souvent étre percues comme réelles par les lecteurs.

Certaines études mentionnent également I'importance de la théorie de 'identité
sociale [Ashforth and Mael, 1989] et de I'influence sociale normative [Asch, 1951]. Ainsi,
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les utilisateurs ont tendance a effectuer des actions qui sont socialement plus stres,
en consommant et en diffusant des informations qui sont en accord avec les normes
établies au sein de leurs communautés, méme si I'information partagée est fausse. Tous
ces facteurs contribuent dans une certaine mesure a la création de l'effet de < chambre
d’écho > qui donne lieu a la formation de groupes homogenes ou les individus se
ressemblent, partagent et discutent des mémes idées. Ces groupes sont généralement
caractérisés par des opinions extremement polarisées, car ils sont isolés des opinions et
des perspectives contraires. Ces communautés étroitement liées sont le principal vecteur

de diffusion des fausses informations [Del Vicario et al., 2016].

1.4 DMotivations et problématique de la these

Le probleme des fausses informations en ligne a suscité une attention croissante de
la part des chercheurs et des professionnels de l'information et de la communication
(journalistes). Premierement, des approches basées sur la détection manuelle ont été
proposées par les professionnels, qui se sont traduites, notamment, par 'apparition de
plusieurs sites de vérification de faits (fact checking) ou de plateformes de la vérification
participative (crowdsourced fact checking). Nous revenons avec plus de détails sur ces

solutions pratiques proposées par les professionnels dans le chapitre suivant.

Malgré leur apport important dans la détection des fausses informations, ces ap-
proches souffrent, cependant, de deux difficultés majeures, particulierement dans un

contexte des réseaux sociaux en ligne :

— Avec une grande quantité d’informations générée par les réseaux sociaux, la
vérification manuelle devient une tache laborieuse et cotteuse.

— L’identification d’une nouvelle rumeur implique des compétences spécifiques
et des analyses plus approfondies. Pratiquement, il n’est pas trivial pour un
expert en journalisme de vérifier les faits d’un article d’actualité, sans parler
des non-professionnels (le cas du crowdsourcing), ce qui pose le probleme de la

qualité de la vérification (le label).

Pour remédier a ces problemes, de nombreuses recherches ont été menées ces dernieres
années afin de développer des solutions automatiques pour la détection et la classification
des rumeurs dans les réseaux sociaux. Avec les avancées récentes réalisées dans le domaine

de I'apprentissage automatique et 'apprentissage profond, des outils puissants qui sont

13



Introduction

capables d’intégrer le langage naturel, de mémoriser les ordres séquentiels sémantiques
importants et de capturer les relations sémantiques sous-jacentes, ont été largement

utilisé dans le domaine de la classification automatique des rumeurs.

Par rapport a la vérification manuelle des faits, ces techniques automatiques sont
en mesure de fournir de meilleurs résultats avec une grande efficacité, car ils n’ont
pas besoin de labéliser toutes les données. Cependant, la détection automatique des
rumeurs demeure une tache tres difficile, car les données des médias sociaux sont en
grande partie non-structurées, incompletes et bruitées, ce qui rend leur traitement et
leur compréhension tres difficiles. Nous résumons ci-dessous les problemes auxquels sont

confrontés les techniques de détection automatiques.

1. Compréhension de la sémantique : la plupart des rumeurs sont fabriquées
intentionnellement pour tromper les utilisateurs. De fausses informations sont
mélangées et déguisées dans une rumeur. Il est tres difficile pour une machine de

capter completement cette sémantique.

2. De grandes variations : les rumeurs peuvent couvrir toutes sortes de sujets
et prendre différents styles linguistiques. Les caractéristiques qui sont efficaces
pour distinguer un certain type de rumeurs peuvent étre peu performantes pour
d’autres types. De plus, les algorithmes entrainés sur des données labélisées peu

nombreuses peuvent échouer a détecter de nouvelles rumeurs.

3. Données multimodales : outre le texte pur, les rumeurs peuvent prendre la
forme d’images ou de vidéos. Bien que des informations provenant de différentes
modalités (type ou nature) puissent fournir des indices pour la détection des
rumeurs, la question relative a la maniere d’extraire des caractéristiques signifi-
catives de chaque modalité et de les fusionner efficacement constitue un véritable
défi.

4. Structure de propagation hétérogene : pendant la diffusion des rumeurs sur
un réseau social, les utilisateurs peuvent interagir et émettre des commentaires.
Les comportements des utilisateurs aident a construire un contexte social sous-
jacent aux rumeurs. La caractérisation de ces comportements sur le réseau de

propagation est cruciale pour identifier les rumeurs en ligne.

5. Besoin en données labélisées : le manque de jeux de données complets et
labélisés est une limitation majeure pour I’expérimentation et la validation de
techniques supervisées. En effet, les jeux de données existants sont peu nombreux
et aucun d’entre eux ne fournit toutes les caractéristiques qui se sont avérées

efficaces pour I'analyse des rumeurs.
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Motivés d'une part par le succes grandissant des techniques d’apprentissage automa-
tique dans plusieurs domaines et, d’autre part, par les données riches en informations
offertes par les sites des réseaux sociaux comme le texte, le contexte social de la dif-
fusion, 'information visuelle, etc., nous avons décidé d’explorer plusieurs paradigmes
d’apprentissage automatique et profond pour apprendre des informations issues de ces
modalités. Nous réservons une attention particuliere au contenu visuel, notamment
les images, dont le potentiel pour la détection des rumeurs demeure insuffisamment
exploité par les travaux de recherche. Les images sont largement répandues sur les
sites de microblogging, présentent un contenu riche en informations et jouent un role

important dans la diffusion des rumeurs.

Pour terminer, un microblog est défini comme < un site de média social sur lequel
un utilisateur publie des messages courts et fréquents > selon le dictionnaire Oxford
English. Les travaux présentés dans cette these utilisent des données issues du microblog
Twitter car, ces dernieres années, Twitter est devenu la source de données par excellence
pour la collecte et I'analyse de rumeurs, et ce grace a 'ouverture de son API par rapport

aux restrictions imposées par Facebook et Sina Weibo °.

1.5 Contributions de la these et organisation du

manuscrit

Nos travaux de these ont abouti a plusieurs contributions. Premierement, nous
présentons et discutons dans le chapitre 2 I'état de I'art 1ié aux travaux présentés dans
ce manuscrit. Cet état de I'art nous conduit a proposer une cartographie des solutions
développées par le monde académique pour la prédiction de la véracité des rumeurs. En
vue d’associer le contenu visuel des messages dans ’analyse de la véracité des rumeurs,
nous présentons et discutons une typologie des approches de vérification de la véracité

d’une image.

Deuxiemement, pour évaluer la véracité des messages postés sur les réseaux sociaux,
nous proposons dans le chapitre 3 une plateforme de fusion multimodale appelée
MONITOR, qui utilise des caractéristiques extraites du contenu textuel du message,
du contexte social, ainsi que des caractéristiques des images. Pour représenter les

images, nous utilisons un ensemble de caractéristiques avancées, inspirées du domaine

5. https://weibo.com/
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de I’évaluation de la qualité des images. Plus précisément, toutes ces modalités sont
fusionnées et plusieurs algorithmes d’apprentissage automatique sont utilisés pour la

classification.

Troisiemement, nous proposons dans le chapitre 4 une extension a MONITOR
en explorant un paradigme non-conventionnel d’apprentissage automatique pour la
classification des rumeurs. Il s’agit de 'utilisation de plusieurs modeles de metalearning
de I'apprentissage ensembliste. Ce type d’algorithmes a rarement été appliqué jusqu’ici

pour la tache de détection de rumeurs.

Quatriemement, le chapitre 5 détaille deepMONITOR, un modele de bout en bout
qui repose sur des réseaux neuronaux profonds, en utilisant les trois caractéristiques des
messages, en l'occurence le contenu textuel et visuel des messages, ainsi que les signaux

sentimentaux qui sont tres étroitement liés a I’analyse des rumeurs.

Cinquiemement, motivés par le besoin d’un jeu de données pour la classification
des rumeurs dans les microblogs, nous construisons et partageons dans le chapitre
6 un jeu de données volumineux et complet appelé DAT@QZ21, qui inclut toutes les
caractéristiques nécessaires pour la classification de rumeurs, notamment des données
textuelles et linguistiques, visuelles, spatio-temporelles, ainsi que des données relatives

a I’engagement social et au comportement des utilisateurs.

Enfin, le chapitre 7 synthétise et discute les contributions effectuées durant la these.

Nous y détaillons également les perspectives possibles a nos travaux.

16



Chapitre 2

Etat de l’art général

Sommaire

2.1 Introduction . .. ... .. ... 18
2.2 Approches pratiques de détection des fausses nouvelles . 21

2.3 Approches automatiques de détections de rumeurs . ... 28

2.3.1 Approches basées sur I'ingénierie des caractéristiques . . . . . 29
2.3.2  Approches basées sur la propagation . . . . .. ... ... .. 36
2.3.3  Approches basées sur 'apprentissage profond . . . . . .. .. 38
2.3.4 Discussion . . . . . .. 41
2.4 Détection de modifications dans une image numérique . . 42
2.4.1 Méthodes actives . . . . . .. ... oL 42
2.4.2 Méthodes passives . . . . . . . ... 43
243 Discussion . . . . . ..o 47
2.5 Conclusion .. ... ... ...t 48

Publication(s) associée(s)

Azri, A., Favre, C., Harbi, N.,Darmont, J. : Vers une analyse des rumeurs dans
les réseaux sociaux basée sur la véracité des images : état de ’art. 15eme journées
EDA Business Intelligence & Big Data EDA’2019, volume B-15, Revue des Nouvelles
Technologies de I'Information, pages 125-142, Montpellier, France, October 2019.

17



Etat de Uart général

2.1 Introduction

Avec le développement immense d’Internet et des plateformes de réseaux sociaux, la
diffusion massive de fausses nouvelles a le potentiel d’avoir des impacts extrémement
négatifs sur les individus et la société. Face a ces menaces, la détection des fausses
nouvelles dans les médias sociaux est devenue ces dernieres années un sujet de recherche
actif attirant beaucoup d’attention de la part du monde du journalisme et de la
communauté scientifique. Cet intérét grandissant peut s’expliquer par les défis que cela

représente, tant au niveau scientifique que sociétal.

Avant de présenter les approches dites pratiques proposées par les professionnels
et les solutions automatiques existantes proposées par le monde académique, il est
judicieux de comprendre certains aspects communs qui caractérisent les informations
diffusées sur les réseaux sociaux en ligne. Malgré les spécificités tres diverses de ces
plateformes, les messages publiés par leurs utilisateurs partagent pratiquement toutes ces
caractéristiques. La figure 2.1 illustre un exemple de message partagé par un utilisateur

sur Twitter.

ih Bob =t A

Queen Elizabeth Il alive, rumors of her death denied  je=t~, B

Josc f+) @J15357 - =cb 22
Replying to @BNONews

Explain in Football terms?

= o

Y

) 20 1 2 o 42

M Malthew Wheeler @Malllennial - Fels 22
,.-; Replying to @BNONews

cxp ain in weather t2rms?

Q7 (i AR

@ Lana @bxyrxhl - 20 22
L Replying to @BNCONews

expain In Beynneé son2,

DRONEWS.com o - @ m
Queen Elizabeth Il alive, rumors of her death denied - BNO News
A rumor claiming that Queen Elizabeth Il had died went viral on social media on Matti @matti v2 - Feb 22
Tuesday night, but a parliamentary official said there was no truth to the report... Replying to @BNONewrs
Explainin football terms
11:16 PM - Feb 22, 2022 - TweetDeck AG O o7 T 1ec 2 9,531

3,532 Retweets 7,136 Quote Tweets  14.1K Likes /

FIGURE 2.1 — Exemple de message Twitter : (A) L'utilisateur/diffuseur, (B) Le contenu,

(C) Le contexte social
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Chaque message peut étre vu comme la combinaison des éléments suivants.

— L’utilisateur /diffuseur est la source de I'information (optionnelle) ou celui qui
a procédé a la diffusion de I'information en ligne. Dans la partie D de la figure
2.1, nous pouvons voir que bnonews.con est la source de 'information et que
I'utilisateur Bob est le diffuseur.

— Le contenu fait référence au corps de la publication (la partie B de la figure 2.1),

il représente deux aspects.

1. Un contenu textuel décrivant I’événement d’actualité. Il peut fournir
des détails sur I’événement et peut contenir certaines opinions ou certains
sentiments a I’égard de cette nouvelle. Il peut contenir des liens vers des sources
internet (URL), des émoticones ou encore d’autres contenus informatifs liés
au style de communication du média social, par exemple les hashtags (#) et

les références vers des utilisateurs (@) sur Twitter.

2. Un contenu visuel qui peut correspondre, s’il existe, a une image ou a une
vidéo. Il est souvent fourni pour compléter le contenu textuel et appuyer le

sujet du message.

— Le contexte social (la partie C de la figure 2.1) reflete I'environnement social
dans lequel évolue la diffusion de I'information, notamment les interactions entre

les utilisateurs en ligne.

Sur la base de cette caractérisation des messages postés sur les réseaux sociaux,
nous présentons une définition du probleme de détection automatique des rumeurs.
Formellement, une rumeur r est définie comme un ensemble M = {m;, may, ..., m,} de
n messages associés postés par un ensemble U = {uy, ug, ..., ux } de k < n utilisateurs.
Chaque message m; est composé d'un n-uplet représentant le texte, les images, les
vidéos et les autres contenus qu’il contient. Chaque utilisateur u; est représenté par un
ensemble d’attributs tels que le nom, I’age de son compte, I'image avatar de son profil,

ete. La tache de détection des rumeurs est alors définie comme suit.

Définition 2 (Détection d’une rumeur) Etant donné une rumeur 1 représentée par
un ensemble de messages M et un ensemble d’utilisateurs U, la tache de la classification
de rumeur vise a déterminer si la rumeur peut étre confirmée en tant que vraie ou fausse
en apprenant une fonction de prédiction F(r) — {0,1} telle que :
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1 sir est fausse,
F(r) = J

0 sinon.

Nous définissons donc la détection d'une rumeur comme un probleme de classification
binaire, pour deux raisons. (1) Cette définition s’accorde avec la majorité des travaux de
la littérature. (2) Une rumeur est essentiellement un biais de distorsion sur 'information
manipulée par l'utilisateur. Selon les recherches sur la théorie du biais médiatique
[Gentzkow et al., 2015], le biais de distorsion est généralement modélisé comme un
probleme de classification binaire. Il y a lieu de noter que certains travaux ajoutent une
troisieme classe < non vérifiée > [Zubiaga et al., 2018] dans le cas ou la véracité de la

rumeur demeure indéterminée.

Contrairement a la définition 2, qui se concentre sur la détection de rumeur au niveau
de I'événement associé, nous faisons partie des travaux qui se focalisent sur la détection
de rumeur au niveau du message individuel. Plus précisément, étant donné un message
qui prétend fournir des informations sur une rumeur, notre tache consiste a prédire
sa véracité comme étant fausse ou vraie en nous basant sur toutes les informations

multimodales qu’il renferme.

Le reste de cet état de 'art est organisé comme suit. Dans la section 2.2, nous
résumons les approches pratiques proposées par les journalistes. Nous présentons et
discutons les différentes approches automatiques de détection des rumeurs dans les
réseaux sociaux dans la section 2.3. Le contenu visuel des publications joue un role
important dans la diffusion de I'information. A titre d’exemple, dans le cas de Twitter,
les statistiques montrent qu’'un fweet incluant une image obtient 150 % de retweets,
89 % de likes et 18 % de clics de plus qu'un tweet ne comportant aucune image .
Par conséquent, analyser la véracité du message implique nécessairement 1’analyse
de la véracité de I'image jointe. C’est ainsi que nous présentons dans la section 2.4
les techniques de détection de modifications dans une image numérique et que nous
discutons leur applicabilité dans le contexte des réseaux sociaux. Enfin, nous cloturons
ce chapitre sur une discussion des choix de méthodes pour les travaux présentés dans ce

manuscrit.

6. https://www.blogdumoderateur.com/chiffres-twitter/
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2.2 Approches pratiques de détection des fausses

nouvelles

Dans cette section, nous résumons quelques approches pratiques déployées par les
professionnels de 'information pour combattre les effets négatifs de la diffusion des
fausses nouvelles. Une premiere étape consiste a analyser ou détecter manuellement
les fausses nouvelles en utilisant le processus de vérification des faits (fact checking).
Initialement développée dans le domaine du journalisme, elle vise a évaluer ’authenticité
des informations en comparant les connaissances extraites du contenu de 'information
a vérifier (par exemple, ses affirmations ou ses déclarations) avec des faits connus
(c’est-a~dire des connaissances réelles). En indiquant aux utilisateurs ce qui est vrai,
faux ou entre les deux, la vérification des faits est un bon moyen d’identifier les fausses
nouvelles. De maniere générale, la vérification manuelle des faits peut étre divisée en
deux catégories : (1) la vérification par des experts et (2) la vérification participative

(crowdsourced fact checking).

La vérification des faits par des experts s’appuie sur des personnes (journalistes)
du domaine (vérificateurs de faits). Elle est souvent effectuée par un petit groupe de
vérificateurs hautement crédibles et donne des résultats tres précis, mais elle est cotiteuse
et difficile a réaliser dans le cas d’un grand volume de contenus d’informations a vérifier.
Récemment, de nombreux sites web sont apparus pour permettre la vérification des
faits par des experts afin de mieux servir les usagers. Une liste exhaustive de sites web
de vérification des faits est fournie par le Reporters Lab de I'Université de Duke”, qui
répertorie plus de deux cents sites web de vérification des faits dans différents pays et
en différentes langues, dont plus d’'une vingtaine en France (AFP’s Factuel, CheckNews
de Libération, L’instant détox de Franceinfo, Les Décodeurs du journal Le Monde, 20
Minutes Fake Off, etc.).

En général, ces sites de vérification des faits par des experts produisent une vérité
de terrain sur l'authenticité des affirmations, des déclarations, des articles ou des
messages, mais sans aucune information sur l'intention. De plus, il est tres difficile,
voire impossible, de quantifier ou détecter automatiquement I'intention d’une personne
a diffuser volontairement ou non une fausse information. Le tableau 2.1 présente les

détails de quelques sites web de vérification des faits.

7. https://reporterslab.org/fact-checking/#
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TABLE 2.1 — Comparaison des sites web de vérification des faits par des experts

Site Web Sujets traités Labels d’évaluation API
Vrai, majoritairement
L ) vrai, a moitié vrai, )
Politifact.com Divers o Oul
majoritairement faux,
faux, ridicule
Vrai, majoritairement
Politique et autres vrai, mélange,
Snopes.com questions sociales et majoritairement faux, Non
d’actualité faux, non prouvé et autres
labels
Vérité, non prouvée,
o ) vérité et fiction, vérité
TruthOrFiction.com Divers - ) Non
anterieure, contestee et
autres labels
. Ambiguité (pas de labels
FullFact.com Divers ) Non
clairs)
FactCheck.org Politique américaine Vrai, pas de preuve, faux | Non
Canulars, arnaques,
. fausses alertes, fausses
Hoax-Slayer.com Divers Non

nouvelles, tromperie,

vérité, humour, spams
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Certains sites web fournissent des informations supplémentaires, par exemple, Politi-
Fact fournit une carte de scores qui présente des statistiques sur I'authenticité de toutes
les déclarations liées a un sujet spécifique (par exemple, Joe Biden, 46e Président des
Etats-Unis — figure 2.2). Ces informations peuvent aider & identifier les sujets importants,
qui nécessitent un examen plus approfondi pour la vérification. Le site web de PolitiFact
est 'un des rares sites de vérification de faits qui fournit également une API (Application
Programming Interface) pour que les utilisateurs puissent accéder au texte intégral des

déclarations et des articles qui ont été vérifiés.

Joe Biden

Joe Biden's Website

Scorecard
True® Mostly True ® Half True ® Mostly False ©® False ® Pants on Fire®
- 9 -
10% 22% 24% 20% 18% 2%
24 Checks 51Checks 54 Checks 45 Checks 42 Checks 6 Checks

FIGURE 2.2 — Carte de scores de PolitiFact (vérification des faits par des experts)

Les analyses détaillées fournies par les experts de ces sites web suite a 1’évaluation
du contenu de l'information (qu’est-ce qui est faux et pourquoi est-ce faux ?) apportent

des informations précieuses sur divers aspects de 'analyse des fausses nouvelles.

La vérification collaborative des faits, elle, s’appuie sur une large population d’in-
dividus agissant comme vérificateurs de faits. Par rapport a la vérification des faits
par des experts, la vérification collective des faits est relativement difficile a gérer,
moins crédible et moins précise en raison du biais politique des vérificateurs et de
leurs annotations contradictoires, mais présente une meilleure scalabilité. Ainsi, dans la
vérification collective des faits, il faut souvent : (1) filtrer les utilisateurs non crédibles et

(2) résoudre les résultats contradictoires de la vérification. Néanmoins, les plateformes
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de crowdsourcing permettent souvent de fournir aux vérificateurs des commentaires plus
détaillés (par exemple, leurs sentiments ou leurs positions), qui peuvent étre explorés

apres dans les études sur les fausses nouvelles.

Contrairement a la vérification des faits par des experts, les sites web de vérification
collaborative des faits sont encore en phase de développement. Un exemple est Fiskkit %,
ou les utilisateurs peuvent télécharger volontairement des articles, donner des notes
aux phrases des articles et choisir les labels qui les décrivent le mieux. Les sources
d’articles données aident a distinguer les types de contenu et leur crédibilité. Les labels
catégorisés en plusieurs dimensions permettent d’étudier les tendances entre les articles

d’information vrai ou faux (figure 2.3).

Can We Get Smarter About Disinformation?

Tag Distribution

. True/False Most Used
10.3% M rallacy

. Descriptive —
: 8
.Compllment
7
7
[Overgencratization |5
3

41%

FIGURE 2.3 — Distribution des labels de Fiskkit (vérification collective des faits)

Malgré I'utilité de la vérification manuelle des faits, les ressources actuelles présen-
tent plusieurs limites. Le processus de détection nécessite beaucoup de temps et un
travail manuel important. Par conséquent, le temps que les fausses informations soient
détectées et référencées, I'information est déja partagée un grand nombre de fois sur les
réseaux sociaux et il devient tres difficile d’arréter sa propagation. De plus, la majorité
des utilisateurs des réseaux sociaux ignorent l'existence ou n’ont pas le réflexe d’utiliser

ces ressources pour vérifier les publications qu’ils partagent. Il est donc essentiel que les

8. https://fiskkit.com/
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utilisateurs des réseaux sociaux en ligne soient, avant tout, conscients des conséquences

désastreuses de la prolifération des fausses nouvelles sur les individus et la société.

Pour cela, il est important d’éduquer et former les utilisateurs a ces nouvelles
plateformes et a ces nouvelles possibilités d’acces a I'information. Les médias et ’école
sont les acteurs majeurs de cette action éducative. Cela peut étre fait en apprenant par

exemple les réflexes de vérification des faits *.

De leur coté, et en dépit des actions prises par les média sociaux pour identifier les
fausses nouvelles et sensibiliser leurs utilisateurs, ces plateformes devraient jouer un
role plus important dans cette perspective. A titre d’exemple, Facebook identifie les
fausses nouvelles avec 1'aide des utilisateurs et des vérificateurs de faits (figure 2.4). Les
utilisateurs signalent a la plateforme d’éventuelles rumeurs, qui sont envoyées par la
plateforme a des organisations de vérification des faits comme FactCheck et Snopes pour
vérification. Les rumeurs vérifiées sont publiquement signalées comme contestées par un
tiers chaque fois qu’elle apparaissent sur le réseau social. Les utilisateurs recoivent un

autre avertissement s’ils persistent a partager ces fausses informations avérées.

http://stgeorgegazette com/donald-trump-signs-executive-
order-allowing-the-hunting-of-bald-eagles/|

Disputed by 3rd Parties

t to know that

Donald Trump Signs Executive Order AlL..
WASHINGTON, D.C. (AP) — Today President Donald Trump

t-checker

CANCEL CONTINUE
n Disputed by Factcheck.org and Snopes.com

44 PhotoNVideo Feeling/Activity

FIGURE 2.4 — Exemple de stratégie de lutte contre les rumeurs dans Facebook

Twitter utilise une stratégie semi-automatique combinant une évaluation automa-
tique et 'annotation des utilisateurs pour signaler d’éventuels faux tweets (figure 2.5).
Chaque tweet se voit attribuer une note de crédibilité générée automatiquement par un
algorithme [Gupta et al., 2014]. Les utilisateurs peuvent donner leur avis s’ils ne sont
pas d’accord avec I'évaluation (figure 2.5a). Dans ce cas, ils sont invités a indiquer ce
qu’ils estiment étre la note de crédibilité (figure 2.5b). Le retour d’information fourni

par les utilisateurs est enregistré dans une base de données pour ré-entrainer le systeme.

9. https://www.lumni.fr/video/c-est-quoi-une-rumeur
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EBC Breaking News © £k <2 Follow

rBBCBreaking

Earthquake of 6.8 magnitude shakes buildings
in Mexico City, no immediate reports of
damage bbc.in/1jF11rB

. Raply U Ratwest W Favorte === Mo

2 150 REEEEEREN
TAT AM - B May 2014 BSSS88
Credibility: High |6/7)

Feply to @E Do you agree? o "W

(a)

& RedCrossArkansas ¥ <& Follow
== OArkFedCross

#redcross providing cots and blankets for
Mayflower Middle School, 10 Leslie King Dr.,
Mayflower AR #arwx #ARtormado

# Reply 3 Fabwveai W Favoile =~ Mom

1w 4«2 2 AUE-NEEME

11:04 PM - 27 Apr 2014 9
Gradibdity: Low (1/7)

Faphy io Ang  Yhal is your rating?

(b)

FIGURE 2.5 — Exemple de stratégie de lutte contre les rumeurs dans Twitter
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Enfin, pour tenter d’endiguer les informations mensongeres ou trompeuses, le géant
du Web Google a introduit en partenariat avec 115 structures de vérification de fait,
dont 6 en France, une nouvelle rubrique Fact-checking sur son site d’informations '
(figure 2.6). Désormais, des lors qu’un internaute cherche une information qui a pu étre
vérifiée par I'une de ces structures, une mention apparait en-dessous du résultat de la

recherche. L’article du vérificateur est ainsi le premier résultat vu par I'internaute.

Alaune Voir plus : A la une Rhéne ®
Actualites COVID-19 : Consultez les derniéres informations sur le coronavirus > Partiellement nuageux
o
8°c

Guerre en Ukraine EN DIRECT : LUE prépare d'autres sanctions contre

. 2 2o ‘ Aujourd'hui  sam. dim. lun. mar.
Moscou « en urgence », la Russie promet de répliquer... —
« Guerre en Ukraine : le résumé de la premiére journée d'invasion par la Russie 10°C 12°Cc 13°C 13°C 1-c
) 1°c 3c 2°¢ 1"c C
B Le Monde 2 16 heures

« La Bourse de Paris rebondit un peu aprés sa chute liée a linvasion de ['Ukraine C|F K eatharoom

Boursorama ¥ 2 2heures

. EDITORIAL. Guerre en Ukraine : Poutine ou « la folie d'un despote » .
Article diopinio Fact-checking

Ouest-France - Ilya 3 heures
. Guerre en Ukraine : |a réaction de l'opinion publique russe $ Cette vidéo montre des missiles visant Isragl en
TE1 INFO 315 heures - Article dopinio 2021, et non des tirs russes contre ['Ukraine
[ Voir la couverture compléte ~ aiilios
Covid-19 : oui, le risque de complications pendant
. . L o . la grossesse est plus important chez les femmes
Guerre en Ukraine : la Chine « comprend l'opération militaire spéciale » non vaccinées
de la Russie : Fact and Furious
Le Monde - Il ya 2 heures
Non, 80% des cas graves de Covid en Israél ne

. « Chine et Russie ont désormais une quasi-alliance » concement pas des personnes vaccinées

Le Point ya1 heure AFP Factuel

[ Voir la couverture compléte v
La Reine d'Angleterre sous Ivermectine ? Quand
une chaine australienne se trompe d'illustration

. . . - P Fi d Fu

Guerre en Ukraine : voici les réponses militaires retenues par la France

e e Emmanuel Macron “entré dans |'Histoire” en tant

. Guerre en Ukraine : Emmanuel Macron annonce une accélération du déploiement de que premier président francais “rappelé a lordre

soldats frangais en Roumanie _ par FONU" ? C'est trompeur
20 AFP Factuel

FIGURE 2.6 — Exemple de stratégie de lutte contre les rumeurs dans Google

Comme nous ’avons discuté dans le chapitre 1, les solutions manuelles proposées par
le monde du journalisme demeurent difficiles, cotteuses et nécessitent des compétences
spécifiques. Pour faire face a cela, dans un contexte notamment d’une quantité de
données qui augmente de facon conséquente, plusieurs solutions automatiques ont été

proposées par la communauté scientifique, elles sont détaillées dans la section suivante.

10. https://news.google.com/
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2.3 Approches automatiques de détections de ru-

meurs

Les approches de détection des rumeurs sont diverses. Nous les catégorisons comme
suit. Les méthodes guidées par les données (data driven) se concentrent sur les ca-
ractéristiques utilisées dans les travaux de la littérature pour présenter les rumeurs. Les
approches guidées par le paradigme d’apprentissage utilisé se focalisent sur les familles
d’algorithmes supervisés et non-supervisés. Nous traitons dans cet état de I'art les deux
catégories ci-dessus. Comme illustré dans la figure 2.7, trois familles d’approches sont
proposées, qui se basent sur I'extraction de caractéristiques efficaces pour représenter le

contenu des rumeurs ou des algorithmes de prédiction robustes.

Textuelles  Visuelles Contexte social

Beg OO0

Rumeur

) Message Utilisateur i

~Srul

DIRT |
>

E &

]
1
1
1
1
Texte Image !
|
i
i
1
1

Construction du réseau Propagation de la crédibilité

FIGURE 2.7 — Familles d’approches pour prédire la véracité des rumeurs
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2.3.1 Approches basées sur I’'ingénierie des caractéristiques

La majorité des travaux basée sur l'ingénierie des caractéristiques suivent une
approche générale de fouille de données pour la détection des rumeurs qui comprend
deux phases : (1) extraction de caractéristiques et (2) construction du modele. La
phase d’extraction de caractéristiques vise a représenter le contenu du message et les
informations connexes dans une structure mathématique formelle, tandis que la phase de
construction du modele permet de construire des modeles d’apprentissage supervisé pour
mieux différencier les fausses et vraies informations en se basant sur les représentations
des caractéristiques. Les caractéristiques peuvent étre extraites principalement a partir

du contenu des messages et du contexte social.

2.3.1.1 Caractéristiques de contenu

Généralement, le contenu des nouvelles est principalement composé de données
textuelles et visuelles. Deux catégories de caractéristiques textuelles générales sont
couramment utilisées : (1) les caractéristiques linguistiques et syntaxiques et (2) les

caractéristiques de style.

Caractéristiques linguistiques et syntaxiques : Ces caractéristiques se réferent a
la composante fondamentale, a la structure et a la sémantique du langage naturel. Les
caractéristiques linguistiques et syntaxiques sont toujours des sources précieuses pour
I’analyse des rumeurs. Elles peuvent étre extraites au niveau des caracteres, des mots,

des phrases et de I’événement associé.

Les caractéristiques extraites des caracteres et des mots sont généralement calculées
manuellement ou en utilisant les modeles les plus communément utilisés pour le traite-
ment du langage naturel, comme les sacs de mots (Bag of Words — BoW), n-grammes,
fréquence des termes (Term Frequency — TF) et fréquence des termes-fréquence inverse

des documents (Term Frequency-Inverse Document Frequency — TF-IDF).

Un des premiers travaux utilisant ce type de caractéristiques classe les tweets
comme < crédibles > ou < non-crédibles > en définissant plusieurs caractéristiques de
comptage, comme le nombre total de mots et de caracteres, le nombre de mots distincts

et la longueur moyenne des mots dans une rumeur [Castillo et al., 2011]. Certaines
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caractéristiques lexicales se sont révélées pertinentes pour la prédiction de la crédibilité,
comme < le tweet contient une URL > et < le tweet contient un point d’interrogation .
Kwon et al. [2013] proposent d’autres caractéristiques linguistiques pour classer les
messages comme vrai ou faux. Ils recherchent notamment la présence des pronoms de la
premiere, deuxiéme et troisieme personne (je, tu, il, elle). Les caractéristiques proposées
permettent ainsi d’améliorer la prédiction par rapport au travail proposé par Castillo
et al. [2011].

Zhao et al. [2015] partent de I'idée que les rumeurs provoquent des messages d’utilisa-
teurs sceptiques, qui posent des questions ou se renseignent sur la véracité de la rumeur.
Ils détectent les tweets de ce type en utilisant une sélection supervisée de caractéristiques
sur un ensemble de messages labélisés. Les auteurs créent une liste manuelle de cing
expressions régulieres (par exemple, < is (that — this — it) true ») qui sont utilisées
pour identifier les tweets interrogatifs. Ils extraient ensuite les caractéristiques lexicales
des tweets en utilisant les modeles unigrammes, bigrammes et trigrammes, ainsi que TF.
Les tests du Chi-2 et du ratio de gain d’information sont utilisés pour sélectionner les
caractéristiques pertinentes. Cette liste de caractéristiques est ensuite étudiée par des
experts humains qui sélectionnent des phrases indépendantes des événements comme
modeles lexicaux finaux pour les rumeurs. L’utilisation des experts humains renforce la

cohérence des modeles lexicaux trouvés.

Les mots exprimant des sentiments ou des sémantiques spécifiques sont également
des indices tres importants pour caractériser le texte. Les marques émotionnelles (points
d’interrogation et d’exclamation) et les émoticones sont considérés comme des ca-
ractéristiques textuelles [Castillo et al., 2011]. L’émotion véhiculée dans le texte est aussi
étudiée par Kwon et al. [2013], qui proposent de nombreuses caractéristiques linguistiques
liées aux sentiments en se basant sur des dictionnaires de sentiment. Concretement,
ils utilisent un outil de sentiment appelé Linguistic Inquiry and Word Count (LIWC)
pour compter les mots dans des catégories psychologiquement significatives. Apres une
étude comparative de ces caractéristiques, ils constatent que certaines catégories de
sentiments sont distinctives pour la détection des rumeurs. Par exemple, les rumeurs
sont significativement moins susceptibles de contenir des mots a effet positif (love, nice,
sweet). Les utilisateurs sont aussi beaucoup plus susceptibles de mentionner des mots
de négation (no, not, never) dans leur phrase et d’effectuer une action cognitive (cause,

know) au contenu lié a la rumeur.

La présence de mots stylistiques peut également étre utilisée pour la détection de

rumeurs. Horne and Adali [2017] proposent un ensemble de caractéristiques comme
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les mots vides (stop words), les signes de ponctuation, les guillemets, les négations
(non, jamais, pas, etc.), les mots informels, les interrogations (comment, quand, quoi,
pourquoi), les noms, les pronoms possessifs, les déterminants, les interjections, les verbes,

les termes d’argot en ligne (tels que LOL ou BRB).

Les caractéristiques extraites au niveau de la phrase font référence a tous les attributs
importants a 1’échelle de la phrase. Ce sont des statistiques simples d’un message de
rumeur, comme le nombre de mots-clés, le score de sentiment ou la polarité de la
phrase. Pour représenter un document basé sur les mots qu’il contient, Ma et al. [2017]
utilisent le modele linguistique BoW, ol chaque document est représenté comme un
vecteur & v dimensions, ou v est la taille du dictionnaire du corpus. Chaque élément du
vecteur représente le score TF-IDF du mot correspondant dans le texte. Vicario et al.
[2019] proposent d’autres caractéristiques, comme la polarité moyenne de la phrase
(positive, neutre ou négative), la longueur moyenne de la phrase et la complexité de la
phrase pour analyser les rumeurs. Les caractéristiques syntaxiques comme 1’étiquetage
morpho-syntaxique (Part-of-Speech tagging — PoS) sont également exploitées pour saisir
les caractéristiques linguistiques des textes. Concretement, chaque mot de la phrase est
étiqueté sur la base de sa fonction syntaxique, telle que les noms, les pronoms et les
adjectifs. Plusieurs travaux ont montré que la distribution de fréquence de ces étiquettes
est étroitement liée au genre du texte considéré. Par exemple, les consultations médicales,
les réunions de comité et les sermons ont chacun leur propre modele distinctif. Horne
and Adali [2017] et Ott et al. [2011] affirment que cette variation dans la distribution

des balises PoS existe aussi par rapport a la véracité du texte des rumeurs.

Les modeles linguistiques simples utilisés pour représenter le texte brut souffrent de
certaines lacunes. Par exemple, le modele n-grammes est extrémement épars et ne peut
pas interpréter des échantillons de texte contenant des tokens inconnus. Le modele BoW
peut perdre des informations importantes en ignorant le contexte et la sémantique des
mots. A cet effet, des travaux récents utilisent des modeles de plongement de mots (word
embedding) comme Word2Vec, qui représente les mots en se basant sur leur similarité

sémantique [Jin et al., 2017b].

Les caractéristiques extraites au niveau de 1’événement du message visent a com-
prendre les relations sous-jacentes entre les messages au sein d'un corpus. Wu et al.
[2015] définissent un ensemble de caractéristiques de sujets pour la détection des rumeurs
sur le réseau social chinois Sina Weibo. Ils utilisent le modele Latent Drichlet Allocation
(LDA) avec une distribution de 18 sujets sur tous les messages. Chaque message peut

appartenir a un ou plusieurs sujets. Ils transforment le vecteur de distribution a 18
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dimensions en vecteur binaire en fixant les £k sujets les plus probables a 1 et les autres a 0.
La valeur de k est fixée par les auteurs. Jin et al. [2015] regroupent les sujets en fonction
du theme auquel un message fait référence et extraient des caractéristiques a la fois au
niveau du message et au niveau du sujet. Ils supposent que les messages relevant d'un
meéme sujet ont probablement des valeurs de crédibilité similaires. Sous cette hypothese,
ils regroupent les messages en différents sujets et obtiennent les caractéristiques au
niveau du sujet en agrégeant les caractéristiques au niveau du message (par exemple,
moyenne des valeurs d'une méme caractéristique pour tous les messages). Ils affirment
que ce type de caractéristiques au niveau du sujet peut réduire I'impact des données

bruitées tout en conservant la plupart des détails au niveau du message.

Caractéristiques de style :  Elle sont spécifiquement congues pour capturer les indices
trompeurs dans les styles d’écriture afin de distinguer les rumeurs. Les utilisateurs
malveillants expriment des informations trompeuses en cachant intentionnellement leur
style d’écriture ou en tentant d’imiter d’autres utilisateurs. En essayant de capturer les
caractéristiques distinctives des styles d’écriture entre les utilisateurs légitimes et les
comptes anormaux, I’analyse basée sur le style joue un role important dans 'identification
des rumeurs en ligne. Ahmed [2017] propose deux types de caractéristiques. (1) Les
caractéristiques d’édition représentent les actions de 1'utilisateur lors de I’édition du
texte. Il s’agit notamment des touches < Retour arriere > et <« Supprimer >, des touches
fléchées du clavier et du nombre de fois ou la souris est utilisée. (2) Les caractéristiques
de durée peuvent par exemple étre la durée moyenne du mot, 'intervalle moyen entre les
mots, etc. Ahmed [2017] constate que les faux créateurs de contenu ont besoin de plus de
temps pour finir d’écrire et qu'’ils ont tendance a faire plus d’erreurs. Castillo et al. [2011],
Horne and Adali [2017] et Jin et al. [2016b] exploitent de nombreuses caractéristiques
pour l'analyse du style d’écriture, comme la fraction de messages qui contiennent
des liens externes, des mentions d’utilisateurs, des hashtags, des mots en majuscules
pendant une période de temps. Afroz et al. [2012] proposent d’utiliser le domaine de la
stylométrie pour décrire les propriétés stylistiques du texte. Ils considerent que certaines
caractéristiques linguistiques changent lorsque les auteurs cachent leur style d’écriture
et, donc, I'identification de ces caractéristiques permettent de reconnaitre la déformation
stylistique. Ils prorosent une méthode permettant de distinguer la déformation stylistique
de I’écriture normale, en utilisant un grand nombre de caractéristiques textuelles et

contextuelles.
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Caractéristiques visuelles : Contrairement au grand nombre de travaux qui ex-
ploitent le contenu textuel pour la classification des rumeurs, le contenu visuel, notam-
ment les images, est peu exploré. Seuls quelques travaux tres récents tentent d’extraire

des caractéristiques du contenu visuel des messages contenant des rumeurs.

Gupta et al. [2013] font un premier effort pour comprendre la diffusion de fausses
images sur Twitter pendant 'ouragan Sandy. Ils proposent un modele de classification
pour identifier les fausses images. Ils affirment que 86 % des tweets diffusant des fausses
images sont des retweets. Cependant, leur travail ignore le contenu des image. Il se base
principalement sur des caractéristiques textuelles extraites du contenu des tweets et
des profils des utilisateurs associés. Gupta et al. [2012] définissent une caractéristique
permettant de noter si 'utilisateur a une image de profil afin d’évaluer la crédibilité des
utilisateurs. Wu et al. [2015] utilisent une caractéristique has multimedia pour indiquer
la présence d’un contenu multimédia attaché a un tweet (si le tweet est accompagné
d’une image, d’une vidéo ou d’un fichier audio). Lors d’une investigation relative a la
perception des utilisateurs concernant la crédibilité du contenu sur Twitter, Morris et al.
[2012] ont découvert que les indicateurs importants sur lesquels les utilisateurs jugent la
crédibilité sont les informations visibles au premier regard, notamment celles relatives au
profil de l'utilisateur (son nom et son image), qui ont un grand impact sur la crédibilité
des messages publiés par cet utilisateur. Pour prédire automatiquement si un tweet qui
partage un contenu multimédia est faux ou vrai, Boididou et al. [2015] proposent la
tache Verifying Multimedia Use (VMU). Des caractéristiques textuelles et de forensique
extraites du contenu visuel des images attachées aux tweets (par exemple, carte de
probabilité de la double compression JPEG alignée, Photo-Response Non-Uniformity,
etc.) sont utilisées comme éléments de base pour cette tache. Cependant, les auteurs
concluent dans une autre étude que l'utilisation de caractéristiques de forensique ne
conduit pas a une amélioration notable de la performance, car le traitement automatique
du contenu multimédia attaché aux publications Twitter supprime I’essentiel des traces

pertinentes du forensique des images [Boididou et al., 2018].

2.3.1.2 Caractéristiques du contexte social

Ces caractéristiques sont concues pour refléter le motif de distribution des in-
formations et l'interaction entre les utilisateurs en ligne. On peut lister trois types

d’interactions sociales sur les médias sociaux :
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— les interactions entre les utilisateurs, telles qu’ajouter un ami (friend) et suivre
(follow) ;

— les liens entre les contenus multimédias sont formés par le biais de balises, de
hashtags ou de liens URL;

— les interactions entre les utilisateurs et le contenu, comme poster un message,

ajouter un commentaire ou partager une publication.

Les trois principaux types de caractéristiques sociales sont les caractéristiques basées

sur I'utilisateur, les caractéristiques de propagation et les caractéristiques temporelles.

Les caractéristiques utilisateur visent a décrire le profil d’un utilisateur unique ou
d'un groupe d’utilisateurs. Les caractéristiques au niveau individuel sont extraites pour
évaluer la crédibilité et la fiabilité de chaque utilisateur en utilisant divers aspects, tels que
I'age du compte sur le microblog, le nombre de followers/followees, le nombre de tweets
postés [Castillo et al., 2011]. Les caractéristiques de groupe capturent les profils généraux
des groupes d’utilisateurs. L’hypothese est que les diffuseurs de fausses et de vraies
informations peuvent former des communautés différentes avec des caractéristiques
similaires, qui peuvent étre décrites au niveau du groupe [Yang et al., 2012]. Les
caractéristiques de niveau groupe couramment utilisées proviennent de ’agrégation
(par exemple, en faisant la moyenne et en pondérant) des caractéristiques de niveau
individuel, comme le pourcentage d’utilisateurs vérifiés et le nombre moyen de followers
[Kwon et al., 2013].

Les caractéristiques de propagation sont extraites en construisant des réseaux spéci-
fiques entre les utilisateurs qui publient des messages connexes sur les médias sociaux.
Castillo et al. [2011] proposent quelques statistiques & partir des arbres de propagation
qui peuvent étre construits a partir des retweets des messages, telles que la profondeur
ou la taille moyenne de 'arbre de propagation. Kwon et al. [2013] les étendent a 15
caractéristiques structurelles extraites a partir, premierement, du réseau de diffusion
qui retrace la trajectoire de la diffusion de la rumeur, ou les nceuds représentent les
utilisateurs et les arétes représentent les chemins de diffusion de 'information entre eux.
Plus précisément, un chemin de diffusion entre deux utilisateurs u; et u; existe si et
seulement si u; suit u; et u; publie un message sur une rumeur uniquement apres que
u; le fait. Deuxiémement, un réseau d’amitié indique la structure following/followee des
utilisateurs qui publient des tweets connexes. Ces caractéristiques concernent notamment

le nombre de nceuds et de liens, le degré médian et la densité de ces réseaux.

Enfin, les caractéristiques temporelles marquent les points de temps importants ou
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le cycle de vie de la diffusion des rumeurs. Ma et al. [2015] proposent une méthode
permettant de discrétiser le flux temporel et de capturer la variation des caractéristiques
temporelles. Giasemidis et al. [2016] découpent chaque événement de rumeur en 20
intervalles de temps et extraient des caractéristiques pour chaque sous-ensemble de
messages. Kwon et al. [2017] étudient la stabilité des caractéristiques dans le temps et
constatent que, pour la détection des rumeurs, les caractéristiques linguistiques et celles
liées a 'utilisateur sont de bons indicateurs durant la phase initiale de la propagation,
tandis que les caractéristiques structurelles et temporelles ont tendance a avoir de

bonnes performances a long terme.

Jusqu’ici, nous avons introduit dans cette section les différentes caractéristiques
extraites du contenu des publications et du contexte social. La deuxieme phase dans
cette approche basée sur l'ingénierie des caractéristiques est d’utiliser des modeles
d’apprentissage automatique pour la détection des rumeurs. Avec un nombre suffisant
de caractéristiques disponibles, de nombreuses méthodes de classification supervisée
sont proposées dans la littérature. Ces méthodes doivent étre capables d’intégrer et
d’interpréter ces caractéristiques pour une détection robuste des rumeurs. La plupart des
travaux ont expérimenté plus d’un algorithme de classification pour trouver le modele le
plus approprié, notamment les arbres de décision [Castillo et al., 2011; Ma et al., 2015;
Giasemidis et al., 2016], les réseaux bayésiens [Castillo et al., 2011], les foréts aléatoires
[Kwon et al., 2013; Jin et al., 2016b], la régression logistique [Giasemidis et al., 2016;
Jin et al., 2016b] et les machines a vecteurs de support (Support Vector Machines —
SVM) [Castillo et al., 2011; Kwon et al., 2013; Yang et al., 2012; Jin et al., 2016b; Ma
et al., 2015].

Pour mieux agréger les différentes caractéristiques, certains travaux proposent de
nouveaux algorithmes. Wu et al. [2015] proposent un SVM avec une technique hybride
de noyau consistant en un noyau a marche aléatoire (random walk kernel) et un noyau
de fonction de base radiale (Radial Basis Function kernel — RBF). Le noyau a marche
aléatoire est spécifiquement conc¢u pour capturer les caractéristiques de propagation
de 'arbre des commentaires d'un message, tandis que le noyau RBF est appliqué aux
caractéristiques du contenu et de 'utilisateur. Considérant les rumeurs comme des
anomalies, Chen et al. [2016] traitent la détection de rumeurs comme un probleme de
détection d’anomalies. Ils effectuent une analyse factorielle des données mixtes (Factor
Analysis of Mized Data — FAMD) sur les caractéristiques proposées pour détecter ces
anomalies. Deux stratégies basées sur la distance euclidienne et la similarité cosinus

sont proposées pour décrire le degré de déviation.

35



Etat de Uart général

2.3.2 Approches basées sur la propagation

Ces approches exploitent le cheminement du message, qui correspond a son historique,
soit toutes les personnes ayant partagé ce message depuis son auteur originel jusqu’a

I'utilisateur associé au message a traiter.

Les approches basées sur I'ingénierie des caractéristiques évaluent chaque message
et événement individuellement. Cependant, il existe certaines corrélations sous-jacentes
entre les messages et les événements dans les médias sociaux. Une observation simple est
que les messages similaires ont tendance a avoir la méme véracité dans un événement. Les
approches basées sur la propagation explorent des relations entre les entités (événements,
messages, utilisateurs) et évaluent la véracité des messages et des événements dans leur
ensemble. Les approches de classification des rumeurs basées sur la propagation de la

crédibilité comportent généralement deux étapes principales.

1. Construction du réseau de crédibilité : les entités impliquées dans la détection des
rumeurs, telles que les messages, les utilisateurs ou les événements, sont définies
comme des nceuds du réseau. Chaque noeud a une valeur de crédibilité initiale.
Les liens entre ces entités sont définis et calculés en fonction de leur relation

sémantique ou de leur relation d’interaction dans le média social.

2. Propagation de la crédibilité : sous certaines hypotheses de cohérence des noeuds
et de régularité du réseau, les valeurs de crédibilité sont propagées sur le réseau
construit selon des liens pondérés jusqu’a la convergence ce qui donne 1’évaluation

finale de la crédibilité pour chaque entité.

Le probleme de la propagation est formé comme une tache d’apprentissage de graphe
semi-supervisée, ou certains sommets sont connus comme crédibles ou non, et dont
le but est d’estimer la crédibilité des autres sommets [Zhu and Ghahramani, 2002;
Zhu et al., 2003]. Par rapport a la classification directe sur une entité individuelle, les
approches basées sur la propagation peuvent tirer parti des relations entre entités et

obtenir des résultats robustes.

Gupta et al. [2012] construisent un réseau composé d’utilisateurs, de messages et
d’événements sous deux hypotheses : (1) les utilisateurs crédibles n’offrent en général pas
de crédibilité aux événements de rumeurs; (2) les liens entre les messages crédibles ont
des poids plus importants que ceux des messages de rumeurs, car les messages dans un

événement de rumeur ne font pas de déclarations cohérentes. Les valeurs de crédibilité
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initiales de chaque message sont obtenues a partir des résultats d’un classifieur basé
sur des caractéristiques similaires a celles introduites par Castillo et al. [2011] (section
2.3). Ils sont ensuite propagés sur ce réseau a I'aide d’itérations d’un algorithme de type
PageRank 1.

Inspirés par I'idée de relier toutes les entités et 'exploitation des implications inter-
entités pour la propagation de la crédibilité, Jin et al. [2014] proposent un réseau de
crédibilité a trois couches construit a partir de différents niveaux sémantiques d’un
événement : couche de message, couche de sous-événement et couche d’événement. Elles
sont toutes basées sur le contenu et ont des relations directes avec la crédibilité des
informations. Les sous-événements sont divers points de vue d’'un méme événement, qui
sont des groupes de messages représentant des parties ou des sujets principaux d’un
événement. Pour étre plus précis, le réseau est construit comme suit : un message est lié
a un sous-événement, ce dernier est lié a un événement, tous les messages sont liés entre
eux, de méme que les sous-événements. Sous I’hypothese que les entités avec un grand
poids de lien aient des valeurs de crédibilité similaires, le probleme de propagation de

crédibilité est formulé comme un probleme d’optimisation de graphe.

Selon Jin et al. [2016a], il existe deux types de relations entre les messages sur les
microblogs. L'une est la relation de soutien, ou les messages exprimant le méme point
de vue soutiennent la crédibilité des uns et des autres. L’autre relation est de s’opposer.
Les messages expriment des points de vue contradictoires et réduisent la crédibilité
de chacun d’entre eux. Partant de cette observation, les auteurs proposent un réseau
de crédibilité avec des relations de soutien et d’opposition, en exploitant les points de
vue contradictoires comme suit. (1) Les points de vue contradictoires sont extraits par
une méthode de modele thématique [Trabelsi and Zaiane, 2014]. Ce modele représente
chaque message comme un mélange d’événements et de points de vue pour chaque
événement. Ces paires événement-point de vue sont ensuite regroupées sous un certain
nombre de contraintes pour former les points de vue conflictuels finaux. (2) Tous les
messages d'un événement sont liés les uns aux autres. Le poids du lien est calculé
comme la distance entre les représentations de probabilité des deux messages du modele
thématique. La polarité du lien est définie a partir du regroupement des points de vue :
les messages ayant les mémes points de vue forment le lien positif, sinon ils forment le
lien négatif. Similaire & celle de Jin et al. [2014], la propagation de la crédibilité dans ce
réseau est également définie comme un probleme d’optimisation de graphe. La figure

2.8 illustre la structure de ces trois réseaux de propagation.

11. https://fr.wikipedia.org/wiki/PageRank
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Les approches basées sur la propagation tirent parti des interrelations des messages
crédibles des médias sociaux pour prédire la crédibilité des événements associés. Des
réseaux de crédibilité homogenes et hétérogenes peuvent étre construits pour le processus
de propagation. Cependant, une limite présentée par ces approches est qu’elles ignorent

I'information textuelle représentée par les rumeurs.

000000

User Message Event Message Sub-event Event

(a) Réseau proposé par Gupta et al.  (b) Réseau proposé par Jin et al.
2012] [2014]

Conflicting Viewpomts Ming
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(c) Réseau proposé par Jin et al. [2016a]

FIGURE 2.8 — Réseaux pour la détection de rumeurs basée sur la propagation de la
crédibilité

2.3.3 Approches basées sur apprentissage profond

Contrairement aux modeles basés sur ’apprentissage classique, qui dépendent de

caractéristiques élaborées manuellement, les modeles profonds sont capables d’extraire
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automatiquement des caractéristiques et des représentations cachées dans le texte et
les images. Les travaux de ces approches utilisent essentiellement deux structures de
réseaux de neurones, les réseaux de neurones récurrents (Recurrent Neural Networks —
RNN) qui modélisent les données de la rumeur comme des données séquentielles [Ma
et al., 2015; Chen et al., 2018], et les réseaux de neurones convolutifs (Convolutional

Neural Network — CNN) pour capturer des caractéristiques locales et globales.

Ma et al. [2016] observent qu'un événement de rumeur se compose d’un message
original et d’un groupe de messages connexes, y compris les réponses et les commentaires,
qui créent un flux continu de messages. Ainsi, ils modélisent les données de rumeur
comme une série temporelle de longueur variable. Cependant, un événement de rumeur
se compose de dizaines de milliers de messages. Les auteurs regroupent donc les messages
dans des intervalles de temps et les traitent comme une seule unité dans une série
temporelle qui est ensuite modélisée en utilisant une séquence RNN. Dans chaque
intervalle, ils utilisent les valeurs TF-IDF des k premiers termes du vocabulaire comme
entrée. Leur modele vise a apprendre des représentations temporelles et textuelles a
partir des données de rumeurs. Leurs expériences démontrent que leur modele surclassent

les travaux utilisant 1'ingénierie des caractéristiques textuelles.

Certains mots malveillants dans le contenu peuvent étre fortement liés a la catégorie
de rumeur. Pour mieux comprendre les mots auxquels le modele préte le plus d’attention,
Chen et al. [2018] utilisent un mécanisme d’attention basé sur un réseau RNN. L’une
des hypotheses de leur travail est que les caractéristiques textuelles des rumeurs peuvent
changer d’importance avec le temps et qu’il est crucial de déterminer lesquelles sont
les plus importantes pour la tache de détection. Les auteurs regroupent d’abord les
messages par intervalles de temps. A chaque pas temporel, I'état caché du RNN se voit
attribuer un parametre de pondération pour mesurer son importance et sa contribution
aux résultats. Les performances expérimentales démontrent 'efficacité du mécanisme
d’attention et que la majorité des mots liés a I’événement lui-méme sont moins utilisés

que les mots exprimant le doute et la colere des utilisateurs causés par les rumeurs.

Ma et al. [2018] proposent un modele de détection des rumeurs basé sur des réseaux
neuronaux récursifs. L’entrée de leur modele est un arbre de propagation dont la racine
est un message source, et chaque noeud de 'arbre peut étre un message de réponse. La
sémantique du contenu des messages et les relations entre eux peuvent étre capturés
conjointement via le processus d’apprentissage récursif des caractéristiques tout au long
de la structure arborescente. Ce modele atteint des performances bien meilleures que les

approches de 1’état de I'art de I’époque et démontre une capacité supérieure a détecter
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les rumeurs au début de la propagation.

Ruchansky et al. [2017] se concentrent sur trois caractéristiques des rumeurs : le
texte d’un article, la réponse des utilisateurs qu’il recoit et la source des utilisateurs
qui en font la diffusion. Ainsi, ils proposent un modele hybride qui combine les trois
caractéristiques pour une prédiction automatique et plus précise. Le modele est composé
de trois modules : Capture, Score et Integrate (figure 2.9). Le premier module est basé
sur la réponse et le texte. I utilise un réseau RNN pour capturer le profil temporel
de Vactivité des utilisateurs sur un article donné. Le deuxieme module apprend la
caractéristique de la source en se basant sur le comportement des utilisateurs. Un
utilisateur est représenté par un vecteur. Dans le troisieme module, les résultats des

deux premiers modules sont intégrés dans un vecteur qui est utilisé pour la classification.

Nguyen et al. [2017] se concentrent sur la détection au début de la propagation de
la rumeur. Ils proposent I'utilisation d’un CNN et d’'un RNN. Le CNN est utilisé pour
extraire une séquence de représentations de phrases de haut niveau afin d’apprendre les
représentions cachées de chaque tweet liées a des rumeurs et ainsi prédire la véracité de
chaque tweet. Ensuite, le RNN est utilisé pour analyser les séries temporelles (séries de
prédiction au niveau des publications) produites par le CNN pour obtenir la prédiction

finale.
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FIGURE 2.9 — Illustration de I"approche proposée par [Ruchansky et al., 2017]
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2.3.4 Discussion

La présentation des différentes approches de détection de rumeurs permet de tirer la

synthese et les conclusions suivantes.

Les méthodes basées sur l'ingénierie des caractéristiques utilisent ces caractéristiques
pour décrire la distribution des rumeurs dans un espace a haute dimension. L’hyperplan
de séparation entre les classes est appris par des classifieurs d’apprentissage automatique
traditionnel. La phase d’ingénierie des caractéristiques est une étape cruciale dans le
processus d’analyse des rumeurs. Elle permet d’intégrer divers types d’informations
dans le processus d’apprentissage. Un autre avantage de ces approches est qu’elles sont
en mesure de procurer certains éléments d’explicabilité et d’interprétabilité quant aux
décisions prises. Nous pensons que de telles explications sont nécessaires, particulierement
dans le contexte des rumeurs ou la vie privée des personnes est en jeu. Cependant, dans
le cas ou la rumeur manque de certaines caractéristiques discriminantes, ces méthodes

conduisent souvent a des résultats instables.

Les méthodes basées sur la propagation de la crédibilité utilisent la structure
hétérogene du réseau social. Les messages et les utilisateurs sont reliés dans un réseau
entier par des méthodes d’optimisation basées sur les graphes et leurs crédibilités sont
évaluées dans leur ensemble. Cependant, il est évident que ces travaux ignorent une
composante importante de la rumeur, a savoir 'information textuelle contenue dans les

messages.

Les approches basées sur I'apprentissage profond exploitent la capacité des différentes
structures de réseaux de neurones pour extraire automatiquement et apprendre des
caractéristiques complexes des rumeurs. Comparées aux deux familles d’approches
précédentes, celles-ci améliorent considérablement les performances de la prédiction. Ce-
pendant, I'inconvénient majeur de ces techniques est le manque d’éléments d’explicabilité

et d’interprétabilité dans les résultats de classification.
Il est a noter que les travaux s’inscrivant dans cette démarche de prédiction de la

véracité des rumeurs ne se basent pas sur la véracité des images elles-mémes. C’est

précisément ce point que nous détaillons dans la section suivante.
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2.4 Détection de modifications dans une image

numérique

L’analyse de la véracité des images est une tache difficile qui nécessite de relever de
multiples défis du fait du large panel de possibilités quant aux types de modifications
possibles. La catégorisation des techniques de détection de modifications dans une image
est présentée dans cette section en suivant la classification la plus courante de I’état
de T'art. Il est & noter que ces techniques ne s’inscrivent pas spécialement dans une
démarche liée a la vérification de rumeurs qui constitue notre objectif. Pour cette raison,
nous ne détaillons pas la présentation de ces techniques, le domaine étant extrémement

large. Notre objectif est plutot de donner un apergu pertinent pour nos travaux.

Les images numériques peuvent étre altérées en utilisant soit des méthodes passives,
soit des méthodes actives. La figure 2.10 présente la cartographie de ces méthodes,

présentées successivement dans la suite de cette section.

Détection de modifications dans une image

O

Méthodes passives Méthodes actives
Signature digitale
(stéganographie)
Approches dépendantes des Approches indépendantes des
Tatouage Numérique types de modifications types de modifications
(watermarkinG) /\ /\\
Duplication Insertion Rééchantillonnage . .
(copy-move) (splicing) (resampling) Compression Inconsistances

F1GURE 2.10 — Cartographie des méthodes de détection de modifications d’image

2.4.1 Méthodes actives

Les méthodes actives exploitent certaines informations insérées dans 'image par
le dispositif de prise de vue pendant l'acquisition de I'image. Les données insérées
dans I'image sont utilisées pour détecter 1'origine de I'image ou pour constater une

altération dans ladite image. Le tatouage numérique (watermaking) et les signatures
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numériques (stéganographie) sont les deux principales catégories de techniques actives.
Les modifications apportées par ces deux techniques ont la particularité d’étre invisibles

a l'ceil nu.

Le tatouage numérique permet d’insérer des informations de copyright ou d’identifi-
cation dans une image au moment de la capture. Pour vérifier la véracité de I'image,
cet identifiant est comparé avec 'identifiant original. En cas de non correspondance,
cela indique que I'image a été modifiée apres le processus d’acquisition. Le tatouage est
un mécanisme efficace pour préserver 'intégrité de I'image numérique, mais plusieurs
difficultés rendent son utilisation peu pratique. A titre d’exemple, il n’existe que quelques
appareils ou caméras qui ont la capacité d’intégrer un filigrane lors de ’acquisition

d’images.

La stéganographie permet de cacher un message dans une image numérique. Ce type
de techniques modifie les valeurs de quelques pixels afin de cacher un message dans

I'image sans modifier I'aspect visuel de 'image.

2.4.2 Meéthodes passives

Ces méthodes analysent le contenu et la structure d’une image pour en évaluer ’au-
thenticité ou l'intégrité, sans supposer la présence d’une signature intégrée dans I'image
originale. Les modifications numériques ne laissent pratiquement aucun indice visuel
d’altération, mais peuvent perturber la structure de I'image, entrainant la modification
des caractéristiques de I'image (1’éclairage, les ombres, etc.), ce qui les rend incohérentes.
Ces incohérences peuvent étre utilisées pour détecter la modification. On distingue deux
types de méthodes passives en fonction de la dépendance du type de modification ou

pas.

2.4.2.1 Approches indépendantes du type de modifications

Ces techniques recherchent des changements intrinseques dans les caractéristiques
de I'image et ne visent pas un type de modification spécifique. Elles se décomposent en
trois catégories : les techniques basées sur la compression, la détection d’inconsistances
et la détection de ré-échantillonnage. Ce dernier type correspond a plusieurs définitions

dans I’état de I’art. Nous retenons celle qui correspond a ’ensemble des modifications
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apportées a I'image entiere, telles que la rotation, la translation, le changement de

couleurs, etc.

Les techniques basées sur la compression utilisent les particularités de différents
formats d’images pour détecter des incohérences dans les valeurs des pixels. Le format
Joint Photographic Experts Group (JPEG) est le plus étudié, car c’est le standard de
compression d’images le plus populaire. Ce format est aussi capable de compresser
I'image sans mémoriser I'intégralité des données (perte de données engendrée par la
compression). Plusieurs travaux développent des techniques pour savoir si une image est
doublement compressée ou non [Bianchi and Piva, 2012; Li et al., 2018; Huang et al.,
2018]. Le principe est qu'une image est compressée la premiere fois lors de la prise de
la photo, puis une seconde fois au moment de ’enregistrement si I'image vient d’étre
modifiée. Ainsi, la partie non altérée de 'image est donc compressée deux fois, alors que
la région altérée ne semble 1’étre qu'une seule fois, car 'artefact JPEG introduit par
la compression initiale a été détruit par la modification. Ces techniques nécessitent de
travailler avec un format particulier d’images, ce qui n’est pas le cas général des images
circulant sur les réseaux sociaux, car le format d’image peut étre changé par le réseau

social lui méme lors de la soumission de la publication.

Une seconde catégorie de techniques indépendantes du type d’attaque est basée sur
les inconstances dans I'image. Ces approches se focalisent sur la détection d’aberrations
chromatiques et d’incohérences de la lumiere. Johnson and Farid [2006] implémentent
un modele pour I'aberration chromatique latérale et une technique automatique pour
estimer les parametres de ce modele, qui est basé sur la maximisation de I'information
mutuelle entre les canaux de couleur. Cependant, cette approche est efficace lorsque la
région manipulée est relativement petite. Il est aussi observé que la détection est peu

performante sur les images de faible qualité.

D’autres approches utilisent le signal Photo Response Non-Uniformity (PRNU) qui
est un signal apposé par un appareil de capture sur une image lors de la prise de la
photo. En cas de modification de 'image, ce signal global a I'image est perturbé dans
la zone modifiée [Goljan et al., 2010]. Cependant, ces approches se basent sur une
connaissance a priori du type d’appareil photo utilisé pour la capture de la photo,
et donc du signal apposé qui est propre a chaque modele. Cozzolino et al. [2017]
proposent une technique utilisant le PRNU tout en relaxant ces hypotheses, afin de se
rapprocher d’un scénario du monde réel. Ils commencent par réaliser un regroupement
(clustering) d’images provenant d’une base dont nous savons que les images d'un méme

regroupement proviennent d’'un méme appareil photo, et donc ayant le méme signal
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PRNU. Ils approximent le signal PRNU de I'image a analyser et cherchent le signal
PRNU le plus similaire pour une image donnée. Le signal PRNU estimé de ce cluster
est utilisé sur I'image requéete. Toutefois, les auteurs n’indiquent pas la complexité de

leur méthode.

2.4.2.2 Approches dépendantes du type de modifications

Les deux principaux types de ces approches sont I'épissage (splicing) et le copier-
déplacer (copy-move). Dans une attaque par copier-déplacer, une partie d’une image est
copiée et collée dans une autre partie de la méme image. Un exemple de cette attaque
est donné dans la figure 2.11, ou une partie de I'image originale 2.11a est ajoutée afin

d’obtenir I'image modifiée 2.11b.

(a)

FIGURE 2.11 — Exemple d’image modifiée par copier-déplacer (a droite) avec I'image

originale (& gauche)

Partant du principe que les pixels de la zone dupliquée sont en double dans I'image,
I’objectif principal des méthodes de détection de ce type de modification est de chercher
les régions similaires ou identiques de I'image. Deux techniques sont utilisées pour
détecter les régions similaires, les techniques basées sur les blocs et celles basées sur
les points clés. Dans les méthodes basées sur les blocs, des algorithmes d’extraction de
caractéristiques sont appliqués a 'image segmentée. Les vecteurs de caractéristiques
obtenus sont ensuite comparés a 1’aide d’algorithmes de correspondance par blocs, tels

que le tri lexicographique ou la distance euclidienne.
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Dans les méthodes basées sur les points clés, la segmentation en blocs est supprimée
de I'étape de prétraitement de I'image. Des caractéristiques locales distinctives, telles
que les coins et les bords de I'image, sont extraites a l'aide d’algorithmes d’extraction
de caractéristiques de points clés, comme Scale-Invariant Feature Transform (SIFT),
Speeded Up Robust Features (SURF) et Harris corner points (détecteur de coins de
Harris). Chaque caractéristique est définie par un ensemble de descripteurs extraits
d’une région autour de la caractéristique. Ces descripteurs et les caractéristiques sont
ensuite comparés grace a des algorithmes de correspondance, comme KNN (k = 2) et le
clustering pour trouver la région copiée. Ces méthodes sont sensibles aux régions lisses

ou homogenes, ot peu de points clés sont extraits de la région modifiée.

En général, les méthodes basées sur les blocs ont une complexité de calcul élevée en
raison de 'appariement de grands nombres de blocs d’image. Cependant, les approches
basées sur les points clés peuvent surmonter cet inconvénient, mais il est difficile de
traiter les régions lisses. Par conséquent, la fusion de ces deux approches est proposée

pour la détection efficace des modifications de type copier-déplacer [Zheng et al., 2016].

Dans une attaque par épissage, des parties de deux images ou plus sont assemblées
pour former une nouvelle image. Pour rendre 1'image composée plus réaliste, une
opération de post-traitement (mise a I’échelle, recadrage, retouche, rotation, etc.) peut
étre appliquée a chaque partie de I'image. De plus, apres avoir effectué 'opération de
collage, une autre opération de post-traitement peut étre appliquée pour masquer tout

effet perceptible.

Un exemple de cette attaque est donné dans la figure 2.12, ou une partie de I'image

2.12a est placée dans I'image 2.12b pour obtenir I'image modifiée 2.12c.

Les techniques basées sur le copier-déplacer ne peuvent pas étre utilisées dans le cas
de 1'épissage, car elles sont basées sur la recherche d’une région correspondante dans
I'image, alors que dans le cas de 1’épissage, la région altérée est copiée a partir d’une
autre image. Par conséquent, la région modifiée a des caractéristiques différentes de

celles du reste de I'image.

Les méthodes basées sur 1’épissage utilisent diverses caractéristiques telles que la bi-
cohérence, la fonction de réponse de la caméra, les coefficients Discrete Cosine Transform
(DCT) et Discrete Wavelet Transform (DWT), les moments invariants de 'image, les
descripteurs locaux de Weber, etc. Ng and Chang [2004] utilisent les caractéristiques de

magnitude et de phase de la bi-cohérence afin de détecter 1’épissage dans les images
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FIGURE 2.12 — Exemple d'image modifiée par épissage (& droite) avec les deux images

originales (& gauche et au centre)

numériques. Lin et al. [2005] proposent une méthode pour calculer les fonctions de
réponse du dispositif de capture en choisissant différents patchs de I'image. L’incohérence
ou 'anomalie de ces zones est ensuite utilisée pour détecter 1'épissage. Les méthodes
basées sur 'épissage dépendent des caractéristiques intrinseques des dispositifs plutot

que des caractéristiques réelles des dispositifs de capture.

2.4.3 Discussion

Dans cette sous-section, nous discutons l'utilité des techniques de détection de
modifications dans une image dans le contexte des réseaux sociaux. Au vu des spécificités

de ces approches, nous pouvons tirer les conclusions suivantes.

Les méthodes actives ne sont pas utiles dans notre contexte, car la stéganographie
modifie les valeurs de quelques pixels sans modifier I’aspect visuel de I'image. Si une
telle image est diffusée sur les réseaux sociaux, elle ne suscite aucun intérét car les
modifications sont invisibles a I’ceil nu. De méme que la stéganographie, le tatouage
numérique ne change pas l'aspect visuel de I'image. Par conséquent, nous ne nous

intéressons pas a ce type de modifications et aux approches permettant de les détecter.

Les méthodes passives basées sur des informations a priori sur le format de I'image
(par exemple JPEG) ou sur le type d’appareil de capture ne sont pas applicables dans le
contexte des réseaux sociaux. En effet, les formats d’image peuvent subir des altérations

lors de la publication du message. De méme, I'information relative au type d’appareil
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de capture de la photo n’est pas non plus toujours disponible. De plus, les plateformes
de médias sociaux ont tendance a effacer les métadonnées, en particulier les données
Ezxchangeable Image File (Exif). Ces informations générées par 'appareil photo lors de
la prise de chaque vue, automatiquement, comme le lieu de la prise ou la date, sont

utiles pour la détection de 'altération 2.

Les techniques de détection des images épissées sont difficilement applicables dans
le contexte des réseaux sociaux, en raison des transformations (sauvegarde, recadrage)
opérées sur ces images par les utilisateurs et des opérations de redimensionnement et
de recompression d’images automatiquement appliquées par les plateformes de réseaux

sociaux a tous les contenus téléchargés [Zampoglou et al., 2015].

Les techniques existantes de détection de copier-déplacer sont connues pour leur
temps de calcul important. Bien qu’elles soient fiables sur des petits jeux de données,
elles ne sont pas susceptibles de passer a 1’échelle lorsqu’il s’agit d'une grande quantité

d’images comme dans le cas des réseaux sociaux [Abd Warif et al., 2016]

De plus, une fausse image dans les réseaux sociaux ne signifie pas forcément une image
modifiée. C’est le cas, par exemple, de la publication d’une image relative a un ancien
événement pour décrire un événement récent. On parle alors de déformation du contexte
d’une image authentique. Par conséquent, une image diffusant de fausses informations
dans les médias sociaux peut ne plus contenir de traces détectables d’altération, d’ou

I'inutilité de toutes ces techniques de détection d’altération dans notre contexte.

En conclusion, pour I'exploitation des données des images, les techniques de détection
de modification ne sont pas applicables dans le cas d’images issues des réseaux sociaux.
Il est donc quasiment indispensable de se baser sur le contenu de 'image seulement et

non sur un type de modification ou un format en particulier.

2.5 Conclusion

Dans ce chapitre, nous avons présenté un état de 'art qui se focalise sur plusieurs
aspects. Dans un premier temps, nous avons résumé les approches pratiques de détection

de rumeurs proposées par les professionnels et basées principalement sur des techniques

12. http://www.embeddedmetadata.org/social-media-test-procedure.php
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de vérification manuelle. Deuxiemement, nous avons proposé et discuté une taxonomie
des approches de détection des rumeurs dans les réseaux sociaux en ligne. Ces approches
sont tres diverses et visent a trouver et utiliser des caractéristiques efficaces des données
de la rumeur ou a construire des modeles robustes de détection. Ensuite, nous avons
présenté un état de I’art sur les techniques d’analyse de la véracité d’une image numérique.
L’étude de 'applicabilité de ces techniques dans le contexte des réseaux sociaux nous
montre qu’elles ne sont pas utiles dans le cas des images issues de ces plateformes. En
effet, la majorité de ces approches se basent soit sur une connaissance a priori ou se

concentrent sur un type de modification ou un format particulier d’image.

Cette articulation de I’état de I’art a été choisie car (1) la grande majorité des travaux
présentés exploitent le contenu textuel pour la classification des rumeurs. Cependant le
contenu visuel, notamment les images ne sont pas suffisamment explorées; (2) au-dela
de I'extraction des caractéristiques visuelles a partir des images, il s’agissait pour nous

d’associer la véracité des images dans la détection des rumeurs.

Par ailleurs, les publications issues des réseaux sociaux présentent plusieurs modalités
de données. L’analyse des relations entre les données provenant de modalités multiples
et le développement de modeles avancés basés sur la fusion pour utiliser ces données
constitue, a notre sens, une solution possible pour détecter les rumeurs. C’est ainsi
que, dans cette these, nous proposons des modeles basés sur 'extraction et la fusion
des caractéristiques issues de plusieurs modalités des messages, notamment le texte, le

contexte social, les sentiments et le contenu visuel des images.

Cette idée d’apprentissage multimodal constitue I'objet de notre premiere contribu-
tion, MONITOR, qui est présenté dan le chapitre suivant. En plus des caractéristiques
textuelles, linguistiques et du contexte social, pour analyser la véracité des images, nous
proposons de nouvelles métriques visuelles pour caractériser les images. Ces métriques
sont inspirées du domaine de la I’évaluation de la qualité d’image pour étre utilisées dans
le contexte des réseaux sociaux. Ces métriques évaluent la quantité des dégradations
visuelles présentes dans une image et ne nécessitent aucune connaissance a priori
sur la version originale de I'image. Pour apprendre ces modalités, plusieurs modeles

d’apprentissage automatique traditionnel sont utilisés pour la classification des messages.
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Dans le chapitre précédent, nous avons présenté les concepts de base en rapport avec
les rumeurs et les média sociaux, ainsi qu'un état de ’art des recherches menées dans le
domaine de la détection et de la classification des rumeurs. Dans le présent chapitre, nous
abordons la premiere des contributions de cette these, qui porte sur la classification de
la véracité des messages de microblogs, en utilisant un framework de fusion de plusieurs

modalités permettant d’apprendre plusieurs algorithmes d’apprentissage automatique.

3.1 Introduction

Comme nous 'avons évoqué précedemment, la plupart des approches de détection
automatique des rumeurs abordent cette tache comme un probleme de classification.
Elles extraient des caractéristiques de divers aspects des messages, qui sont ensuite
utilisées pour entrainer un large éventail de méthodes d’apprentissage automatique
[Gupta et al., 2014; Zhou et al., 2019; Horne and Adali, 2017] ou d’apprentissage profond
[Wang et al., 2018; Zhou et al., 2020b; Ruchansky et al., 2017]. Les caractéristiques sont
généralement extraites du contenu textuel des messages [Pérez-Rosas et al., 2017] et du
contexte social [Wu and Liu, 2018]. Cependant, le contenu multimédia des messages,
notamment les images qui présentent un ensemble important de caractéristiques, est

tres peu exploité.

Les images sont tres répandues sur les microblogs et jouent un role crucial dans
le processus de la diffusion des nouvelles. A titre d’exemple, dans le jeu de données
collecté par Jin et al. [2016b], le nombre moyen de messages avec une image jointe
est plus de 11 fois supérieur a celui des messages en texte brut. Dans ce travail, nous
appuyons ’hypothese que 1'utilisation des propriétés des images est importante dans
la vérification des rumeurs. Avec un contenu visuel riche en informations, les images
devraient étre utiles pour distinguer les rumeurs. La figure 3.1 montre deux exemples de
rumeurs publiées sur Twitter. Dans la figure 3.1(a), il est difficile d’évaluer la véracité
du texte, mais I'image probablement manipulée laisse penser a une rumeur. Dans la
figure 3.1(b), il est difficile d’évaluer la véracité a partir du texte ou de 'image, car

I'image a été détournée de son contexte original.

Proposition et positionnement : Sur la base des observations ci-dessus, nous
)
proposons d’exploiter toutes les modalités des messages de microblogs pour vérifier les

rumeurs, c¢’est-a-dire les caractéristiques extraites du contenu textuel et du contexte social
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(a) Black clouds in New York City before (b) NepalEarthquake 4Years
Sandy !'!! old boy protect his little sister.
make me feel so sad

FiGURE 3.1 — Exemples de rumeurs postées sur Twitter

des messages, ainsi que les caractéristiques visuelles et statistiques dérivées des images,
tres peu utilisées jusqu’a présent. Ensuite, tous les types de caractéristiques doivent
étre fusionnés pour permettre a un classifieur supervisé d’apprentissage automatique

d’évaluer la véracité des messages.

L’originalité de notre approche réside dans le fait que pour les caractéristiques
visuelles, nous proposons un ensemble de métriques d’image inspirées du domaine de
I'évaluation de la qualité des images (Image Quality Assessment —IQA) et nous montrons
qu’elles contribuent tres efficacement a la vérification de la véracité des messages. Ces
métriques estiment le taux de bruit et quantifient la quantité de dégradation visuelle de
tout type de modification dans une image. Il est prouvé qu’elles sont de bons indicateurs
pour la détection de fausses images, méme pour celles générées par des techniques
avancées telles que les réseaux adverses génératifs (Generative Adversarial Networks —
GAN) [Goodfellow et al., 2014].

Nous proposons ainsi le framework MONITOR, qui exploite et fusionne tous les
types de caractéristiques des messages (c’est-a-dire le texte, le contexte social et les
caractéristiques des images) par des algorithmes supervisés d’apprentissage automatique.
Ce choix est motivé par le fait que ces techniques permettent d’apporter des éléments

d’explicabilité et d’interprétabilité vis-a-vis des décisions prises.
Enfin, nous menons des expériences approfondies sur deux jeux de données du monde

réel collectés sur Twitter pour démontrer I'efficacité de notre approche de détection

des rumeurs. Nous évaluons les performances de MONITOR par rapport aux méthodes
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de référence en apprentissage automatique de la littérature. Les résultats atteints par
MONITOR sont meilleurs que ceux de toutes les méthodes de référence, avec un tres

bon taux de précision de score Fj.

Ce chapitre est organisé comme suit. Dans la section 3.2, nous détaillons MONITOR
et plus particulierement les phases d’extraction et de sélection des caractéristiques.
Ensuite, nous présentons et analysons les résultats expérimentaux dans la section 3.3.

Enfin, nous concluons ce chapitre et discutons des perspectives dans la section 3.4.

3.2 MONITOR

Les messages de microblogs contiennent de riches ressources multimodales, telles
que le contenu du texte, le contexte social entourant le message et 'image jointe. Notre
objectif est de tirer parti de ces informations multimodales pour déterminer si un
message est vrai ou faux. Sur la base de cette idée, nous proposons une plateforme
de vérification de la véracité des messages. La description détaillée de MONITOR est

présentée dans cette section.

3.2.1 Apercu de la fusion multimodale

Nous définissons un message comme un n-uplet de texte, de contexte social et
de contenu d’image. MONITOR prend les caractéristiques de ces modalités et vise a
apprendre un vecteur de caractéristiques de fusion multimodale comme une agrégation
de ces aspects du message. La figure 3.2 présente un apercu général de MONITOR.

Notre approche comporte deux étapes principales.

1. Extraction et sélection des caractéristiques. Nous procédons a l'extraction
de plusieurs caractéristiques utiles a partir du texte du message et du contexte
social, puis nous exécutons un algorithme de feature selection pour identifier les
caractéristiques pertinentes, qui forment un premier ensemble de caractéristiques
textuelles. Ensuite, a partir de I'image jointe, nous élaborons des statistiques et
des caractéristiques visuelles efficaces inspirées du domaine de 'TQA, qui forment

un deuxieme ensemble de caractéristiques d’images.

2. Apprentissage du modele. Les deux ensembles de caractéristiques textuelles
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et images sont ensuite concaténés, standardisés et normalisés pour former le
vecteur de fusion comme étant la représentation multimodale finale du message.
Ensuite, plusieurs classifieurs d’apprentissage automatique sont utilisés pour
apprendre a partir du vecteur de la fusion afin de distinguer la véracité du

message (c’est-a~dire vrai ou faux).

INPUTS OUTPUTS

Black clouds in New
York  City before
Sandy!!!

http://t.co/nPfcsR4A

1
Content Features

! Extraction H

#tweets, #retweets,
#followers, #friends...

| Social Context
'hl Features Extraction

= Selection

.’HHI] rewe g
-»Hm :_f'fs”ffzm__i*llﬂ |
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\ 1 Fusion w1 Learning e Prediction
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Statistical Visual
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FIGURE 3.2 — Apercu général du framework MONITOR

3.2.2 Extraction et sélection des caractéristiques

L’étape d’extraction de caractéristiques vise a représenter le contenu des messages
et les informations auxiliaires connexes dans une structure formelle mesurable. Pour
mieux choisir les caractéristiques, nous avons examiné les meilleures pratiques suivies
par les professionnels de I'information (par exemple, les journalistes) pour vérifier le
contenu généré par les utilisateurs de réseaux sociaux. Nous avons fondé notre réflexion
sur les données pertinentes issues d’études journalistiques [Martin, 2014] et du guide
de vérification [Silverman, 2014]. Ainsi, nous définissons un ensemble de propriétés qui
sont importantes pour extraire les caractéristiques discriminantes des rumeurs. Ces
caractéristiques sont principalement dérivées de trois aspects principaux des informations

d’actualité : le contenu, le contexte social et le contenu visuel des images.

Le processus de sélection des caractéristiques n’est appliqué qu’aux ensembles de ca-
ractéristiques de contenu et de contexte social, vu leur nombre important, afin d’éliminer
celles peu pertinentes et qui peuvent avoir un impact négatif sur les performances du fra-
mework. Parallelement, puisque nous nous intéressons a ’ensemble des caractéristiques

visuelles, nous les conservons toutes dans le processus d’apprentissage.
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3.2.2.1 Caractéristiques du contenu du message

Les caractéristiques du contenu sont extraites du texte du message. Visant a susciter
beaucoup d’attention et a stimuler 'humeur du public, les textes de rumeurs ont
tendance a présenter certaines caractéristiques par rapport aux non-rumeurs. Nous
procédons a I'extraction de caractéristiques telles que la longueur du texte d'un tweet et
le nombre de ses mots. Ces caractéristiques comprennent également des statistiques telles
que le nombre de points d’exclamation et d’interrogation, ainsi que des caractéristiques
binaires indiquant 1’existence ou non d’émoticones. En outre, d’autres caractéristiques
sont extraites de la linguistique du texte, notamment le nombre de mots de sentiment
positif et négatif. Pour la langue anglaise, nous utilisons la liste de lexiques d’opinion
de Liu et Hu ', pour l'allemand, les normes affectives de Leipzig [Kanske and Kotz,
2010] et, pour l'espagnol, 'adaptation ’ANEW (Affective Norms for English Words)
[Redondo et al., 2007]. Des caractéristiques binaires supplémentaires indiquent si le

texte contient des pronoms personnels.

La véracité du texte du message peut également étre liée a sa lisibilité. Nous calculons
un score de lisibilité entre 1 et 100 en utilisant la méthode Flesch Reading Ease [Kincaid

et al., 1975]. Ce score est donné par la formule 3.1.

score = 203.835 — 1.015 x _oral de mots fotal syllabes

(3.1)

total de phrases o total de mots

Plus ce score est élevé, plus le texte est facile a lire. Pour les tweets écrits dans
une langue pour laquelle les caractéristiques ci-dessus ne peuvent étre extraites, nous
considérons que les valeurs correspondantes sont manquantes. D’autres caractéristiques
sont extraites du contenu informatif fourni par le style de communication spécifique de
la plateforme Twitter, comme le nombre de retweets, de mentions (@), de hashtags (#)

et ’'URL.

3.2.2.2 Caractéristiques du contexte social

Le contexte social reflete la relation entre les différents utilisateurs et décrit le

processus de propagation d’une rumeur. Les caractéristiques du contexte social sont

13. https ://www.cs.uic.edu/ liub/FBS/sentiment-analysis.html#lexicon
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donc extraites du comportement des utilisateurs et du réseau de propagation. Nous
collectons plusieurs caractéristiques a partir des profils des utilisateurs, telles que le
nombre de followers et d’amis, le nombre de tweets dont I'utilisateur est ’auteur, le
nombre de tweets qu’il a aimé, si I'utilisateur est vérifié par le média social, et si

I'utilisateur a une image de profil.

Nous extrayons également des caractéristiques de 1’arbre de propagation qui peut
étre construit a partir des tweets et des retweets d’'un message, comme la profondeur de
I’arbre des retweets. Les tableaux 3.1 et 3.2 décrivent un ensemble de caractéristiques

de contenu et de contexte social extraites de chaque message.

TABLE 3.1 — Caractéristiques du contenu

Description

# of characters, words

# of question mark (7), exclamation mark (!)

# of uppercase characters in the tweet text

# of positive, negative sentiment words

# of mentions(@username), hashtags(#link), URLs
# of happy, sad mood emoticon

# first, second, third order pronoun

The readability score of the tweet text

TABLE 3.2 — Caractéristiques du contexte social

Description

# of followers, friends, posts the user has
Friends/followers ratio, times listed the user has
# of re-tweets, likes that the tweet has obtained
Whether the user shares a homepage URL
Whether the user has their own profile image
Whether the author has a verified account

# of Tweets the user has liked

Afin d’améliorer les performances de MONITOR, nous exécutons un algorithme
de sélection de caractéristiques sur les ensembles de caractéristiques listés dans les
tableaux 3.1 et 3.2. Les détails du processus de sélection des caractéristiques sont

abordés dans la section 3.3.
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3.2.2.3 Caractéristiques des images

Pour différencier les vraies et les fausses images dans les messages, nous proposons
d’exploiter les caractéristiques du contenu visuel et les statistiques visuelles qui sont

extraites des images jointes.

Caractéristiques du contenu visuel : Habituellement, un utilisateur de microblog
décide de la véracité d’une image sur la base de sa perception subjective, cela nous
amene a poser la question suivante : comment représenter quantitativement la perception
humaine de la qualité d’une image? La qualité d’une image désigne la quantité de
dégradations visuelles de tous types présentes dans une image, telles que le bruit, le

flou, la décoloration, etc.

Le domaine de 'IQA vise & quantifier la perception humaine de la qualité de I'image
en fournissant un score objectif des dégradations de l'image basé sur des modeles
de calcul [Maitre, 2017]. Ces dégradations sont introduites lors de différentes étapes
de traitement, telles que 'acquisition, le traitement, la compression, le stockage, la
transmission, la décompression, I'affichage ou méme I'impression des images. Inspirés
par la pertinence potentielle des métriques IQA dans notre contexte, nous les utilisons
de maniere originale pour un objectif différent de celui pour lequel elles ont été créées.
Plus précisément, nous pensons que I'évaluation quantitative de la qualité d’une image

peut étre utile pour la détection de sa véracité.

L’IQA se divise principalement en deux types de techniques. (1) Dans les algorithmes
d’évaluation avec référence (full-reference evaluation), la métrique est calculée en
comparant I'image d’entrée avec une image de référence sans aucune distorsion, par
exemple, comparer une image de référence avec sa version compressée par JPEG.
(2) Dans les algorithmes d’évaluation sans référence (no-reference evaluation), 'entrée
est la seule image dont on veut mesurer la qualité (sans rien connaitre de I'image
de référence). Ces algorithmes comparent les caractéristiques statistiques de I'image

d’entrée a un ensemble de caractéristiques dérivées d’une base de données d’images.

Dans notre cas, nous ne disposons pas de la version originale de 'image postée par
I'utilisateur sur le microblog. Par conséquent, I’approche qui convient a notre contexte
doit utiliser les métriques d’évaluation sans référence. A cette fin, nous utilisons trois

algorithmes de cette famille, dont l'efficacité a été démontrée dans des travaux de

27



MONITOR : Plateforme de fusion multimodale par apprentissage automatique

recherche de 'IQA.

— Le Blind/Referenceless Image Spatial Quality Evaluator (BRISQUE) [Mittal
et al., 2011] est entrainé sur une base de données d’images avec des distorsions
connues, et est limité a I’évaluation de la qualité des images avec le méme type de
distorsion. BRISQUE est opinion-aware, ce qui signifie que des scores de qualité
subjectifs données par des experts sont associés aux images d’entrainement.

— Le Naturalness Image Quality FEvaluator (NIQE) [Mittal et al., 2012] est entrainé
sur une base de données d’images sans aucune distorsion. Il peut mesurer la
qualité d’images présentant une distorsion arbitraire. NIQE est une métrique
opinion-unaware, ¢’est-a-dire qu’elle ne tient pas compte des scores de qualité
subjectifs des experts.

— Le Perception based Image Quality Evaluator (PIQE) [Venkatanath et al., 2015]
est un algorithme non-supervisé (c’est-a-dire qu’il ne nécessite pas de modele
entrainé) et ne tient pas compte des scores de qualité subjectifs des experts
humains. PIQE peut mesurer la qualité d’images présentant une distorsion

arbitraire.

A titre d’exemple, la figure 3.3 illustre le score BRISQUE calculé pour une image
originale et ses versions déformées (déformations par compression, bruit et flou). Le score
BRISQUE est un scalaire non négatif compris dans U'intervalle [1, 100]. Des valeurs plus
faibles du score refletent une meilleure qualité perceptuelle de I'image. Nous pouvons
constater que, par rapport a I'image originale, la qualité perceptuelle se dégrade pour

chaque type d’altération.

Image originale Compression JPEG Bruit gaussien Flou médian
13.7215 22.6603 28.5840 41.5620

F1GURE 3.3 — Score BRISQUE calculé pour une image originale et ses versions altérées
Les métriques IQA de sans référence sont également de bons indicateurs pour d’autres

types de modifications d’images, comme les images générées par des réseaux adverses

génératifs (GAN). Ces techniques permettent de modifier le contexte et la sémantique
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des images de maniere tres réaliste. Contrairement a de nombreuses taches d’analyse
d’images, ou les images de référence et les images reconstruites sont disponibles, les
images générées par les GAN peuvent ne pas avoir d'image de référence. C’est la raison
principale de I'utilisation des techniques d’IQA sans référence pour évaluer ce type de
fausses images. La figure 3.4 montre le score BRISQUE calculé pour des images réelles
et fausses générées par la translation d’image a image basée sur des GAN (convertir une
image d’un domaine source X en un domaine cible Y en I’absence d’exemples appariés)
[Zhu et al., 2017].

Image réelle : 12.5000 Image fausse : 22.5279

FIGURE 3.4 — Score BRISQUE calculé pour de vraies et fausses images GAN

Caractéristiques statistiques du contenu visuel : A partir des images jointes,

nous définissons quatre caractéristiques statistiques a partir de deux aspects.

— Nombre d’images : Un utilisateur peut poster une, plusieurs ou aucune image.
Pour désigner cette caractéristique, nous comptons le nombre total d’images
dans une rumeur et le ratio de messages contenant plus d’une image.

— Diffusion d’images : Pendant un événement, certaines images sont tres répandues
et génerent plus de commentaires que d’autres. Le ratio de ces images est calculé

pour indiquer cette caractéristique.

Le tableau 3.3 illustre la description de nos caractéristiques visuelles et statistiques.

Nous utilisons toutes ces caractéristiques d’images dans le processus d’apprentissage.

3.2.3 Apprentissage du modele

Jusqu’a présent, nous avons obtenu un premier ensemble de caractéristiques tex-

tuelles pertinentes grace a un processus de sélection des caractéristiques. Nous dis-
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TABLE 3.3 — Description des caractéristiques des images

Type Feature Description
BRISQUE | The BRISQUE score of a given image
Visual PIQE The PIQE score of a given image
Features | NIQE The NIQE score of a given image

Count_Img | The number of all images in a news event
Statistical | Ratio_Imgl | The ratio of the multi-image tweets in all tweets

Features | Ratio_Img2 | The ratio of image number to tweet number

Ratio_Img3 | The ratio of the most widespread image in all distinct images

posons également d'un deuxieme ensemble de caractéristiques d’image composé de
caractéristiques statistiques et visuelles. Ces deux ensembles de caractéristiques sont
normalisés et concaténés pour former la représentation multimodale d’un message
donné, qui est apprise par un classifieur supervisé. Plusieurs algorithmes d’apprentis-
sage automatique peuvent étre mis en ceuvre pour la classification de la véracité des
messages. Nous examinons les algorithmes qui offrent les meilleures performances dans

la section 3.3.

3.3 Expérimentation

Pour démontrer 'efficacité de notre modele, nous menons dans cette section des
expériences approfondies sur deux jeux de données publics du monde réel. Tout d’abord,
nous présentons les statistiques relatives aux jeux de données que nous utilisons. Ensuite,
nous décrivons les parametres expérimentaux. Nous passons brievement en revue les
caractéristiques de référence pour la vérification des nouvelles et nous sélectionnons les
meilleures de ces caractéristiques textuelles comme baselines. Enfin, nous présentons les
résultats expérimentaux et analysons les caractéristiques pour obtenir des éléments de
compréhension avec MONITOR.
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3.3.1 Jeux de données

Pour évaluer les performances de MONITOR, nous menons des expériences sur deux
jeux de données publics de détection des rumeurs. Les statistiques détaillées de ces deux

jeux de données sont listées dans le tableau 3.4.

TABLE 3.4 — Statistiques des jeux de données MediaEval et FakeNewsNet

Tweets
Dataset Set Images
Real Fake
MediaEval | Ensemble d’entrainement | 5,008 6,841 361
Ensemble de test 1,217 717 50
FakeNewsNet | Ensemble d’entrainement | 25,673 19,422 | 47,870
Ensemble de test 6,466 4,808 | 11,968

MediaEval '* [Boididou et al., 2015] est collecté a partir de Twitter et comprend les
trois caractéristiques : texte, contexte social et images. Il est congu pour la vérification
de la véracité des messages. Le jeu de données comprend deux parties : un jeu de
développement contenant environ 9000 faux tweets et 6000 vrais tweets provenant de
17 évenements; un jeu de test contenant environ 2000 tweets provenant d’un autre lot
de 35 évenements liés aux rumeurs. Nous supprimons les tweets sans texte ni image,
obtenant ainsi un jeu de données final comprenant 411 images distinctes associées a

6225 vrais et 7558 faux tweets, respectivement.

FakeNewsNet '° [Shu et al., 2020] est I'un des principaux référentiels de détection
des fausses nouvelles. Les articles de fausses et de vraies nouvelles sont collectés sur les

t 16 et GossipCop '7. Comme nous sommes

sites web de vérification des faits PolitiFac
particulierement intéressés par les images dans ce travail, nous procédons a 'extraction
et a l'exploitation des informations relatives aux images de tous les tweets. Etant
donné que la plupart des algorithmes de classification de ’apprentissage automatique

sont cong¢us en partant de I'hypothese d’'une distribution équilibrée des classes, nous

14. https://github.com/MKLab-ITI/image-verification-corpus/tree/master/
mediaeval2015

15. https://github.com/KaiDMML/FakeNewsNet

16. https://www.politifact.com/

17. https://www.gossipcop.com/
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choisissons au hasard 2566 vraies nouvelles et 2587 fausses. Apres avoir supprimé les

tweets sans image, nous obtenons 56 369 tweets et 59 838 images.

3.3.2 Parametres expérimentaux

3.3.2.1 Mesures de performance

Nous rapportons la performance quantitative de chaque modele en termes de précision
(Accuracy), de précision (pecision), de rappel et de score Fj, que nous détaillons par la

suite. Pour toutes ces mesures, nous utilisons la macro-moyenne des deux classes.

Etant donné que notre objectif est la détection des fausses information, notre < classe
positive > est constituée des faux messages (définition 2). Par conséquent, un vrai positif
(True Positive — TP) signifie que le message est réellement faux et également prédit
comme faux, tandis que le faux positif (False Positive — FP) indique que le message est
réellement vrai, mais prédit comme faux. Le vrai négatif ( True Negative — TN) et le
faux négatif (False Negative — FN) sont définis en conséquence. La précision (accuracy
— ACC) est le nombre d’instances correctement prédites sur I’ensemble des instances

(équation 3.2).

TP+TN
A = 2
ce TP+ FN+TN+ FP (32)

La précision (precision) est le rapport entre le nombre d’instances correctement
prédites et toutes les instances prédites pour une classe donnée. Pour les classes vraies
et fausses, nous présentons cette métrique comme Prec(T') et Prec(F), respectivement.
Par conséquent, la macro-moyenne de la précision Prec est la moyenne de Prec(T) et
de Prec(F') (équation 3.3).

TP TN Prec(F) + Prec(V)
“rprrp V) S AN RN

Prec(F) (3.3)

Le rappel (recall) représente le rapport entre le nombre d’instances prédites correcte-

ment et de toutes les instances appartenant a une classe donnée. Pour les classes fausses
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et vraies, nous présentons cette métrique respectivement comme Rec(F) et Rec(V).
Par conséquent, la macro-moyenne du rappel Rec est la moyenne de Rec(F) et Rec(V')

(équation 3.4).

TP TN _ Rec(F') + Rec(V)

=7y V) =gy pp flee= 2

Rec(F) (3.4)

Enfin, le score Fj est la moyenne harmonique de la précision et du rappel (équation 3.5).

2 _2><Prec><Rec
e Prec + Rec

(3.5)

3.3.2.2 Caractéristiques de référence

Nous comparons 'efficacité de notre collection de caractéristiques avec les meilleures
caractéristiques textuelles de la littérature. Tout d’abord, nous adoptons les 15 meilleures
caractéristiques extraites par Castillo et al. [2011] pour analyser la crédibilité des
nouvelles diffusées sur T'witter, qui sont considérées comme un standard dans ce domaine.
Nous collectons également un total de 40 caractéristiques textuelles supplémentaires
issues de plusieurs travaux de la littérature [Gupta et al., 2013, 2012; Kwon et al.,
2013; Wu et al., 2015] et qui sont extraites du contenu textuel, des informations des

utilisateurs et des propriétés du réseau de propagation (tableau 5.3).

3.3.2.3 Ensembles de caractéristiques

Les caractéristiques intitulées Textual sont les meilleures caractéristiques sélectionnées
parmi celles du contenu du message et du contexte social (tableaux 3.1 et 3.2). Nous
les sélectionnons a ’aide de la méthode du ratio de gain d’information (information
gain ratio) [Karegowda et al., 2010], qui permet de sélectionner un sous-ensemble de
15 caractéristiques textuelles pertinentes dont le gain d’information est supérieur a
zéro (tableau 3.6). Les caractéristiques intitulées Image sont toutes les caractéristiques
d’image listées dans le tableau 3.3. Les caractéristiques intitulées MONITOR sont
I’ensemble de caractéristiques que nous proposons, consistant en la fusion des ensembles

de caractéristiques textuelles et d’images. Les caractéristiques intitulées Castillo sont
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TABLE 3.5 — Caractéristiques tirées de la littérature

Feature

Fraction of (7), (!) Mark, # of messages
Average # of words, char lengths

Fraction of 1%, 274, 34 pronouns
Fraction of URLs, @, #

Count of distinct URLs, @, #

Fraction of popular URLs, @, #

The tweet includes pictures

Average sentiment score

Fraction of positive and negative tweets
# of distinct people, loc, org

Fraction of people, loc, org

Fraction of popular people, loc, org

# of Users, fraction of popular users

# of followers, followees, posted tweets
The user has a Facebook link

Fraction of verified users, org

# of comments on the original message

Time between original message and repost

les 15 meilleures caractéristiques textuelles extraites par Castillo et al. [2011]. Enfin, les
caractéristiques intitulées Wu sont les 40 caractéristiques textuelles identifiées dans la

littérature.

3.3.2.4 Construction du modele

Nous ne pouvons pas savoir a 'avance quel algorithme sera adéquat pour notre
probleme, ni quelle configuration utiliser. En analysant les deux jeux de données, nous
avons constaté que les classes sont partiellement linéairement séparables dans certaines
dimensions. Ainsi, nous imlémentons et évaluons un mélange d’algorithmes linéaires et
non linéaires simples en utilisant la bibliotheque Python scikit-learn [Pedregosa et al.,
2011]. Les meilleurs résultats sont obtenus par quatre algorithmes de classification
supervisée : Classification and Regression Trees (CART), k-Nearest Neighbors (KNN),
Support Vector Machines (SVM) et Random Forest (RF) (Tableau 3.8).
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TABLE 3.6 — Meilleures caractéristiques textuelles sélectionnées

MediaEval FakeNewsNet
Tweet_Length Tweet_Length
Num_Negwords | Num_Words

Num_Mentions
Num_URLs
Num_Words
Num_Upperchars
Num_Hashtags
Num_Exclmark
Num_Thirdpron
Times_Listed
Num_Tweets
Num _Friends
Num_Retweets
Has_Url

Num_Followers

Num_Questmark
Num_Upperchars
Num_Exclmark
Num_Hashtags
Num_Negwords
Num_Poswords
Num_Followers
Num_Friends
Num_Favorites
Times_Listed
Num_Likes
Num_Retweets

Num_Tweets

Il y a lieu de préciser que, pour obtenir les meilleurs résultats de chaque modele,
nous avons procédé a 'optimisation des hyperparametres de chaque modele (tableau 3.7)
en testant plusieurs configurations possibles a ’aide de la fonction GridSearchCV de
scikit-learn. En conséquence, nous réalisons ’entrainement et la validation pour chaque
modele par une validation croisée (5-fold cross-validation) afin d’obtenir des résultats
stables. Notons que, pour MediaEval, nous conservons le méme schéma de répartition des
données. Pour FakeNewsNet, nous divisons les données en sous-ensembles d’entrainement

et de test avec le ratio 0,8/0,2. Le tableau 3.8 présente les résultats de nos expériences.

3.3.3 Résultats de la classification

A partir des résultats de classification consignés dans le tableau 3.8, nous pouvons

faire les observations suivantes.
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TABLE 3.7 — Espace de configuration des hyperparametres

Model | Main hyper-parameters Type Search space
CART max_depth Discrete [1,21]
criterion Categorical [’gini’,’entropy’]

KNN n_neighbors Discrete [1,21]

SVM C Discrete [0.1,2.0]

v (RBF kernel) Discrete [0.1,1.0]

Kernel Categorical | [linear’; ‘poly’, ‘thf’ ‘sigmoid’]

RF n_estimators Discrete [10,500]

max_depth Discrete 3,20]

TABLE 3.8 — Performances des différents modeles d’apprentissage automatique

MediaEval FakeNewsNet
Model Features
Acc Prec Rec F; Acc Prec Rec F;
Textual 0.673 0.672 0.771 0.718| 0.699 0.647 0.652 0.65
Image 0.632 0.701 0.639 0.668 | 0.647 0.595 0.533 0.563
CART MONITOR | 0.746 0.715 0.897 0.796| 0.704 0.623 0.716 0.667
Castillo 0.643 0.711 0.648 0.678 | 0.683 0.674 0.491 0.569
Wu 0.65 0.709 0.715 0.711 | 0.694 0.663 0.593 0.627
Textual 0.707 0.704 0.777 0.739] 0.698 0.67 0.599 0.633
Image 0.608 0.607 0.734 0.665| 0.647 0.595 0.533 0.563
KNN MONITOR | 0.791 0.792 0.843 0.817| 0.758 0.734 0.746 0.740
Castillo 0.652 0.698 0.665 0.681| 0.681 0.651 0.566 0.606
Wu 0.668 0.71 0.678 0.693| 0.694 0.663 0.593 0.627
Textual 0.74 0.729 0.834 0.779| 0.658 0.657 0.44 0.528
Image 0.693 0.69 0.775 0.73 | 0.595 0.618 0.125 0.208
SVM MONITOR | 0.794 0.767 0.881 0.82 | 0.771 0.743 0.742 0.743
Castillo 0.702 0.761 0.716 0.737] 0.629 0.687 0.259 0.377
Wu 0.725 0.763 0.73 0.746 | 0.642 0.625 0.394 0.484
Textual 0.747 0.717 0.879 0.789| 0.778 0.726 0.768 0.747
Image 0.652 0.646 0.771 0.703| 0.652 0.646 0.771 0.703
RF MONITOR | 0.962 0.965 0.966 0.965| 0.889 0.914 0.864 0.889
Castillo 0.702 0.727 0.723 0.725| 0.714 0.669 0.67 0.67
Wu 0.728 0.752 0.748 0.75 | 0.736 0.699 0.682 0.691
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