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1.1 Contexte

Les interventions chirurgicales au sein des centres hospitaliers sont effectuées dans un

contexte médical de plus en plus innovant et performant, multipliant ainsi la complexité des
actes chirurgicaux et les risques induits en cours d’opération. Une intervention chirurgicale ne
peut étre dissociée de la sécurité du patient, et donc des risques induits par un environnement
technique de plus en plus sophistiqué et pluridisciplinaire. La sécurité des patients est en consé-
quence un objectif ancré au coeur des pratiques des professionnels et du systeme de santé. Ainsi,
elle a engendré des protocoles de sécurité standards relativement efficaces, mis en ceuvre entre
autres par I’Organisation Mondiale pour la Santé (OMS).
Le projet MASSAI (Modeling Aids for Safe Surgery using Artificial Intelligence) s’inscrit dans
cette logique de sécurisation du bloc opératoire. Il a été initié par Frédéric Auber, Professeur et
chef du service de chirurgie pédiatrique au CHRU (Centre Hospitalier Régional Universitaire)
de Besancon, en collaboration avec 1’équipe DISC (Département d’Informatique des Systeme
Complexes) du laboratoire FEMTO-ST (Franche-Comté Electronique Mécanique Thermique et
Optique — Sciences et Technologies). Ce projet integre notre travail de recherche dont la finalité
vise a sécuriser le bloc opératoire dans un contexte complexe qui nécessite la gestion simultanée
de nombreux éléments (ressources matérielles, ressources humaines, environnement technique
...). Il s’agit d’étre en mesure de générer des alertes, de prédire un événement indésirable et d’en
déterminer les éléments déclencheurs.

Le travail de recherche proposé dans cette these consiste donc a élaborer un modele prédictif
évaluant les risques induits par les actions et les états des différents éléments du bloc opératoire
enrichi par des outils d’aide a la décision. L'important consiste au final a étoffer 1’arsenal sécu-
ritaire du bloc opératoire pour, in fine, épargner des vies.

1.2 Problématique et contribution

Si I’on considere le bloc opératoire comme un systeéme complexe, il convient avant tout
de définir ce dernier. Il n’existe pas de définition “normalisée" d’un systeéme complexe, mais
plutdt une convergence de propriétés le caractérisant. La définition proposée par Le Moigne
[54] les récapitulent assez clairement : “Un systeme complexe est, par définition, un systeme
construit par ’observateur qui s’y intéresse. Celui-ci postule la complexité du phénomeéne sans
pour autant s’astreindre a croire a [’existence naturelle d’une telle propriété dans la nature
ou dans la réalité. La complexité, qui implique toujours quelque forme d’imprévisibilité, ne
peut aisément étre tenue pour déterministe. De facon générale, en revanche, la complexité est
représentée par un enchevétrement d’interactions en inter-relations". Ainsi par exemple, que ce
soient notre propre environnement physiologique caractérisé par nos cellules ou les réseaux de
communication collectifs (réseaux sociaux), I’ensemble ce ces entités interagissent entre elles
et sont en constante évolution.



Comprendre de tels systemes nécessite leur observation soumise a la représentation de la
réalité avec le maximum de précision, sans pour autant compliquer exagérément le modele.
L’analyse des simulations qui en découle produit au moins deux niveaux d’observation. Le
premier, qui peut étre représenté (entre autres) par les entités réifiées sous forme d’agents, révele
les trajectoires, les interactions et les comportements individuels, alors que le second mesure
les effets produits sur le systtme. Ces deux niveaux d’observation permettent d’établir une
relation de causalité entre I’évolution des agents (comportements, interactions, trajectoires) dans
un environnement donné, et I’évolution de 1’état du systeme. Dé€s lors, notre questionnement
scientifique porte sur la possibilité de prédire, d’anticiper et d’analyser les risques dans un
systeme complexe pourvu d’entités non déterministes. La littérature nous montre qu’il existe
dans le monde industriel des solutions tres abouties en maintenance préventive. Le paradigme
Prognostics and Health Management (PHM) fait I’objet de recherches actives et offre des outils
permettant de proposer des solutions a la prédiction dans le domaine de I’industrie. Toutefois,
ces solutions restent a notre connaissance cloisonnées au monde de 1’industrie, des automates
et semblent encore difficilement transposables a des univers non programmables tel que les
environnements humains.

Afin d’aller au-dela de cette limite, nous avons choisi une modélisation multi-agents. En ef-
fet, la complexité des différents mécanismes et une approche globale caractérisent les systemes
multi-agents (SMA) : ils couvrent I’interactivité de tous les éléments matériels et immatériels
impliqués dans un environnement, mais aussi les actions propres a chacun d’eux. Ainsi, nous es-
pérons exploiter les propriétés d’autonomie et d’interaction des agents, pour aborder le concept
d’émergence et d’adaptation en lien avec notre problématique. La these portant sur la prédiction
d’une défaillance dans un systeme complexe, nous focalisons aussi notre réflexion sur I’intérét
du couplage du SMA avec d’autres paradigmes tels que le raisonnement a partir de cas (RaPC).
Il s’agit, a travers cette association, de capitaliser sous forme de cas les simulations issues de
notre modele. Cela signifie dans un méme temps que la recherche de solution a un probleme
(exemple : recherche du niveau de risque) consiste a réutiliser grace a un raisonnement par
analogie des solutions issues d’expériences passées (base d’expériences). Ainsi, trouver une
solution, ne se limite pas au simple parcours d’une base de données. Cet outil supplémentaire
pallie le défaut d’enrichissement des connaissances des systemes multi-agents, indispensable
a toutes les formes d’intelligences distribuées. Nous pensons que notre architecture qui couple
SMA et RaPC est certes une contribution qui répond a notre problématique d’identification
d’évenements indésirables a priori imprévisibles, mais reste insuffisante en terme d’analyse. En
effet, la détermination de seuils de risque et la prédictivité d’événements indésirables sont dé-
pendantes de I’analyse de 1’évolution des différentes variables du systeme. C’est pourquoi nous
avons intégré deux outils d’aide a la décision au raisonnement a partir de cas. Le premier permet
de classer les variations de nos variables sous forme de clusters. Nous pensons a ce sujet qu’une
méme variation entre deux variables peut traduire un méme comportement et/ou une interaction
entre elles. Le parcours de ces clusters est le second outil destiné a prédire 1’évolution de notre
systeme dans le temps. La viabilité de nos trois contributions (architecture, outils d’aide a la
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décision) comme réponse a nos problématiques résulte des recherches et des expérimentations
menées dans cette étude.

1.3 Plan

Nous avons structuré ce mémoire en deux parties. La premiere, composée de deux chapitres,
présente notre contexte et I’état de 1’art. Le Chapitre 2 consacré a 1’univers du bloc opératoire
décrit son environnement a travers le prisme des différents protocoles de sécurité mis en ceuvre.
Nous mettons aussi en évidence les causes possibles de survenue d’événements indésirables.
Le Chapitre 3 décline quant a lui notre contexte scientifique et les différentes approches de la
prédiction des risques extraites de la littérature. Il s’agit du PHM, de la modélisation multi-
agents (SMA), du raisonnement a partir de cas (RaPC), des réseaux de neurones artificiels et
enfin d’outils de clusterisation.

Dans la seconde partie de ce manuscrit, nous présentons nos contributions en réponse a
notre problématique de prédiction des risques dans un contexte non déterministe, mais aussi en
réponse aux verrous scientifiques qui y sont attachés. Le Chapitre 4 est axé sur notre architec-
ture. Nous décrivons de maniere formelle le couplage SMA/RaPC. Nous y exposons aussi notre
implémentation qui est illustrée par une vision opérationnelle du simulateur. Nous comparons
ensuite dans le Chapitre 5, différentes méthodes de clusterisation avec nos propres outils de re-
groupement de données. Cette phase a conforté I’'implémentation de nos algorithmes (stmilV ar
et simulV ar+) destinés a la clusterisation des données. Le dernier chapitre (Chapitre 6) est au
ceeur de notre problématique sachant qu’il traite de 1’analyse des interactions entre agents et de
la prédictivité de 1’évolution de 1’état du systeme. Nous y défendons 1’idée que notre simulateur
est un modele de prédiction qui va au-dela de la production d’alertes.

Les perspectives de ce type de modélisation prédictive, conceptualisées par une approche de
couplage SMA/RaPC et enrichie par nos outils d’aide a la décision sont les arguments défen-
dus en conclusion. Ces perspectives souleévent essentiellement les questions liées aux notions
d’émergence et de prédictivité dans un contexte réel : les données de notre modele sont issues
de différents capteurs intégrés dans le bloc opératoire. Peut-on des lors continuer a considérer
la simulation multi-agents comme un outil adapté ou faut-il le repenser ?

11
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2.1 Introduction

Le bloc opératoire est un lieu dédié a des actes invasifs, qui réunit toutes les compétences
médicales pour assurer la sécurité des patients. Or, le nombre considérable d’interventions com-
biné a leur complexité peut produire des événements indésirables associés aux soins (EIAS). La
sécurité des patients qui est une préoccupation majeure des praticiens nécessite donc des envi-
ronnements qui integrent cette spécificité. Or ce type d’implantation se heurte a I’optimisation
des blocs opératoires qui doivent maintenir un taux d’occupation maximal. L’enjeu consiste
donc a concevoir des structures a la fois polyvalentes tout en maintenant un niveau de sécurité
maximum pour les patients [42]. Le bloc opératoire, qui comprend cinq secteurs principaux :

— la zone d’arrivée et de contrdle des patients et du personnel ;

— les locaux du personnel (vestiaires, services sanitaires, salles de repos);

— le bloc chirurgical qui inclut les salles d’opération;

— la salle de réveil ;

— les locaux de soutien (local d’anesthésie, local de nettoyage et préparation des instru-

ments, local d’entretien ménager) ;

doit étre congu selon ce principe de polyvalence avec un niveau tres élevé de sécurité. Il est
donc essentiel de prendre en compte le nombre d’interventions, le type de pathologies ainsi que
les équipements et matériaux lors de la conception ou lors de la rénovation du bloc opératoire.
A I’environnement physique s’ajoutent aussi les comportements humains lorsqu’il est question
de sécurité au bloc opératoire. Ainsi, 'une des pieces maitresse préalable a toute interven-
tion chirurgicale est caractérisée par la check-list qui a sensiblement réduit la morbi-mortalité
postopératoire. Le mode d’emploi proposé par la haute autorité de santé stipule : “La check-
list HAS (Sécurité du patient au bloc opératoire) comporte les éléments indispensables et non
modifiables a vérifier ensemble et en équipe au bloc opératoire afin de prendre des décisions
sur la poursuite ou non d’une intervention chirurgicale. Cependant, elle peut donner lieu a
tout développement souhaité par les professionnels, dans le cadre de leurs colleges profes-
sionnels/organismes agréés d’accréditation.". Cette check-list qui se présente sous la forme de
recommandations a pour objet la vérification de différents éléments impactant la sécurité du
patient. Celle-ci comporte 11 points de vigilances, déclinés en 3 phases : pré-induction anes-
thésique, pré-intervention chirurgicale et post-intervention chirurgicale. La Figure 2.1 décline
ces différentes préconisations validées a I’oral par le personnel. Elles permettent de vérifier de
maniere systématique 1’identité du patient, le type d’intervention a venir, les antécédents du pa-
tient, mais aussi les stratégies contre le risque infectieux. Tout écart entraine une concertation
entre les intervenants et éventuellement I’interruption de la procédure chirurgicale.

Malgré I’optimisation de la conception des blocs opératoires, I’amélioration des techniques
médicales et des processus de controle particulierement rigoureux, la survenue d’événements
indésirables persiste. En effet, selon le rapport de la HAS [40], 820 événements indésirables
graves associés aux soins (EIGS) par million d’habitants ont été recensés en 2018 et pourraient
étre évités dans la moitié des cas. Notre travail de these qui porte sur la prédictivité de ces
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CHECK-LIST « SECURITE DU PATIENT AU BLOC OPERATOIRE »

Version 2018

« Vérifier ensemble pour décider »

Bloc : Salle

Date d'intervention - Heure (début) -
Chirurgien « interverant »
Anesthésiste « intervenant »

Coordonnateur(s) dheck-fist

AVANT INDUCTION ANESTHESIQUE AVANT INTERVENTION CHIRURGICALE APRES INTERVENTION
Temps de pause avant anesthésie Temps de pause avant incision (appelé aussi time-out) Pause avant sortie de salle d'opération
@ = Lidentité du patient est correcte L oui O Nen © Vérification « ultime » croisée au sein de ['équipe @ Confirmation orale par le personnel auprés de l'équipe:
= Uautorisation d'opérer est signée parles L1 Oui (3 Non en présence des chirurgiens(s), anesthésiste(s), IADE-IBODE/IDE = de lintervention enregistrée 0 oui O Non
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FIGURE 2.1 — Check-list bloc opératoire [HAS 2018]

événements nécessite au préalable une identification de la cause de leur survenue que 1’on peut
classer en cinq facteurs : facteurs de risque liés au patient, facteurs de risque liés au personnel,
facteurs de risque liés a I’environnement, facteurs de risque liés au processus opératoire, facteurs
de risque liés au post-opératoire.

Les Sections 2.2, 2.3 et 2.4 qui suivent décrivent succinctement les facteurs de risque liés au
patient, au personnel et a I’environnement. La Section 2.5 explicite plus en détail les facteurs de
risque liés au processus opératoire et en particulier a I’intervention chirurgicale qui correspond
au systeme que nous modélisons. Les facteurs de risque li€s au post-opératoire sont en dehors
de notre périmetre d’étude et ne sont donc pas traités dans ce manuscrit.

2.2 Facteurs de risques liés au patient

Les facteurs de risques en relation avec le patient, tels que les infections cutanées, urinaire
ou ORL ont pour cause un défaut de traitement de celles-ci en amont de I’intervention. Il en
est de méme pour le diabete ou 1’obésité. La flore endogene quant a elle résulte d’une hygiene
générale (douche au savon septique) imparfaite. La non détection de SARM (staphylocoque
doré) conduit aussi a I’accentuation de la flore endogeéne. D’ autres facteurs tels que le tabagisme,
I’asthme, 1’age, la prématurité, les allergies, le degré d’urgence de I’intervention sont aussi des
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causes possibles d’EIAS propres au patient.

2.3 Facteurs liés au personnel

Les risques liés au personnel, se déclinent en deux types : le risque infectieux et le risque
comportemental. Dans le premier cas (microorganismes répartis dans 1’air), une tenue vestimen-
taire inadaptée ou non stérile peut étre la cause d’EIAS tout comme le non-respect scrupuleux
des protocoles de désinfection exigés pour I’hygiene des mains. Dans le second cas, les événe-
ments indésirables peuvent étre la conséquence d’un nombre trop important ou insuffisant de
personnes. Cela induit respectivement du stress 1ié a ’agitation des va et vient ou de la ner-
vosité face a une surcharge a répartir sur un nombre insuffisant de personnes. Cette situation
anxiogene s’accentue sur des personnels inexpérimentés. Outres ces causes, figurent la fatigue
humaine et la baisse de vigilance non négligeables dans des contextes d’interventions longues
et complexes.

2.4 Facteurs liés a I’environnement

[’agencement de I’environnement dans lequel évoluent les praticiens et dont dépendent les
équipements, ’air, I’eau et les surfaces est déterminant en termes de réduction des risques pour
les patients. L’un des principaux objectifs visés étant la minimalisation des risques de contami-
nation, une attention particuliere est apportée au contrdle des personnes et matériels se déplagant
entre des zones d’asepsies différentes. Des circuits ont été€ congus dans ce sens. Parmi les nom-
breuses possibilités qui existent, I’un des principes fondamentaux est la “marche en avant" [53]
qui consiste a aller du plus sale vers le plus propre. C’est une stratégie essentielle pour lutter
contre les infections au bloc opératoire. Cinq zones d’asepsie différentes et croissantes sont dé-
finies allant de 1’extérieur du bloc opératoire jusqu’a la table d’opération. L asepsie croissante
est le résultat d’une surpression de 15 pascals entre les différentes zones. La Figure 2.2 nous
montre cette progression délimitée par des sas (douanes). Celles-ci sont destinées a réduire 1’in-
troduction de micro-organismes au fil du déplacement de la zone 5 (la moins stérile) vers la
zone 1 (la plus stérile).

Un défaut d’architecture, ou une salle inadaptée a la spécificité d’une chirurgie sont des
sources d’incidents directs (erreur dans la pratique lors de I'intervention) ou indirects (stress
généré par un cadre non fonctionnel). Concernant 1’aspect physique de 1’environnement, une
défectuosité dans le traitement de I’air (surpression insuffisante) ou bien encore la présence de
germes dans I’eau sont des sources d’EIAS. Citons enfin les matériels dont la désinfection (ou
stérilisation) imparfaite conduisent a des contaminations.
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FIGURE 2.2 — Circuit du bloc opératoire [15]

2.5 Facteurs liés au processus opératoire

Le processus opératoire est le cheminement du patient allant de la prise de rendez-vous pour
la consultation chirurgicale jusqu’a la sortie du bloc opératoire. Il comprend : les consultations
anesthésiques et chirurgicales, 1’anesthésie, la préparation chirurgicale, I’intervention chirurgi-
cale, le réveil et/ou la réanimation. Dans le cadre de cette these, nous porterons uniquement
notre attention sur les étapes : de 1’anesthésie, de la préparation du patient et de 1’intervention
chirurgicale. En effet, notre périmetre d’étude porte uniquement sur ces processus sachant que
toutes les étapes du parcours patient peuvent impacter les EIAS.

Les trois paragraphes qui suivent exposent 1’identification des risques d’EIAS possibles
lors des phases d’anesthésie du patient, de préparation du patient et d’intervention chirurgicale.
Les Figures 2.3, 2.4, 2.5 ont été réalisées en collaboration avec les chirurgiens du service de
chirurgie pédiatrique du centre hospitalier régional universitaire de Besancon.

Défaillances lors de I’anesthésie du patient
[anesthésie consiste a suspendre momentanément la sensibilité et en particulier la sensation de
douleur. Elle peut étre générale (perte de conscience) ou loco-régionale (sans perte de conscience).
Garantir la sécurité de cette pratique de facon optimale impose un protocole strict et rigoureux
décrit par la Figure 2.3. Les infirmiers anesthésistes diplomés d’état (IADE) préparent dans le
bloc opératoire les différents matériels prévus pour I’ensemble des interventions programmées
dans la journée. Le patient est transporté par les brancardiers dans 1’ordre du planning ou des
urgences traumatiques. Il est ensuite installé sur la table d’opération par I’anesthésiste et les
aides-soignants. L’IADE et I’anesthésiste installent le moniteur et posent les voies veineuses
périphériques. L’induction peut des lors Etre réalisée.
Les principales défaillances observables lors des différentes phases anesthésiques peuvent
se résumer ainsi :
— Préparation du matériel : matériel non conforme, matériel non stérilisé, matériel mal
affecté.
— Transport du patient : non-respect des regles d’hygiene et de positionnement du patient,
patient mal affecté.
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FIGURE 2.3 — Anesthésie du patient

— Installation du patient : non-respect des regles d’hygiene et de positionnement du pa-
tient, données du patient non conformes.

— Installation du moniteur et des voies veineuses périphériques : erreurs de produit, maté-
riel altéré, panne de gaz médicaux, mauvaise manipulation.

Si I’efficience des machines entre dans le panel des causes de manieére marginale grace aux
techniques préventives de plus en plus sophistiquées (PHM, auto-diagnostic ...), il n’en reste
pas moins un élément a ne pas négliger. En effet, I'impact morbide est parfois critique en raison
de la dépendance du patient par rapport a ces dernieres. Au-dela de cet aspect, la sophistication
accrue des appareils de monitoring exige pour leur utilisation optimale et sans danger pour le
patient, une expertise croissante. Cela nécessite donc des temps de formation qu’il est parfois
difficile de concilier avec des emplois du temps tendus.

Sur le plan physiologique, on recense, parmi les complications les plus graves, les chocs
anaphylactiques (réactions allergiques exacerbées), les détresses respiratoires et les arréts car-
diaques. Une mauvaise appréciation des antécédents du patient et/ou une erreur de diagnostic
pré-anesthésique sont déterminantes dans la survenue de ces incidents. Outre ces cas graves,
la plupart des complications sont réversibles. Citons par exemple les extubations (retrait du
dispositif tubulaire dans la trachée) accidentelles que 1’on peut attribuer a une position inadé-
quate du patient ou a une maitrise insuffisante des gestes techniques. Il est difficile de dissocier
I’anesthésie de 1’acte chirurgical et de ses conséquences a plus ou moins long terme sur 1’état
pathologique du patient. C’est pourquoi la modélisation que nous proposons dans 1’étude inclue
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de facto I’anesthésie comme €élément de notre systeme a la fois collaboratif et autonome.

Défaillances lors de la préparation du patient

Les processus propres a la préparation du patient sont exprimés dans la Figure 2.4. En collabo-
ration avec le chirurgien, les infirmiers de bloc opératoire diplomés d’état IBODE) préparent
les matériels nécessaires a I’intervention selon les préconisations du dossier médical du patient.
Le patient peut €tre ensuite repositionné pour optimiser 1’acces aux zones a opérer. L'IBODE
aseptise soigneusement la peau et procede avec le chirurgien au drappage chirurgical (prépara-
tion du champ opératoire). En dernier lieu, le chirurgien énumere chaque point d’une check-liste
qui doit étre approuvée par tous les membres de 1’équipe.

DOSSIER PATIENT

PATIENT S0US ANESTHESIE
PREPARATION DU

MATERIEL
CHIRURGICAL
A2

T T T POSITIONNER LE

IBODE

CHIRURGIEN | PATIENT SUR LA TABLE
D'OPERATION
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A

h f T
IADE T PREPARATION

IBODE

CHIRURGIEN Lgﬁf‘}fEEN[T’U
ANESTHESISTE
AIDES SOIGNANT(E)S .

IBODE DRAPPAGE

CHIRURGICAL
A2

|BODE CHIRURGIEN| CHECK-LISTE HWOPERATION

H

IBODE
CHIRURGIEN

AZ|

ANESTHESISTE

FIGURE 2.4 — Préparation du patient

Les défaillances potentielles lors des quatre processus de préparation du patient se répar-
tissent comme suit :
— Préparation du matériel de chirurgie : matériel non opérationnel, systeme d’information
en panne, éclairage défaillant.
— Positionnement du patient : table d’opération non adaptée, accessoires manquants, mau-
vais positionnement du patient, aérocontamination.
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— Préparation locale du patient : zone opératoire trop contaminée, aérocontamination,
erreur dans I’utilisation des produits.
— Drappage chirurgical : matériel absent ou inadapté, aérocontamination.

Les causes principales de ces défaillances proviennent souvent : d’un défaut de maintenance
du matériel, des erreurs dans la programmation de I’intervention, des recommandations mal
appliquées et enfin d’une mauvaise gestion des stocks (stock insuffisant).

Défaillances lors de I’intervention chirurgicale

Dans le cadre académique, 1’intervention est réalisée par un chirurgien expert aidé d’un assistant
“junior” (en cours d’apprentissage). Ils sont assistés par les IBODE qui passent les instruments
de chirurgie et gerent les transferts de matériels en garantissant leur stérilit€. Dans un méme
temps, les anesthésistes et 'IADE gerent I’anesthésie et contrdlent les constantes du patient
captées et transmises au monitoring. Apres I’intervention, I’anesthésiste et ’IBODE extubent le
patient qui est ensuite transféré dans son lit par les aides soignants pour étre acheminé en salle
de réveil. Cet enchainement est décrit dans la Figure 2.5.

La liste proposée ci-dessous (non exhaustive) énumere les défaillances observables lors du

déroulement des quatre processus li€s a I’intervention chirurgicale :

— Intervention sur le patient : panne matérielle, luminosité déficiente, patient infecté, in-
fection aéroportée (particules présentes dans 1I’environnement), durée de 1’intervention,
fatigue des intervenants.

— Extubation du patient : 1ésions mécaniques (laryngotrachéales ...), extubation acciden-
telle.

— Transfert du patient dans son lit : problemes ostéoarticulaires.

— Transfert du patient en salle de réveil : panne matérielle ou matériel manquant, couloir
encombré.

Les principales causes inhérentes a ces défaillances impliquent souvent les matériels et
consommables, le physique (air, eau), I’organisation du service et enfin les facteurs humains.
Ainsi, une panne de matériel, un stock insuffisant de consommables ou un mauvais traitement
de I’air peut conduire a un événement indésirable. Il en va de méme lorsque le service est désor-
ganisé ou lorsque I’intervention est trop longue. Citons enfin les mauvais gestes techniques,
les extubations accidentelles ou bien encore les manipulations inadaptées souvent li€es a une
fatigue accrue des personnels.

2.6 Bilan du chapitre

Ce chapitre, ou nous venons de présenter notre contexte d’étude, a pour objectif la mise en
exergue de la sécurité du patient qui est au coeur de toutes les activités du bloc opératoire. Nous
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FIGURE 2.5 — Intervention chirurgicale

avons décrit et mis en évidence le caractere complexe de 1’organisation d’un bloc opératoire
qui ne se résume pas a une intervention chirurgicale. Il s’agit en réalité d’une succession de
processus : consultation chirurgicale et d’anesthésie, anesthésie, préparation du patient, inter-
vention chirurgicale. De nombreux protocoles de plus en plus élaborés de mise en sécurité du
patient existent mais restent insuffisants au regard des défaillances et de leur causes (cf Section
2.5). C’est pourquoi, les professionnels de santé ont de plus en plus recours a différents para-
digmes de I’IA afin d’analyser des situations a risques ou d’en anticiper de nouvelles au travers
de modélisations [87].

Le travail d’identification d’EIAS et les causes de leurs survenues a été réalisé en concerta-
tion avec les experts impliqués dans le projet MASSALI et constitue les éléments de base utilisés
pour la construction de notre modele. Ce dernier est caractérisé par la capacité a faire émerger
des situations a risques non prévisibles a priori, mais aussi par la capacité a anticiper la survenue
d’EIAS.

Le chapitre suivant, décrit notre contexte scientifique puis les outils, les méthodes et les
différents paradigmes qui, a notre connaissance, sont les plus usuellement utilisés pour prédire
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I’évolution d’un systeme.
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3.1 Introduction

Le chapitre précédent montre que le bloc opératoire est un systeme complexe ou sont pra-
tiqués des actes médicaux susceptibles de produire des effets indésirables dont la nature et la
gravité sont variables. L’une des préoccupations majeures consiste a prévenir ces risques non
pas étape par étape mais de maniere globale. Cette approche est d’autant plus difficile a mettre
en ceuvre qu’elle s’ajoute a d’autres éléments conjoncturels tels que :

— la diminution de 1’acceptabilité des risques par les patients,

— une réglementation complexifiée,

— la maitrise des cofts,

— la pénurie médicale,

— I’évolution technologique,

— des interventions de plus en plus sophistiquées donc plus risquées.

Face a cet enjeu, différentes pistes de réflexions ont guidé nos recherches. Parmi nos pre-
mieres investigations figurent la détermination de I’état de santé d’un matériel et son efficience.
En effet, toute machine se dégrade avec le temps jusqu’a la défaillance qui peut se produire
a des moments inopportuns et amener des conséquences particulicrement négatives, voire cri-
tiques lorsque des vies humaines en dépendent. Dans une vision plus globale, la modélisation du
bloc opératoire considéré comme un systéme ot évoluent des entités qui interagissent entre elles
est aussi une piste de recherche qui a retenue notre attention. A celle-ci s’ajoute la capitalisation
de connaissances nécessaire a 1’enrichissement de la mémoire du systeme et a la résolution de
problemes par analogie lorsque par exemple on cherche a déterminer des EIAS. Au-dela de la
modélisation, 1’analyse statistique des données possédant des caractéristiques communes a éga-
lement été le sujet de nos travaux. Nous proposons dans les sections qui suivent de présenter les
principaux paradigmes en lien avec les pistes de recherche que nous venons d’évoquer. Chacun
des paradigmes est abordé selon ses caractéristiques, son formalisme et ses fonctionnalités. Les
travaux connexes qui s’y rapportent sont aussi exXposés.

3.2 Prognostic and Health Managment

Les exigences de performance intrinseques au monde industriel ont permis de développer de
nouveaux outils renfor¢ant 1’anticipation des phénomenes de défaillance. Parmi les solutions,
le Prognostic and Health Managment (PHM) [36] prend une place prépondérante dans les ac-
tivités de maintenance. Le pronostic affine les actions préventives, renforce I’anticipation des
défaillances et augmente la performance globale des systemes industriels, que ce soient sur leur
cycle de vie, ou sur la qualité de leur exploitation. A ces processus s’ajoutent les mécanismes
d’aide a la décision pour maintenir la disponibilité d’un systéme, tout en assurant un compromis
entre la sécurité et les colits d’exploitation. Certaines actions peuvent tre entreprises comme
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la planification ou la réalisation d’actions de maintenance suivant les impératifs d’exploitation
associés au systeme. Le champ d’application du PHM est certes déterminant dans la mainte-
nance industrielle [71], mais se positionne aussi dans des activités telle que I’e-maintenance
[64]. L’architecture du PHM et I’approche de ce paradigme par rapport au bloc opératoire sont
I’objet des sections 3.2.1, 3.2.2.

3.2.1 Architecture du PHM

Le PHM est un paradigme qui permet d’évaluer la fiabilité d’un systeme dans les conditions
réelles de son cycle de vie afin de prévenir I’apparition de pannes [86]. Cela est matérialisé
par ’observation et I’analyse des données émises par le systeme pour : détecter les anomalies,
diagnostiquer les pannes et estimer la vie restante utile (RUL : Remaining Useful Life) des
composants du systeme en temps réel. Cette méthode se décompose en six étapes énumérées
dans la Figure 3.1. Chacune d’elle est présentée dans les paragraphes qui suivent.

act Architecture PHM J

[ Acquisition des données H Pré-traitement des données H Analyse de I'état de santé du systéme
T Si OK

Aide a la décision et — " y
[ interface utilisateur IE [ Estimation de la RUL

Si non OK

FIGURE 3.1 — Architecture PHM [80]

Acquisition des données

Les différents signaux retournés par le systeme sont observés en continu par des capteurs qui
doivent garantir un niveau de fiabilité suffisant. Cela impose un contrle de leur efficacité
comme le montrent J. Xu et al. [93] qui proposent une évaluation des capteurs en parallcle
de I’architecture. La pertinence du choix de ces sources de données est aussi déterminant dans
un systeme complexe ou les composants sont inter-connectés.

Pré-traitement des données

L’étape qui suit I’acquisition des données est destinée a réduire voire éliminer les bruits, les
valeurs aberrantes et les vides, afin d’éviter les distorsions engendrées sur les mesures d’évalua-
tion du systeme. Cette étape est d’autant plus importante qu’elle impacte aussi I’apprentissage
propre a la détection d’anomalies.
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Analyse de I’état de santé du systéme

Cette phase permet de détecter les anomalies du systeme grace aux données collectées par
les capteurs et pré-traitées. Trois méthodes de détection existent. La premiere est basée sur
les seuils (déterminés pour chaque capteur) qui révele une anomalie lorsqu’ils sont dépassés.
La seconde utilise des modeles théoriques qui représentent le systeme dont les dégradations
sont estimées a partir d’outils statistiques [70]. Enfin, la troisieme méthode utilise le Machine
Learning (ML) en s’appuyant sur des jeux de données d’apprentissage suffisants. Cette derniere
méthode ne nécessite pas de connaissances spécifiques du systeme et permet une adaptation
facile aux nouvelles pannes intégrées lors des apprentissages [94].

Diagnostic de la panne

Diagnostiquer une panne revient a la déterminer en fonction des anomalies décelées. Parmi
les principales technologies utilisées dans cet objectif, se trouvent selon [55] : les réseaux bayé-
siens, le Machine Learning, le raisonnement a partir de cas et les réseaux de neurones artificiels.
L’enjeu est dicté par la mise en relation des mesures collectées avec un type de panne diagnos-
tiqué. A contrario des réseaux bayésiens qui nécessitent une connaissance fine du domaine,
les réseaux de neurones artificiels ou le machine learning peuvent entrainer 1’algorithme par
apprentissage (a partir d’un jeu de données), sans connaissance préalable du domaine.

L état de I’art relatif au PHM couvre essentiellement les environnements industriels. Qu’en
est-il de cette méthode d’évaluation des défaillances dans le contexte de notre étude centrée sur
la prédiction des risques au bloc opératoire ? Nous pouvons en effet considérer que le risque
de défaillance matériel est corrélé a la sécurité du patient en cours d’intervention. D’ailleurs,
I’expertise dans la pratique chirurgicale dépend en grande partie de 1’efficience des différents
matériels (robots, appareils radiographiques, scanner, matériels de chirurgie . . . ) qui sont utilisés
durant le parcours du patient en chirurgie. L’ approche du PHM au bloc est I’objet de la section
suivante.

3.2.2 Approche du PHM au bloc

Selon la Direction Régionale des Affaires Sanitaires et sociales (DRASS), la “maintenance
des dispositifs médicaux (DM) est un sujet d’actualité, d’autant plus que ’arrété du 3 mars
2003 rend obligatoire la maintenance de certaines catégories de dispositifs médicaux a partir
du ler janvier 2005". La maintenance consiste donc a maintenir opérationnel un dispositif mé-
dical et entre dans le cadre du PHM, en particulier dans la stratégie prédictive des défaillances.
Pour illustrer ce propos, considérons par exemple un moniteur de surveillance pour 1’anesthésie
illustré par la Figure 3.2. Ce type d’appareil, décele les problemes liés aux constantes du pa-
tient et garantit un dosage approprié d’anesthésiant. Une maintenance constructeur garantit des
interventions préventives systématiques planifiées selon un calendrier annuel. A cela s’ajoute
une position dynamique de la prévention par le biais de captures en temps réel d’indicateurs
physiques (pression, fréquence . ..) de variations statistiques par rapport au mode opérationnel.
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Dans le contexte de notre étude dont la finalité consiste a centraliser et traiter informatique-
ment toutes les informations induisant un risque, ces captures simultanées des défauts semblent
réalisables voire indispensables.

FIGURE 3.2 — Appareil d’anesthésie

3.2.3 Bilan de ’approche PHM

Le paradigme PHM montre un intérét majeur dans 1’industrie ou 1’anticipation des dé-
faillances dans les systemes est vitale. Le diagnostic et le pronostic de 1’état d’un systeme
en sont les clés de voute. Une transposition est envisageable dans 1’environnement matériel
du bloc opératoire (appareil de monitoring, bistouri électrique ...). Cependant, il n’existe pas
a notre connaissance d’études sur la prédiction des risques des systemes interactifs complexes
fonctionnant dans des contextes non-déterministes tels que la chirurgie et I’environnement de
la salle d’opération.

Nous pensons que les systemes multi-agents sont adaptés a ce probleme puisqu’ils sont
construits selon le concept d’interactions. Dans la suite de ce chapitre, nous abordons ces tech-
niques d’intelligence artificielle (IA) destinées a 1’élaboration de modeles.

3.3 La modélisation SMA

La modélisation SMA integre comme toute modélisation des principes fondamentaux qu’il
convient de prendre en compte afin de structurer le modele avec le plus de précision possible.
Ce theme est donc abordé en premier lieu dans la suite de cette section suivi d’une description
spécifique de la modélisation SMA.
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3.3.1 Fondamentaux de la modélisation

La modélisation est, par définition, la représentation d’un systeme par un autre plus facile a

appréhender. Plus formellement, la modélisation se caractérise par deux points essentiels :

— Dabstraction, qui permet de ne pas prendre en compte les détails inutiles pour mieux
raisonner ; ces derniers sont introduits au fur et a mesure des besoins lors de 1’élaboration
ou de la conception du modele.

— La classification, qui regroupe les informations basées sur des propriétés communes.

En outre, il est souvent plus facile de communiquer a partir de représentations (schéma,

simulateur ...) qu’a partir de discours ou de textes. De méme la simulation est reproductible
a I’infini contrairement aux phénomenes réels et présente un intérét économique majeur (crash
test de voiture simulé et crash test réel). Ces différents principes répondent a notre principal
objectif qui consiste a comprendre voire maitriser 1’évolution d’un systeme complexe et justifie
notre choix pour la modélisation. Différentes approches de modélisation existent et sont évoqués
dans les trois paragraphes qui suivent.

Approche ascendante ou descendante

Les approches ascendantes (bottom-up) et descendantes (top-down) sont deux approches de
modélisation fondamentales. En effet elles sont déterminantes par rapport aux résultats attendus
comme le montre [89]. Lorsque I’approche est descendante, la conception du modele débute par
la spécification de I’état global du systeme qui est ensuite affecté a chacun de ses composants.
Ils possedent donc une connaissance globale du systeme. Le développement d’application en
informatique est un exemple d’approche descendante car il requiert une maitrise préalable de
ses concepts.

Dans une approche ascendante, les spécifications (capacités, comportements, exigences at-
tendues) pour chacun des composants constituent un préalable a la construction du modele. Le
comportement global émerge quant a lui des interactions entre les différents composants. Cette
approche est largement utilisée en physiologie humaine. A titre d’exemple, le fonctionnement
du foie est expliqué grace aux fonctionnements constitutifs de cet organe, tels que la biosyn-
these de cholestérol et la formation de bile. Ces approches qui présentent des principes opposés
peuvent cependant étre complémentaires.

Continuité dans les simulations
La simulation d’un systeme est dépendante des notions de discrétisation ou de continuité. Lors-
qu’une simulation est continue, les variables changent continuellement d’état en fonction du
temps et non en fonction d’événements. Ces simulations sont largement représentées par des
fonctions mathématiques telles que les équations différentielles. Les simulations de phéno-
menes physiques qui nécessitent une observation continue de I’évolution de 1’état du systeme
utilisent souvent la simulation continue.

La principale différence entre la simulation continue et la simulation a temps discret est liée
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a la notion d’événements. En effet, la simulation a temps discret est associée a des systemes
ou les transformations résultent d’événements ponctuels, souvent matérialisés par des signaux
ou par I’achevement de taches. Ces simulations sont caractéristiques des automates a états finis
dont les états sont dénombrables. Les systemes multi-agents qui intégrent les pas de temps
permettent la simulation en temps discret [84].

Modélisation distribuée

La résolution distribuée de problemes est un paradigme inventé pour palier les limites de I'IA
lorsqu’elle ne concentrait son “intelligence" que sur un systeme unique. Cela s’est traduit par la
distribution de capacités a des agents capables d’autonomie, de coopération et d’actions indé-
pendamment d’un systéme centralisé [26]. La vision de I’approche distribuée dans la résolution
de problemes est donc tres étroitement liée a la notion d’agents et de systeme multi-agents qui
sont I’objet des deux sections qui suivent.

3.3.2 La notion d’agent

Un systeme multi-agents se singularise des autres outils de modélisation en intégrant dans
sa dialectique le groupe et donc les notions d’interaction, de coopération, de conflit, de collabo-
ration et de coordination qui en découlent. Il est composé d’entités artificielles appelées agents
que nous allons définir et décrire dans les quatre paragraphes suivants.

Définition
Il est difficile de trouver des définitions qui fassent I’'unanimité aupres de la communauté scien-
tifique, cependant, celles qui suivent sont relativement consensuelles :

— Un agent est une entité qui percoit son environnement et agit sur celui-ci [58].

— C’est un systeme informatique situé dans un environnement et qui agit d’une facon au-
tonome pour atteindre les objectifs pour lesquels il a été congu [46].

— “Un agent est un objet informatique (au sens des langages objets) dont le comportement
peut étre décrit par un « script », qui dispose de ses propres moyens de calcul (un agent
est alors associé a un processus léger), et qui peut se déplacer de place en place (une
place pouvant €tre un site informatique distant du site originel de 1’agent) pour commu-
niquer avec d’autres agents." [27].

Jacques Ferber [26] nous donne quant a lui une définition qu’il considére “minimale" et
“commune” et qui reprend toutes les fonctions majeures d’un agent : “Un agent est une entité
physique ou virtuelle :

— qui est capable d’agir dans un environnement,

— qui peut communiquer directement avec d’autres agents,

— qui est mue par un ensemble de tendances (sous la forme d’objectifs individuels) ou

d’une fonction de satisfaction, voire de survie, qu’elle cherche a optimiser,

— qui possede des ressources propres,
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— qui est capable de percevoir, mais de maniere limitée, son environnement,

— qui ne dispose que d’une représentation partielle de cet environnement (et éventuelle-
ment aucune),

— qui possede des compétences et des offres de services,

— qui peut éventuellement se reproduire,

— dont le comportement tend a satisfaire ses objectifs, en tenant compte des ressources et
des compétences dont elle dispose, et en fonction de sa perception, de ses représentations
et des communications qu’elle recoit.".

De cette définition découle des propriétés qui conferent aux agents les capacités résumées

dans le Tableau 3.1.

Propriété Capacité
Réactivité | Perception de I’environnement pour répondre en temps réel aux changements
Proactivité | Prise d’initiatives
Sociabilité | Interaction avec d’autres agents
Autonomie | Prise de décisions

Tableau 3.1 — Propriétés et capacités des agents

Le paragraphe suivant décrit le classement des agents en fonction de leur typologie.

Les types d’agents

Le classement des agents est intimement lié a leur capacité d’apprentissage, de raisonnement,
de compréhension et de planification. Il dépend aussi de leur autonomie et flexibilité dans un
environnement dynamique. Le classement ci-dessous hiérarchise les groupements selon une
granularité cognitive croissante :

— Les agents réactifs : ce sont des agents passifs qui réagissent seulement a un stimulus. Ce
type d’agent ne dispose pas de module de raisonnement interne. Par exemple, le robot
nettoyeur change de direction s’il rencontre un obstacle (situation, action).

— Les agents proactifs : ce sont des agents dynamiques qui entreprennent, car ils pos-
sedent en plus de leurs attributs et méthodes, des processus internes qui leur permettent
de prendre des initiatives pour réaliser leurs buts. Un agent proactif est donc un agent
“dirigé buts". Par exemple, le robot nettoyeur aspire la poussiere, sinon il avance (actions
en fonction de conditions).

— Les agents cognitifs tels que les agents BDI (Desires, Believes, Intentions) : un agent
cognitif raisonne avant d’agir, il est souvent associé au trio bouclant : perception-raisonnement-
action. Il possede, en plus de ses buts, des notions psychologiques qui peuvent étre ex-
primées par le biais d’attitudes mentales comme les croyances (Belives), les intentions
(Intentions) et les désirs (Desires).

— Les agents mutli-niveaux : il existe différents niveaux d’abstraction permettant différents
niveaux de traitement.
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Apres avoir décrit ce qu’est un agent, reste a expliquer son fonctionnement.

Le fonctionnement d’un agent
Un agent est une entité autonome qui peut €tre assimilée a plusieurs fonctions. Il peut réaliser
une action apres réception d’un message, mais ne peut agir a la place d’un autre agent. Il possede
un certain nombre de compétences telles que la prise de décisions, la capacité a planifier et a
penser. Ces compétences varient selon 1’architecture interne propre a deux familles d’agents dé-
finis par [32] : les agents “tropiques” et les agents “hystérétiques". Les agents tropiques (agents
réactifs) ne possedent pas d’état interne et agissent par réflexe selon leurs perceptions. Leurs dé-
cisions ne dépendent pas d’un historique. D’un point de vue formel, si ¢ représente 1’ensemble
des états du systeme, )\, I’ensemble des perceptions d’un agent a et 3, I’ensemble des actions
réalisables par 1’agent a, alors le processus de décision d’un agent a résulte de deux fonctions
exécutées consécutivement :

— P, : ¢+ )\, : une perception est associée a 1’état du systeme.

— R, @ A, B, :une action est associée a chaque perception.
Les agents “hystérétiques" (agents proactifs, agents cognitifs), possedent quant a eux un état
interne. Cette distinction par rapport aux agents “tropiques” leur permet de mémoriser des in-
formations et de prendre des décisions. Sur un plan formel, si F, représente un état interne
de I’agent a, alors le processus de décision d’un agent a résulte de trois fonctions exécutées
consécutivement :

— P, : ¢+ )\, : une perception est associée a 1’état du systeme.

— M, : M, X E, — E, :unnouvel état interne F, est calculé et mémorisé en fonction de

I’état interne et de la perception de 1’agent a.
— D, : A\, X E, — [, : une action est associée au nouvel état interne de 1’agent a et a sa
perception courante.

La différence majeure entre ces deux types d’agents, par apport a leur processus décisionnel, se
résume donc par leur capacité ou non a mémoriser ce qu’ils pergoivent.

Les agents sont conceptuellement des entités qui appartiennent a un environnement organisé
de maniere a permettre des échanges collaboratifs. Ce type de modélisation nommé communé-
ment SMA est détaillé dans le paragraphe qui suit.

3.3.3 Le systéeme multi-agents

Selon Ferber [26] un systeme multi-agents est un systeme distribué, constitué d’un ensemble
d’agents tels que :
— chaque agent possede des informations et des capacités a résoudre des problemes limi-
tés;
— le contrdle global du SMA soit impossible ;
— les données soient décentralisées;
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— les calculs soient asynchrones (chaque agent peut effectuer des calculs indépendamment

des autres).

L’interaction se caractérise par la mise en relation dynamique de deux ou plusieurs agents
qui réalisent un ensemble d’actions réciproques. Elle peut étre directe, indirecte, a travers 1’en-
vironnement, coopérative ou compétitive. La Figure 3.3 illustre les interactions entre agents,
leur perceptions et leur actions ; chacun d’eux possédant des objectifs et des connaissances.

connais- . _'.',,‘.!
sances ___,.comumcahon 4 }
t}(’r AGENT

“\  perception
ressources| WeENT action

OBJETS DE
L'ENVIRONNEMENT

L=

ENVIRONNEMENT

FIGURE 3.3 — SMA selon Ferber [26]

Les propriétés et roles d’un systeme multi-agents

Dans un contexte SMA, la connaissance et le savoir-faire sont attribués aux différents agents.
Chacun d’eux possede sa propre représentation de 1’environnement et ses propres compétences,
et c’est leur mutualisation qui permet d’atteindre les objectifs d’optimisation comme par exemple
la réduction d’un risque [21]. Par cette propriété un systeme multi-agents est autonome, et n’est
pas contrdlé par un systeme extérieur. Chaque agent est responsable de ses propres compétences
et exécutions qui sont souvent paralleles entre elles [26]. Un systéme SMA est ouvert lorsque
les agents peuvent apparaitre ou disparaitre, sinon il est fermé (pas de communication avec 1’ex-
térieur). Cette caractéristique couplée a I’autonomie confere a certains agents la capacité d’en
créer d’autres et éventuellement de “périr” par suicide. D’un point de vue global, un systeme
est défini comme homogene lorsque tous les agents possedent le méme type de perception (vue
des praticiens dans notre contexte ...) et d’actions (contamination par des agents pathogenes
dans notre contexte ...) et ne différent que par des caractéristiques propres (forme, taille dans
notre contexte ...) [24]. Dans le cas contraire, le systeme est hétérogéne. Aux propriétés que
nous venons de donner, s’ajoutent les roles que I’on peut classer en trois branches :
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— La résolution de problemes distribués : les agents “rationnels" transforment les objets
liés a la description d’un probleme (exemple : agent contaminé — agent non contaminé).
— Simulation de problemes complexes : les agents “réactifs" simulent des actions phy-
siques, biologiques ou sociales qui produisent des modifications du monde (écosysteme :
proies/prédateurs ...).
— Gestion et maintien d’un environnement de travail : agents “cognitifs" dont les actions
évoluent dans le temps et modifient I’environnement (robots ...).
Chacun de ces roles est assuré grace aux capacités et propriétés des entités qui collaborent.
En effet chaque agent est réactif, proactif ou autonome, assurant un lien dynamique et collabo-
ratif entre lui et ses pairs. La différence entre les trois roles dépend de 1’environnement qui est
un élément majeur que nous allons aborder dans la section suivante.

L’environnement

L’environnement est un point clé des systemes multi-agents [31]. C’est un espace commun aux
agents qui supporte les activités des agents et diffuse I’information. C’est une donnée subjec-
tive qui varie suivant la focale d’observation. Par exemple, dans un contexte de prédiction des
risques dans un bloc opératoire, I’environnement des agents infectieux (groupés en une espece)
comprend les praticiens, le matériel chirurgical, le bloc opératoire mais pas eux-mémes.

Dans le cadre de systemes hétérogenes, les capacités et perceptions varient d’un agent a
I’autre (cf 3.3.3). L’agent qui agit en modifiant I’environnement n’est pas forcément celui qui
percoit cette modification. De plus, plusieurs environnements propres a 1’agent co-existent :
d’un coté I’environnement physique constitué d’un espace avec une métrique et de 1’autre 1’en-
vironnement social composé des autres agents connus. L’éventail des propriétés propres aux
environnements des SMA coincide avec I’'immense variétés d’applications a traiter [44]. Ainsi
I’environnement peut-étre :

— Accessible / Inaccessible : un agent accede a I’état complet de 1’environnement pour
(entre autres) choisir une action; 1I’environnement est accessible a I’agent (inutile de
conserver les changements de I’environnement).

— Déterministe / Non déterministe : le prochain état de I’environnement est déterminé par
I’état courant et par 1’action de 1’agent.

— Episodique / Non épisodique : les prochaines évolutions ne dépendent pas des actions
déja réalisées.

— Statique / Dynamique : I’environnement ne change pas pendant que 1’agent réfléchit.

— Discret / Continu : le nombre de perceptions et d’actions est limité.

— Avec / Sans adversaires rationnels.

On ne peut parler de systeme complexe et interactif sans évoquer I’organisation. Un SMA
entre dans cette logique qui est abordée dans le paragraphe qui suit.

L’organisation
Le fonctionnement d’un SMA est directement dépendant de I’organisation des agents intégrés
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au SMA. 1l s’agit de définir les acteurs, leurs roles, et de quelle maniere ils évoluent dans le
systeme. De telles structures révelent le caractere dynamique de ces organisations et les relations
possibles entre groupes d’agents [66]. En effet il existe une mobilité des agents qui leur confere
la capacité d’acquérir et de conserver de nouvelles aptitudes lorsqu’ils passent d’un groupe
a l'autre. A cela s’ajoute la multiplicité des rdles attribuables aux agents qui évoluent dans
plusieurs groupes. A titre d’exemple, un enseignant chercheur en IA (intelligence artificielle)
peut également étre passionné de football. Il peut moduler ses compétences et son langage
respectivement en fonction du milieu dans lequel il évolue et de la population cotoyée. 1l existe
de nombreuses organisations et implémentations possibles qui définissent le comportement et
I’autonomie des agents [43]. Le Tableau 3.2 donne une synthese de celles qui sont les plus

significatives.
Organisation Description
Hiérarchies Un agent est lié a un autre agent par une relation d’autorité
Holarchies Les agents sont organisés en holons : un sous groupe d’agents est subsumé
par un autre agent ou un groupe
Coalitions Collaboration temporaire entre agents pour optimiser les intéréts individuels
Equipes Collaboration collective au sein d’une méme équipe dans un objectif commun

de plusieurs objectifs. Les agents peuvent entrer et sortir des congrégations

Congrégations | Les congrégations sont des collaborations entre agents destinées a la réalisation

Sociétés Les agents sont hétérogenes mais soumis aux mémes normes
Fédérations Les interactions se réalisent uniquement via un délégué
Matrices Un agent peut étre soumis a 1’autorité de plusieurs agents

Combinaisons | Combinaisons entre plusieurs organisations

Tableau 3.2 — Organisations SMA

L’émergence est une caractéristique importante des systemes multi-agents. Ce theme est
abordé dans le paragraphe qui suit.

Emergence
Un phénomene est qualifié d’émergent lorsqu’il est perceptible au niveau global suite aux in-
teractions locales du systéme [83]. Ce sont donc des phénomenes soudains et imprévisibles qui
possedent les propriétés suivantes [33] :
— ostensible : le phénomene est observable au niveau macro;
— radicalement nouveau : le phénomene est inexpliqué au niveau micro;
— cohérent et corrélé : le phénomene a sa propre identité tout en étant lié aux parties du
niveau micro;
— dynamique particuliere : le phénomene n’est pas prédéfini, il s’auto-crée et s’auto-
maintient.
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Ces propriétés caractérisent 1’aspect dynamique et relativement stable dans la durée d’un
phénomene qui lui conferent une identité propre. Notons aussi I’importance de la notion de
nouveauté du phénomene au niveau micro. Il en découle une décentralisation du controle au
niveau macro, substituée par un controle passant par les entités micro, qui rend difficile, voire
impossible, la prévision globale d’un phénomene. Cette impossibilité (description de la chaine
de causalité entre les niveaux) est le propre de I’émergence.

Cette notion ne prend tout son sens que si I’expertise de 1’observateur s’avere insuffisante,
car dans le cas contraire il est possible de définir toute la chaine de causalité entre les niveaux
macro et micro. Au final, I’émergence peut étre définie comme un outil face a notre incapacité
a déterminer tous les phénomenes complexes d’interactions au niveau micro. La Figure 3.4
illustre le cycle caractérisé par I’effet de I’émergence sur 1’organisation des agents, elle-méme
régulée par des contraintes.

Contraintes

FIGURE 3.4 — Relation micro-macro dans les SMA [26]

Autant I’émergence montre qu’il n’est pas utile pour les agents de connaitre le fonction-
nement global, autant la question se pose concernant les méthodes a activer pour aboutir a
une fonction nouvelle. L’ auto-organisation est une piste possible sachant que par définition, un
systeéme est auto-organisé€ lorsqu’il modifie lui-m&me son organisation dans le but de s’adap-
ter a son environnement. Or, comme nous 1I’avons vu précédemment, 1’organisation détermine
la fonction globale du SMA. C’est donc par un ajustement des différents parametres liés aux
agents tels que leurs comportements, leurs inter-relations, leurs créations ou leurs suppressions,
que I’on optimisera I’organisation. Quelques exemples de modélisation de type SMA proches
de notre thématique (prédiction des risques dans le monde médical) sont maintenant présentés.

SMA et prédiction des risques dans le monde médical

L’ensemble des modélisations destinées a prédire les risques dans le monde médical portent
sur I’analyse d’organisations afin d’en éviter les écueils. Les environnements englobent soit des
structures (un hopital, un service ...) soit des natures d’individus (personnels soignants, non soi-
gnants ..) et souvent les deux. Dans ce premier exemple [12], I’auteure propose une approche de
modélisation de patients inspirée de 1I’approche centrée produit du monde industriel. Le SMA
implémenté est un outil de pilotage réactif, dynamique et distribué du parcours patient per-
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mettant de minimiser les délais d’attente et la durée des sé€jours tout en assurant une meilleure
gestion des ressources hospitalieres. Dans [79], le travail de recherche consiste a élaborer un ou-
til de modélisation de I’organisation des secours d’urgence. Cette implémentation, qui se veut
opérationnelle, integre des données télétransmises en temps réel afin d’évaluer différents modes
organisationnels possibles.

L’ étude [90] montre qu’une modélisation multi-agents est adaptée a I’amélioration des com-
portements nutritionnels. L’ ontologie choisie comprend un agent de connaissances personnelles,
un agent d’inférence floue (décrit la base de connaissances) et un agent de génération séman-
tique (évalue les régimes alimentaires). Grace a cette approche les utilisateurs obtiennent des
informations sur leur alimentation et améliorent ainsi leur hygiene de vie alimentaire. Ce dernier
exemple [78] met en avant les systemes de surveillance des patients a distance (SPD) encore trop
sous-exploités actuellement. L’ apport d’une modélisation multi-agents est selon les auteurs, un
outil précieux en matiere d’identification des obstacles et contraintes des systemes SPD. Enfin,
nous renvoyons le lecteur a la présentation des plateformes “Tour de contrdle" et “3D Virtual
Operating Room" se trouvant dans la Section 4.8.4 du Chapitre 4. En effet, ces plateformes
orientées toutes les deux sur la prédiction des risques sont des éléments de comparaison que
nous avons jugés utiles pour le lecteur.

3.3.4 Analyse et bilan d’une modélisation SMA

Dans le cadre de structures complexes nous avons montré dans les précédents paragraphes
que le systeme multi-agents présente de nombreux avantages. Parmi eux, figurent les interac-
tions entre agents de types tres différents. Ainsi, en lien avec notre étude, une relation au sens
mathématique est envisageable entre des univers aussi distincts que sont par exemple la mesure
de la fatigue humaine ou I’efficience d’un matériel chirurgical. D’autre part, parce que les SMA
sont facilement compréhensibles par 1I’ensemble des acteurs mobilisés dans des projets a struc-
ture complexe, les systemes multi-agents entrent dans des démarches participatives essentielles
a I’élaboration de décisions collectives.

On peut émettre cependant une réserve en ce qui concerne les difficultés soulevées par
I’identification de phénomenes émergents et des processus qui conduisent a leur survenue. A
cette réserve s’ajoute 1’acquisition de connaissances d’un systeme considéré comme fermé par
définition. C’est un des axes majeurs de notre réflexion qui nous a conduit a coupler notre SMA
a des paradigmes tel que le raisonnement a partir de cas (RaPC) dont le principe consiste a ré-
soudre des problemes par analogie a partir d’expériences passées. Ce couplage permet aussi de
délester le SMA de la résolution de problemes et de I’auto-organisation qui en découle. Cette
derniere peut en effet conduire a des choix parfois trop complexes entre un comportement mai-
trisé de I’enchainement des agents dans une réflexion botfom-up, et un comportement top-down,
certes plus libre pour les agents mais déstabilisant pour le SMA.

Apres avoir présenté les systemes multi-agents aussi bien dans leur aspect fonctionnel que
formel, nous abordons dans la section suivante les différents systémes a base de connaissances.
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Nous pensons en effet qu’il est difficile de dissocier les spécifications opérationnelles d’un
systeme complexe de la notion de connaissances.

3.4 Les systemes a base de connaissances

Le dictionnaire Larousse nous donne la définition de I’'informatique suivante : “Science du
traitement automatique et rationnel de I’information considérée comme le support des connais-
sances et des communications". A la lecture de cette définition et au regard des progres de
I’intelligence artificielle, nous pouvons convenir de la place prépondérante de 1’apprentissage
et des processus d’acquisition des connaissances propres aux systemes actuels dédiés a la mo-
délisation. Nous présentons dans les paragraphes qui suivent les principaux d’entre eux.

3.4.1 Les réseaux de neurones artificiels

Le cerveau humain possede une fabuleuse capacité de traitement de 1I’information qui confere
a I’homme la faculté de comprendre, de s’adapter aux situations, de retenir, de créer, de ré-
soudre des problemes ... Cette capacité qui s’apparente a I’intelligence a été modélisée pour
donner naissance a I’intelligence artificielle (IA), dont le but est de créer des systémes capables
d’avoir un comportement intelligent. Parmi les différentes techniques développées, les réseaux
de neurones artificiels (RNA) sont aujourd’hui I’'un des domaines qui suscite le plus d’intérét.
Ils s’inspirent tres largement du réseau de neurones biologiques et la littérature est prolifique
sur le sujet.

En ce qui concerne notre étude, nous nous intéressons a leur capacité a prédire ou bien en-
core a classer les données. Les quelques exemples qui suivent sont centrés sur notre contexte
d’étude a savoir le bloc opératoire. [47] utilise les RNA afin de détecter les artefacts spectraux
générés par les éclairages en salle d’opération qui limitent la robustesse de la spectroscopie
Raman (utilisé dans la détection de cellules cancéreuses). Le couplage spectrometre RNA per-
met de détecter ces caractéristiques non linéaires complexes. La classification des arythmies
cardiaques est essentielle lors de la surveillance des patients en salle d’opération. Dans cette
optique, [65] propose une classification précise des signaux extraits d’électrocardiographes.
Les réseaux de neurones sont aussi associés au sein du bloc opératoire comme outil de préven-
tion. L article [67] présente I’implémentation d’un RNA dans le but d’entrainer les respirateurs
a distinguer une situation normale d’une alerte. Citons enfin [11] qui analyse plusieurs outils
d’IA dont les RNA, utilisés afin d’optimiser 1’organisation du bloc. C’est un point crucial qui
impacte de maniere transversale tous les processus liés a une intervention chirurgicale. Les deux
paragraphes qui suivant décrivent le principe général d’'un RNA.

Du neurone au réseau de neurones
Le principe de fonctionnement d’un neurone présenté dans la Figure 3.5 suit toujours les mémes
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étapes : les informations sont introduites sous la forme de signaux (en général des valeurs < 1)
via les entrées x; (: € N). Le neurone k regoit ces valeurs auxquelles sont affectés des poids
Wy;. La fonction de combinaison C}, calcule ensuite le potentiel du neurone k qui correspond

a la somme des poids a laquelle est ajouté un seuil s : Cy = s, + >,  x;Wj,. La fonction
(i,k) € N2
 est ensuite appliquée au potentiel calculé par C}, et retourne la valeur de sortie y;. Plusieurs

types de fonction d’activation existent. Parmi les principales se trouvent :

Neurone k

Fonction de

Wk1 combinaison C,

Fonction
d'activation

Sortie

Entrées Y

dendrites
\

.

corps cellulaire

/

axome

terminaisons
neuronales

noyau (boutons

synaptiques)

FIGURE 3.5 — Neurone artificiel

) ) 1si>2 > seuil
— fonction seuil : p(z) =

0 stnon
1
_ fonction Si ide - -
onction Sigmoide <P(9C) 1+e=
fonction Tanh : () c
— fonction Tanh : p(z) = .
SO 6,1; + 6—1‘

— fonction ReLU : p(z) = max(0,x).

Hormis la fonction seuil, toutes les autres sont continues et dérivables et permettent un
apprentissage automatique qui est explicité dans le paragraphe qui suit. Le principe décrit pour
un neurone reste le méme lorsque le modele inclus plusieurs neurones qui forment dés lors
un réseau. La Figure 3.6 montre un réseau de deux neurones en paralleles. Nous retrouvons
comme pour la présentation d’un neurone : une couche d’entrées (xy, z2, x3), des fonctions de
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combinaison C}, des poids Wy;, des fonctions d’activation ¢ et une couche de sortie (y;, y»). La
plupart des réseaux actuels comportent des couches intermédiaires de neurones dont le nombre
varie en fonction de la complexité du probleme a résoudre.

Fonction de Fonction d'activation
combinaison C,

- y1
Entrées Sorties
> Y,
Fonction de
combinaison C,
FIGURE 3.6 — Réseau de deux neurones
Apprentissage

L apprentissage automatique au sens large consiste a acquérir la capacité a apprendre a partir de
données. Il s’agit donc pour une machine d’augmenter ses compétences dans le traitement de
certaines taches sans programmation spécifique de ces dernicres. Deux types d’apprentissages
existent : I’apprentissage supervisé et I’apprentissage non supervisé. Dans le premier cas, 1’ap-

prentissage est dépendant de la comparaison a la sortie du réseau, de la valeur prédite avec la

. . Y —W)?
valeur réelle. Ainsi, comme le montre la Figure 3.7, une valeur de colit notée C' = u

est calculée puis injectée dans un neurone qui va ensuite ajuster les poids synaptiques. Y corres-
pond a la valeur prédite et IV a la valeur réelle. L apprentissage qui en découle est un processus
itératif visant & minimiser la valeur de C. C’est I’apprentissage utilisé avec le paradigme Per-
ceptron. Dans le second cas, I’apprentissage se fait de maniere autonome sans que I’on fournisse
au systeme des données réelles a comparer en utilisant par exemple la regle de Hebb (“les neu-
rones qui déchargent ensemble forment entre eux des circuits préférentiels"). Sachant que la
méthode choisie pour notre étude est la méthode supervisée, I’apprentissage non supervisé dans
le contexte du RNA ne sera pas développé davantage dans ce manuscrit. En effet dans notre
contexte d’utilisation, nous avons utilis¢ comme jeux de données d’entrainement quelques cas
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FIGURE 3.7 — Apprentissage d’un Perceptron

réels suffisamment significatifs.

Bilan RNA

Le réseau de neurones est un paradigme éprouvé et efficace en matiere de prédictivité. Le ca-
ractere non linéaire de ces systemes permet d’intégrer des environnements tel que le bloc opé-
ratoire (données avec des échelles et métriques différentes). A cela s’ajoute 1’adaptabilité et la
souplesse des RNA, nécessaires dans des environnements fluctuants. Cependant, I’efficacité de
ces systemes, qui dépend de I’apprentissage a partir de données massives, risque d’étre un frein
dans un contexte ou nous ne disposons que de peu de données réelles. Le raisonnement a partir
de cas palliant cet écueil, est décrit dans la section suivante.

3.4.2 Leraisonnement a partir de cas

Le raisonnement a partir de cas résulte d’une convergence entre 1’intelligence artificielle et
la psychologie cognitive. Son principe de fonctionnement consiste a résoudre des problemes
(appelés cas) par analogie avec des expériences passées. Il a émergé dans les années 80 lors-
qu’un intérét tout particulier est apporté sur le réle de la mémoire humaine dans la résolution de
problemes [75]. L’idée générale de ce courant stipule que la résolution d’un probleme est tou-
jours issue d’expériences passées analysées et adaptées (si nécessaire). Plusieurs laboratoires
ont alors apporté leurs contributions, et c¢’est Janet Kolodner qui fut a I’origine de la premiere
implémentation (CYRUS) [50]. Trois principaux courants que nous allons expliciter dans les
trois paragraphes qui suivent ont ensuite succédé a CYRUS.
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RaPC interactif

Ce type de raisonnement est appliqué lorsqu’il existe une interaction entre 1’utilisateur et le
systeme [6]. Les exemples de raisonnement a partir de cas “conversationnels" en sont les plus
représentatifs. Les cas sont composés de classifications textuelles de conversations, d’un en-
semble de couples (question, réponse) et d’un ensemble d’actions [5].

RaPC comme systemes de recommandation

Le raisonnement a partir de cas est considéré comme un systeme de recommandation lorsqu’il
suggere un ou plusieurs produits en fonction des préférences de I'utilisateur. Le crible des pro-
duits résulte de I’analyse de données les plus proches possibles du probleme cible (préférence
utilisateur). Les bases de connaissances sont en générales assez volumineuses comme dans
I’exemple [8] ou I’auteur propose un choix musical a partir d’un titre de chanson.

RaPC textuels
Le raisonnement a base de cas textuels vise a résoudre des problemes a partir d’expériences
dont la description figure dans des documents textuels [52]. Les cas textuels peuvent étre non-
structurés ou semi-structurés. Dans le premier cas, leur description est libre et dans le second
cas le texte est découpé en portions étiquetées (“probleme", “solution"). Le souhait d’obtenir de
maniere automatique le résumé d’un jugement légal est un exemple de ce type de modélisation
[63].

Nous proposons apres ce bref historique de donner une définition et les principes du raison-
nement a partir de cas.

Définition

Selon [75], raisonner a partir de cas revient a résoudre un nouveau probleéme nommé “probléme
cible" a partir d’un ensemble de problemes déja résolus. Le cas source représente une expé-
rience de résolution de problemes passés et appartient a un ensemble nommé “base de cas". Le
cas cible correspond quant a lui au nouveau probleme a résoudre. Le but d’'un RaPC se résume
a I'utilisation d’expériences passée(s) et a leur(s) éventuelle(s) adaptation(s) afin de résoudre un
nouveau probleme. De maniere plus formelle, un cas source est un couple (srce, Sol(srce))
ol srce désigne un probleme source et Sol(srce) sa solution. Un cas cible est un couple

(cible, Sol(cible)) ou cible désigne un probleme cible et Sol(cible) sa solution.

Principe

Le principe du raisonnement a partir de cas est calqué sur le raisonnement par analogie. Il
consiste a mettre en correspondance une situation en cours appelée “cible" avec une situation
issue d’une expérience passée donc déja existante appelée “source". Ainsi, si deux situations
sont analogues, alors il est possible d’établir des relations entre le probleme cible et le probleme
source afin d’utiliser la solution source en réponse a notre probleme cible. Le carré d’analogie
[62] (cf Figure 3.8) résume dans sa globalité le principe que nous venons d’évoquer. Dans ce
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“carré", un cas source est sélectionné en fonction de la valeur de descripteurs d’un probleme
cible. La similarité entre les deux cas résulte d’une mesure notée o. Sachant que les descripteurs
du cas cible sont théoriquement similaires, il est possible d’utiliser les éléments de la solution
source apres d’éventuelles adaptations. Les éléments de la solution source sont reliés par des
relations de dépendance (3 qui sont reproduites par analogie sur le cas cible. Des lors, une adap-
tation de la solution source peut-€tre envisagée en fonction de 1’écart o (mesure de similarité)
pour déterminer la solution cible.

o

probléme

A

probléme source probléme cible

Remémoration

/ :
Cas source -=~’.\ l?)source E’cihfe \,_ Cas cible
\ 7

\i Y

solution

v

solution source solution cible

Adaptation

FIGURE 3.8 — Carré d’analogie [62]

Le raisonnement a partir de cas impose un certain formalisme que 1’on retrouve notamment
dans la représentation d’un cas. Celui-ci est scindé en deux parties : un probléme souvent noté
pb et sa solution souvent notée Sol(pb). Que ce soient pb ou Sol(pb), ils sont décrits par un en-
semble de descripteurs (souvent notés d) et chacun d’eux est formalisé par un couple (attribut,
valeur). Deés lors, un cas source est représenté par un tuple (df, .., d;, D, .., D;) ou d} est le
1" descripteur du probleme source et ou Dj est la k"¢ solution du probléme source. On re-
trouve le méme formalisme avec le cas cible : (d5, .., d;,, DY, .., D;) ot df est le i®me descripteur
du probleme cible et ou Dy, est la k“"*“ solution du probleme cible.

Le processus de résolution d’un probleme propre au RaPC est caractérisé par un cycle a cinq
étapes. Le premier cycle proposé par Aamodt et Plaza [1] comportait les phases Remémoration,
Réutilisation, Révision et Mémorisation. Ce dernier a été enrichi par Mille [61] grace a I’apport
de la phase Elaboration. Les différentes phases illustrées par la Figure 3.9 sont décrites dans les
cinq paragraphes qui suivent.

Elaboration

Lefficience d’un RaPC est a rapprocher de 1’élaboration d’un cas. C’est une étape qui consiste
a formaliser la description d’un probleme cible en amont de la phase de remémoration. Les des-
cripteurs du cas sont choisis de maniere a optimiser la recherche de cas similaires ainsi que leurs
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FIGURE 3.9 — Cycle RaPC

éventuelles adaptations. Le cas cible sera donc défini a partir des connaissances du domaine, né-
cessaires au renseignement des différents descripteurs considérés comme significatifs.

Remémoration

Le raisonnement a partir de cas a été construit selon I’hypothese qu'un ensemble d’expériences
est potentiellement utile a la résolution d’un probleme similaire. Ces expériences enrichissent
une base de cas au fur et a mesure de 1’apprentissage. La phase de remémoration est destinée a
chercher des cas sources issus de cette base et similaires au probleme cible. Il s’agit plus pré-
cisément de sélectionner le meilleur cas source. Cette sélection résulte d’un calcul de similarité
entre le cas cible et les cas extraits d’un ensemble de cas sources. Les mesures sont appliquées
a leurs descripteurs. La littérature en recense un grand nombre qui convergent vers un calcul de
similarités locales ou globales. Ces deux types de calculs sont décrits dans les deux paragraphes
qui suivent.

Calcul de similarités locales 11 s’applique sur les caractéristiques d’un cas. Elles peuvent
étre quantitatives (fréquence cardiaque d’un patient ...) ou qualitatives (type de bistouri utilisé
...). Ces calculs sont liés aux types de descripteurs et aux €chelles considérées : une fréquence
cardiaque égale a 150 pulsations/min est considérée comme similaire a une fréquence cardiaque
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égale a 180 pulsations/min, en revanche une température corporelle égale a 38° n’est pas consi-
dérée comme similaire a une température égale a 40°. Ces calculs sont essentiellement basés
sur les distances comme le montrent les exemples extraits de [76] :

— descripteurs numériques : sim(a,b) = 1 — T',Z;;"e ;
. . _ 1 pour a =>5
— descripteurs symboliques mono-valeurs : sim(a,b) = ;
0 pour a # b
d d
— descripteurs symboliques multi-valeurs : sim(z,y) = card(z) (Y car (y)
card(zJy)

a et b sont les valeurs des descripteurs, card(x) et card(y) correspondant respectivement a
la cardinalité de I’ensemble x et de I’ensemble y, et range est la valeur absolue de la différence
entre la borne supérieure et la borne inférieure de I’ensemble des valeurs traitées.

Calcul de similarité globale 1l est appliqué sur un ensemble d’attributs. Cela revient donc
en général a calculer la moyenne d’un ensemble de similarités locales en pondérant si nécessaire
certains attributs. Les calculs de distances se distinguent les uns des autres en fonction de la
granularité attendue. Citons principalement :

— Weighted Block city : sim(A, B) = Y w;sim;(a;, b;).

1

— la distance de Minkowski : sim(A, B) = [23"  [sim;(a;, b;)]"]" (la distance est
Euclidienne si r = 2 ou de Manhattan sir = 1).

n est le nombre d’attributs, w; le poids du i*™ attribut (3", w; = 1) et sim;(a;, b;) la

similarité locale calculée pour les valeurs a; et b; du 1™ attribut.

Réutilisation

Lors de la phase de réutilisation, une solution est proposée a un nouveau probléme a partir d’une
ou plusieurs solutions extraites d’un ou plusieurs cas remémorés. Des lors, la solution peut-étre
utilisée telle quelle, ou bien elle doit nécessiter une modification. Dans le premier cas de figure
la solution est simplement copiée et dans le second cas de figure une adaptation s’impose. On
retrouve dans [7] trois types d’adaptations possibles :

— Réinstantiation : le cas source est suffisamment proche du cas cible pour que la solution
issue du cas source soit copiée sans modification.

— Adaptation substitutionnelle : une substitution est opérée sur le descripteur de la solution
source remémorée lorsqu’elle est considérée comme non pertinente en I’ état.

— Adaptation transformationnelle : cette adaptation est un recours a 1’adaptation substitu-
tionnelle lorsqu’elle n’est pas applicable. La solution attendue est alors dérivée du ou
des cas remémorés en fonction des contraintes et caractéristiques exigées.

Jean Lieber présente dans [56] une extension de cette notion d’apprentissage. Il décrit par

exemple I’ adaptation par généralisation/spécialisation et 1’adaptation par abstraction/raffinement.
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Il distingue la généralisation de 1’ abstraction ainsi : “La différence principale entre ces deux no-
tions est que la connaissance d’une solution Sol(abst) d’un probleme plus abstrait que pb n’est
généralement pas suffisante pour la résolution de pb alors que la connaissance d’une solution
Sol(gén) d’un probleme gén plus général que pb I’est."”

Révision

La phase de révision permet de tester la solution produite (copiée ou adaptée) lors de 1’étape de
réutilisation. L’analyse et I’apprentissage portés sur les échecs non-prévus peuvent enrichir et
corriger les connaissances du systeme [74]. La révision se compose de deux étapes : I’évaluation
de la solution (par un systeme expert, par simulation, par comparaison avec le monde réel) et son
éventuelle correction a partir des connaissances du domaine. Ce n’est que lorsque 1’évaluation
est satisfaisante que la nouvelle solution retenue peut &tre mémorisée.

Mémorisation

L’enrichissement de la base de cas est tributaire de 1’enregistrement de nouveaux cas validés lors
de la phase de révision. Cela implique parfois la ressemblance avec des cas déja existants qui
peut conduire a la création de doublons. Il convient donc de prendre en compte cette contrainte
en amont de la sauvegarde d’un cas. En pratique un cas est enregistré dans la base lorsqu’il
est issu d’un ancien cas qui subsume le nouveau cas ou lorsqu’il ne dépend pas de cas sources
(remémoration infructueuse ou nouvelle proposition d’expert).

Les applications du raisonnement a partir de cas sont nombreuses que ce soient dans le do-
maine industriel [2], dans 1’analyse de documents textuels [63], dans I’analyse d’images [59]
ou bien encore dans le domaine médical [18] pour n’en citer que les principaux. Le RaPC tient
d’ailleurs toutes ses promesses dans la prédiction et I’anticipation des risques ayant un impact
sur la santé. La littérature prolifique sur le sujet révele deux grandes tendances. La premiere
met plutdt I’accent sur des maladies précises alors que la seconde releve plutdt des organisa-
tions. Nous citerons quelques exemples de ces deux mouvements dans les deux paragraphes qui
suivent.

Les risques liés aux maladies

Dans [18] I’auteur propose un systeme auxiliaire de diagnostic des maladies du foie (principale
cause de mortalité a Taiwan) dont la détection précoce serait profitable aux patients. L’ objectif
est d’intégrer le RaPC a différentes méthodes de classification (RNA, arbre de classification et
de régression, régression logistique) pour les rendre plus précis afin d’éviter les faux diagnos-
tics. L’étude [77] cherche a montrer 1’efficacité de I’anticipation d’une chute d’une personne
agée. Les captures de mouvements sont intégrées dans un outil d’aide a la décision (systeme
RaPC) afin de fournir au physiothérapeute un pronostic quant aux risques de chutes graves.
Dans ce dernier exemple [45], ’auteur souhaite a 1’aide d’une approche RaPC prédire I’effet
de différents traitements sur les troubles anxieux. Cette aide a la décision est précieuse dans un
contexte ou 1I’équipe médicale administre le traitement ayant les meilleures taux de réussite.
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Les risques liés aux organisations

L’ organisation d’interventions d’urgence basée sur la téléphonie mobile est au cceur de 1’article
[39]. Actuellement, les notifications ne sont que des messages courts (SMS) et fournissent trop
peu d’éléments relatifs aux catastrophes d’origines humaines. L’ alternative RaPC propose de
mettre en place un processus de récupération de catastrophes passées et répertoriées dans une
base de cas en appui de ’ontologie SRUM (Systeme de Réponse d’Urgence Mobile). Parmi
les pistes de recherche en tres forte croissance figure la télémédecine. Cette pratique médicale,
qui consiste a échanger des informations entre un professionnel de santé et son patient évite
des déplacements inutiles et trouve tout son sens dans des situations exceptionnelles comme le
confinement. Dans I’article [81] le cycle du RaPC est calqué sur une consultation type (établir
le diagnostic, récupérer le traitement, appliquer les preuves, adapter, retenir) et s’appuie sur
des connaissances antérieures (base de cas) avalisées par les preuves. Ce dernier exemple [72]
présente un outil construit selon le paradigme RaPC, qui cartograhie les pratiques en matiere
de soins de santé lorsque plusieurs spécialités sont sollicitées pour un pronostic final. L’ objectif
est de décliner toutes les collaborations possibles.

Bilan sur I’utilisation des systemes RaPC

La recherche de solutions par analogie avec des problemes résultants d’expériences similaires
passées permet de prendre une décision malgré une connaissance limitée du domaine. C’est
un atout majeur dans une configuration initialisée avec un faible jeu de données réelles. Cet
avantage est a contrebalancer avec la rigidité qu’impose la structure de ces systemes. C’est
pourquoi nous avons opté pour un couplage de notre systeme multi-agents avec le raisonnement
a partir de cas. Ainsi, nous avons associé I'intérét d’une approche de résolution de problemes
par analogie a celui des dynamiques d’interactions et d’auto-organisation propres aux SMA. La
section qui suit en donne deux exemples extraits de la littérature.

3.4.3 Couplage avec RaPC : quelques exemples significatifs

Dans les parties précédentes, nous avons présenté le raisonnement a partir de cas ainsi que
les systemes multi-agents. Nous rappelons que leur couplage permet selon nous, de combiner
les notions d’émergence et d’interactions propres aux SMA avec la résolution de problemes par
analogie propre au RaPC. Les trois exemples qui suivent illustrent ce type de couplage.

Dans sa these, Addelhamid ZOUHAIR, [97] propose “une architecture multi-agents multi-
couches fondée sur le raisonnement a partir de cas dynamiques et incrémentables (RaPCDI)
capable d’étudier les situations dynamiques (reconnaissance, prédiction, et apprentissage de
situations)". Sa principale contribution porte sur la transformation de cycles RaPC linéaires en
cycle RaPC dynamiques structurés en étoile. La plateforme proposée IDCBR-MAS couple le
RaPC au SMA pour palier les manques de dynamicité dans les calculs de similarité, indispen-
sables a I’adaptation du systeme. Cette vision est certes intéressante, mais elle vise essentielle-
ment a enrichir la phase de “remémoration" du cycle RaPC grace aux capacités d’adaptabilité
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et d’autonomie des SMA et ne correspond pas a notre objectif. En effet nous ne cherchons pas
a améliorer ’'un des cycles du RaPC mais plutot a utiliser I’ensemble de ses propriétés pour
enrichir notre systeme multi-agents.

Olivier Chator [19] décrit quant a lui un systeéme collaboratif en charge de répondre aux
attentes d’un maitre d’ceuvre. Ce systeme multi-agents doit donc étre capable de définir un pro-
jet, d’identifier les acteurs et leurs compétences puis d’évaluer le projet a postériori. Il présente
dans ses travaux une entité logicielle (Agent Compétence) “vivante et autonome" intégrée au
sein d’'un SMA possédant son propre cycle de vie, ainsi qu’un modele comportemental per-
sonnalisé et évolutif. A 1’issue, une bourse de compétences enrichie par les expériences sera
interrogée par les acteurs humains. Chacune des compétences n’est plus intégrée a une entité,
mais peut étre partagée par plusieurs d’entre elles. Ce systetme dynamique impose 1’acquisition
active de connaissances. Le raisonnement a partir de cas a été choisi dans cette perspective car
il integre dans son principe d’adaptabilité et de mémorisation la plasticité attendue. Cependant
notre objectif de modélisation orientée agents differe de cette idée dont le concept privilégie
la mutualisation des compétences. En effet, méme si ce partage de connaissances et de compé-
tences existe dans notre concept, chaque agent possede ses propres comportements qu’il enrichit
au fil des expériences grace a une mémoire individuelle. En effet, nous pensons qu’il est essen-
tiel que les buts et les objectifs définis puissent étre individualisés pour certains agents car cette
approche bottom-up caractérise les émergences.

Citons enfin la plateforme POMAESS [95], une modélisation multi-agents ou chaque agent
est expert en résolution de probleme machine et se situe sur des sites industriels différents. Dans
le but d’améliorer la capacité dans la prise de décision, la méthode de raisonnement a partir
de cas a été intégrée au SMA. Méme si ce contexte se rapproche dans 1’esprit du ndtre, une
différence significative existe. En effet, dans POMAESS, les agents cooperent dans un objectif
commun (résolution de problemes), mais contrairement a notre modele, ils ne produisent pas
les événements qu’ils analysent.

L’architecture SMA/RaPC que nous avons implémentée a été enrichie d’outils d’aide a la
décision inspirés de méthodes de clusterisation, dans le but de regrouper des données variant
de maniere similaire dans un intervalle de temps donné. La description de ces paradigmes est
I’objet de la section suivante.

3.5 Les méthodes de clusterisation

Le regroupement de données est une question fondamentale dans 1’apprentissage non super-
visé. Plusieurs méthodes de clustering ont été proposées dans la littérature pour partitionner les
ensembles de données indépendamment du domaine. La clusterisation est souvent réalisée en
amont de I’apprentissage futur. Les méthodes classiques de clustering sont divisées en 8 caté-
gories. Le Tableau 3.3 donne le type d’algorithmes, en résume leur principe de fonctionnement
et cite quelques algorithmes typiques.
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Type Principe de la méthode Algorithmes
Fartition Le centre de gravité des points est considéré comme k-means [57]
le centre du cluster k-medoids [69]
Hiérarchie Les données sont regroupées en fonction de leurs BIRCH [96]
relations hiérarchiques CURE [38]
Théorie floue La valeur discrete de 1’étiquette d’appartenance {0, 1}, | FCM [14]
est transformée en un intervalle continu [0, 1], FCS [22]
pour décrire de maniere plus souple les relations
d’appartenance entre les objets
Distribution Les données, générées a partir de la méme distribution, | GMM [73]
appartiennent au méme cluster sachant qu’il y a
plusieurs distributions dans les données originales
Densite Les données dans la région a haute densité de DBSCAN [25]
I’espace de données appartiennent au méme cluster Mean Shift [20]
Grille L’espace de données original est transformé en une STING [91]
structure de grille dont la taille est définie pour la CLIQUE [4]
clusterisation
Théorie fractal | L’espace est divisé en plusieurs parties qui partagent FC [9]
certaines caractéristiques communes avec 1’ensemble
Modele Sélection d’un modele particulier qui convient le COBWESB [49]
mieux a chaque cluster GMM [73]

Tableau 3.3 — Summary of typical clustering methods

En plus de ces algorithmes standards, des algorithmes plus récents basés sur des Noyaux
[29], sur des Graphes spectraux [88] ou sur I’ Affinité de propagation [30] ont retenu notre at-
tention. En effet, ils sont adaptés a nos variables continues et/ou discretes, robustes et peu sen-
sibles au bruit. Dans notre étude, nous comparons les méthodes classiques de partitionnement
qui nous semblent adaptées a notre contexte. Ceci exclut de nos choix les méthodes Théorie
fractale et Densité plutdt destinées a la reconnaissance des formes, ainsi que la méthode Grille
réservée aux représentations multidimensionnelles. Nous comparons également les trois mé-
thodes récentes mentionnées précédemment. Ces différentes méthodes sont présentées dans les
paragraphes qui suivent.

3.5.1 Meéthode basée sur la Partition

La méthode de clustering Partition permet de classer automatiquement des groupes “natu-
rels”. Formellement, le principe consiste a déterminer pour un certain nombre de classes fixes,
une distribution d’un ensemble de points qui minimise un critere appelé "inertie" ou variance
"intra-classe". L’algorithme itératif du k-means [57] minimise la somme des distances entre
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chaque individu et un centroide (centre de gravité d’un ensemble de points). La répartition des
points de chaque cluster évolue tant que cette somme diminue.

L’ algorithme k-medoids [69] est une variante de k-means qui prend le point le plus proche du
centre des points de données comme référence de cluster. Cette amélioration rend cet algorithme
moins sensible aux valeurs extrémes.

3.5.2 Meéthode basée sur la Hiérarchie

Comme la méthode k-means, la classification hiérarchique ascendante [92] permet de déter-
miner des classes homogenes. C’est une méthode hiérarchique construite du niveau le plus fin
(un seul individu) au niveau le plus agrégé (regroupement de tous les individus). Ainsi, chaque
point est tout d’abord considéré comme un cluster, avant de rechercher les deux cluters les
plus proches. Cette étape est répétée jusqu’au regroupement de tous les points en un seul clus-
ter. Nous obtenons une décomposition qui minimise 1’inertie intra-classe et maximise 1’inertie
inter-classe (dispersion des nuages) comme le montre la Figure 3.10. L’isolement des valeurs
aberrantes au sein d’un cluster est ainsi évité. Le résultat de cet 1’algorithme se présente sous la
forme d’un dendrogramme.

Total inertia Inter-class inertia + Intra-class inertia

FIGURE 3.10 — Calcul de Ward

Dans cette méthode, la relation hiérarchique entre les clusters est facilement détectée, mais
la complexité temporelle reste élevée. L’algorithme BIRCH [96] pallie cette limite. En effet,
il réduit la taille des données initiales en les résumant dans une structure hiérarchique appelée
cluster caractéristique comprenant : le nombre de points, la somme des coordonnées des points,
les coordonnées du centre du groupe et son rayon. Cette pré-étape, qui permet le traitement de
grands ensembles de données est suivie d’une classification hiérarchique ascendante (décrite
ci-dessus) appliquée au centre du groupe.
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3.5.3 Meéthode basée sur la Théorie floue

Dans une classification floue non supervisée, la notion d’ensemble flou est introduite dans
la définition des classes. Ainsi, I’appartenance de chaque point a un cluster est pondérée par
un degré d’appartenance et chaque cluster a un centre de gravité. De maniere équivalente aux
autres algorithmes de clustering, les distances intra-classes sont minimisées et les distances
inter-classes sont maximisées. La différence majeure réside dans le degré d’appartenance a
un cluster attribué a chaque point. Cette méthode floue donne une probabilité d’appartenance
réaliste et donc une précision de clustering relativement élevée. Cependant, la sensibilité aux
valeurs initiales des parametres nécessite la détermination préalable du nombre de clusters.
[’algorithme FCM [14], qui est testé dans notre étude est certainement approprié mais nécessite
une connaissance préalable du nombre de classes.

3.5.4 Meéthode basée sur la Distribution

Dans cette approche, les données sont composées de distributions telles que les distribu-
tions gaussiennes. Les données sont regroupées selon une certaine distribution, sachant que la

distance par rapport au centre d’un point est inversement proportionnelle a la probabilité qu’un
point appartienne a la distribution. La figure 3.11 illustre une distribution gaussienne. Dans cet

exemple, le nombre de cluster k est égal a trois, p; (espérance) désigne le centre du cluster
i€l ; 3]

et o7 indique la variance.
i€l ; 3]

Cluster 2

Cluster 1
Cluster 3
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FIGURE 3.11 — Distribution gaussienne [16]

Comme la Floue théorie, cette méthode basée sur la distribution est efficace en termes de
probabilité d’appartenance a un cluster. En revanche, la complexité temporelle peut étre élevée
et le paramétrage, parfois complexe a une influence sur le résultat et peut produire des aberra-
tions.

L’algorithme GMM [73] applique cette méthode en utilisant des distributions gaussiennes.
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3.5.5 Meéthode basée sur les Noyaux

Le clustering basé sur les noyaux [29] a surmonté la difficulté pour séparer les groupes de
maniere non linéaire. Cette méthode de clustering cartographie les données d’entrée dans un
espace multidimensionnel afin d’analyser les clusters. La figure 3.12 présente un exemple de
mappage de données dans un espace caractéristique multidimensionnel, ce qui permet de les
séparer facilement.

[ ) —
° ° Kernel Fonction e
[ ] /

Input Data Feature space

FIGURE 3.12 — Mappage de ’espace R? vers 1’espace caractéristique

3.5.6 Meéthode basée sur la théorie des Graphes spectraux

La clusterisation basée sur les graphes spectraux consiste a identifier, dans un graphe, les
ensembles de nceuds fortement connectés pour les regrouper au sein d’un cluster. Cette mise
en cluster regroupe les nceuds fortement connectés entre eux et sépare les nceuds faiblement
connectés entre eux. Dans I’exemple de la Figure 3.13, les clusters sont définis en fonction de
la densité du graphe voisin par rapport a la densité globale du graphe.

Cette méthode fournit une clusterisation tres précise, mais la complexité temporelle aug-
mente considérablement lorsque les graphes deviennent plus complexes. L’algorithme CLICK
[82], que nous avons comparé a notre Algorithme similVar (cf Section 5.3.2 du Chapitre 5),
utilise la théorie des graphes spectraux et des techniques statistiques pour classer les données.

3.5.7 Meéthode basée sur I’Affinité de propagation

Dans la méthode basée sur I’ Affinité de propagation, tous les points sont considérés comme
des centres potentiels du cluster et la valeur négative de la distance euclidienne entre deux points
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Cluster 3

Cluster 4 Cluster 3

FIGURE 3.13 — Graph Clusterisation

détermine leur affinité. Ainsi, plus la somme des affinités est élevée, plus la probabilité que le
point soit le centre du cluster est grande.

Lalgorithme que nous avons choisi [30] applique cette stratégie, en maximisant la valeur de
la fonction globale de clustering a chaque itération.

3.5.8 Bilan des méthodes de clusterisation

Les méthodes de clusterisation “classiques" que nous avons présentées offrent des implé-
mentations faciles a mettre en ceuvre et largement éprouvées. En revanche elles nécessitent la
détermination : du nombre de clusters a priori (Partition, Théorie floue) ou du niveau hiérar-
chique des découpages souhaités (Hiérarchie). De plus, elles sont sensibles au valeurs aber-
rantes et les complexités temporelles sont élevées. Les méthodes de clusterisation “récentes"
offrent de meilleures performances en réduisant par exemple les valeurs aberrantes. Les limites
se situent au niveau du paramétrage parfois complexe des outils et de la sensibilité des résultats
par rapport aux nombres de variables (Graphe spectral). Tout comme les méthodes “classiques”
la complexité temporelle est parfois élevée (Affinité de propagation).

3.6 Bilan du chapitre

Ce chapitre consacré a la présentation du contexte scientifique et de 1’état de 1’art propre a
la modélisation prédictive a permis de décrire trois paradigmes que nous considérons comme
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proches de notre projet d’étude : le systeme multi-agents, le raisonnement a partir de cas et la
clusterisation.

Le choix du systeme multi-agents est motivé en grande partie par I’approche Bottom-Up
(modéliser individuellement pour expliquer les phénomenes macro) et par la notion d’émer-
gence. Ces deux concepts sont en effets adaptés a des situations non déterministes. Concernant
le raisonnement a partir de cas, c’est un outil a base de connaissances conforme a nos attentes
car il n’est pas nécessaire d’étre exhaustif sur les connaissances du domaine. De plus il s’agit
d’un systeme évolutif qui s’enrichit au fil des expériences. Il s’integre aussi parfaitement au
paradigme multi-agents considéré dans ce contexte comme “générateur” de cas. Enfin les outils
de clusterisation que nous avons décrit montrent un intérét car ils permettent de classifier des
tendances analogues.

Ce chapitre décrit aussi certaines limites observées pour ces paradigmes par rapport a notre
problématique de prédictivité dans un contexte non déterministe. Nos contributions en réponse
a ces dernieres sont exposées dans la seconde partie du manuscrit.
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Deuxieme partie

Nos contributions
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La seconde partie de ce manuscrit est consacrée a la description de nos trois contributions.
Elle s’appuie sur des contextes scientifiques exprimés dans 1’état de 1’art : paradigmes SMA,
RaPC et méthodes de clusterisation. Nous soulignons a travers les 3 chapitres qui la composent
notre positionnement et nos réponses face aux problématiques de prévention et de prédictivité
d’EIAS.

Dans cette optique, notre premiere contribution exprimée dans le Chapitre 4 décrit et ex-
plique I’'intérét du couplage SMA/RaPC dans un contexte non déterministe tel que le bloc opé-
ratoire. Apres avoir posé notre formalisme, nous montrons qu’une telle architecture capable de
produire un grand nombre de situations (caractérisées par 1’état du systeme) graice au SMA,
couplée a un raisonnement par analogie grace au RaPC est une réponse possible pour prévenir
les risques. Le Chapitre 5 expose les outils d’aide a la décision implémentés et donc notre se-
conde contribution destinée a analyser des interactions entre agents fortement impliquées dans
I’évolution de I’état de notre systeme. Notre troisieme contribution qui est 1I’objet du Chapitre 6
est aussi définie par des outils d’aide a la décision dont I’objet consiste a prédire I’évolution de
notre systeme.

Chacun des chapitres est composé : d’une section implémentation, d’une section résultats et
d’une section discussion.
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Chapitre 4

Couplage SMA/RaPC : une architecture
comme réponse a la prévention des risques
dans un bloc opératoire
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4.1 Introduction

Notre travail de recherche, dont la finalité consiste a prévenir les risques dans un environne-
ment complexe non déterministe souleve de nombreuses problématiques. Parmi elles, la carac-
térisation d’une situation en dehors du champ déterministe reste encore un défi. Notre projet,
axé sur la détection de situations a priori non définies entre dans ce cadre. Malgré le dévelop-
pement de paradigmes orientées sur la modélisation prédictive, certaines questions restent en
suspend. Il s’agit en ’occurrence de la caractérisation d’émergences. Doit-on les considérer
comme : de nouveaux point de vue ? De nouvelles perceptions ? Des dérives ou non dérives de
situations ? De méme, comment peut-on envisager une adaptation voire une capitalisation de
ces émergences, pour faire évoluer un contexte clos par définition. Cette cloture est certes une
garantie quant a la maitrise de 1’aléa mais restreint I’évolutivité du systeme.

Face a cette double problématique, notre objectif consiste donc a construire un systeme
capable de produire des situations qualifiées comme inédites et capable de s’enrichir de ces
dernieres en s’y adaptant. L’architecture fondée sur le couplage des paradigmes SMA et RaPC
est une solution que nous proposons. Dans la suite de ce chapitre nous présentons tout d’abord
ces deux paradigmes puis leur couplage. Le simulateur construit selon cette architecture est
ensuite décrit puis comparé a deux plateformes dont le contexte s’avere étre assez similaire. Un
bilan vient cloturer ce chapitre.

4.2 Modélisation SMA : intéreéts et motivations

Une des premieres interrogations repose tout d’abord sur le type d’organisation que nous
avons choisi et sur les motivations qui nous ont conduit a ce choix. Sachant que nous souhaitons
décrire tout ou parti d’un systeme et en particulier son évolution, la modélisation est selon nous
la plus adaptée des réponses. Notre ambition orientée sur I’émergence et sur la prédiction de
I’évolution d’un systeéme nous incite tout d’abord a opter pour une modélisation agents. La
présente section décrit ce type de modélisation, ses intéréts et ses limites. Notre proposition en
réponse a ces limites est I’objet de la Section 4.3.

4.2.1 Les systemes complexes

Un systeme complexe est composé de plusieurs €léments qui interagissent entre eux simul-
tanément dans un environnement borné, pour former une unité globale. Ces systémes peuvent
s’auto-organiser, produire des actions rétroactives, s’ auto-créer ou s’auto détruire. In fine ils gé-
nerent des émergences observables au niveau macroscopique. Selon Aristote [41] : “la totalité
est plus que la somme des parties". Si I’on se réfere a cette citation, I’émergence confere au
systeme la capacité d’acquérir de nouvelles propriétés dont I’explication ou la déduction vont
au- dela de la seule observation des parties. [10] propose un formalisme résumé ci-dessous.

59



Les structures {S;} (i appartient a I’ensemble d’indices I) sont des systemes (considérés
comme des agents dans notre cas) qui interagissent entre eux et Obs' permet d’observer et
d’évaluer les propriétés en jeu de ces structures telles que les interactions notées Int. Ces in-
teractions générent alors une nouvelle structure : S? = R(S}, Obs', Int'). 1l s’agit du résultat
des processus d’interactions considéré comme une structure émergente avec pour mécanisme
d’observation Obs?. Cela conduit a la définition suivante :

P est une propriété émergente ssi P € Obs*(S?), P ¢ Obs*(S})

Cette définition de I’émergence, montre que 1’acquisition de nouvelles propriétés qui la
caractérise, ne peut s’expliquer par la seule observation des structures. Ainsi par exemple, 1’ob-
servation de la spécificité d’une cellule vivante ne s’explique pas uniquement par I’observation
individuelle de chacune des réactions chimiques. L’émergence souleve donc les questions liées
aux niveaux d’observation et aux interactions inhérentes aux systemes complexes. La modéli-
sation est I’une des réponses apportées a ces interrogations.

4.2.2 Modéele et modélisation

Les nombreuses définitions d’un modele convergent sur le fait qu’il s’agit d’une représen-
tation simplifiée de la réalité. Cela souleéve des interrogations sur la nature du modele. Est-il
une représentation abstraite ou concrete du systeme ? Cherche t-on a globaliser une représen-
tation ou a la sectoriser ? Cela nous conduit a nous interroger sur ce qui nous motive dans la
modélisation.

La premiere motivation est dictée par la volonté de manipuler avec plus de facilité un
concept réel a partir de sa représentation simplifiée. Répondre a des questions ou des probléma-
tiques est la seconde motivation. Plusieurs types de modeles sont susceptibles de répondre a ces
motivations mais se classent dans des finalités tres différentes. Les modeles statiques tels que les
diagrammes de classe UML sont destinés a décrire les systemes. Leur utilisation est fréquente
en amont de I’implémentation d’un module logiciel. Les modeles dynamiques sont plutot réser-
vés a la prédiction souvent associée a I’évolution d’un systeme. Ils sont utilisés dans la gestion
et le controle des systemes et aussi dans des logiques de prédictions préventives. Notre pro-
blématique de caractérisation d’une situation émergente entre dans le cadre d’application d’une
modélisation dynamique. Cependant, cette notion ne précise pas le déterminisme du modele. Ce
statut dépend exclusivement du type de variables utilisé. Lorsqu’elles ne sont pas aléatoires le
modele est déterministe et dans le cas contraire il est non déterministe. Dans notre contexte, la
modélisation est non déterministe et le temps est une donnée non continue mais discrete. Ainsi,
une variable v ne varie pas de maniere continue en fonction du temps mais en fonction d’un
ensemble de valeurs discretes. Celles-ci décrites par I’ensemble ¢ = {cq, ¢1, ..., ¢, } sont telles
que ¢j11 — ¢; = C, ot C désigne un intervalle de temps constant. Les changements d’état des
variables interviennent a intervalle de temps C'. La Figure 4.1 reprend chacune des briques que
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nous avons considérées comme essentielles en réponse a la problématique : “Caractérisation
d’une situation en dehors du champ déterministe".

Systéme D : Non A temps
complexe ynamiqueé geterministe discret

FIGURE 4.1 — Caractérisation du modele

Le choix du modele conceptuel, que nous venons de décrire et de résumer dans la Figure 4.1
est I’étape qui précede le choix du type de simulation. A ce stade nous devons envisager un
simulateur qui permet d’exécuter un modele avec : des transitions entre un état final et un état
initial, des événements, des interactions et des collaborations. La simulation orientée agent qui
répond a toutes ses exigences est I’objet du paragraphe suivant.

4.2.3 Simulation a base d’agents

Nous avons évoqué dans la Section 3.3 du Chapitre 3 les modes de simulation et distingué la
modélisation ascendante, descendante, continue et discrete. Dans notre contexte de simulation
les différentes entités intervenants dans le bloc opératoire sont hétérogenes. Elles interagissent
entre elles et influencent le niveau de risque de survenue d’un événement indésirable grave.
Toutes ces caractéristiques s’integrent dans un mode de simulation centré objet ou les entités
interagissent entre elles. De plus, notre observation est portée sur 1’évolution du comportement
des entités et du systeme dans des pas temps donnés. La modélisation multi-agents qui integre
I’approche ascendante, la simulation a temps discret et une simulation centrée sur des entités
indépendantes nommées agents est selon nous un mode de simulation adapté. A titre de contre
exemple, la modélisation mathématique basée sur les équations différentielles et soumise a une
approche descendante n’est pas adaptée a notre contexte de simulation.

Fondamentalement, 1’agent est une entité en capacité d’agir dans un environnement donné.
Il communique et interagit avec les autres agents et percgoit tout ou partie de son environnement.
Ses comportements résultent de la programmation de modules imputées a des fonctions précises
qui s’exécutent de maniere synchrones ou asynchrones.

Les choix d’implémentation ont une répercussion sur I’évolution de 1’état du systeme, 1’ac-
cessibilité a son état, la dynamique (statique lorsque 1’action de I’agent est nécessaire au change-
ment ou dynamique dans le cas inverse) et la continuité (discret lorsque les actions appartiennent
a un ensemble fini ou continu a contrario).
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Dans notre environnement, ce sont les agents qui influencent I’évolution de 1’état du sys-
teme, et I’ensemble des actions sont définies dans la structure du modele. L’environnement qui
coincide avec notre modele integre donc une dynamique statique et une continuité discrete. Son
accessibilité est partielle ou totale selon les roles, les buts et les actions attribués a chaque agent.

La singularité de la simulation multi-agents réside dans la capacité des agents a interagir.
Qu’elle soit uni-destinataire ou pluri-destinataires, la communication propre a certaines inter-
actions impose un mode de transmission, un langage et un protocole. Chaque agent peut alors
émettre ou recevoir des messages volontairement ou involontairement, directement ou indi-
rectement. Lorsqu’elle est directe la communication impose la connaissance de 1’identité de
I’émetteur et du récepteur. Dans le cas contraire, la communication est dépendante de I’envi-
ronnement et de ses variations. La modification de I’environnement est interprétable comme un
message borné a une topologie impliquant une classe d’agents. Ferber propose une synthese des
différents éléments qui caractérisent un SMA [26] :

— Un environnement F caractérisé par ’ensemble de ses états notés S et comme tout

espace par une métrique.

— Un ensemble d’objets O localisables dans E.

— Un ensemble d’agents A tel que A C O.

— Un systéeme / d’interactions et de communications : envoi de messages, de signaux ...

— Une organisation qui structure A et définit les fonctions de chacun des agents : rdle,

perception, transformation et modification des objets O.
— Une éventuelle relation a des utilisateurs U agissant sur le SMA via des agents interfaces
tel que U C A.

Les principes fondamentaux des SMA que nous venons d’exposer confortent nos motiva-
tions pour ce choix de paradigme évoquées en début de section. Ils argumentent en faveur de leur
utilisation pour notre type de modélisation que nous souhaitons, non déterministe, a intervalle
de temps discret et en capacité d’interactions. Le paradigme SMA que nous avons choisi offre
une approche “individus centrés" autorisant des équations stochatisques individuelles alors que
cette méthode n’est possible qu’au niveau macro dans la plupart des modeles mathématiques.
Les techniques de micro-simulation sont certes venues palier cette lacune [34] mais n’integrent
pas a I’origine la notion fondamentale d’interactions. Le paradigme multi-agents qui englobe
a la fois la modélisation individuelle et les interactions est donc conforme a nos attentes. Ce-
pendant, 1’aspect prédictif au sens prévision de notre modélisation impose une structuration
spécifique du module d’apprentissage qui fait défaut au SMA. Le paragraphe qui suit décrit
cette limite.

4.2.4 Limite d’une modélisation SMA

L’ apprentissage d’un systeme a pour vocation I’amélioration d’une ou de plusieurs pratiques
lorsqu’une adaptation est possible. Dans un syst¢eme multi-agents, un agent est en capacité d’ap-
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prentissage induisant la possibilité d’analyser son environnement pour s’adapter a une situation
et réagir en conséquence afin d’atteindre des objectifs et/ou des buts selon sa typologie. Dans
son article [51] Marc-Olivier Labarre pose les bases théoriques de 1’apprentissage d’'un SMA
qu’il classe en deux catégories : les modeles de décision de Markov et les jeux stochastiques
[13]. Un probleme de décision de Markov (MDP) produit des résultats aléatoires lorsque 1’agent
agit. Il est formalisé par un tuple (S, A, R,T) ou S représente I’ensemble des états, A 1’en-
semble des actions, 7" la matrice S x A x S des probabilités de transitions et 12 la matrice S' x A
des bénéfices. Sur un plan intuitif, ce processus est comparable a un automate probabiliste.
L’ objectif consiste a rechercher le meilleur état possible, bénéfique, par évitement d’états né-
fastes. L’efficacité est a rapprocher des gains et pénalités acquis au long de 1’expérience. Nous
n’évoquerons pas les jeux stochastiques qui est certes un sujet de recherche tres riche et tres
approfondi, mais qui dépasse le cadre de cette these. Ces méthodes d’apprentissage sont révé-
latrices d’une limite majeure si I’on envisage d’inclure la prédictivité. En effet, les mécanismes
nécessaires sont plus complexes car ils doivent intégrer les notions de hiérarchisation et de clas-
sification. Celles-ci sont indispensables a 1’agent pour agir et décider avec toute I’objectivité
attendue. Nous avons expliqué que la solution SMA a été choisie car elle répond a nos attentes
de modélisation d’un contexte non déterministe tel que le bloc opératoire. Nous n’avons donc
pas recherché une autre solution mais plutét une méthode que nous pourrions agréger a notre
SMA afin d’enrichir son processus d’apprentissage. Ce choix est I’objet de la section qui suit.

4.3 RaPC : un apprentissage par analogie

On ne peut dissocier I’apprentissage d’un systeme d’acquisition de connaissances. En la
matiere, les Systemes de Gestion de Bases de Donnée (SGBD) sont des candidats naturels. Ils
permettent de gérer une base de données composée d’une collection de données en relation.
Celles-ci sont alors partagées par plusieurs applications, stockées avec un minimum de redon-
dance et indépendantes des applications. Dans un mode de fonctionnement classique, les dé-
pendances fonctionnelles sont des propriétés congues entre autres pour éviter les redondances.
Une dépendance fonctionnelle peut se formaliser de la maniere suivante : soient R un schéma
de relations, X = {zy,x9,...,z,} et Y = {y1,¥2,...,yn} des sous-ensembles de R. X — YV
ssiV r € R,V la paire de n-uplets ¢ et s € r, t[X] = s[X] = t[Y]| = s[Y] (¢[X] représente la
projection du n-uplets ¢ sur les attributs X). Cette propriété qui stipule qu'une valeur de X dé-
termine au plus une valeur de Y garantit une certaine intégrité a la base de données mais écarte
la possibilité d’une approche de fouille de données par similitude. Or, les notions d’émergence
et de prédictivité imposent aux bases de connaissances un relachement de ces contraintes.

La méthode d’apprentissage profond RNA, que nous avons décrit dans la Section 3.4.1 du
Chapitre 3 est une piste intéressante mais ne montre son efficacité que sur un grand nombre de
données. En effet, un réseau de neurones n’est en mesure de prédire que s’il a été préalablement
entrainé. Notre contexte d’étude étant tres limité en nombres de cas réels exploitables, nous
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avons aussi écarté cette solution mais conservé I’'idée d’un apprentissage au fil de I’eau. Notre
choix s’est donc orienté sur une base de connaissances robuste, évolutive et suffisamment souple
dans ses instances.

Le raisonnement a partir de cas répond a ces criteres car il permet :

— d’enrichir une base de connaissances a partir d’expériences passées,

— de résoudre des problemes par analogies en utilisant des problemes déja résolus,

— d’adapter des solutions aux spécificités spatio-temporelles.

Le couplage du RaPC avec notre modélisation SMA permet de relier deux paradigmes qui
interagissent tout en fonctionnant de maniere indépendante. La démarche est alors orientée dans
un processus de réponse a un probleme global qui implique des traitements différents et une co-
opération entre les systemes impliqués. Les échanges sont bidirectionnels avec une mémorisa-
tion de I’évolution de 1I’état du systeme. Chacun des systemes peut subir I’'influence de 1’autre de
maniere synchrone ou asynchrone. Une vision résumée et formelle de notre couplage est don-
née dans la figure 4.2. Dans cette architecture, la couche langage est la partie programmable de
I’agent qui integre des appels a la couche interactions. Cette derniere gere les communications
entre agents sous couvert de protocoles. Les événements émergent de la couche interactions
et sont gérés par la couche langage. La couche apprentissage est couplée avec le RaPC. Les
comportements, les prises de décision de I’agent en dépendent et sont contrdlées par la couche
langage. La couche simulation qui exécute le code est dépendante des trois autres couches.

Apres avoir motivé notre choix d’architecture, nous présentons dans la suite de ce chapitre
notre implémentation.

4.4 Modélisation SMA : formalisme et description du modéele

En préambule a cette section, nous posons la terminologie relative a 1a modélisation du bloc
opératoire. Les variables d’état sont nommées attributs; elles définissent le comportement de
chaque agent indispensable a I’atteinte des objectifs de simulation. Leurs valeurs sont modi-
fiées a chaque pas de temps de la simulation appelé cycle. Celles-ci conferent au systeéme un
état (état global du systeme) : normal, alert ou failure. En ce qui concerne 1’acquisition des
données, nous distinguons deux modes au sein de notre architecture : le mode non connecté et
le mode connecté également appelé “mode temps réel". Dans le mode non connecté, les don-
nées résultent d’une fonction ou de données statistiques et sont affectées a chaque cycle. Dans
le mode connecté, les données sont issues d’une capture dynamique : les capteurs connectés
(bracelet pour la fatigue, capteurs électrochimiques pour le taux d’infection...) surveillent le
dispositif. Quel que soit le mode considéré, ces sources d’information sont considérées comme
des ressources “a disposition" des agents. Ainsi un agent peut solliciter suivant ses droits une
ou plusieurs instances d’une ressource (par exemple le niveau sonore d’un capteur). Dans cette
theése, nous ne traitons que le mode non connecté qui correspond a celui actuellement mis en
ceuvre. Cette terminologie étant posé, nous abordons a présent I’implémentation de notre archi-
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FIGURE 4.2 — Structure du couplage SMA/RaPC
tecture.

4.4.1 Modele SMA pour le bloc opératoire : formalisme

Nous avons décrit dans la premiere partie, le contexte scientifique de notre theése et présenté
les paradigmes SMA et RaPC dans un cadre général. Nous exposons a présent notre modélisa-
tion SMA utilisée dans le contexte du bloc opératoire.

Pour rappel, un agent pergoit son environnement grace a des capteurs internes et agit sur
celui-ci a partir d’effecteurs. Chaque agent agit indépendamment et 1’état du systeéme résulte de
la sommation de I’ensemble des actions individuelles. L’état du systeme F est donc un ensemble
de partitions d’états individuels E; avec £ = Ey U E; U ... U E,. Chaque agent est autonome
et connait son état e; mais ignore celui des autres agents ainsi que leur position. Il n’a donc
pas connaissance de 1’état global du systeme. Dans la Figure 4.3 1’agent est défini comme une
entité qui percoit une fraction envy, de ’environnement (incluant aussi les autres agents) sur
lequel il agit apres décision. Ainsi, un agent est en capacité d’évaluer 1’évolution locale de 1’ état
du systeme.

Cet état est aussi pour partie dépendant des interactions entre agents classées en interactions
“embarquées” ou “non embarquées". Une interaction “embarquée" est une capacité endogene
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FIGURE 4.3 — Définition d’un agent

d’un agent a; qui lui permet d’interagir sur un agent a;. Ainsi, I’état individuel £; d’un agent a;

peut s’exprimer par la fonction : é : x I/ — R. L’état I/; de I’agent a; est donc dépendant des
Uk

interactions prédéfinies / = U( I ) avec les autres agents et de 1’état global F du systéme.
0<k<n

Ce type d’interactions est implémenté dans un contexte non-connecté (données issues de si-
mulations cf 4.4). La détermination d’interactions “non embarquées" résulte quant a elle d’une
approche déductive. A partir de I’émergence telle que nous I’avons définie dans la Section 3.3.3
du Chapitre 3, nous déterminons des causalités/similarités d’un état global £. La fonction :

E x Ok_>]k

1<k<n  1<k<n

détermine un ensemble d’interactions [ entre un agent a; et d’autres agents a; (i # k). Ces
interactions dépendent de 1’état du systeme et d’un ensemble de causalités/similarités U(Cy,)
avec 1 < k < n. La construction de ’ensemble U(C},) est I’objet du Chapitre 5. Nous y
présentons 1’une de nos contributions dont le principe consiste a classifier (clusteriser) les don-
nées comme réponse possible a la détermination d’interactions [;. Les interactions “non em-
barquées" prennent tout leur sens dans un mode connecté (données issues de capteurs cf Sec-
tion 4.4).
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Le formalisme présenté dans ce paragraphe pointe le regard sur les interactions entre agents.
Nous pensons qu’elles sont des facteurs d’influence majeurs sur I’évolution de 1’état du systeme
et sur la notion d’émergence (cf Section 3.3.3 du Chapitre 3). Celles-ci sont conceptuellement
intégrées a notre modélisation que nous décrivons dans la section qui suit, selon le protocole
ODD (Overview, Design concepts, Details) [37].

4.4.2 Description du Modele SMA pour le bloc opératoire : protocole
ODD

ODD est le protocole que nous avons choisi pour décrire notre modele. Celui-ci offre en
effet I’avantage d’une approche plus formelle que d’autres outils descriptifs tels que I’'UML ou
I’ AML proposé par [17]. Ces derniers sont cependant tres utiles pour les vues globales sous
forme de diagramme. Dans la suite de cette section, nous décrivons notre SMA selon : une vue
générale du modele (Overview), les éléments de conception du modele (Design concepts) et
les détails de fonctionnement du modele (Details). Nous retrouvons a travers cette présentation
ODD les organisations “Congrégations", “Sociétés" et“Hiérarchies" présentées dans la Section
3.3.3 du Chapitre 3.

4.4.2.1 Vue globale : Overview

La figure 4.4 nous donne une vue de la structure globale du modele. Nous avons choisi
un diagramme de type AML plutét qu’UML, en raison de son orientation SMA. En effet, ce
langage étend I’'UML grace a I’intégration de concept tel que AGR (Agent Groupe Rdle) [28].
Nous proposons a présent de décrire cette vision générale en la déclinant selon les trois focales
proposées par Overview : Objectifs, Entités et variables d’état, Processus et ordonnancement.

Objectifs

La modélisation du bloc opératoire a pour objectif la détection d’EIAS en fonction des activités
de chirurgie en salle d’opération. Les activités englobent : les actes humains, 1’activité contami-
nante et I’activité matérielle. Il s’agit de produire un grand nombre de situations dont certaines
peuvent conduire a des EIAS.

Entités et variables d’état

La salle d’opération est congue comme un systeme multi-agents ou chaque entité est représentée
par un agent. Chacun d’eux appartient a un groupe que 1’on nomme espece ou species (par
exemple, I’agent surgeon (chirurgien) appartient a I’espece Personnel) selon les organisations
“Congregations" et “Sociétés". Notons qu’une espece peut n’étre composée que d’un seul agent
(agent alert de I’espece Supervisor). Ce type de modele permet de créer différents scénarios et
de simuler les évolutions possibles de 1’état du systeme. Nous rappelons que les agents agissent
en fonction de leurs propres objectifs et comportements, et interagissent avec les autres agents
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FIGURE 4.4 — Vision global de la structure du modele

ainsi qu’avec leur environnement. Notre modele utilise des agents de type BDI (cf Section 3.3.2
du Chapitre 3 [85]). Ces agents appartiennent a cinq especes : Personnel, Material, Infection,
Patient, Alert décrites dans la Section 4.4.2.4.

Processus et ordonnancement
Dans chaque intervalle de temps (tous les 5 cycles de 30 s chacun), les agents appartenant
aux différentes especes (Personnel, Material, In fectious, Patient et Supervisor) agissent
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selon leurs croyances, intentions et désirs. Les agents Personnel soignent un agent patient;
(0 <7 < n), les agents Material surveillent I’intervention chirurgicale, les agents In fectious
contaminent I’environnement et I’agent Supervisor détecte les dépassements de seuils. Comme
le montre la Figure 4.5, les dépassements de seuils produisent des alertes mais n’interrompent
pas I’activité en salle d’opération.

act Activité Opérer J

Opérer

Dépassement
de seuil

Fin de
l'intervention
ou interruption
(EIGS)

FIGURE 4.5 — Diagramme simplifiée de I’activité “Opérer"

4.4.2.2 Eléments de conception : Design concepts

Les éléments de conception informent sur les concepts de la simulation multi-agents. Parmi
I’ensemble des concepts proposés par [37], nous explicitons : les principes, la stochasticité,
I’émergence, les interactions entre agents et enfin 1’observation.

Principe et stochasticité

Dans notre contexte non connecté, les variables d’état évoluent de maniere aléatoire hormis
la fatigue dont la croissance est continue (cf 4.4.2.4). Les déplacements des agents mobiles
(Personnel et In fectious) sont aussi aléatoires mais sont calibrés en terme de c€lérité et bor-
nés dans ’espace. Ainsi par exemple, un anesthésiste (espece Personnel) a moins de mobilité
qu’un infirmier de bloc opératoire (espece Personnel).

Emergence
Les flux de contamination sont superposables aux déplacements des agents Personnel et cer-
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taines alertes sont précédées par 1’ apparition de trajectoires imputables a des déplacements iden-
tiques répétés.

Interactions

Dans un contexte non-connecté (mode de simulation actuel) toutes les interactions sont paramé-
trables. L attribut noise de 1’agent phone (espece M aterial) peut par exemple interagir ou non
avec I’attribut fatigue d’un agent personnel. Lorsque le mode est connecté, les interactions ne
sont pas paramétrées mais résultent de la réalité.

Affichage

L’affichage du simulateur est divisé en 5 fenétres : une fenétre de paramétrage, une vue grossie
des agents In fectious, une vue de la salle d’opération et des praticiens (Personnel), les gra-
phiques de chaque attribut surveillé et enfin I’affichage des alertes (agent Supervisor). Lors des
simulations, I’utilisateur voit évoluer les agents dans leur vue respective ainsi que les variations
de leurs attributs. Les alertes sont spécifiques aux attributs observés. Ces vues sont présentées
dans la Section 4.8.1.

4.4.2.3 Détails

Nous abordons a présent les détails techniques. Ils sont scindés en trois parties dans notre
contexte : initialisation, données d’entrées et exécution. Nous les présentons dans les trois pa-
ragraphes qui suivent.

Initialisation

Chacune des vues (salle d’opération, agents in fectious, graphiques, agent Superuvisor) est
initialisée en méme temps et indépendamment. Les praticiens (agent Personnel) sont disposés
aléatoirement autour de la salle d’opération ou se trouve I’agent Patient. Les particules conta-
minées et non contaminées (agents In fectious) sont réparties aléatoirement dans leur volume
3D. Les graphiques sont initialisés a partir des valeurs paramétrées, et enfin, I’agent Supervisor
est en état “normal”.

Données d’entrée

Les données d’entrée integrent : le type et le nombre d’intervenants au bloc opératoire, la criti-
cité de I’intervention, le type de fatigue humaine (anxious, no anxious), le type d’évolution de
chaque attribut (ascending, descending, random) et enfin le type et le nombre de particules.

Exécution
Chaque simulation est exécutée dans des intervalles de temps réguliers allant de ¢; a t;,1 1 €

70



[1; n] appelés cycles et pouvant étre paramétrés (par exemple 60s). Les variables d’état nom-
mées attributs définissent le comportement de chaque agent indispensable a 1’atteinte des ob-
jectifs de simulation. Leurs valeurs sont modifiées a chaque cycle de la simulation. Elles nous
donnent 1’état du systeéme qui correspond ainsi a la valeur du ou des attributs de chaque agent
(la température du patient par exemple) a un moment donné (a un cycle donné). Toutes ces va-
leurs conferent au systéme un état (état global du systeme) : normal, alert ou failure. L’ état
normal précede I’état alert; qui est succédé par 1’état failure. Il existe trois niveaux d’alerte
croissants (¢ allant de 1 a 3) dont I’intensité est inversement proportionnelle au temps qui sépare
une alerte d’un incident.

4.4.2.4 Description des agents BDI

Le Tableau 4.1 donne une description des variables d’état de nos agents BDI. La modéli-
sation des especes d’agents et de leurs variables d’état qui figurent dans ce tableau est 1’objet
des cinq paragraphes qui suivent. Une attention particuliere est portée sur 1’agent alert traité
dans le cinquieme paragraphe. En effet, son role est majeur dans I’organisation fonctionnelle du
systeme.

Modélisation de I’espece Personnel

Les agents de 1’espece Personnel ont pour principal objectif (intention) le soin du patient
dans un contexte aussi sécuritaire que possible. Ils utilisent des ressources (desire) et prennent
des décisions a partir de mesures disponibles (belief). Ils peuvent se déplacer (movement de
type move) ou avoir une gestuelle sans déplacement (movement de type in_situ). Dans les
deux cas, une quantité est attribuée au mouvement. Leur expérience (junior ou senior) est
prise en compte lors des simulations.

La fatigue (tiredness) peut étre modélisée a 1’aide de plusieurs méthodes d’acquisition
de données. Il peut s’agir de capteurs dans un mode connecté ou de fonctions dans un mode
non connecté. Dans notre cas (mode non connecté), nous avons choisi de définir la croissance
de la fatigue par une fonction exponentielle (configurable par I'utilisateur) car il s’agit d’un
phénomeéne continu mais non linéaire. Elle est donnée par la relation suivante : f(t) = dae**?
ou : a est la valeur initiale, § la quantité de mouvement cumulée (initialisée a 1), k la constante
de croissance et t le temps . Il convient de noter que chaque personne peut avoir son propre
seuil de fatigue limite. Enfin ils peuvent étre contaminés (in fected) par un agent de 1’espece
Infectious.

Modélisation de I’espece M aterial

Chaque matériel possede une fonctionnalité (function) et risque une éventuelle contamination
(infected) par les agents de 1’espece In fectious. Deux types d’évolution d’efficience d’un
matériel sont a considérer. La premiere suit une courbe de décroissance en général non linéaire
(appareils alimentés par des batteries) et la seconde est caractérisée par une rupture brutale (par
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Espece Attributs Commentaires
Personnel | intention opérer un patient dans des conditions de sécurité optimales
desire utiliser les ressources humaines et matérielles (personal, material)
belief mesures utiles a la prise de décision (monitoring, seuils d’alerte)
fatigue taux de fatigue (échelle allant de 1 1égerement fatigué a 5 épuisé)
movement type de mouvement (déplacement : move ou sur place in_situ)
qty_mvt quantité de mouvement (mesure des distances parcourues, ou
de la gestuelle (quantité de gestes))
infected booléen
experience junior, senior
Material function fonctionnalité du matériel
mat_tiredness | efficience matérielle (échelle allant de 1 efficace a 5 inefficace)
noise_mat niveau sonore émis par un matériel
infected booléen
Infectious | type type d’agent infectieux (contaminant)
local a un impact sur une zone, sur la salle d’opération ou sur les deux
intention contaminer
desire utiliser les vecteurs de contamination (air, eau, surface ..)
belief température, pression de I’air
cont_dist distance minimum de contamination
Patient state état de santé
surgery_type | urgent, non urgent, complexe, non complexe
temperature température corporelle du patient
FeCO2 mesure de la capnie (CO» expiré)
Sp0O2 mesure de la saturation en Og (quantité d’hémoglobine oxygénée
dans le sang)
FC mesure de la fréquence cardiaque
PNI mesure de la pression artérielle
infected booléen
Supervisor | intention éviter les E1AS
desire alerte préventive (avant I’apparition d’ E1 AS)
belief écouter et suivre 1’évolution des données qui influencent
I’intervention chirurgicale
level seuils d’alerte

exemple une lampe d’éclairage). Cela implique donc une distinction des types de matériels que
I’on peut classer en sous-especes si nécessaire. De maniere générale, I’ensemble des appareils
possede ses propres outils de diagnostic et d’alerte assimilables a des boites noires. N’ayant
donc pas acces a ces données, nous avons opté dans le cadre de notre étude pour une évolu-
tion aléatoire et décroissante, ou une rupture aléatoire brutale de I’efficience. L’intégration de
capteurs dans le bloc opératoire est une solution pour pallier la boite noire. On retrouve aussi

Tableau 4.1 — Variables d’état des agents simulés
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parmi nos choix d’attributs noise_mat car les perturbations liées au émissions sonores sont des
facteurs de risques non négligeables.

Modélisation de I’espece In fectious

Les agents infectieux sont classés selon leur type (type) et selon leur localisation (local). Ils
contaminent (¢intention) I’environnement (agents et ressources) avec 1’appui de différents vec-
teurs (desire), en considérant certaines caractéristiques ambiantes (belief). La force de la
contamination repose sur la distance minimum (cont_dist) entre 1’agent contaminant et 1’hote.
La croissance du nombre de particules infectieuses est liée a la présence d’une source de conta-
mination (par exemple le patient) qui augmente ou a I’activité humaine (mouvements dans la
salle d’opération). Leur diminution dépend principalement du traitement de 1’air (régulation
du débit d’air, surpression dans la salle d’opération). Comme il n’existe pas de fonctions mo-
notones types décrivant 1I’évolution de leur nombre, elles peuvent étre définies : de maniere
aléatoire, sur la base de données statistiques ou a partir de capteurs. Cela dit, les agents in-
fectieux n’entrent pas dans le champ des résultats présentés dans ce document car leur impact
(selon I’équipe médicale) est trop marginal.

Modélisation de I’espece Patient

Chaque patient est initialement caractérisé par un état de santé (state) ainsi que par un score
de gravité de 'intervention chirurgicale (surgery_type). Au méme titre que la fatigue, les
constantes du patient utiles a I’évaluation de son état de santé peuvent étre extraites de données
statistiques ou €tre le résultat d’une fonction. Cependant, il n’existe pas de fonction monotone
adaptée a ce type de variation, et I’ ensemble des données disponibles sur les patients sont trop
limitées. Pour cette raison, les données évoluent aléatoirement selon un pas défini par les ex-
perts pour chacun des attributs (par exemple + ou — 0, 2 degré pour la température a chaque
cycle). Nous rappelons que toutes ces données peuvent aussi tre issues de capteurs dans un
mode connecté (non mis en ceuvre pour le moment). Enfin, comme tout autre agent il peut aussi
étre contaminé (in fected).

Modélisation de I’espece Supervisor : agent alert

Chaque agent évolue selon le paradigme BDI que nous avons préalablement défini et qui dé-
termine les regles et les comportements de chacun. Parmi eux se trouve un agent déterminant
en ce sens qu’il joue a la fois le rdle de superviseur dans le SMA et le role d’interface avec le
RaPC. Ce choix d’agent “central" est motivé par notre volonté de simplifier les procédures de
décisions et la liaison avec le RaPC. Il supervise le systeme, 1’adapte et propose des solutions
afin d’éviter les EIAS (intention) selon une organisation “Hiérarchique".

Il supervise le systeme car il gere les niveaux d’alerte en recherchant des analogies avec des
expériences passées extraites d’une base de cas (desire). Cela revient a écouter 1’évolution des
valeurs de chaque attribut (belie f) sensible aux alertes (par exemple la fatigue humaine), pour
les comparer a des seuils (level). Il mesure aussi les interactions entre chaque agent (ou entre
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un agent et une ressource) en fonction de 1’analyse de ces dernieres (cf Section 1 du Chapitre
5). Cela permet de pondérer en retour 1I’évolution des valeurs des attributs des agents concernés.
Ainsi par exemple, une augmentation de I’intensité du bruit de la ressource ventilation entraine
une accélération de la fatigue d’un agent chirugien étant donné la forte interaction entre les
deux.

Il adapte le systeme en modifiant son statut (exemple : normal — alert;). Certains statuts
comme par exemple ’alert; (i € [1,3]) entrainent une action d’information. Cela répond a
I’un des buts majeurs de cet agent qui consiste a prévenir la survenue d’EIAS.

Il propose aussi des solutions a partir d’expériences similaires grace au raisonnement a partir
de cas. Ces préconisations sont toujours soumises a validation par les experts avant toute action
corrective du systeme. Ainsi, par exemple, une alerte qui fait suite a la détection d’un niveau
sonore de la ressource ventilation considéré comme trop élevé nécessite ’accord de I’expert
pour toute modification de la valeur de son intensité préconisée par le systeme. Le changement
de I’état du systeme en conséquence dépend donc de cet accord.

Nous avons notifié en introduction de ce chapitre I’'importance de I’acquisition de connais-
sances dans notre systeme. Il s’agit plus précisément de choisir un paradigme qui integre d’une
part I’enrichissement de sa base de données a partir d’expériences, d’autre part la recherche de
la solution d’un probléme par analogie avec d’autres problemes déja résolus. L’ implémentation
du raisonnement a partir de cas adaptée a ce type d’apprentissage est présentée dans la section
qui suit.

4.5 Modele RaPC pour le bloc opératoire

Les principes du raisonnement a partir de cas ont été expliqués dans le Chapitre 3. Nous
rappelons que ce paradigme consiste principalement a réutiliser une (des) solution(s) (solution
source) d’un ou de plusieurs précédents problemes (probleme source) dans le but d’en résoudre
un nouveau (probléme cible) [75]. Par convention, un cas source est écrit (source,Sol(source))
et un cas cible est écrit (cible,Sol(cicle)). Ainsi source et cible désignent un probleme et
Sol(source), Sol(cible) leur(s) solution(s). Nous décrivons dans les cinq paragraphes qui suivent
1’implémentation choisie pour les cinq phases du RaPC : Elaboration, Remémoration, Réutili-
sation, Révision, Mémorisation.

4.5.1 Elaboration

Un cas est représenté par un couple qui a un identifiant unique et est décrit par deux compo-
santes (Probleme, Solution). Transposé dans notre systéme, il correspond au couple ordonné
(U, R) ou U caractérise une séquence de quadruplets (£, A, V, ¢) et R le couple (S, P).

U est composé de I’entité (agent) E, ot chaque attribut A possede la valeur V" au cycle c. La
premiere composante de R donne le statut S de I’attribut A et la seconde une préconisation P.
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Les composantes de U et de IR sont nommées descripteurs dans la suite de ce manuscrit. Dans
I’exemple :

((nurse, fatigue, 1.5,1200), (normal, no_preco))

la valeur 1.5 est attribuée a I’attribut fatigue de I’agent nurse au cycle 1200. La solution
correspondante indique un état de I’attribut fatigue égal a normal qui ne nécessite aucune
préconisation (no_preco). On retrouve dans cette phase, la structure d’un agent :

E : agent,

A : variable d’état,

V : valeur,

c : cycle de son environnement temporel.

Cela s’explique par le role de la base d’expériences (base de cas) qui traduit “I’histoire" de
nos modélisations selon le paradigme SMA. La Figure 4.6 donne une vue de la formalisation
d’un cas que nous venons de décrire.

pkg

Cas

- Quadruplet : Probléme
- Doublet : Solution

Probléme

_E : agent Solution

- A attribut - Statut : char
-V : float - Préconisation : char
- c: cycle

T

cycle
- nb_cycles : int

FIGURE 4.6 — Diagramme de classe UML : Elaboration d’un cas

4.5.2 Remémoration

Cette étape consiste a identifier les cas sources de maniere a faire correspondre un probleme
cible (probléeme a résoudre) avec un probleme source lorsqu’il existe une analogie entre eux.
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Plus précisément, il s’agit de rechercher la plus forte similitude entre un probleme cible et un
probleme source extrait de la base de cas. Dans notre implémentation, la mesure de similarité
sim(C, S) est définie comme suit :

sim(C.8) = min(- S, Yoy S (1= D) )

sim(C,S) <

avec I = <%> Si Tpi > Yrj> SinON (yp; > w3) I = (yﬂ)
J

Thi

ol zy; et yy; sont respectivement les valeurs associées aux éléments du quadruplet cible (C')
et a ceux du quadruplet source (S) parmi les n quadruplets. Le fait de comparer les éléments en
les quotientant nous exonere des problemes d’échelle propres aux différents descripteurs. Un
cas cible est donc considéré comme similaire d’une part lorsqu’il est le plus proche en termes
de distance d’un cas source, d’autre part lorsqu’il est inférieur ou égal a un seuil d’acceptation
B. Ce seuil est déterminé par les experts au fil des simulations.

Deux types de descripteurs sont a considérer parmi nos cas : les descripteurs quantitatifs
(chiffrés : V, c) et les descripteurs qualitatifs (non chiffrés : £/, A). Concernant ces derniers une
valeur leur est attribuée conformément a leur classification (par exemple les agents d’une méme
espece). Cette “numérisation” est nécessaire a nos calculs de distance. Dans notre étude, les
valeurs entre les descripteurs qualitatifs dissemblables sont suffisamment grandes afin d’écarter
la comparaison de cas qui n’appartiennent pas a la méme classification (cf exemple du Tableau
4.2). Dans I’exemple du Tableau 4.2, I’agent surgeon et I’agent nurse sont affectés du méme
nombre 1 car ils appartiennent a la méme espece. En revanche, le quotient de la valeur des

attributs experience et fatigue égal a 10 (0—2) augmente suffisamment le calcul de distance
(4.1) pour écarter ce cas. ’

Cible/Source Agent Attribut Valeur | Cycle
cible surgeon (1) | experience (2) 4 15
source nurse (1) | fatigue (0,2) | 2,7 20

Tableau 4.2 — Exemple changement d’échelle entre deux attributs

4.5.3 Réutilisation

Dans cette phase, la solution du probleme source la plus similaire au probleme cible est appli-
quée. L’ adaptation concerne uniquement le couple (5, F). Ainsi, le statut d’un attribut normal
d’un cas cible peut correspondre a I’état alert; du cas source le plus similaire et &tre modifié en
ce sens. La préconisation du cas source est, elle aussi appliquée au cas cible.
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4.5.4 Révision

En mode non connecté (mode actuel) les solutions sont évaluées par les experts ou par compa-
raison avec des données réelles. En mode connecté la validation dépend uniquement de I’expert.
Dans les deux cas, un statut dra ft (brouillon) est affecté aux enregistrements en attentes de va-
lidation.

4.5.5 Mémorisation

Selon I’avis des experts ou du comparatif avec un jeu de données réelles, les enregistrements non
encore validés (statut dra ft) sont soit supprimés de la base, considérés comme non conformes,
soit enregistrés (statut dra ft — wvalidated).

Nous avons porté notre attention dans ces deux premicres sections sur la description de
I’implémentation du systéme multi-agents et sur celle du raisonnement a partir de cas. Nous
proposons a présent de décrire I’implémentation du couplage SMA/RaPC ainsi que nos spéci-
ficités afin de mettre en lumiere ’intérét de cette architecture dans notre objectif de prévention
des EIAS.

4.6 Couplage SMA/RaPC

La capitalisation des connaissances dans un systeme complexe peut s’appliquer a des situa-
tions ou toutes les solutions du probleme sont préalablement stockées. Les notions de parcours
de cas similaires et d’adaptation ne sont alors pas actives. En effet, chaque situation est corrélée
a un cas pré-existant. La notion de similarité est en revanche au cceur des modeles dynamiques
qui s’enrichissent par 1’expérience. Notre modélisation d’entités non déterministes entre dans
ce cadre et les valeurs imputables aux solutions ne sont pas forcément connues. Il devient donc
indispensable de disposer d’une mémoire des précédents cas et d’une ontologie capable de la
structurer. Le couplage SMA/RaPC est une réponse possible que nous proposons comme archi-
tecture pour notre modele. La Section 4.6.1 explicite I’implémentation choisie en conséquence.

4.6.1 Vision globale du couplage SMA/RaPC

La Figure 4.7 apporte une vision globale du couplage SMA/RaPC. On y distingue les pa-
radigmes SMA et RaPC. Le systeme multi-agents est composé d’agents qui appartiennent a
différentes especes telles que : Personnel, Infectious et Patient. Les variables d’état dé-
crites dans la Section 4.4.2 caractérisent les comportements, les actions a mener et les objectifs
de chaque agent. Le RaPC est quant a lui représenté selon les quatre cycles (Remémoration,
Réutilisation, Révision, Mémorisation) décrits dans la Section 4.5. SMA et RaPC interagissent
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sous la forme de coopérations. En effet, la détermination de 1’état du systeme et sa mise a
jour dépendent du raisonnement par analogie propre au RaPC. De méme I’enrichissement de
la base de cas découle de 1’état du systeme exhibé a chaque cycle par le SMA. Au-dela d’une
représentation classique, notre architecture intégre une organisation holonique (cf Organisation
“Holarchies" : Section 3.3.3 du Chapitre 3) a notre SMA, et la possibilit€ pour notre raison-
nement a partir de cas d’interagir avec plusieurs sources d’acquisition de données. Ces deux
spécificités sont abordées dans les deux paragraphes qui suivent.

Recherche de cas
sources proches du
probléme cible *

Remémoration : parcours de
la base de cas afin de
trouver le cas le

plus similaire

Réutilisation : adaptation
(plus ou moins importante)
du cas le plus proche

* Interactions

Révision : vérification de
la solution

Mémorisation : mise a
jour de la base de cas

Adaptation du SMA :
mise a jour du statut du
systéme (normal, alerti**, EIAS)
€ (1,2,3)

FIGURE 4.7 — Représentation globale couplage SMA/RaPC

4.6.2 SMA : une organisation holonique

D’apres Koestler [48], une architecture holonique appartient a une organisation qui répond
a trois conditions :

— stabilité : chaque holon est en capacité de réagir quelles que soient les perturbations du
systeme;

— autonomie : chaque holon peut s’autogérer ;

— coopération : chaque holon peut coopérer avec d’autres holons, voire d’autres groupes
d’holons appartenant a différentes couches (niveaux) hiérarchisées.

Cette organisation ou I’on retrouve les principes imputables aux agents BDI est transposable
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aux systemes multi-agents. A cela s’ajoute la possibilité de hiérarchiser les roles de chaque ho-
lon, qui est un point clé de notre architecture. Ces éléments ont motivé 1I’'implémentation de
cette organisation. Notons qu’un holon peut n’inclure qu’un seul agent : agent py et aa dans
notre contexte. La Figure 4.8 décrit les différents types de relations mis en jeu dans la structura-
tion holonique de notre systeme multi-agents. Dans ce zoom de la Figure 4.7, on remarque tout
d’abord qu’il existe des interactions intra et inter especes. Ainsi, par exemple, une déficience
d’un agent m,; associé au bistouri électrique peut non seulement entrainer une modification de
I’état du systeme (normal — alert;), mais peut aussi impacter 1’état de santé du patient (espece
Patient) et mobiliser du personnel (espece personnel) pour pallier cet incident. La figure met
aussi en avant deux types de relations transversales matérialisées par I’agent alert (aa) puis par
les agents de I’espece in fectious (i).

Les premieres sont régies par une hiérarchisation des rdles qui confere a I’agent alert une
ascendance sur les autres especes. Ainsi, cet agent “maitre" peut influencer 1’organisation d’un
ou de plusieurs agents d’une ou de plusieurs especes. Cela se traduit essentiellement par la ca-
pacité a modifier I’environnement pour cet agent (modification de 1’état du systeme). Il s’en
suit une activation d’actions prédéterminées par 1’agent “maitre" sur les agents impactés, sans
pour autant entraver leur I’autonomie. Les secondes qui excluent toute hiérarchisation peuvent
concerner 1’ensemble des especes. Les agents de 1’espece In fectious peuvent par exemple in-
teragir avec d’autres agents et produire en réaction une adaptation de leur comportement intrin-
seque. Dés lors, un agent de I’espece M aterial peut se neutraliser selon son niveau d’infection
s’il le juge nécessaire.

Nous venons de montrer que 1’organisation de type holonique définit les agents comme
un ensemble d’holons qui obéissent a des regles. Le degré d’obéissance (choix des regles a
appliquer) est d’ailleurs étroitement lié au niveau hiérarchique de 1’agent. Cette organisation du
modele impose une structuration des connaissances exposé dans la section qui suit.

4.6.3 Organisation de la mémoire collective

La mémoire individuelle est rattachée a 1’agent qui possede son propre espace de données
matérialisé par une base locale. Chaque agent posseéde son propre champ de connaissances qu’il
peut enrichir et partager. Des lors, la mémoire globale est une somme de mémoires individuelles
mutualisées. Ce systeme se suffit a lui méme lorsque 1’expérience vécue n’est pas une néces-
sité. Dans le cas contraire, le couplage SMA/RaPC montre I’intérét conjoint de la dynamique
du SMA associée a une base de cas incrémentable (base de cas). Nous avons présenté dans
la Section 4.5 la structure d’un cas qui est quasiment similaire a celle d’un agent DBI. Cette
similitude s’explique par la coopération entre les deux paradigmes (cf Section 4.6.1). Chaque
nouveau cas de la base de connaissances résulte de cas vécus par le systeme et satisfait notre
volonté d’apprentissage par I’expérience. Ce type d’implémentation est classique dans le cadre
d’un couplage SMA/RaPC mais nous semble limité car il réduit le champ des sources d’acqui-
sition de données telles que les bases externes ou bien encore les bases de traces. C’est la raison
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SMA Espéce :Supervisor

Espéce :Infectious

*: Interactions

Espéce : Patient

i

FIGURE 4.8 — Organisation holonique du SMA

pour laquelle nous avons intégré ces possibilités a notre architecture. Ces dernieres sont 1’objet
des deux paragraphes qui suivent.

Les traces
Les bases de traces [60] dans le cadre de notre implémentation proviennent essentiellement
de capteurs (capteur de fatigue ...) ou d’appareils de monitoring (fréquence cardiaque ...). Ces
sources sont implémentées comme des agents dont les données expriment I’évolution des va-
leurs de leurs attributs dans un cycle donné. Leur exploitation prévue en mode connecté (désac-
tivée dans notre mode actuel non connecté) nécessite cependant leur restructuration. Nous avons
donc intégré a notre architecture un cycle d’intégration en amont de leur utilisation. Celui-ci,
présenté dans la Figure 4.9, est régi par trois fonctionnalités :
— sélection : la donnée est soit traitée en flux (base de traces issue par exemple de capteurs),
soit filtrée par des requétes (base de connaissances externes);
— structuration : la donnée est structurée au format attendu par la base locale SMA ou par
la base de cas;
— mémorisation : la donnée est stockée dans une base locale avant son transfert.
Ces fonctionnalités formatent les données avant leur intégration dans la base locale SMA
ou dans la base de cas (base de connaissances RaPC) lorsqu’il s’agit de bases externes .
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Base Base locale
de cas SMA

s 1 Base de
/ traces

Sélection

Mémorisation

FIGURE 4.9 — Intégration de bases dans le RaPC

Les bases de connaissances externes

La base de traces est certes un élément complémentaire qui trouve tout son sens en mode
connecté, mais reste une vision locale d’un univers (prévention des risques dans un bloc opéra-
toire) que 1I’on peut étendre. L’acquisition de données dans des systemes distribués pallie cette
difficulté grace a I’ouverture des requétes a d’autres environnements. Pour les mémes raisons
que celles évoquées pour les bases de traces auxquelles s’ajoutent des restrictions sécuritaires
liées au secret médical, ces données externes sont formatées selon le cycle : Sélection, Struc-
turation et Mémorisation (cf Figure 4.9). Elles proviennent de bases de données médicales
anonymisées (plateforme AMI : Assistance Médicale Informatisée [3]) utilisées comme jeux de
données réelles que 1’on souhaite comparer aux données simulées. Cette ouverture a d’autres
sources d’acquisition de données offre aussi la possibilité d’accéder a des serveurs WEB. Cette
option qui impose des contraintes encore plus draconiennes en termes de cyber-sécurité est
écartée pour le moment.

4.7 Synthese de la présentation de I’architecture

L’implémentation de notre architecture couplant un systeme multi-agents avec un raison-
nement a partir de cas est une premiere contribution en réponse a notre objectif de prévention

81



d’EIAS. D’un point de vue plus théorique, il s’agit d’exploiter la capacité d’émergence d’un
SMA (cf Section 3.3.3 du Chapitre 3) afin de mettre en exergue des situations inattendues po-
tentiellement importantes. A cela s’ajoute le raisonnement par analogie qui permet, a partir
d’une base d’expériences, d’apporter des solutions ou réponses a de nouveaux problemes ou
de nouvelles questions. La section suivante présente I'interface du simulateur, la forme utilisée
pour chaque type de données par le RaPC et nos premieres simulations. Leurs interprétations
visent a mettre en lumiere 1’intérét de ce couplage en termes d’émergence.

4.8 Simulateur pour MASSAI

Nous avons décrit dans les premieres sections de ce chapitre, notre architecture construite
selon le couplage d’un systéme multi-agents avec un raisonnement a partir de cas. Nos diffé-
rents choix et contributions en termes de structure y ont €té expliqués. La suite de ce chapitre
est consacrée a 1’aspect simulation. On distingue un aspect visuel a travers le SMA a la diffé-
rence du RaPC plutdt assimilable a la face cachée du simulateur. Les deux sections suivantes
présentent respectivement notre simulateur construit a partir de la plateforme Gama et la struc-
turation des données du RaPC.

4.8.1 Plateforme de simulation CoupSR_PredRB : un outil de prédiction
des risques au bloc

Le choix de la plateforme destinée au développement de notre simulateur s’est porté sur
GAMA qui permet de construire les modeles dans un environnement de développement intégré
(IDE) incorporant le langage GAML (GAMA Modeling Language). Cette spécificité garantit
I’enrichissement du modele et son évolutivité. La plateforme GAMA, riche de plusieurs com-
posants, permet aussi de placer plusieurs modeles de visualisation dans une méme fenétre d’af-
fichage. A tout cela s’ajoute aussi la possibilité de construire des modeles tres complexes grace
aux outils de gestion de I’espace trés performants dans différents environnements synchronisés
a I’'intérieur d’un espace continu de référence.

Comme le montre la Figure 4.10, I’interface utilisateur de notre simulateur CoupSR_PredRB
(Couplage SMA RaPC pour la Prédiction des Risques au Bloc) est scindée en deux blocs. Le
premier est réservé au paramétrage et le second a la visualisation des simulations en cours. Dans
cet exemple, ce dernier est subdivisé en plusieurs fenétres ou évoluent, entre autres, les agents
du bloc opératoire, les constantes patient, les agents infectieux et 1’état du systeéme (visualisation
des alertes).

L’interface de paramétrage (Parameters) permet d’instancier les seuils d’alerte propres aux
attributs surveillés (fatigue humaine, constantes patients, niveau du risque infectieux) et de dé-
terminer le type d’évolution des valeurs (croissantes, décroissantes, aléatoires). A ces paramé-
trages s’ajoutent aussi les possibilités de neutralisation d’un ou plusieurs attributs et de suppres-
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FIGURE 4.10 — Vision globale du simulateur

sion d’un ou plusieurs agents que I’on souhaite exclure de la simulation. La figure 4.11 illustre
les possibilités offertes par 1’outil “Actions" de la plateforme Gama. Chaque attribut d’un agent
peut étre désactivé (alert_fatigue dans notre exemple) et chaque agent peut étre exclu de la si-
mulation par une simple suppression (option “Kil"). Ces fonctionnalités sont utiles pour évaluer
les interactions entre agents.

EEH Browse(1): population of Personnal 52 1 == 0
@O DO @ o B
Attributes # alert_text_tirednes break_time current_sdge current_path destination dexterity display_Personal_T fatigue_limit
o nil false nil nil {67.06600070... 3 false 0.0
[ alert fatigue 1 il false nil il {71.55977873... 3 false 0.0
2 nil false nil nil {99.20906429... 3 false 0.0
.j alert_text_tiredness
.j break_time '
W] current edge Inspect
. current_path "
Focus on all displays
.j destination
W] dexterity @ Highlight
.j display_Personal_Tiredness @ il
I
.j fatigue_limit

.j fatigue_type_pers
.j fatigue_type_pers_val

.j heading

FIGURE 4.11 — Contrdle des atributs et des agents

L’interface de visualisation de la simulation en cours offre plusieurs vues de 1’évolution des
différents attributs que 1’on surveille. Ces vues revétent plusieurs formes selon le type d’agent
modélisé. Ainsi, les praticiens (agents de 1’espece Personnel) sont représentés par des objets
(personnages) évoluant dans le bloc opératoire. L’évolution des valeurs de leur attribut fatigue
est visible individuellement lors du passage de la souris. Les constantes patients sont quant a
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elles représentées par des graphiques (cf vue “global_patient") et les agents de I’espece “Infec-
tious" par une vue 3D. Les alertes qui apparaissent dans la fenétre “failure display" indiquent
leur proximité par rapport a la survenue d’un EIAS (far (éloigné), near (proche), imminent).
Cette approche visuelle est 1égitime dans un contexte de simulation ou I’on ambitionne de mettre
en évidence des alertes.

Nous avons intégré le raisonnement a partir de cas et motivé nos choix dans la section
précédente. La section qui suit présente le mode opérationnel du RaPC et en particulier les
formes et méthodes utilisées pour 1’exploitation de la base de cas.

4.8.2 Exploitation des données : une approche par analogie

L’implémentation d’un raisonnement a partir de cas et la qualité de son exploitation sont
étroitement liées au soin apporté lors de la phase d’élaboration. En effet, la détermination
d’un cas et les index utilisés conditionnent I’ efficacité opérationnelle du RaPC. Les interactions
entre les deux paradigmes (cf Section 4.6.1) imposent soit la création d’une passerelle soit une
méme structuration des données. Cette seconde option que nous avons choisie, nous a conduit
a intégrer les variables d’état d’un agent comme des descripteurs d’un cas tout en conservant
la méme structure de données. Ainsi la variable d’état (attribut) fatigue et ’agent surgeon
sont repris sous cette méme forme et correspondent aux descripteurs A (attribut) et £ (entité)
d’un cas. Actuellement, la base de cas est enrichie a partir du systeme multi-agents. L’exemple
de la Figure 4.12 représente un ensemble de cas qui illustre les états possibles pour chacun
d’eux (normal, failure). Les attributs (temperature, FeCO2, SpO2, PN, FC') de I’agent
patient0 choisis pour cette simulation possedent un statut égal a normal pour les cycles allant
de 15 a 25. Il est égal a failure dans le cycle 65. Il s’agit d’une vision détaillée de I’ensemble
des agents et attributs du systeme sur plusieurs cycles. L’état du systeéme qui, nous le rappelons,
est piloté par I’agent alert est une synthese de I’ensemble des états de tous les attributs observés
a un cycle donné. Tout événement indésirable, résultant de 1’évolution d’un ou plusieurs attri-
buts, modifie alors I’état du systeéme dont la valeur devient failure pour le cycle en cours. Les
précédents états parcourus dans 1’ordre antéchronologique prennent respectivement les valeurs :
alert3, alert2 et alertl.

La Figure 4.13 montre un état failure au cycle 65, puis respectivement alert3, alert2 et
alertl pour les cycles précédents. On observe que I’état failure du systeéme résulte dans notre
exemple de la défaillance d’un seul attribut (cf derniere ligne de la Figure 4.12 : statut failure
de I’attribut fatigue ). Les niveaux d’alertes qui précedent cet état sont ceux qui seront proposés
par le systeme lors de la recherche d’analogie entre le cas cible et le cas source.

Le couplage SMA/RaPC est une architecture destinée a observer la dynamique virtuelle
d’une représentation possible du réel mais permet aussi 1I’émergence de phénomenes imprévi-
sibles. Ce dernier aspect est essentiel dans un contexte ou il est primordial d’étendre 1’univers
des “possibles". La section suivante lui est consacrée.
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4.8.3 Simulateur et émergence
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Nous avons exprimé dans la Section 3.3.3 les différentes définitions d’un phénomene émergent
en nous appuyant sur la littérature [83]. La question qui se pose concerne son évaluation a partir
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du modele et donc sa caractérisation lors des simulations. Dans cet objectif, nous avons consi-
déré un phénomene émergent comme la survenue d’un événement imprévisible et soudain in-
hérent au collectif d’agents. Autrement dit, il s’agit de phénomenes qui ne seraient pas apparus
sans interactions particulieres. L’ exemple du Tableau 4.3 est une illustration d’un phénomene
émergent. II a été construit “artificiellement” en activant puis en désactivant I’agent staphylo a
partir de I'interface de paramétrage. Ainsi, nous observons qu’une interaction (caractérisée par
une distance) entre 1’agent staphylo et patient( entraine des mouvements de type move pour
I’agent nurse. Ce mouvement est la conséquence d’une dualité caractérisée par la volonté de
soigner tout en préservant la sécurité du patient. En revanche, le mouvement in_situ observable
lorsque 1’agent staphylo est désactivé (stmul_umber = 8) traduit un retour a un comporte-
ment considéré comme classique (déja identifié). Ces comportements répondent a 1’ architecture
BDI et notamment aux attributs intention et movement de 1’agent nurse (cf Section 4.4.2).
L’émergence de ce mouvement atypique de la part de 1’agent nurse a été piloté par un jeu d’in-
teractions ciblées (agent staphylo avec I’agent patient(). Cet exemple confirme la relation tres
forte entre le phénomene d’émergence et les interactions entre agents. La détermination de ces
dernieres et leur analyse est I’objet du chapitre 5.

simul_number agent attribut state
7 staphylo | desire (contaminer) | normal
7 patient( infected failure
7 nurse movement move
8 patient( i fected normal
8 nurse movement n_situ

Tableau 4.3 — Exemple de phénomene émergent

La section suivante décrit la singularité de notre plateforme en comparaison des plate-
formes : “Tour de controle " [68] et “3D Virtual Operating Room" [23] considérées comme
assez proches.

4.8.4 Comparaison CoupSR_PredRB avec avec des plateformes simulant
la salle d’opération

Le parcours de la littérature nous a permis de recenser deux plateformes qui semblent se
rapprocher conceptuellement de notre projet. La premiere plateforme [68] est un systeme d’ap-
prentissage profond dédié a la reconnaissance de flux pendant le travail chirurgical. Dans un
but de simplification, nous la nommerons “Tour de controle" dans la suite de cette section. La
seconde plateforme [23] est un jeu de roles destiné aux étudiants en médecine et en soins in-
firmiers. Nous proposons dans la suite de cette section de donner les principes généraux de ces
deux projets, pour ensuite les comparer entre elles.
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Machine et apprentissage profond pour la reconnaissance du flux de travail pendant la
chirurgie

L’ objectif principal de cette “Tour de controle" est d’observer le flux du travail chirurgical afin
que le systeme prenne conscience du contexte chirurgical pour améliorer la qualité des soins
et la sécurité des patients. Les techniques d’apprentissage profond sont les outils utilisés pour
analyser les activités en cours de chirurgie a partir de caméras endoscopiques ou de caméras
fixées au plafond. L’étude conduite actuellement porte sur deux chirurgies : 1’ablation de la

vésicule biliaire (cholécytectomie) et le bypass gastrique.

Jeu de roles “3D Virtual Operating Room'"'

La plateforme “Virtual Operating Room" [23] est un jeu de rdle destiné aux étudiants en mé-
decine et en soins infirmiers. Il consiste pour chaque joueur a prendre le role de praticien qu’il

a ’'intention de jouer. Chacun d’entre eux se retrouve alors dans une salle d’opération virtuelle
avec un patient prét a étre opéré. Cet outil permet au joueur d’€tre confronté a des situations
professionnelles résultant de cas réels d’événements indésirables. Un bilan établi pour chaque
joueur permet d’analyser ses comportements.

Le tableau 4.4 récapitule des éléments de comparaison entre notre plateforme CoupSR_PredRB

et les plateformes “Tour de controle " et “3D Virtual Opreating Room". Nous comparons les
“Objectifs", le “Personnel ciblé" et les “Données d’entrée".

Tour de contrdle

Eléments comparés

CoupSR_PredRB

3D Virtual Operating Room

Objectifs

Générer des alertes et identifier
les nouveaux événements
indésirables graves et prédire
leur survenue

Former les étudiants a la
prévention des risques
dans un bloc opératoire

Améliorer les soins
et alerter

Personnel ciblé

Praticiens de bloc opératoire

Etudiants en médecine et
en soins infirmiers

Praticiens de bloc
opératoire

Mode opérationnel

Un simulateur produit un grand
nombre de scénarios pour
I’émergence et I’analyse des
événements indésirables qui

ne peuvent étre prévus a priori

Jeu de role ot les joueurs
réagissent a de graves
événements

Outil d’IA (apprentissage
profond) pour analyser
les activités du bloc
opératoire

Données d’entrée

Environnement de simulation

Joueurs (étudiants)

Données issues de
caméras endoscopiques
ou de caméras fixées
au plafond

Tableau 4.4 — Comparaison SMA/RaPC avec*“3D Virtual Operating Room"

Comparaison CoupSR_PredRB avec “Tour de controle "
Nous constatons une similitude forte entre les deux outils par rapport a I’objectif de sécurisation
des soins (générateur d’alertes dans les deux cas). Il en est de méme pour le personnel ciblé qui
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est identique pour les deux projets comparés. Ceci dit, au moins trois distinctions sont obser-
vables. La premiere concerne nos objectifs qui vont au-dela de I’alerte grace a I’intégration d’un
outil d’aide a la décision : prédictivité de I’évolution de 1’état du systeme. La seconde concerne
le mode opérationnel. En effet, ce sont des outils d’IA (apprentissage profond) qui ont été choi-
sis pour la “Tour de contréle " alors que notre architecture couple un systeme multi-agents avec
un raisonnement a partir de cas. Cette nuance positionne la “Zour de controle " comme une pla-
teforme d’apprentissage connectée avec le réel, alors que notre contexte de simulation est plutot
destiné a imaginer le réel (prédiction d’évenements a priori non détectables). La troisieme dis-
tinction est liée a la seconde : les données de notre architecture résultent de nos simulations
alors que celles de la “Tour de controle " sont issues du bloc opératoire. La notion de simulation
multi-agents est donc I’élément majeur qui distingue les deux outils. Ce paradigme porté par la
capacité des SMA a produire des émergences est la réponse que nous avons choisie pour générer
des situations a priori non prévisibles. En conclusion, la “Tour de contréle " se rapproche plus
de la version connectée de notre simulateur (données issues de : capteurs de fatigue, de capteurs
de mouvement, de sonometre ...) que nous envisageons en perspective.

Comparaison CoupSR_PredRB avec “3D Virtual Opreating Room"

A la lecture du Tableau 4.4, nous pouvons voir des différences pour chacun des éléments com-
parés. En termes d’objectifs, la plateforme “3D Virtual Operating Room" vise a former les
étudiants tandis que notre architecture est congue pour simuler le monde de la salle d’opération
afin de produire des événements indésirables a priori imprévisibles. Les données d’entrée sont
produites dans le cas du simulateur SMA, par I’environnement de simulation (agents, capteurs),
tandis que dans le cas de la plateforme “3D Virtual Operating Room" elles sont produites par
les joueurs. Ensuite, ce sont les étudiants qui sont ciblés dans “3D Virtual Operating Room",
alors que dans notre simulateur, ce sont les professionnels de santé déja formés ou en formation.
Enfin, le mode de fonctionnement differe entre les deux outils, sachant que “3D Virtual Ope-
rating Room" implique les joueurs sous la forme d’un jeu de role, alors que notre simulateur
fait évoluer des agents virtuels dans 1’environnement de la salle d’opération. En conclusion,
notre architecture, qui permet d’alerter et de prévenir de nouveaux risques, répond a un besoin
opérationnel et éventuellement éducatif, alors que la plateforme “3D Virtual Operating Room"
est exclusivement destinée a la formation.

4.9 Bilan du chapitre

Ce chapitre a pour vocation de justifier le couplage SMA/RaPC a travers la description de
son implémentation. Nous avons présenté notre premicre contribution caractérisée par une ar-
chitecture, qui permet de générer des émergences, mais aussi de capitaliser et d’exploiter les
expériences simulées. Dans cet objectif, nous avons tout d’abord détaillé 1I’implémentation du
modele SMA. Les différentes variables d’états propres a chaque espece d’agents du modele
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SMA ont été explicitées ainsi que la modélisation (roles et buts) choisie pour chacun d’eux.
Nous avons ensuite décrit les cinq phases du cycle RaPC dans le contexte de notre modélisa-
tion. Cela nous a conduit a mettre en avant I’intérét de ce couplage caractérisé par la question
cruciale de I’acquisition de données. Ce terme a d’ailleurs été étendu a la notion d’acquisition de
connaissances dans un contexte ou I’apprentissage est un axe fort de notre projet d’étude. Dans
la Section 4.8.3, I’extrait de simulation choisi montre un exemple de phénomene émergent. Il
révele aussi le role majeur des interactions dans sa survenue. L’identification des ces interac-
tions et les analyses qui en découlent sont 1’objet des Chapitres 5 et 6. Enfin, la Section 4.8.4
a mis en exergue la spécificité de notre simulateur (émergence et prédictivité des risques au
sein d’un bloc opératoire) en comparaison d’une plateforme éducative (jeu de rdles destiné aux
étudiants en médecine) et d’une “Tour de contréle" (Machine et apprentissage profond pour la
reconnaissance du flux de travail pendant la chirurgie).

Dans le Chapitre 5, nous proposons un comparatif entre différentes méthodes de clusteris-
tion destinées a identifier les interactions entre agents.
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Chapitre 5

Clusterisation : comparatif entre plusieurs
méthodes
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5.1 Introduction

Nous avons, dans le chapitre précédent, exposé notre premiere contribution en réponse a
la problématique de prédiction d’événements indésirables dans un contexte non déterministe.
Cette contribution est matérialisée par une architecture basée sur un couplage SMA/RaPC.
L’intérét de cette architecture réside dans la capacité des SMA a produire des phénomenes
émergents, et dans la capacité du RaPC a rechercher des solutions par analogie avec des ex-
périences passées. Ce modele reproduit I’univers du bloc opératoire dont les interactions entre
agents sont la source d’émergences ou d’événements indésirables associés aux soins. La ques-
tion sous-jacente concerne les relations de causalité qui peuvent exister entre ces interactions et
la survenue d’un EIAS ou d’un phénomene émergent. Ces interactions sont de natures variables
(neutres, limitatives ou amplifiantes) et cela joue un role majeur dans 1’évolution de 1’état du
systeme. L’identification des interactions et I’analyse de leur nature est donc au coeur de notre
réflexion dont I’ objectif est centré sur la recherche de causalité(s) d’un EIAS souvent corrélée(s)
a un phénomene émergent.

Le présent chapitre, consacré a I’identification des interactions, expose notre seconde contri-
bution qui se traduit par la mise en ceuvre de méthodes de clusterisation. Les clusters formés
regroupent les agents dont les valeurs des attributs varient de maniere similaire en fonction
de criteres prédéfinis (exemple : regroupement en fonction de variations similaires entre deux
cycles). Nous pensons, en effet, qu'un ensemble d’agents classés selon les mémes criteres de
variation peut traduire un jeu d’influences entre eux conduisant a la survenue d’un EIAS ou
d’un phénomene émergent. Ce positionnement se justifie par la caractérisation d’une influence :
une influence exprime une relation de dépendance entre un agent A et un agent B qui induit
des interactions entre eux. Il convient aussi de noter que que toute influence implique une in-
teraction mais pas forcément I’inverse. L’exemple fictif de la Figure 5.1 montre une variation
assez proche entre 1’attribut anxious (A) de 1’agent surgeon et I’attribut decibel (D) de la res-
source phone. Le cluster regroupant D et A (représenté par leur liaison) n’inclut pas 1’attribut
tiredness ('I') qui n’est pas impacté par le bruit (decibel, D). Tout I’enjeu a travers nos outils
de regroupement consiste donc a identifier les influences effectives entre les agents. Les diffé-
rentes méthodes de classification que nous avons explorées et exposées dans le Chapitre 3 sont
certes adaptées a cette identification, mais présentent des faiblesses que nous avons contournées
avec deux algorithmes : similVar et similVar+. Ces deux outils d’aide a la décision sont décrits
dans la suite de ce chapitre. Leur fonctionnement et leur implémentation y sont présentés. La
performance de similVar est ensuite évaluée puis discutée avant de conclure ce chapitre.
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A : anxious level D : decibel level T : tiredness level

FIGURE 5.1 — Exemple d’influences entre un agent et une ressource

5.2 Clusterisation : une méthode pour identifier des compor-
tements similaires

Rappelons que la classification non supervisée, ou clustering, regroupe des individus sa-
chant :

— que ’on ne connait pas le nombre de groupes;

— que I’on ignore le groupe d’appartenance d’un individu;

— que I’on souhaite classer les individus de maniere homogene en fonction de différentes

variables.

Il s’agit donc d’engendrer des groupes ou 1’évolution des attributs d’un agent d’un méme
groupe sont plus similaires que celles appartenant a d’autres groupes. On construit ainsi des
groupes d’agents qui présentent des évolutions de valeurs d’attributs similaires. Le paragraphe
qui suit décrit la notion de regroupement non supervisé.

5.2.1 Un regroupement non supervisé

En préambule, ce paragraphe définit nos clusters et les éléments qui le composent. En consi-
dérant I’analyse des interactions comme notre objectif a atteindre, nous proposons de regrouper
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les variations de la valeur des attributs des différents agents entre deux cycles (cycle; et cycle;,
(i,4) € [1,n]?). Ces variations sont le résultat de calculs dans une période donnée et ne sont
donc pas définies par avance. Dans ce cadre, I’intérét d’un regroupement non supervisé repose
sur la possibilité d’analyser des données sans connaissance préalable des groupes formés. Cette
forme d’apprentissage prend tout son sens lorsqu’il n’existe pas de tutorat ou de réponse en
cours de clusterisation. Les algorithmes sont autonomes dans leur travail de regroupement de
données. Nous présentons dans la Figure 5.2 un exemple de clusterisation supervisée et non su-
pervisée. Dans le premier cas, un apprentissage a partir de données déja étiquetées a permis de
déterminer la fonction de mappage y = f(x) : correspondance entre une donnée d’entrée x et
une donnée de sortie y. Cette fonction définit la répartition au sein des différentes classes. Ainsi
un nouvel élément est ajouté en a G3 selon f. Dans notre exemple, f répartit au sein d’une
méme classe les objets de mémes formes, et le nombre de classes est dépendant du nombre
de formes. En revanche, les groupes formés dans le cadre d’une clusterisation non supervisée
rassemblent les éléments de méme type (losange, rectangle, cercle) uniquement par similitude :
“Clusterisation non supervisée" présentée dans notre Figure 5.2. Il s’agit d’optimiser un “critere
d’homogénéité" afin que chaque classe soit la plus homogene possible, tout en distinguant le
plus possible chacune des classes. L’indice de ressemblance noté I R est un exemple de critere
d’homogénéité largement utilisé dans la clusterisation de données. C’est une mesure de proxi-
mité qui correspond dans les propriétés qui suivent, a I’application r définie de A x A (ensemble
des objets : A = {x1, 9, ..., v, }) dans R, vérifiant :

r(x;, ©;) =r(xj, x;), V(2 2;) € A XA
r(z;, x;) = R :un objet ressemble a lui-méme
r(z;, z;) < R, ¥V (x;, ;) € A x A: R majore la ressemblance.

L’indice de ressemblance I R est défini selon la relation :

1
IR(x;, xj) = Er(xi, z;), ¥V (z;, z;) € A XA
IR:AxAw|0,1]

Remarque : 7(x;, x;) est souvent associé¢ a un calcul de distance.

Les données a analyser, issues de nos simulations, ne sont pas identifiées par leur appar-
tenance a un groupe. En effet, nous ne connaissons pas au préalable la valeur des différentes
variations qui sont déterminées entre deux cycles au fil des simulations. Nous avons donc opté
pour une clusterisation non supervisée qui nous le rappelons est adaptée aux situations : ou I’on
ne connait pas le nombre de groupes des données a classer, ou 1’on ne connait pas le groupe des
données a classer et enfin ot I’on souhaite obtenir des groupes les plus homogenes possible.
Les méthodes basées sur la Partition et présentées dans le Chapitre 3 sont des outils appropriés
dont nous nous sommes inspirés pour construire nos algorithmes similVar et similVar+. Ces der-
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FIGURE 5.2 — Clusterisation supervisée et non supervisée

niers, explicités dans les trois paragraphes qui suivent, pallient certaines limites que nous avons
relevées dans la Section 3.5 du Chapitre 3 lors de I’étude des algorithmes de clusterisation.

5.2.2 similVar et similVar+ : des outils d’analyse d’interactions

Pour mémoire, I’objectif de cette these qui vise a évaluer 1’état d’un systeme dans le temps
est double. Il consiste en premier lieu a “alerter” lorsque ce dernier s’écarte d’une situation
considérée comme stable et en second lieu a prédire son évolution. Dans ce chapitre, nous nous
attachons en particulier a la notion de classification (clusterisation) qui permet d’analyser la
survenue d’un événement indésirable conséquente aux interactions entre agents. Il en découle
un possible ajustement des niveaux d’alerte et du comportement des agents. Dans cette optique,
notre contribution est matérialisée par deux algorithmes similVar et similVar+ décrits dans les
deux paragraphes suivants. Nous avons souhaité aller au-dela d’autres méthodes de clusteri-
sation (cf Section 3.5 du Chapitre 3), certes intéressantes mais restrictives dans I’analyse des
interactions entre agents. La section qui suit décrit I’algorithme similVar.

5.2.3 similVar : Clusterisation des données pour évaluer les interactions
entre agents

L’algorithme de classification appelé similVar est construit selon nos propres regles de clas-
sification. Il consiste a regrouper les expériences passé€es extraites de notre base de cas pour
lesquelles les variations de la valeur des attributs sur une période donnée sont identiques. Nous
rappelons que les attributs sont les variables d’état que nous avons affectées a chacun de nos
agents dont le détail est présenté dans la Section 4.4.1 du Chapitre 4.
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Lors de la clusterisation, I’algorithme classe tout d’abord les attributs appartenant a la classe

C; (attributs appartenant a une méme période) en clusters 1}, regroupant les attributs
t €1, q] k€ [1, n]
avec des variations similaires. L’algorithme détermine ensuite les occurrences des attributs en

doublons au sein d’un méme cluster  V,  ainsi que la dispersion Disp au sein du cluster.
ke [1, n]
Celle-ci consiste a mesurer la dispersion absolue de la distribution des attributs clusterisés,

sachant que les distributions ont la méme valeur centrale et sont a priori de type gaussien. Elle
est calculée selon la relation :

1 _
. — - L 2
Disp - Z(OZ 0)

O; correspond aux occurrences de I’attribut A; et O = 1 Yo, 01 € [1, n].

La détermination du nombre de doublons et de la dinspersion au sein des clusters permet de
différencier deux clusters a priori semblables (possédant les mémes attributs). Cela augmente
donc la précision de notre clusterisation.

Présentation de I’algorithme
[’algorithme 1 comprend les étapes suivantes :
— Itérations jusqu’a la derniere période ¢ (ligne 2 a ligne 31) :

— Ligne 3 : Regrouper dans des clusters V}, les attributs par variations identiques obser-
vées dans la période ¢ a partir de la classe C; = {Ay, Ay, ..., A} Vi = {Va(4;) =
Va(4;) = ... =Va(A,)}, {i, j, p} € [1, n], Va(A;) : variation de A; dans une
période donnée.

— Ligne 4 : Etiqueter chaque cluster en fonction du statut de chaque attribut :

normal si Y ;) S; = “normal” > 375 | S; = “failure”
failure sinon
S = état de chaque attribut (£ € N).

— Ligne 5 : Déterminer les occurrences des attributs en doublons du cluster Vj, : Dup(V}).

— Ligne 6 : Déterminer la dispersion Disp(V}) du cluster V.

— Ligne 7 a 30 : Sélectionner le meilleur cluster lorsque chacun d’eux inclut le méme
ensemble d’attributs. Le méme candidat est celui qui maximise les occurrences d’at-
tributs en doublons ou celui qui minimise Disp en cas d’égalité.

— ligne 11 a 16 : Sélection du cluster qui maximise le nombre de doublons. Le
cluster qui n’est pas sélectionné est exclu : V; V V; +— 0.
— ligne 17 a 25 : Sélection du cluster qui minimise la dispersion Disp. Le cluster
qui n’est pas sélectionné est exclu : V; V V; +— 0.
La détermination du nombre de doublons et ’homogénéité au sein d’un méme cluster nous
permettent de classer les clusters par ordre de priorité. Ainsi, lorsque plusieurs clusters appar-
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Algorithme 1 : similVar : Algorithme de classification des variations
t Function similVar ({{A1}, {42}, ..., {An}}, @)

2 fort =1toq—1do
3 Regrouper tous les attributs de la classe C; avec la méme variation dans les
classes Vi k € [1; p].
4 Etiqueter chaque cluster en fonction du statut de chaque attribut.
5 Déterminez les occurrences d’attributs en doublons dans V;, : Dup(V}).
6 Déterminez la dispersion de Vj, : Disp(V}).
7 fori=1to pdo
8 for j = 1topdo
9 if (Vi~V;)/+ V, similaire a V; */
10 then
1 if Dup(V;) > Dup(V;) then
12 | V0
13 end
14 if Dup(V;) < Dup(V;) then
15 ‘ Vie— 0
16 end
17 if Dup(V;) = Dup(V;) /+ Comparaison de la
dispersion lorsqu’il a le méme nombre de
doublons */
18 then
19 if Disp(V;) < Disp(V;) then
20 | V0
21 end
22 else
2 | Vi 0
24 end
25 end
26 end
27 end
28 end
29 retourner {1, V5, ...,V }.
30 end
31 end

tiennent a un méme intervalle de variation (clusters similaires), le meilleur candidat est choisi
en fonction du plus grand nombre de doublons et de la plus grande homogénéité.

Algorithme similVar : intérét et motivation Notre algorithme similVar vient pallier les la-
cunes observées sur les méthodes de clusterisation présentées dans la Section 3.5 du Chapitre 3.
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Les principales limites concernent : la détermination du nombre de clusters, la sensibilité des al-
gorithmes au paramétrage et enfin la complexité temporelle. L’algorithme similVar qui produit
un nombre de clusters en fonction de regles (variation de valeurs sur une période) ne nécessite
aucun paramétrage et évite la contrainte liée a la détermination du nombre de clusters. La com-
plexité temporelle égale 2 O(n?) est aussi en faveur de notre algorithme sachant que le nombre
de clusters n est souvent faible en comparaison du nombre élevé d’itérations qu’exigent les al-
gorithmes de clusterisation. La détermination des interactions entre attributs que nous venons
d’expliciter concerne celles qui appartiennent a2 un méme cycle. Au-dela de cette considération,
la question sur les conséquences d’une interaction dans le temps reste posée. Autrement dit,
est-il possible d’identifier I'impact de la variation d’un attribut sur un autre en décalage dans le
temps. Le paragraphe qui suit expose nos propositions pour réaliser cette détection.

5.2.4 similVar+ : Clusterisation des données pour évaluer les interactions
entre agents en décalage dans le temps

La stratégie choisie pour déterminer les interactions entre les attributs avec un éventuel dé-
calage dans le temps s’articule toujours selon le principe d’une classification sous forme de
clusters. Cependant I’'indexation de la base de cas (cycle puis variation des attributs) est inver-
sée. Il s’agit d’une généralisation de notre recherche de possibles interactions entre les attributs
des différents agents. Le fait de ne plus contraindre la recherche d’interactions par cycle, nous
conduit a étendre I’hypothese suivante : si dans un méme cycle, une méme variation apparait,
alors cela peut indiquer un comportement similaire. C’est pourquoi, nous avons enrichi notre
algorithme 1 de deux hypotheses. La premicre nommée H détermine un sens dans la variation :
positif lorsqu’elle augmente et négatif lorsqu’elle diminue. La seconde nommée H' introduit
I’intensité de la variation. Ces deux hypotheses sont définies comme suit :

Soit la variation V' de sens S et d’intensité / d’un attribut A. Soit la variation V' de sens S’ et
d’intensité I’ d’un attribut A’.

— Si une variation V' de sens S (positif ou négatif !. ) induit une variation V' de sens S’,
alors une variation V' de sens —S peut induire une variation V" de sens —S’ (hypothese
H).

— De méme, si une variation V' d’intensité I induit une variation V' d’intensité I’, alors
une variation V' d’intensité kI (k € R) peut induire une variation V' d’intensité kI’
(hypothese H').

Ces deux hypotheses, classifient les attributs selon des types d’évolution caractérisés par un
sens et une intensité sans contrainte de cycles. Cela permet d’élargir les possibilités de similVar
congu pour clusteriser les variations des attributs des agents par variation similaire. Ainsi, nous
étendons la clusterisation de données a la détection des interactions : nous recherchons les cor-

1. Une variation est considérée comme positive lorsqu’elle croit et négative lorsqu’elle décroit

97



rélations entre les attributs de différents clusters selon I’intensité ou le sens de leurs variations.
On peut par exemple détecter par ce procédé I’interaction entre I’attribut noise (bruit) de 1’'un
des agents de I’espece Material et I’attribut fatigue de I’agent surgeon (chirurgien); ces deux
attributs variant avec une intensité similaire et de méme sens. Cette approche permet non seule-
ment de détecter des interactions mais aussi de déterminer les décalages dans le temps entre
ces interactions. La systématicité de ces décalages et leur récurrences sont deux éléments jugés
utiles par les experts.

Présentation de I’algorithme

L’algorithme similVar+ est une extension de 1’algorithme similVar dans la mesure ou il permet
de détecter des interactions et de rapprocher des variations d’attributs en décalage dans le temps
et pas uniquement sur une période donnée. Il débute par une phase d’initialisation de la classe S
qui est constituée de I’ensemble des attributs A; (de chaque agent) toutes périodes confondues
(ligne 1). Cette étape est suivie d’une itération sur I’ensemble des attributs (ligne 2 a 5). Deux
matrices de corrélation sont alors créées a partir de I’ensemble des clusters Vj, et V.| : une ma-
trice M selon I’hypothése H et une matrice de M’ selon I’hypothese H’. L’algorithme retourne
en ligne 6 les clusters obtenus sous la forme d’un ensemble de triplets (X, R;, ;) ainsi que les
différentes matrices construites (M;, M/, t € [1,n]). X; représente 1’ensemble des attributs
résultants de régles R; {R} V {R'} V {R, R'}) dans un ensemble de périodes T;.

Algorithme 2 : similVar+ : Algorithme étendu de classification des variations

/* Initialisation : Clusterisation des données toutes
périodes confondues. Tri par variation, par sens de
variation (positif ou négatif) et par période. ¢=1 */

Initialisation : S <— similVar({ A}, {Az2}, ..., {An}, .

fork=1top—1do

/+ Construction des matrices de corrélation */

3 Construire la matrice de corrélation M selon I’hypothese H a partir de V) et Vi, 1.

4 Construire la matrice de corrélation M’ selon 1’hypothese H' a partir de Vj, et Vi, 1.

5

6

N -

end
retourner
E = {(Xl,Rl,Tl), ey (X, Ry ), F = {Ml, ...,Mn}, F' = {M{, ...7M7’1} }.

La construction des matrices de corrélation (explicitée dans la Section 6.2 du Chapitre 6)
est le principal élément qui distingue ’algorithme similVar+ de 1’algorithme similVar. Dans
le cas de I’hypothese H, une premiere matrice est construite a partir des variations positives
d’un jeu d’attributs £ = {A;, Ay, ..., A, } et la seconde a partir des variations négatives de
ce méme jeu d’attributs. Concernant I’hypothése H’, I’algorithme compare une matrice établie
selon un jeu de variations d’attributs £ = {A;, As, ..., A,,} avec ce méme jeu d’attributs dont
les variations ont été pondérées par un coefficient £ (k¢ € R). La comparaison des matrices
obtenues (selon les hypothéses H ou H') permet de déterminer les liaisons possibles entre les
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attributs. Dans I’exemple de la Figure 5.3, nous comparons les corrélations entre les valeurs des
variations positives des attributs { X7, Xo, X3, X4} (Figure 5.3a) et les valeurs des variations
négatives (Figure 5.3b) de ces mémes attributs. En admettant que 0, 8 soit un seuil d’accepta-
tion pour la corrélation entre attributs (cf Section 6.2 du Chapitre 6), seuls les attributs X, et
X4 évoluent de maniere similaire lorsque le sens de la variation change. Il est donc possible
d’émettre I’hypothese d’une dépendance entre les deux attributs.

X1 Xo Xz Xy X1 Xo Xz Xy
Xi/ 0 04 09 0,8 X/ 0 0,3 0,2 0,3
X 0 0,5 0,8 X5 0 0,6 09
X3 0 0,7 X3 0 0,6
X4 0 X4 0
(a) Exemple matrice de corrélation avec des va- (b) Exemple matrice de corrélation avec des va-
riations positives riations négatives

FIGURE 5.3 — Exemple matrice de corrélation avec des sens contraires de variation

Algorithme similVar+ : intérét et motivation

L’algorithme similVar+ permet d’identifier des interactions possibles entre différents attributs
en décalage dans le temps. L’intérét de cet algorithme est double. Il permet d’une part de déter-
miner de possibles interactions entre les attributs des agents a partir des deux regles H et H'.
D’autre part, il pallie la restrictivité de similVar ou les interactions sont définies uniquement
sur une méme période. La Figure 5.4 est une représentation fictive de 1’évolution des valeurs
de deux attributs A; et A, dans Iintervalle [0.1, 0.35]. Celle-ci illustre I’intérét de similV ar+
auquel a été intégré H et H'. En effet, au regard de I’évolution non monotone du nuage de
points, nous pouvons conclure qu’il n’existe pas de corrélation entre A; et A, et par conséquent
pas d’interactions entre eux. Autrement dit les attributs A; et A, n’évoluent pas de la méme
maniere.

La partie suivante présente les résultats obtenus lorsque nous comparons les performances
de notre algorithme similVar avec d’autres méthodes de clusterisation présentées dans la Sec-
tion 3.5 du Chapitre 3. similVar+ clusterise les données selon similVar. Les résultats de compa-
raisons avec les autres méthodes de clusterisation sont donc identiques a celles de similVar et
ne sont pas traités dans ce chapitre.

5.3 Résultats

Nous proposons de comparer similVar avec d’autres méthodes de classification que nous
avons présentées dans la Section 3.5 du Chapitre 3 : Partition, Hiérarchie, Théorie floue, Dis-
tribution, Modeles, Noyaux, Graphe spectral et Affinité de propagation.
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Nuage de points : attributs A1 et A2

FIGURE 5.4 — Exemple nuages de points entre les attributs A; et A,

Afin d’évaluer les différentes méthodes de clusterisation, nous avons effectué des simula-
tions jusqu’a I’obtention de résultats stables : obtention d’un plateau dans les résultats. Dans le
cadre de notre étude, ce nombre s’éleve a 10 simulations de 150 cas. Ensuite, pour chaque cas
extrait d’un ensemble de données réelles (composé de 55 cas), nous avons recherché le clus-
ter le plus proche en nous basant sur les variations des valeurs des attributs (SpO2, FeCO?2,
PNI, fatigue) observées entre deux cycles. Le jeu de données réelles résulte de 1’extraction
de données patients a partir du logiciel AMI [3] lors de quatre interventions chirurgicales. La
fatigue des praticiens a, quant a elle, été déterminée avec la méme fonction que celle utilisée
dans nos simulations : f(t) = dae*? (cf Section 4.4.2.4 du Chapitre 4). Enfin, les périodes
d’enregistrement des données égales a 30 secondes correspondent a celles définies pour nos
simulations.

Le fait de comparer des variations plutdt que des valeurs, évite les contraintes d’échelles et
permet de déterminer la tendance de 1’évolution (hausse ou baisse). Ce critere de comparaison
est utilisé dans nos résultats présentés dans la Section 5.3.2. La Figure 5.5 est une vue des
données ou apparaissent les différentes variations issues d’un extrait d’'une de nos simulations.
Dans chacune des lignes de ce tableau, se trouve :

— “‘case_attribute" : attribut sélectionné dans la simulation;

"<

— “cycle_begin", “cycle_end" : cycles d’une période ;
— “value_begin", “value_end" : valeurs correspondant respectivement a “cycle_begin" et
“cycle_end";

— “interval_value" : calcul de la différence entre “value_end" et “value_begin" ;

— “interval_quotient" : calcul du quotient de “value_end" par “value_begin".
La classification en clusters est dépendante des données de notre base de cas enrichie lors de nos
simulations. La Figure 5.5 décrite précédemment donne, a travers un extrait d’enregistrements,
les différents éléments utilisés lors de la clusterisation. Parmi ces éléments, interval_quotient
est le critere choisi pour le regroupement des données. 1l regroupe les variations quotientées

et réparties dans des intervalles qui varient selon la granularité souhaitée. Dans notre extrait
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la granularité est la plus fine qui soit car elle correspond au quotient entre case_value_end et
case_value_begin.

Cette étape de clusterisation est succédée par la comparaison de 1’état des attributs des diffé-
rents clusters (normal, failure) avec celui de nos données réelles. Les deux paragraphes suivants
présentent la méthode utilisée et les résultats obtenus lors des comparaisons entre les différentes
méthodes de clusterisation. Ces derniers sont ensuite discutés.

variation_cases simul_number : 1
case_attribute cycle_begin cycle_end case_value_begin case_value_end interval_value interval_quotient
temperature 5 15 37 37,4 0,400 1,011
fatigue 5 15 1,2 1,2 0,000 1,000
Sp02 5 15 98,2 98,3 0,100 1,001
PNI 5 15 14,7 15 0,300 1,020
FeCO2 5 15 45 45 0,000 1,000
temperature 15 25 37,4 37 0,400 0,989
fatigue 15 25 1,2 1 0,200 0,833
Sp02 15 25 98,3 98,5 0,200 1,002
PNI 15 25 15 14,8 0,200 0,987
FeCO2 15 25 48 51 3,000 1,063
temperature 25 35 37 37,4 0,400 1,011
fatigue 25 35 1 0,9 0,100 0,900
Sp02 25 35 54 54 0,000 1,000
PNI 25 35 14,8 14,4 0,400 0,973
FeCO2 25 35 97,9 97,8 0,100 0,999
temperature 35 45 374 37,5 0,100 1,003
fatigue 35 45 09 11 0,200 1,222
Sp02 35 45 51 48 3,000 0,941
PNI 35 45 14,4 14,7 0,300 1,021
FeCO2 35 45 97,8 97,6 0,200 0,998
temperature 45 55 37,5 37,6 0,100 1,003
fatigue 45 55 11 1,2 0,100 1,091
Sp02 45 55 48 45 3,000 0,938
PNI 45 55 14,7 14,3 0,400 0,973
FeCO2 45 55 97,6 97,1 0,500 0,995

FIGURE 5.5 — Variations attributs entre deux cycles

5.3.1 Méthode

Quel que soit la méthode de clusterisation évaluée, nous avons opté pour un méme protocole
de comparaison lors de nos traitements. Les différents algorithmes de clusterisation que nous
avons comparés a similVar ont été implémentés avec 1’outil statistique “R". La Figure 5.6 donne
une vision de classifications obtenues entre les cycles 15 et 25 avec la méthode de partitionne-
ment de données k-means. Dans cet exemple, figurent en abscisse les intervalles des différentes
variations et en ordonnées les occurrences obtenues pour chaque attribut des différents agents.
Chaque cluster est étiqueté comme normal ou failure et désigne un événement indésirable
associé aux soins selon la regle suivante :
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{ failure dans le cas contraire

cluster_state =

L’état du cluster (cluster_state) dépend de la valeur du quotient avec au numérateur les
p q p
occurrences sans failure () n;) et au dénominateur I’ensemble des occurrences () f;+> n;,
i=0 j=0 =0

f; désigne une occurrence failure). La comparaison du quotient avec une constante 3 offre de
nombreuses possibilités dans la détermination de 1’état des clusters (normal, failure). Ainsi,
par exemple, il est tout a fait possible d’étiqueter un cluster avec I’état failure lorsque seuls 30
% des cas possedent cet état.

50 !‘J
40

FATIGUE Spo2
30 Spo2 _,(/’ FATIGUE \

normal FATIGUE FeCO2
failure
— normal
FATIGUE
20 H FeCO2
FATIGUE
Spo2
FATIGUE
10
0 ol1 0/2 03 0[4 0l5 ol6 0|7 ols ole 1jo

FIGURE 5.6 — Représentation de 3 clusters avec la méthode des k-means.

Apres cette étape de détermination des clusters et de leur étiquetage, nous avons comparé
chaque cas de notre jeu de données réelles avec le cluster le plus analogue. Nous rappelons
qu’une approche par analogie propre a la phase de “remémoration" du cycle RaPC consiste
a rechercher la plus forte similitude entre un cas cible et un cas source. Dans notre contexte
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notre choix s’est porté sur un calcul de distance (définis selon nos regles : cf Section 4.5.2
du Chapitre 4) entre un cas réel et un ensemble de données de méme nature (cluster). Les
cas sources €ligibles sont les cas les plus similaires, donc ceux minimisant cette distance. Les
résultats obtenus sont présentés dans le paragraphe suivant.

5.3.2 Présentation des résultats

Les Figures 5.7 et 5.8 présentent, a titre d’exemples, respectivement nos résultats extraits
d’une simulation puis de dix simulations avec la méthode similVar. Pour chaque cycle, I’état
d’un cas réel (state_case d’un case_number) est comparé a celui d’un cluster (state_cluster
d’un cluster_number). Lorsque I’égalité est vérifiée (state_case = state_number), la valeur 1
est assignée a result_similarity. La valeur 0 est affectée dans le cas contraire. Le résultat final
(Result) donne la proportion du nombre de cas analogues (state_case = state_cluster) par
rapport a I’ensemble des cas issus d’une seule simulation (cf Figure 5.7) ou de dix simulations
(cf Figure 5.8). La méthode de calcul présentée pour comparer 1’algorithme similVar avec un
jeu de données réelles est aussi appliquée a I’ensemble des méthodes de clusterisation. Cela
évite les biais imputables a la variabilité des méthodes.

Ce premier travail d’évaluation du calcul de similarité pour chacune des méthodes de clus-
terisation nous a permis ensuite d’établir un comparatif entre elles. Les résultats des différentes
méthodes de clusterisation sont présentés dans le tableau 5.1 et dans les figures 5.9 et 5.10.
Le tableau récapitule I’ensemble des résultats observés apres : 2 simulations, 4 simulations, 6
simulations, 8 simulations et 10 simulations. Chaque valeur de la colonne “Résultat” indique
en pourcentage le nombre de cas qui ont le méme statut (normal, EIAS) que celui des cas réels
comparés. Ce pourcentage est noté S dans la Figure 5.9. Les valeurs de la colonne “Disp” in-
diquent la dispersion relative de I’ensemble des valeurs prises lors des simulations observées :
Disp = — ou o représente 1’écart type de la série et £ sa moyenne. Cela nous permet d’esti-
mer l’imﬁxact des cycles sur nos résultats. Les graphiques utilisent les mémes données que le
Tableau 5.1. L’axe des x indique le nombre de simulations dans les deux graphiques. L’axe des
y de la Figure 5.9 indique la valeur de S et I’axe des y de la Figure 5.10 indique la valeur de
la dispersion relative observée lors des simulations. L’ objectif de ces graphiques est de mettre
en évidence des tendances par rapport au type de regroupement, que ce soient en termes de
résultats ou de dispersion. Les courbes obtenues a partir de la Figure 5.9 montrent que malgré
la disparité entre les différentes méthodes comparées, une classification en deux groupes ap-
parait. Si I’on considere la comparaison par rapport a .S, les résultats des méthodes Partition,
Hiérarchie, Foue Distribution et Modeles sont compris entre 30% et 40% alors que ceux des
méthodes Noyaux, Graphe spectral, Affinité propagation et similVar sont compris entre 60% et
80%. On retrouve ces deux mémes regroupements avec la dispersion : les méthodes Partition,
Hiérarchie, Théorie floue, Distribution et Modeles se situent entre 0,1 et 0,3 alors que celles des
méthodes Noyaux, Graphe spectral, Affinité propagation et similVar se situent entre 0,4 et 0,6.
Les courbes de la Figure 5.9 en relation avec les résultats S révelent des tendances similaires
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Simul number:1 Dataset:1 Méthode : similVar

cycle case_number cluster_number state_case state_cluster result similarity
15 1 2 Normal Normal 1
25 2 4 Failure Normal 0
35 3 8 Failure Failure 1
45 4 10 Failure Failure 1
55 5 13 Failure Failure 1
65 6 17 Failure Failure 1
75 7 20 Normal Failure 0
85 0 24 Failure Normal 0
95 9 26 Failure Failure 1
105 10 30 Normal Failure 0
115 0 33 Normal Failure 0
125 0 36 Normal Failure 0
135 0 39 Normal Failure 0
145 14 42 Normal Failure 0
155 15 44 Normal Normal 1
165 16 47 Normal Normal 1
175 0 51 Normal Failure 0
185 18 53 Normal Normal 1
195 19 57 Normal Normal 1
205 20 60 Normal Failure 0
215 21 62 Normal Failure 0
225 22 66 Normal Normal 1
235 23 68 Normal Normal 1
245 24 71 Normal Normal 1
255 0 75 Normal Failure 0
265 0 78 Normal Normal 0
275 0 81 Normal Normal 0
285 28 82 Normal Normal 1
295 0 87 Normal Normal 0
Result 48,27586207

FIGURE 5.7 — Comparaison cas réel avec cluster sur une simulation

selon les méthodes. En effet, nous observons une croissance continue et faible pour les mé-
thodes Partition, Hiérarchie, Théorie floue, Distribution et Modeles. La croissance plus rapide
pour les méthodes Noyaux, Graphe spectral, Affinité propagation et similVar atteint un plateau
a partir de 8 simulations. Ces tendances de croissances continues nous permettent de corréler
I’augmentation de .S avec 1’augmentation du nombre de simulations.

5.3.3 Discussion

Notre Algorithme, similVar, montre une réelle efficacité par rapport aux méthodes classiques
de clusterisation : Partition, Hiérarchie, Théorie floue, Distribution et Modele. En effet, a partir
de deux simulations, nous obtenons un pourcentage satisfaisant de comparaison entre les jeux
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Simul number : 10 Dataset:1 Méthode : similVar

cycle case_number cluster_number state_case state_cluster result similarity
15 1 4 Normal Normal 1
25 2 31 Failure Normal 0
35 3 62 Failure Failure 1
45 4 110 Failure Normal 0
55 5 139 Failure Normal 0
65 6 152 Failure Failure 1
75 7 187 Normal Normal 1
85 8 214 Failure Failure 1
95 9 244 Failure Normal 0
105 10 274 Normal Normal 1
115 11 307 Normal Normal 1
125 12 335 Normal Failure 0
135 13 370 Normal Normal 1
145 14 393 Normal Failure 0
155 15 437 Normal Normal 1
165 16 463 Normal Normal 1
175 17 499 Normal Normal 1
185 18 538 Normal failure 0
195 19 543 Normal Normal 1
205 20 573 Normal Normal 1
215 21 602 Normal Normal 1
225 22 633 Normal Normal 1
235 23 677 Normal Normal 1
245 24 711 Normal Normal 1
255 25 729 Normal Normal 1
265 26 769 Normal Normal 1
275 27 796 Normal Normal 1
285 28 827 Normal Normal 1
295 29 844 Normal Normal 1
Result 75,86206897

FIGURE 5.8 — Comparaison cas réel avec cluster sur dix simulations

de données simulés et le jeu de données réel, supérieur a 65%. Ces valeurs augmentent ensuite
et avoisinent 80% apres 10 simulations. Comparativement, les meilleurs résultats des méthodes
classiques ne dépassent pas 39%. Les méthodes récentes que nous avons comparées (Noyaux,
Graphe spectral, Affinité propagation) sont en revanche plus efficaces que les méthodes clas-
siques et se rapprochent des valeurs de notre algorithme simil/Var méme si elles restent 1égere-
ment inférieures. Tous les résultats qui placent notre algorithme en premiere place, nous incitent
d’une part a I’intégrer dans notre implémentation et d’autre part a engager des pistes d’amélio-
ration pour augmenter les performances par rapport a des méthodes récentes trés proches en
termes de résultats. Les premiers résultats spécifiques a I’ Algorithme similVar permettent éga-
lement de mesurer, d’une part, I’'impact de I’apprentissage en nombre de simulations, et d’autre
part, I’influence de la position dans le temps (nombre de cycles) sur I’évolution de 1’état du
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Méthode 2 simul 4 simul 6 simul 8 simul 10 simul
Résultat | Disp | Résultat | Disp | Résultat | Disp | Résultat | Disp | Résultat | Dev
similVar 65.99 | 046 | 7224 | 051 | 7655 039 | 7969 | 034 | 79.87 |0.51
Partition 32.14 | 027 | 3393 | 021 | 3512 |0.15| 3750 | 0.18 | 3750 |O0.18
Hiérarchie 33.14 | 028 | 3493 | 022 | 36.12 | 0.15| 3731 | 0.18 38.5 0.2
Théorie floue 3224 | 027 | 3403 | 021 | 3522 |0.15| 3641 | 0.18 37.6 0.19
Distribution 3274 | 028 | 3453 | 021 | 3572 |0.15| 3691 | 0.18 | 3691 |O0.18
Modeles 3334 | 028 | 35.13 | 022 | 3632 |0.16 | 3751 | 0.19 38.7 0.2
Noyaux 64.19 | 045 | 7144 | 050 | 7475 | 038 | 78.07 | 050 | 78.07 |0.50
Graphe spectral 64.79 | 045 | 72.04 | 050 | 7535 | 038 | 7849 | 033 | 78.67 |0.50
Affinité propagation | 6349 | 044 | 70.74 | 049 | 74.05 | 038 | 77.37 | 049 | 7737 | 0.49

Tableau 5.1 — Comparaison des méthodes de clusterisation

similVar —e—
Partition ——
Hiérarchie

Théorie floue  ——
Distribution ——
Modeéles —=—
Noyaux -
Graphe spectral ——
0N Affinité propagation

2 4 6 8 10
simulation

FIGURE 5.9 — Comparaison des méthodes de clusterisation

systeme. Nous pouvons observer une corrélation entre 1’augmentation du pourcentage S et le
nombre de simulations. La robustesse de 1’apprentissage, caractérisée par le nombre de simu-
lations, est donc un €lément clé dans la recherche de similitude entre le statut d’un cas réel et
celui issu d’un cluster. Cette fiabilité est essentielle pour 1’analyse post-traitement des interac-
tions entre les agents du cluster sélectionné. Concernant les valeurs de la dispersion relative, la
non continuité des courbes au cours des simulations (cf Figure 5.10) nous montre que le nombre
de cycles ne semble pas influencer les résultats.

L’ensemble de ces résultats, nous confortent donc dans I’implémentation de 1’algorithme
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similVar —o—

Partition ——
Hiérarchie

Théorie floue  —o—

- 8 Distribution ~— —e—
/ Modeéles 0

Noyaux -
Y Graphe spectral ——
§ Affinité propagation

2 4 6 3 10

simulation

FIGURE 5.10 — Comparaison des dispersions

similVar et de similVar+ qui integre similVar sous la forme d’un appel de fonction dans simil-
Var+. Concernant les temps d’exécution en mode simulation, ils sont de 1’ordre de la seconde
(6551 ms par simulation) et ne constituent donc pas un frein a notre étude. En revanche, c’est
un parametre qui peut-étre influent en mode connecté et sur lequel nous portons toute notre
attention. Outre I’intérét de la clusterisation dans 1’analyse des interactions (développé dans la
Chapitre 6) nous pensons que c’est une approche intéressante pour la recherche de cas simi-
laires propre a 1’étape de “remémoration" du cycle RaPC. En effet une approche globale dans
la recherche de I’état du systeme nous semble plus appropriée qu’une recherche de cas isolé.
Cela est lié au fait qu’une tendance est souvent rattachée a un ensemble d’événements multi-
factoriels. Ainsi, une alerte peut résulter soit d’un dépassement de seuil (cas d’un dépassement
de seuil individuel de I’attribut d’un agent) soit d’une analogie avec un cluster. Dans ce cas, un
état du systeéme considéré comme normal peut-étre analogue (apres 1’étape de remémoration
du cycle RaPC) a un cluster pourtant étiqueté comme failure et générer en conséquence une
alerte. Ces comparaisons avec les différentes méthodes de clusterisation ont révélé I’intérét de
nos algorithmes en termes de résultats obtenus.
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5.4 Bilan du chapitre

Nous avons développé a travers ce chapitre, I’aspect formel et opérationnel de notre seconde
contribution. Ainsi nous avons explicité et motivé notre choix en termes d’outils d’aide a la déci-
sion basé sur la clusterisation des données. Ce choix, nous le rappelons, découle de I’hypothese
suivante : des phénomenes émergents peuvent résulter d’interactions communes (identifiables
a partir de variations classées selon leurs similitudes). Des lors un événement indésirable n’est
pas forcément lié a un dépassement de seuil de I’attribut d’un agent, mais peut aussi étre la
résultante d’interactions entre agents (I’attribut noise de I’agent Material amplifie 1’attribut
anzious de I’agent Personnal). Il s’agit alors de facteurs d’influence que nous pensons classi-
fiables en cluster. A partir de cette réflexion, nous avons comparé des méthodes de clusterisation
avec notre algorithme similVar proposé en réponse a certaines limites observées dans 1’état de
I’art (Section 3.5 du Chapitre 3). La comparaison entre un jeu de plusieurs simulations et un jeu
de quelques données réelles (55 cas) portait sur la phase de “remémoration” (recherche d’un cas
source analogue a un cas cible). Les résultats en faveur de notre algorithme similVar lors de sa
comparaison avec des méthodes de clusterisation ont motivé son implémentation. Au-dela de
cette contribution qui permet de dépasser la notion de seuil individuel et donc de recherche de
similitude avec un seul cas, nous avons souhaité analyser ces interactions et prédire I’évolution
du systeme. Ces deux themes sont au cceur du chapitre suivant.
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Chapitre 6

Analyse des interactions entre agents et
prédictivité de I’évolution de I’état du
systeme
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6.1 Introduction

Nous avons explicité dans les Chapitres 4 et 5 de cette seconde partie deux de nos contri-
butions. La premiere, matérialisée par une architecture SMA/RAPC, a permis de révéler des
phénomenes émergents et des EIAS (a ’aide d’un SMA) tout en capitalisant des expériences
issues de nos simulations (a 1’aide d’un RaPC). La seconde, axée sur la clusterisation de don-
nées, est représentée par deux algorithmes de classification : similVar et stmilVar+. Ces
deux algorithmes visent a déterminer les interactions entre agents selon I’hypothese : des varia-
tions semblables en termes de sens ou d’intensité entre différents attributs peuvent indiquer de
possibles interactions et donc d’éventuelles influences entre agents. De plus, le fait de regrou-
per les données nous permet d’avoir une approche plus globale du comportement des agents.
C’est un avantage lors de la recherche d’analogies entre un cas cible et un cas source (phase de
remémoration du cycle RaPC).

Au-dela de la notion de clusterisation, nous pensons que c’est aussi une piste intéressante
en termes d’analyse des différentes interactions entre agents et des liens de causalité qui les
relient a un événement indésirable. Cela nous interroge sur la possibilité de discriminer un
vrai positif d’un faux positif. A titre d’exemple, I’augmentation simultanée du bruit (attribut
noise) et de la saturation en oxygene (attribut SpO2) n’implique pas I’existence d’influences
entre eux contrairement a I’augmentation simultanée du bruit et de I’anxiété (attribut anzious).
Nous avons, en conséquence, révélé de possibles influences entre agents qui, nous le rappelons
sont au ceeur des interactions qu’elles induisent. En complément de la génération d’alerte et de
I’analyse des interactions, nous présentons ici, intégré a notre systeéme, un dernier outil d’aide a
la décision permettant de prédire la survenue d’EIAS et de proposer si possible une maniere de
les éviter.

L’analyse des interactions et la prédictivité d’un EIAS, ainsi que les algorithmes qui en
découlent sont explicités de maniere formelle dans les sections 6.2 et 6.3. La section 6.4 montre
leurs performances et les résultats obtenus par ces outils y sont discutés.

6.2 Evaluation de la plausibilité des interactions entre les at-
tributs

L’hypothese selon laquelle des variations similaires indiquent de possibles interactions entre
différents attributs (variables d’état des agents) nous a conduit a clusteriser les données issues
de nos simulations. Nous proposons, en complément de cet outil, une évaluation de ces interac-
tions caractérisée par la mesure des influences entre les attributs d’un méme cluster. Transposé
au monde de la statistique, cela revient a déterminer les corrélations entre nos variables et donc
a quantifier leurs liaisons. La relation entre deux variables peut étre linéaire positive (Figure
6.1), linéaire négative (Figure 6.2), monotone non linéaire (Figure 6.3), non linéaire non mo-
notone (Figure 6.4) ou bien encore nulle (Figure 6.5, Figure 6.6). Sachant que 1’évaluation des
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interactions ne se limite pas a deux variables mais a un ensemble de variables appartenant au
méme cluster, nous proposons une évaluation selon un cycle de deux phases qui sont explicitées

dans les deux paragraphes qui suivent.

FIGURE 6.1 — Corrélation linéaire positive
é 4

Nt
-
[

FIGURE 6.3 — Corrélation monotone non li-
néaire positive

FIGURE 6.5 — Absence de corrélation :
nuage de points éparse

FIGURE 6.2 — Corrélation linéaire négative

=]

<10

FIGURE 6.4 — Corrélation non monotone
non linéaire

FIGURE 6.6 — Absence de corrélation :

flx)=a

FIGURE 6.7 — Types de corrélation entre deux variables

6.2.1 Matrice de corrélation : matrice d’adjacence

La régression linéaire entre plusieurs variables (lien linéaire entre plusieurs variables) est
classiquement une généralisation de la régression linéaire a deux variables. Il s’agit de relier



une variable U a q variables V' selon le modele linéaire :
U=oa+aVi+aVo+. .. +a,V,+e¢

e est la part de variabilité de U qui n’est pas expliquée, {ao, a1, as, ..., a, } sont les coefficients
du modele que I’on cherche a estimer. Celui-ci est adapté aux situations ou I’on souhaite estimer

une variable U en fonction de variables V; . Ainsi, le modele (fictif) :
i € [1, 4]

conso = a1prix + ascylind + agpuiss + aupoids + €

permet d’estimer la consommation d’un véhicule. Cette régression linéaire multiple montre
cependant un intérét limité dans notre contexte ou nous cherchons a mesurer les liaisons entre
plusieurs variables et non les liaisons linéaires d’une variable avec plusieurs variables. C’est la
raison pour laquelle les corrélations par paires ont été choisies.

Les corrélations par paires ou pairwise correlations déterminent le coefficient de corréla-
tion entre toutes les variables numériques deux a deux. On obtient alors une estimation de leurs
dépendances qui s’avere utile lorsque 1’on cherche a qualifier des évolutions (méme sens, sens
inverse, dépendantes, indépendantes). La matrice de corrélation est générée a partir des coeffi-
cients de corrélation de Spearman (cf 1I’équation 6.1).

p(X,Y") détermine le coefficient de corrélation de Spearman basé sur la différence des rangs
entre les observations X; et Y; appartenant aux distributions X et Y constituées de N observa-
tions :

6. > [r(X:) — r(¥))]”

p(X,)Y) =1 - —=° Y (6.1)

r(X;) est le rang de X;, r(Y;) est lerang de Y; et i € [1,N].

Cette méthode a été préférée a la corrélation de Pearson qui se limite a des relations de type
affine contrairement a la corrélation de Spearman qui estime une relation entre deux variables
selon une fonction monotone. L’ exemple de Matrice 6.8 montre les coefficients de corrélation
par paires de variables. Ainsi, on observe une relation monotone forte entre X; et X3 puis
entre X, et X, sachant que le coefficient r varie entre —1 et 1 : 0 indique 1’absence de relation
monotone entre deux variables, —1 une relation monotone négative forte entre deux variables
et 1 une relation monotone positive forte entre deux variables.

La construction de la matrice de corrélation est la premiere étape exécutée lors de la mesure
des liaisons entre variables. Cette matrice est une représentation des coefficients de corrélation
calculés deux a deux pour un ensemble de variables £ = {X;,X,,...,X,} avec n € N.
L’étape suivante est la transformation de cette derniere en une matrice d’adjacence M d’un
graphe non orienté G(5, A) tel que S représente 1’ensemble des sommets de GG et A 1’ensemble
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X1 Xo Xy Xy
X/ 0 0,2 08 0,3

X, 0 0,6 0,9
X 0 0,6
X, 0

FIGURE 6.8 — Exemple matrice de corrélation par paires de variables

des arétes de G. Par définition, M[i|[j] = 1si (a;,a;) € Aet M[i[j] = 0 dans le cas
contraire. Sachant que les calculs des différents coefficients de corrélation ne font que tendre
vers les valeurs significatives {—1, 0, 1}, a I’exclusion du cas M[i][:] = 0 (boucle), chacune
des valeurs de M résulte de la regle :

1si p(X,Y) > BAt<pX, V) (=LY
g (a; € X, a; €Y) n—2
Md][j] = =A% 7) (6.2)

0 dans le cas contraire

B correspond a la force de la corrélation minimale attendue et le calcul de ¢ (qui suit la loi
de Student) nous permet de tester la significativité de la corrélation avec p. Il s’agit plus préci-
sément de la valeur critique égale a 5% dans la table de Student [35] pour un degré de liberté
égal a n — 2. Cela correspond au rejet de I’hypothese Hy = 0 (p significativement égal a 0) pour
un nombre d’observations égal a n. Nous rappelons que nous avons pris pour hypothese qu’une
liaison est assimilée a une interaction. Par conséquent la conjugaison entre deux variables d’une
corrélation forte avec une significativité importante (faiblement liée au hasard) peut signifier de
fortes influences entre elles. Des lors, le contexte de notre étude suggere qu’il serait pertinent de
généraliser ce modele d’identification des corrélations. Il s’agit de rechercher les corrélations
possibles sur un ensemble d’attributs et pas uniquement sur une paire d’attributs. Nous avons
donc complété cette construction des matrices de corrélation par un algorithme permettant de
déterminer tous les sous-graphes complets issus de la matrice d’adjacence extraite de la matrice
de corrélation.

6.2.2 Détermination des liaisons entre attributs a partir de la matrice
d’adjacence

Nous proposons, a partir de la matrice d’adjacence, de déterminer tous les ensembles d’at-
tributs E; = {a,,...,a,} (p, ¢ € [0,n — 1]) tels qu’ils soient tous liés entre eux. Dans la
théorie des graphes, cela consiste a identifier tous les sous-graphes complets GG; d’un graphe
G. L’algorithme 3 proposé extrait, a partir de la matrice d’adjacence, tous ces sous-ensembles
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(sous-graphes complets). Il se décompose en trois étapes. L’algorithme parcourt en premier lieu
(lignes 1 a 7) la matrice d’adjacence et répertorie tous les couples de sommets sans liaison
((ai, a;)=0). 1 affecte ensuite () a tous les sous-ensembles qui incluent au moins un couple sans
liaison (ligne 8 a 12). Enfin, il retourne (ligne 13) tous les sous-graphes complets qui corres-
pondent aux sous-ensembles E! # () (i € [0, ¢]).

Algorithme 3 : liaisAttrib : Algorithme de détermination de liaisons entre attributs

Input : £ = {a4, ...,a,}, F ={Ey,..., E,_1} : ensemble des sous-ensembles de £
(p=2"), M matrice n x n, f file FIFO
Output : ' = {E, ..., E/ } : ensemble des sous-graphes complets

/* Recherche de couple(s) de sommet (s) sans liaison */
1 fori =0ton —1do
2 for j=0ton—1do
3 if M[i][j]] =0 A i # j then
4 | ajouter (a;, a;) a f
5 end
6 end
7 end
/* Affectation () aux sous—-ensembles avec couple(s) sans
liaison */

8 fort =0top—1do
o | if 3 (a;,a;) € f/{a, a;} € E, then

10 ‘ E, 0
11 end
12 end
/* Retour sous-graphes complets (sous—-ensembles
E;#0, i€[0,q]) */

13 retourner I = {£), F, ..., .}

Cet algorithme est un outil d’aide a la décision pour la validation d’interactions entre attri-
buts suggérées par nos outils de clusterisation (Algorithmes similVar et similVar+). Il n’en reste
pas moins que la validation finale appartient toujours a I’expert. Au-dela de la détermination
des ensembles d’attributs li€s entre eux, nous proposons un outil d’aide a la décision destiné a
prédire dans le temps la survenue d’un EIAS. Cet outil est présenté dans la section qui suit.

6.3 Prédictivité

Le principe de la prédictivité consiste a déterminer les différents états du systeme dans le
futur en se basant sur les expériences passées et sur les relations qui peuvent exister entre elles.
Nous essayons donc d’établir le lien le plus probable entre deux clusters appartenant a deux
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cycles consécutifs, afin de prédire 1I’évolution du systeme la plus probable entre deux cycles. Ce
lien est déterminé selon la reégle R suivante :

R :crp=argmax,|cr;Nery |, E={cr, ..., crp} (6.3)
crj €

Cette regle nous permet de déterminer le cluster cr; qui possede le plus d’attributs com-
J€ll, pl
muns avec le cluster initial cr;. Celui-ci est alors affecté au cluster cr; avec [ qui désigne la

période parcourue appartenant a [t + 1, n].

La construction de ces liens et le graphe qui en résulte dépend largement d’une structure
qui permet de retracer les données. C’est pourquoi nous avons construit et indexé notre base
de cas selon ce principe. Le graphe orienté et non connexe de la Figure 6.9 relie les centroides
(centres de gravité) des différents clusters sur deux périodes (périodes cy-c; a ci-co et c1-co
a co-c3). Chaque aréte est sortante sur une période ¢;-¢;41 (I € [1; p]) et incidente sur la
période suivante. Notons que le demi-degré intérieur (demi-degré entrant) d’un sommet peut
étre supérieur a 1. En effet, 1’état prédit peut correspondre a deux états courants différents.

z

N\

co-c1

e

ci-c2

¢

c2-c3

FIGURE 6.9 — Graphe des liaisons entre clusters

L’algorithme 4 que nous avons implémenté, se décompose en deux étapes :
— Initialisation a ligne 1 : Sélection du cluster initial ¢r, (étape remémoration du cycle
RaPC). t est la période initiale.
— Itération de la ligne 2 a la ligne 5 : Itérer de la période ¢ + 1 a I’avant derniére période
n. Rechercher le cluster cr selon la régle R (6.3). Affecter cr a cpy (k € [t + 1 ; n]).
Le dernier outil d’aide a la décision présenté dans ce chapitre suggere un parcours limitant
les risques de survenue d’un incident. Il s’agit de rechercher a travers notre base d’expériences,
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Algorithme 4 : predict : Algorithme de prédictivité des variations

1 Initialisation : ¢ (période initiale ¢t € [0 ; n — 1]), er; (cluster de la période initiale ¢)
2fork=t+1tondo

3 Rechercher le cluster cr selon critere R (6.3)

4 cpr < cr :/* Cluster prédit */
5 end

6 retourner {cpy, CPri1,-.-,CPn}-

une évolution de I’état de notre systeéme ne conduisant pas a un EIAS. A cet éventuel parcours
sans incident, nous ajoutons la notion de “plus court chemin". Cela est motivé par le souhait
de minimiser les actions permettant d’éviter un EIAS, afin de modifier au minimum 1’état du
systeme pour le maintenir sans EIAS. L’algorithme de cet outil se fonde sur le calcul du plus
court chemin conduisant a un état donné (sans défaillance dans le cas de notre étude). Le cluster
est représenté par un centroide choisi selon la régle R’ se substituant a la regle R. Ainsi, il ne
s’agit plus de rechercher le cluster suivant selon “1’évolution probable de 1I’état du systeme",
mais selon la recherche d’un nouvel état C' (état normal). Celle-ci est conditionnée par la regle
R

R' : arg min dist(xy,y;). y; # xx, y; € [0; m], période(y;) = k, e; = C.  (6.4)

On recherche donc parmi les y; centroides appartenant a la période courante k (k € [t +1; n])
celui qui est le plus proche du centroide predit x; tout en respectant la condition : ¢; = C
(état non défaillant dans notre contexte). Tout comme 1’algorithme 4, 1’algorithme 5 se décline
en deux étapes :

— Initialisation a la ligne 1 : Sélection du cluster initial cr; (étape remémoration du cycle
RaPC) et calcul de son centroide z;. ¢ est la période initiale et e, est le statut du cluster
initial.

— Itération de la ligne 2 a la ligne 10 : Itérer de la période initiale ¢ a ’avant dernicre
période n—1. Rechercher le cluster cr selon laregle R'. Affecter cr ancy (k € [[t+1; n])
si R’ est respectée.

Dans la Figure 6.10, les clusters de couleurs claires indiquent les situations non défaillantes
par opposition aux clusters de couleurs foncées. L’arc épais de couleur bleue qui apparait en
période cq-co correspond au chemin le plus court menant a une situation non défaillante, a
contrario de 1’arc original moins épais et de couleur foncé. Sur cet exemple, le processus a
permis de trouver la solution la moins coliteuse afin d’éviter un événement indésirable.

La premiere partie de ce chapitre a été consacrée a la description formelle de nos deux
contributions en réponse a I’analyse des influences entre agents et a la prédictivité de la survenue
d’un EIAS. La seconde partie présente nos résultats obtenus lors d’évaluations : des influences
détectées et de la prédictivité entre un jeu de données réelles et nos simulations.
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Algorithme 5 : predictPath : Algorithme de parcours selon critere C'

1

2

X 9 & U W

9
10
11

Initialisation : ¢ (période initiale ¢ € [0 ; n — 1]), cry (cluster initial), z; (centroide du
cluster initial), e; (statut du clusteur initial).

fork =t+1tondo
nc, < nil /* nouveau cluster proposé */
if e, = —C /* état du cluster de la période suivante prédit */ then

Rechercher le cluster ¢r selon la régle R’ 6.4

if trouvé then

\ ney < cr

end
end
end
retourner {ncy, ncgi1,...,NCy}.

z

N\

co-c1

ci-c2 /\

c2-c3

FIGURE 6.10 — Graphe du plus chemin sans incident

6.4 Résultats

Les résultats que nous proposons sont constitués de deux parties. La premiere évalue les

possibles influences entre les attributs d’un cluster sous la forme de pourcentage. La seconde

établit une comparaison de 1’évolution de quelques cas réels (55 cas) avec celle prédite a par-
tir de nos simulations. Ces deux ensembles de résultats sont présentés dans les deux sections
qui suivent. Chacune d’elle est organisée de la manicre suivante : présentation de la méthode
utilisée, puis présentation des résultats et enfin discussion.
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6.4.1 Plausibilité des influences résultant d’interactions entre agents

A partir des algorithmes similVar, similVar+, liaisAttrib et des données extraites de notre
base de cas, nous avons construit des matrices de corrélation. Nous rappelons qu’une corréla-
tion entre deux variables dépend des parametres 3 et ¢ (cf Section 6.2). Le choix de la valeur
0,8 pour [ associée a la significativité de la corrélation p nous permet de ne considérer que
les “fortes" corrélations. Le test de corrélation de Spearman et les valeurs de seuils que nous
venons d’évoquer sont a considérer dans un contexte de simulation hors ligne ou les données
sont exclusivement issues de nos simulations. La modélisation en mode connecté qui permet
une acquisition des données en temps réel est pour I’instant I’une de nos perspectives. Il est
donc difficile d’élaborer des conjectures sans poser au préalable quelques regles. Celles-ci sont
embarquées par 1’agent et activées lors des interactions qui le régissent, que ce soit avec I’envi-
ronnement ou avec les autres agents. Cette procédure introduit de maniere partielle du détermi-
nisme dans un contexte que nous souhaitons non déterministe, c’est pourquoi ce paramétrage
n’est appliqué que dans le cadre du test de corrélation de Spearman. Nous proposons donc de
générer artificiellement des interactions entre les différents attributs de I’ensemble des agents.
Comme le montre la Figure 6.11 nous avons intégré sous forme de paramétrage la possibilité de
créer une interaction artificielle entre eux. Il s’agit d’établir un rapport d’influence entre deux
agents. Ainsi, I’attribut d’un agent peut amplifier, réduire ou faire évoluer de maniere similaire
I’attribut d’un autre agent lors d’une simulation. Dans notre exemple, chaque variation de I’at-
tribut noise (agent source phone) augmente de 10% celle de ’attribut fatigue (agent cible
surgeon).

Interaction
First Agents phone

Attribute of First Agents noise

oo

Interacton Type variation
Interaction coefficient 1.1

Second Agents surgeon

Attribute of Second Agents fatigue

FIGURE 6.11 — Paramétrage d’une interaction

Dans la suite de ce chapitre, nous présentons les résultats obtenus a partir des attributs SpO2,
FeCO2 et FC (agent patient), puis de I’attribut noise (agent phone) et enfin de I’attribut
fatigue (agent surgeon). Le cardinal du nombre d’interactions de ces 5 attributs est donné par

la formule C(n, p) = ' qui dénombre le nombre de parties a p éléments parmi n

n!
(n—p)'p!
éléments :

5!

210
(5—2)12!

O, 2) =
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Les résultats sont présentés sous forme de matrices de corrélation issues de 10 simulations
de 305 cycles chacune : 305 cycles correspondent selon les experts a une durée moyenne d’in-
tervention de 20 minutes, et les résultats a partir de 10 simulations sont considérés comme
stables car ils ne varient plus ou tres faiblement au-dela. Nous appliquons ensuite 1’ Algorithme
liaisAttrib afin d’identifier tous les attributs des agents en interaction.

Présentation des résultats

Les 3 matrices qui suivent sont des exemples extraits de nos résultats qui illustrent les corré-
lations entre chaque attribut calculées selon la corrélation de Spearman avec 5 = 0, 8 et avec
une variation des valeurs égales a 2/100. Nous rappelons que les variations résultent du quotient
de la valeur des attributs comparée entre deux cycles, qui permet ainsi d’obtenir I’intensité de
la variation et son sens (croissante si le quotient est > 1 et décroissante dans le cas contraire).
La premiere matrice (Figure 6.12) est une vision canonique des interactions entre les attributs
des agents : les interactions ne sont pas paramétrées. La détermination des interactions est dans
ce cas difficile a évaluer. Nous y avons adjoint la Figure 6.13 destinée a schématiser le fonc-
tionnement de 1’ Algorithme liaisAttrib. Ainsi, les sous-graphes complets qui sont représentés,
désignent deux sous-ensembles d’attributs en interaction parmi I’ensemble des sous-ensembles
d’attributs en interaction : {{ F'C, SpO2}, {FeCO2, noise, fatigue}}.
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FC FeCO2 SpO2 fatigue noise

rC 0 0,414 1 0,414 0,612
FeCO2 0 0,791 0,86 0,968
My = Sp0O2 0 0,707 0,612
fatigue 0 0, 866
noise 0

Interactions : {{0}}

FIGURE 6.12 — Matrice canonique sans paramétrage

FC :4@;2\: JL {FC, Sp02}
_/ _/

Y {FeCO2, noise, fatigue}

FIGURE 6.13 — Sous-graphes complets issus des interactions entre agents

Les Figures 6.14 et 6.15 correspondent aux matrices avec des interactions paramétrées : FC
en interaction avec FeCO?2 pour la matrice M, et FC en interaction avec SpO2 pour la matrice
Ms. Nous observons que dans les deux cas les interactions paramétrées sont incluses dans les
sous-ensembles d’interactions construites a partir de notre Algorithme liaisAttrib et sont donc
détectées par celui-ci.

Une vision synthétique des résultats générés par notre Algorithme liaisAttrib est donnée
dans les Tableaux 6.1 et 6.2. Chacune des lignes indique respectivement : le nom de la matrice,
les interactions paramétrées, les interactions proposées par I’algorithme ainsi que son évaluation
(notée F) selon deux pas de variation (3/100 et 2/100). Cette évaluation est déterminée comme
suit :

B = {152M[ZHJ] >BANX CY, (i,j) €[0o,N—1]?
0 sinon
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FC FeCO2 SpO2 fatigue noise

rC 0 0,866 0,612 0,612 0,612
FeCO2 0 0,707 0,707 0,707
M, = SpO2 0 1,000 1,000
fatigue 0 1,000
noise 0

Interactions : {{F'C, FeCO2}, {noise, SpO2}, {SpO2, fatigue}}

FIGURE 6.14 — Interactions paramétrées F'C <+ FeC'O2

FC FeCO2 SpO2 fatigue noise

FC 0 0,866 0,866 0,500 0,500
FeCO2 0 1,000 0,866 0,866
My, = SpO2 0 0,866 0,866
fatigue 0 1,000
noise 0
Interactions :

{{FC, FeCO2, SpO2, noise}, {FeCO2, SpO2, fatigue, noise}}

FIGURE 6.15 — Interactions paramétrées F'C' <> SpO2

X est I’ensemble des attributs en interaction (paramétrés comme tel dans le simulateur), Y
est ’ensemble des parties de I’ensemble des attributs en interaction détectés par notre Algo-
rithme liaisAttrib et N correspond au cardinal de 1’ensemble des attributs. L’ évaluation de notre
algorithme qui consiste a mesurer sa capacité a détecter des interactions, integre deux valeurs.
La premiere est égale a 1 lorsque les interactions paramétrées coincident avec celle détectées
par I’algorithme ; elle est égale a O dans le cas contraire. On obtient ainsi, d’une part une lecture
simple d’une interaction entre deux attributs, d’autre part la possibilité de mesurer I’ensemble
des interactions sur un intervalle donné.

Observations lorsque [ est égal a 0,8

Le Tableau 6.1 montre que 100% des interactions proposées par 1’ Algorithme 3 coincident
avec celles qui ont été paramétrées lorsque le pas de la variation équivaut a 3/100. Ce pourcen-
tage est en revanche trés inférieur (40%) avec un pas de variation égal a 2/100. L’influence des
paramétrages de [ et du pas de variation mérite donc une attention particuliere. Le paragraphe
suivant présente une analyse de la modification de la valeur de (3, désormais égale a 0,5.

Observations lorsque [ est égal a 0,5

Nous observons en premiere lecture du Tableau 6.2 les mémes résultats que ceux présentés
dans le Tableau 6.1. Une seconde lecture nous montre cependant une augmentation significative
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Matrice | Interactions Paramétrées Interactions proposées E :3/100 | E:2/100
M, FC — FeCO2 Y3/100 = {{FC, FeCO2}, {noise, SpO2} 1 0
{Sp0O2, fatigue}}
Y3100 = {{FC, SpO2, noise}}
M, FC — SpO2 Y3100 = {{FC, FeCO2, SpO2, noise} 1 1
Y2100 = {{FC, FeCO2, SpO2, noise}
M3 FC — fatigue Y3100 = {{FC, FeCO?2, fatigue}, 1 0
{Sp0O2, noise}}
Y5100 = {{FC, FeCO2, Sp0O2, noise}}
M, FC — noise Y5/100 = {{FC, FeCO2, noise}, 1 1
{FeCO2,5p02, fatigue}}
Y100 = {{£eCO2, 5pO2}}
M; FeCO2 — SpO2 Y3/100 = {{FC, fatigue, noise}, 1 0
{FeCO2, SpO2}}
Y2100 = {{FC, SpO2, noise}}
Mg FeCO2 — fatigue Y3100 = {{FC, SpO2, noise}, 1 1
{FeCO2, fatigue}}
Y2100 = {{FC, SpO2, noise},
{FeCO2, fatigue}}
My FeCO2 — noise Y3100 = {{FC, SpO2, fatigue}, 1 0
{FeCO2, noise}}
Y5100 = {{FC, SpO2, noise}}
Mg SpO2 — fatigue Y3100 = {{FeCO2, SpO2, fatigue}, 1 0
{FC, noise}}
Y2/100 = {{FC, FeCO2, SpO2, noise}}
My SpO2 — noise Y3/100 = {{FC, FeCO2, fatigue, SpO2}, 1 1
{FeCO2, noise, SpO2}}
Y3100 = {{FC, FeCO2, fatigue, SpO2}
{FC, FeCO2, SpO2, noise}}
Mg fatigue — noise Y3100 = {{FeCO2, fatigue, noise}, 1 0
{FC, SpO2}}
Y5100 = {{FC, FeCO2, Sp0O2, noise}}
Total 10 4
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Matrice | Interactions Paramétrées Interactions proposées FE :3/100 | E:2/100
M, FC — FeCO2 Ya/100 = {{FC, FeCO2, SpO2, 1 0
fatigue, noise}}
Y2100 = {{FC, SpO2, fatigue, noise},
{FeCO2, fatigue}}
M, FC — SpO2 Y3100 = {{FC, FeCO2, SpO2, 1 1
fatigue, noise}}
Y100 = {{FC, FeCO2, SpO2,
fatigue, noise}}
M3 FC — fatigue Y3100 = {{FC, FeCO2, SpO2, 1 0
fatigue, noise}}
Y5100 = {{FC, SpO2, FeCO2, noise}}
M, FC — noise Y3/100 = {{FC, FeCO2, SpO2, 1 1
fatigue, noise}}
Y5100 = {({FC, FeCO2}, {FC, noise}
(FeCO2, SpO2}
M; FeCO2 — SpO2 Y3/100 = {({FC, FeCO2, SpO2, 1 0
fatigue, noise}}
Y2100 = {{FC, SpO2, fatigue, noise},
{FeCO2, fatigue}}
Mg FeCO2 — fatigue Y3100 = {{FC, FeCO2, SpO2, 1 1
fatigue, noise}}
Y2100 = {{FC, SpO2, noise},
{FeCO2, fatigue}}
My FeCO2 — noise Y3100 = {{FC, FeCO2, SpO2, 1 0
fatigue, noise}}
Y2100 = {{FC, SpO2, fatigue, noise},
{FeCO2, fatigue}}
Mg SpO2 — fatigue Y3100 = {{FC, FeCO2, SpO2, 1 0
fatigue, noise}}
Y2100 = {{FC, feCO2, SpO2, noise},
{FeCO2, fatigue}}
My SpO2 — noise Y3100 = {{FC, FeCO2, SpO2, 1 1
fatigue, noise}}
}/2/100 = {{FC, F@COZ, SpOQ,
fatigue, noise}}
Mg fatigue — noise Y3100 = {{FC, FeCO2, SpO2, 1 1
fatigue, noise}}
Yo100 = {{FC, FeCO2, SpO2,noise}}
Total 10 4

Tableau 6.2 — Tableau de synthese de I’évaluation de 1’ Algorithme 3 : 5 = 0,5
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du nombre d’éléments appartenant a Y (ensemble des sous-graphes complets). Cela révele la
cohérence des résultats en termes de corrélation : la baisse de la significativité de la corrélation
() réduit I’exigence en termes de granularité entrainant I’augmentation du nombre d’éléments
appartenant a Y. Ceci dit, le fait d’obtenir les mémes résultats que le Tableau 6.1 nous conduit a
considérer le pas de la variation comme le critere sélectif majeur. Cela s’explique en partie par
la grandeur des valeurs manipulées. En effet, quotienter les variations est adapté a 1’évaluation
de tendance en nous exonérant des échelles, mais reste sensible a la grandeur d’un nombre.
Ainsi par exemple, les quotients 1260/1325 ~ 0,95 et 1260/1320 ~ 0,95 sont plus proches
que 1,5/1,7~0,83et1,5/1,6 ~ 0,94, alors que 1325 —1260 > 1,7—1,5 et 1320 — 1260 >
1,6 —1,5.
Cette sensibilité au pas de variation est discutée dans la section qui suit.

Discussion

L’outil d’aide a la décision qui découle des Algorithmes 2 (similVar+) et 3 (liaisAttrib) per-
met de lister de possibles interactions et donc de possibles influences entre agents. Des regles
de décision peuvent alors en découler. Parmi elles, se trouvent principalement 1’ajustement
des seuils de risque et les préconisations résultant d’alertes. Ainsi, par exemple, I’identifica-
tion d’une alerte par analogie avec un ensemble de cas (cluster) peut expliquer la survenue
d’un événement indésirable conséquente a une combinaison d’attributs (noise et fatigue par
exemple). Les experts peuvent des lors soit modifier un seuil (exemple : baisse du seuil de risque
de fatigue), soit agir sur la cause de la survenue d’EIAS (exemple : réduction des émissions
sonores).

On constate a la lecture des résultats une sensibilité au pas des variations (3/100, 2/100).
Ainsi, une réelle cohérence entre les interactions proposées par 1’ Algorithme liaisAttrib et celles
que nous avons paramétrées en amont de nos simulations est observée, lorsque le pas des va-
riations est paramétré a 3/100 quel que soit 5. En effet, les interactions sont alors détectées
systématiquement par notre algorithme. Cette tendance s’amenuise quand le pas des variations
et 3 sont respectivement paramétrées a 2/100 et 0, 8. Le pas de variation est donc un élément
majeur en termes d’analyse des résultats observés grace au mode simulation. Qu’en est-il dans
un contexte connecté (captation de données réelles) ? Est-il possible d’écarter des interactions
exclues en fonction de la sensibilité d’un pas? Nous pensons qu’en réponse a ces probléma-
tiques, un élargissement des criteres affectés au traitement des données doit €tre envisagé. Cela
se matérialise par la possibilité de filtrer les données selon leur sens, leurs intensités ou les
deux. Le choix et le réglage de ces options découleront des résultats expérimentaux issus du
contexte réel. On peut imaginer par exemple que le sens de la variation est un parametre suf-
fisant pour établir une corrélation entre le bruit (attribut nozse) et la fatigue (attribut fatigue)
sans exclure pour autant un affinement de la granularité (réduction du pas de la variation). Au vu
de ces éléments, nous considérons notre algorithme de détection des interactions (Algorithme
liasAttrib) comme efficient mais sensible aux ajustements des variations. La section qui suit
expose les résultats propres a la prédictivité de 1’évolution de I’état du systeme.
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6.4.2 Prédictivité de I’évolution de I’état du systéeme

Afin d’évaluer notre Algorithme predict (prédictivité de 1’évolution du systéme) utilisant
une organisation en cluster, nous avons choisi de comparer les résultats obtenus avec ceux issus
d’une prédiction basée sur un réseau de neurones artificiels. Il s’agit plus précisément d’un
perceptron multi-couches qui utilise 1’algorithme de rétropropagation du gradient paramétré
avec : 4 couches cachées, 1000 itérations et un seuil d’erreur égal a 0,01. La couche d’entrée
correspond aux valeurs de chaque attribut (SpO2, FeCO2, PN, fatigue) des différents cas
pour un cycle donné et la couche de sortie correspond a 1’état prédit du systeme (normal,
failure).

L’ évaluation de la prédictivité de I’état d’un attribut (normal, failure) est donc le résultat
de la comparaison de I’ Algorithme predict avec notre RNA. Chaque jeu de simulations de 305
cas est comparé a un ensemble de 55 données réelles. Le nombre de simulations de chaque
jeu de simulations varie de 2 a 20 par pas de deux. Le nombre maximum de simulations fixé
a 20, correspond a un plateau et donc a des résultats considérés comme stables. Notre compa-
ratif consiste tout d’abord a identifier les cas pour lesquels les états suggérés par I’une de nos
méthodes (Algorithme predict, RNA) sont équivalents a ceux de I’ensemble du jeu de test (don-
nées réelles). Dans un deuxieme temps, nous mesurons le nombre maximum d’occurrences de
telle sorte que les comparaisons soient équivalentes sans discontinuité sur plusieurs cycles. Ce
nombre est noté P. Ainsi, dans I’exemple du tableau 6.3, le résultat P = 0,6 correspond au
maximum de 6 cas sur 10 dont les statuts de I’attribut (normal, failure) des cas comparés sont
équivalents et consécutifs.

Method | Status | Status Test | Cycle
RNA | normal | normal 1
RNA | normal | mnormal 2
RNA | normal | failure 3
RNA | normal | normal 4
RNA | normal | normal 5
RNA | failure | failure 6
RNA | failure | failure 7
RNA | normal | normal 8
RNA | normal | normal 9
RNA | normal | failure 10

Tableau 6.3 — Exemple d’évaluation de la prédictivité

Présentation des résultats
La Figure 6.16 récapitule ’ensemble des résultats. Elle indique le nombre de simulations sur
I’axe z et la valeur de P sur I’axe y. Nous pouvons voir deux évolutions différentes. La pre-
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micere, celle de 1’ Algorithme predict, atteint rapidement un plateau (aprés 8 simulations) avec
une valeur de P proche de 38 %. La seconde, celle du RNA, est progressive et semble culminer
a environ 35 % apres 20 simulations. Ces deux valeurs assez proches obtenues a des cycles
différents sont jugées acceptables par les experts. La question du choix entre les deux méthodes
doit donc étre mise en balance avec la précocité des résultats considérés comme satisfaisants. Il
est donc judicieux dans le cas présent d’opter pour une méthode de clusterisation plus précoce
dans les résultats jugés acceptables. Cependant, la courbe RNA, moins performante au cours des
20 simulations progresse toujours au-dela de 20 simulations, méme si c¢’est de maniere faible.
Le RNA est donc une alternative a notre algorithme lorsque 1’apprentissage se construit sur un
grand nombre de données.

40 |-

Algorithme 4 —e—
RNA

2 4 6 8 10 12 14 16 18 20
simulations

FIGURE 6.16 — Comparaison prédictivité : Algorithme predict et RNA

Concernant les temps d’exécution des deux méthodes, chaque jeu de simulations testé n’ex-
cede pas 10 secondes. C’est acceptable en mode non connecté mais mérite une attention particu-
liere en mode connecté ou les données a traiter risquent d’augmenter de maniere exponentielle.

Discussion
Le second outils d’aide a la décision (Algorithme predict) que nous avons évalué a pour objet la
prédictivité de I’évolution de 1’état de notre systeme. Nous avons expliqué dans la Section 6.3
que notre objectif consistait a construire le chemin le plus probable entre deux clusters appar-
tenant a deux cycles consécutifs. Les résultats obtenus montrent que notre algorithme s’avere
plus efficace que le RNA pour un nombre de simulations inférieur ou égal a 20. En consé-
quence, nous pensons que le choix d’une méthode de clustering (Algorithme predict) est plus
adapté dans un contexte ol le nombre de cas réels comparés a nos simulations est initialement
faible. En effet, les ajustements de notre RNA sont alors peu significatifs, a contrario d’une base
de cas. En revanche une exigence de seuil d’acceptation bien supérieure a 38% (seuil > 50%)
est plutdt favorable au RNA lorsque son évolution est extrapolée. L’enrichissement de la base
d’expériences et I’entrainement du réseau de neurones sont donc des facteurs déterminants dans
le choix de I'une des deux méthodes.

Le dernier outil d’aide a la décision (en cours d’implémentation) est la recherche du plus
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court chemin sans failure (Algorithme predictPath). Cet algorithme que nous avons décrit dans
la Section 6.3 montre un intérét comme appui décisionnel pour les praticiens, mais ouvre aussi
des perspectives en termes d’auto-adaptation d’'un SMA. Comme le montre la Figure 6.17 un
état différent de normal induit une adaptation corrective du systeéme applicable sur 1’ensemble
des n cycles d’une simulation. C’est une piste de réflexion en cours de formalisation.

Début

simulation_i (cycle i)
i € [1,n]

état systéme = auto-adaptation
normal // corrective
s
| i+1
%{n\/

FIGURE 6.17 — Diagramme auto-adaptation SMA

6.5 Bilan du chapitre

Les deux outils d’aide a la décision que nous avons développés ont été 1’objet de ce dernier
chapitre. Le premier est caractérisé par la mise en évidence de facteurs d’influence a travers
la reconnaissance d’attributs en interactions “fortes". Ainsi, I’ Algorithme liaisAttrib que nous
avons implémenté regroupe en clusters les attributs dont les variations suivent les mémes ten-
dances en termes d’intensité et de variation (croissance, décroissance). Les résultats tres satis-
faisants que nous avons obtenus sont conformes a nos attentes mais dépendent du paramétrage
du pas de variation et de celui de 3. Il convient donc de prendre en compte la sensibilité a ces
deux parametres dans un contexte “non connecté" (données issues uniquement de simulations
et non de capteurs). La piste de 1’élargissement des parametres (filtrage des données selon leur
sens, leurs intensités ou les deux) est la piste de travail envisagée.
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Le second outil d’aide a la décision est quant a lui destiné a proposer 1’évolution prédictive
de I’état du systeme. L’ Algorithme predict a été comparé a un réseau de neurones artificiels.
Les résultats révelent que le nombre de données utilisées dans nos tests joue un role majeur
dans le choix de la méthode : un faible jeu de données réelles a comparer est favorable a notre
algorithme, a contrario d’un grand nombre de données. Le contexte actuel joue donc en faveur
de notre algorithme.
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Chapitre 7

Conclusion
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7.1 Contexte

Parmi les préoccupations majeures qui accaparent les différents acteurs d’un bloc opéra-
toire figurent 1’optimisation de la sécurité du patient et par conséquent la réduction du risque
de survenue d’un événement indésirable grave lors d’une intervention chirurgicale. De nom-
breux protocoles tel que la check-list ainsi que d’importants outils de controles (monitoring,
capteurs ...) existent, mais s’averent insuffisants dans un environnement de plus en plus com-
plexe. En réponse a cette problématique, nous avons proposé un travail de recherche orienté sur
la prédiction des risques dans un contexte non déterministe ; ce travail entrait dans le cadre du
projet MASSAI destiné a réduire la survenue d’événements indésirables lors d’une intervention
chirurgicale. Le mot prédiction englobe trois thématiques :

— la prévention : interface entre ’utilisateur et le systeéme, matérialisé par un générateur

I’alertes;

— D’analyse des interactions : outil d’analyse des interactions entre agents (clusters) a partir
d’expériences passées, pour d’une part interpréter la survenue d’EIAS et d’autre part les
limiter (ajustement des niveaux d’alertes).

— la prédictivité : outil d’aide a la décision ayant pour objet la prévision de I’évolution du
systeme.

Nos contributions qui sont exposées dans le paragraphe suivant sont des réponses possibles

a ces trois thématiques.

7.2 Contributions

Produire des situations typées comme EIAS et non prévisibles est le premier objectif que
nous avons intégré dans notre travail de recherche. En conséquence, un couplage SMA/RaPC a
été implémenté dans le but : de produire des émergences, de générer des alertes et de construire
une base d’expériences. Cette premiere contribution basée sur une modélisation SMA enrichie
par un raisonnement a partir de cas est une premiere réponse a la détermination de 1’évolution
de I’état d’un systeme, dont on ignore la causalité de certains événements (EIAS). Le para-
digme agent caractérisé par I’autonomie et 1’interactivité d’entités qui simulent (entre autres)
des actions physiques, biologiques ou sociales, reproduit le contexte du bloc opératoire et en
particulier certaines situations non prévisibles. Le RaPC est quant a lui plutot destiné a appro-
cher la résolution de problemes par analogie. Cela répond a notre contexte ou il n’existe pas
de relation de cause a effet prédéfinies sur I’ensemble des événements produits par le systeme.
C’est donc par une recherche de cas analogues (éventuellement adaptés) issus d’une base d’ex-
périence, que sont proposées des solutions (situation d’alerte ou normale).

L analyse de la survenue des EIAS est notre second axe de recherche qui nous a conduit a ex-
périmenter des méthodes de clusterisation de données : Partition, Hiérarchie, Théorie floue, Dis-
tribution, Modeles, Noyaux, Graphes spectraux, Affinité de propagation. 1l s’agissait de com-

130



parer des méthodes classifiant nos données en fonction de leurs évolutions, avec notre propre
algorithme similVar. Face a certaines limites observées avec ces méthodes de clusterisation,
les Algorithmes similV ar et similVar+ (qui appelle similVar) sont une réponse possible au
regard de nos résultats rappelés dans la section suivante. Cette stratégie de classification était
motivée par I’hypothese suggérant que des évolutions appartenant a une méme classe peuvent
révéler des interactions et expliquer la causalité d’émergence ou de survenue d’EIAS (exemple :
I’augmentation du niveau sonore entraine I’augmentation de la fatigue humaine). L’outil d’aide
a la décision destiné a analyser ces interactions était porté par 1’ Algorithme liasiAttrib. Ce
dernier évalue de possibles interactions déterminées par clusterisation.

La prédictivité de la survenue d’EIAS était le dernier objectif de ce travail de recherche. A
la problématique de la prédiction de I’évolution du systeme nous avons suggéré comme réponse
possible, un algorithme de parcours d’une base d’expériences organisée en clusters (Algorithme
predict). Cette contribution a été complétée par un dernier outil d’aide a la décision : 1’algo-
rithme predict Path. Ce dernier (en cours d’implémentation) propose le plus court chemin (va-
leurs d’attributs les plus facilement atteignables) permettant I’évitement d’un EIAS. Le résumé
des résultats obtenus est I’objet de la section suivante.

7.3 Résultats

Afin de mesurer ’efficience de nos trois contributions que nous venons de rappeler (gé-
nérateur d’alertes, analyse d’interactions et prédictivité) nous avons comparé les données is-
sues de nos simulations avec un jeu test de données réelles de 55 cas. Les résultats présen-
tés dans le Chapitre 5 montrent I'intérét de nos algorithmes de clusterisation (Algorithmes
similVar et stmalV ar+) en comparaison d’autres outils standards. Les Algorithmes similV ar
et stmilV ar+ ont donc été implémentés dans notre modele.

Le principe de clusterisation a de méme été répliqué dans nos algorithmes d’identification
d’interactions (Algorithme liaisAttrib) et de prédictivité (Algorithme predict). Les résultats
propres a I’identification des interactions (Chapitre 6) sont tres satisfaisants et valident certes le
concept de I’ Algorithme liais Attrib, mais sont a considérer dans un contexte ou les interactions
ont été paramétrées pour la circonstance.

Les résultats relatifs a la prévision de I’évolution du systeme (Chapitre 6) sont en faveur de
notre Algorithme predict en comparaison du réseau de neurones utilisé. Cependant, 1’extrapo-
lation de ce dernier (évolution continue croissante) laisse espérer une amélioration significative
des résultats et donc in fine une préférence pour cette méthode.

On peut considérer a la lecture de 1’ensemble de nos résultats que notre architecture qui
agrege les paradigmes SMA et RaPC ainsi que nos outils d’aide a la décision sont une réponse
prometteuse a notre problématique : prédiction des risques dans un contexte non déterministe.
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7.4 Perspectives

En termes de perspectives, I’évolution a moyen terme du projet MASSAI porte sur 1’inté-
gration de capteurs au sein du bloc opératoire. Nous espérons ainsi capitaliser nos contributions
dans un mode fonctionnel réel. La Figure 7.1 donne une vue générale de cette nouvelle architec-
ture. Le bloc opératoire est désormais équipé de capteurs connectés a notre systeme. Parmi les
processus “Ecoute", “Analyse"”, “Proposition" et “Autorégulation”, la singularité du modele est
surtout portée par “Ecoute” et “Autorégulation”. En effet, le raisonnement a partir de cas et les
outils d’aides a la décision que nous avons implémentés permettent d’analyser 1’évolution du
systeme et de proposer des alternatives a la survenue d’événements indésirables. Les processus
“Ecoute” et “Autorégulation" sont I’objet des deux paragraphes qui suivent.

Bloc
BaE
e nalyse
e =
e & ——
e —//

Autorégulation

FIGURE 7.1 — Architecture de MASSALI : une version connectée de MASSAI

Le processus “Ecoute'
Le fait d’interfacer notre systeme avec des données réelles pourrait répondre a deux objectifs.
Le premier concerne la mise en application de notre modele en situation réelle dans le but
de prévenir la survenue d’EIAS avec des outils de prédictivité et d’alertes. A cela s’ajoute la
possibilité d’analyser ces EIAS. En effet, ’identification automatique des influences entre les
différentes entités du bloc (agents, ressources), et les ajustements qui en découlent dans un
contexte réel permettent de déterminer les causalités d’EIAS. C’est donc un environnement
adapté a la mise en ceuvre de notre modele.

Le second objectif releve de 1’ajustement du modele et/ou de sa structuration. En effet,
certains éléments de conception peuvent étre ajustés au fil des simulations tels que les données
d’entrées ou bien encore les principes de stochasticité. Au-dela de ces ajustements, le rdle et
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I’influence d’un systeme multi-agents dans un contexte ou I’on souhaite une analyse dynamique
de I’évolution d’un systeme peut étre posée. Est-ce que le paradigme SMA est a considérer
comme un outil d’ajustement des seuils d’alerte grace aux simulations produites a partir de
données réelles ? Est-il plutdt un outil qui permet de prédire en simulant 1’évolution de 1’état du
systeme a partir de données synchronisées avec le réel ?

Le processus “Analyse"

Le processus d’analyse actuel se compose d’outils qui déterminent entre autres la causalité
de la survenue d’un événement indésirable. L’ enrichissement de notre systeme avec des outils
statistiques tels que I’inférence causale ou la propagation des incertitudes est une piste que nous
envisageons. L’inférence causale qui détermine la causalité entre un événement et ses effets
renforce notre recherche de causalité de survenue d’un EIAS; la propagation des incertitudes
destinée a calculer des incertitudes et leurs effets induits sur des résultats permet de mesurer
I’impact d’une erreur sur notre systeme.

Le processus ‘“Autorégulation"

L’autorégulation du systeme est une perspective clé en terme d’évolutivité du projet actuel.
L’ Algorithme predictPath qui est en cours d’implémentation propose certes 1’évitement d’un
événement indésirable mais pas I’autorégulation du systeme. Des lors, 1’autorégulation du sys-
téme est une piste que nous envisageons. Il s’agit donc d’ajuster 1’état du systeme pour éviter la
survenue d’EIAS. Cela souleve cependant quelques interrogations en lien avec les principes de
régulation d’un systeme. Est-il possible par exemple d’ignorer les problemes de tragabilité ren-
contrés lors d’autorégulations ? De méme, comment faut-il définir la notion de stabilité lorsque
qu’une autorégulation peut étre la cause d’instabilité ? Dans un tout autre registre, quelle orga-
nisation faut-il envisager : une approche micro comme actuellement qui impacte chaque agent
ou plutoét macro avec une régulation globale du systeme ? La 1égitimité de I’autorégulation est
tres fortement liée a ces interrogations qui soulevent chacune des pistes de recherche.

Les perspectives envisagées et les questions qu’elles soulevent sont en cours de réflexion
et a I’étude pour une suite du projet MASSAI, sachant que ’ensemble des outils d’aide a la
décision qui en résultent sont des supports a la disposition des praticiens qui ne se substituent
en aucun cas a leur décision.
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Résumé : La gestion des risques li€s aux actions et aux conditions des différents €léments
qui composent un bloc opératoire est une préoccupation majeure lors d’une intervention chi-
rurgicale. La prédiction d’événements indésirables associés aux soins (EIAS), et I’analyse de
leur survenue sont des enjeux majeurs. Dans cet objectif, nous proposons dans le cadre du
projet MASSAI (Modeling Aids for Safe Surgery using Arificial Intelligence) une architecture
qui couple un systeme multi-agents (SMA) avec un raisonnement a partir de cas (RaPC). Le
SMA capable de produire un grand nombre de situations ou les agents interagissent entre eux
créent des phénomenes émergents et donc un possible nouvel EIAS. Le couplage du systeéme
multi-agents avec un raisonnement a partir de cas, enrichit la base de connaissances du modele,
et répond a notre recherche d’approche de résolution de problemes par analogie a partir d’ex-
périences passées. Au-dela de la détermination d’EIAS nous avons intégré des outils d’aide a
la décision. Les deux premiers algorithmes (similVar et similVar+) que nous avons congus et
comparés a d’autres méthodes analysent les données récupérées dans le bloc opératoire. Ils per-
mettent d’établir des corrélations entre les comportements des agents. Deux autres algorithmes
(liaisAttrib et predictPath) sont quant eux respectivement dédiés a la détermination de corréla-
tions entre des données clusterisées et a la prédictivité de I’évolution du systeme. Les résultats
encourageants montrent 1’efficacité de notre approche dans la capacité a produire, a analyser et
a prédire la survenue d’EIAS dans un contexte non déterministe ou évoluent des entités hétéro-
genes.

Mot-clés : SMA, RaPC, événements indésirables associés aux soins, clusterisation, prédicti-
vité.

Abstract : The management of risks related to the actions and conditions of the various ele-
ments that make up an operating room is a major concern during a surgical procedure. The
prediction of adverse events associated with care (AEAC), and the analysis of their occurrence
are major issues. In this objective, we propose in the MASSAI project (Modeling Aids for Safe
Surgery using Arificial Intelligence) an architecture that couples a multi-agent system (MAS)
with a case-based reasoning (CBR). The MAS is able to produce a large number of situations
where agents interact with each other, thus creating emergent phenomena and a possible new
AEAC. The coupling of the multi-agent system with case-based reasoning enriches the know-
ledge base of the model, and allows us to solve problems by analogy from past experiences. In
addition to the determination of the AEAC, we have integrated decision support tools. The first
two algorithms (similVar and similVar+) that we have designed and compared to other methods
are oriented on data classification. They consist in clustering the data in order to establish cor-
relations between the agents’ behaviors. Two other algorithms (liaisAttrib and predictPath) are
respectively dedicated to the determination of correlations between clustered data and to the pre-
dictivity of the system evolution. The encouraging results show the efficiency of our approach
in the capacity to produce, analyze and predict the occurrence of AEAC in a non-deterministic
context where heterogeneous entities evolve.

Keywords : MAS, CBR, adverse events associated with care, clustering, predictivity.
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