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ABSTRACT
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Au cours d’un vol, les pilotes doivent surveiller de façon rigoureuse des instruments de
vol spécifiques (e.g., indicateur d’attitude, vitesse, altimètre, les paramètres moteurs) ainsi
que l’environnement extérieur (e.g., repérer des éléments du relief au sol notamment lors de
conditions météorologiques dégagées et à basse altitude) dans le but de mettre à jour leur con-
science de la situation. Cette activité de surveillance (monitoring en anglais), critique durant
les phases de vols dites évolutives (e.g., décollage, phase d’approche, et atterrissage), tient
compte de l’observation et de l’interprétation de la trajectoire, des modes d’automatisation
sélectionnés, et des systèmes utilisés à bord. Cela suppose une comparaison en temps réel entre
les données affichées aux instruments et les valeurs attendues lors des phases de vols. Une
surveillance appropriée du cockpit permet de prendre des mesures correctives (e.g., ajuster la
trajectoire de l’avion lors de la détection d’une déviation observable sur la zone d’attitude) en
temps opportun lors de la déviation d’un paramètre, garantissant ainsi un niveau de sécurité
optimal. Cette activité de surveillance est structurée en séquence d’engagement et de réorien-
tation de l’attention visuelle du pilote d’un instrument vers un autre. Les rapports d’accidents
ont démontré que bien souvent les erreurs de pilotage, tels que des trajectoires incorrectes ou
bien une survitesse à l’atterrissage, étaient la résultante d’une surveillance défaillante et/ou
inadéquate des instruments du cockpit. L’enjeu de ce travail de recherche est d”améliorer la
sécurité des vols notamment grâce à l’intégration d’un oculomètre et/ou la recherche de so-
lution pour améliorer l’entrainement des pilotes en vue de réduire les erreurs de surveillance à
bord. Les mouvements des yeux sont une fenêtre sur l’état cognitif du pilote et permettent de
révéler les chemins attentionnels empruntés par l’opérateur à travers son parcours visuel. En
lien avec les problématiques de surveillance dans les cockpits, nous avons élaboré un assistant
de vol (FETA : Flight Eye Tracking Assistant) basé sur des comportements visuels d’experts
(e.g., 24 pilotes avec plus de 1600 heures de vols). Cet assistant prévient les pilotes, grâce à
une alarme auditive, quand ces derniers ne consultent plus suffisamment un instrument de vol
en comparaison avec la base de données des mouvements oculaires experts. Une évaluation
facteurs humains de cet assistant a soulevé plusieurs problématiques et a ouvert la voie à de
nouvelles recherches concernant notamment l’utilisation de métriques reflétant aux mieux les
parcours oculaires dans le cockpit et permettant précisément de quantifier l’attention visuelle
d’un pilote à bord. Une partie de ce travail de recherche s’appuie sur une comparaison entre
novices et experts dans le but de quantifier la marque de l’expertise. Une méthode utilisant
le K coefficient appliqué aux AOI a permis de qualifier l’attention visuelle des pilotes (focal vs
ambient) au cours de scenario en simulateur de vols présentant différentes charges d’activité
visuomoteur. Des méthodes d’apprentissage machine basée sur des matrices de transition ont
permis de classifier l’expertise avec une précision de 91%. Enfin, deux méthodes ont été utilisés
pour qualifier et quantifier les stratégies visuelles dans le cockpit. Une méthode utilisant la
Complexité de Lempel-Ziv (LZC), un algorithme de compression des données, permettant de
mettre en lumière la complexité des sequences de balayage dans le cockpit. Ainsi que le méth-
ode N-gram, a l’origine issue de la recherche sur les séquences ADN, permettant de quantifier
les patterns communs au groupe d’expert et la longueur des patterns utilisés. Ces contributions
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sont discutées à la lumière de l’amélioration d’un assistant basé sur des données oculométriques
pour l’amélioration de l’apprentissage d’une part et pour éviter les problèmes de surveillances
d’autre part. Finalement, l’évaluation du prototype FETA a soulevé des perspectives par rap-
port au choix de la modalité (e.g., auditive, visuelle, haptique) la plus pertinente concernant
l’alerting.

Mots clés : Oculométrie ,Système de surveillance du pilot, Facteurs Humains, Strategies
visuels, Interaction Homme-Machine, Apprentissage Machine ,Neuroergonomie, Mouvements
Oculaires, Aéronautique.
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During a flight, pilots must rigorously monitor specific flight instruments (e.g., attitude
indicator, airspeed, altimeter, engine parameters) as well as the external environment (e.g.,
locate terrain features on the ground, especially in clear weather conditions by low altitude) to
update their situational awareness. This monitoring activity, which is critical during dynamic
flight phases (e.g., takeoff, approach phase, and landing), consist in observing and interpreting
the flight path, the selected automation modes, and the systems used onboard. This involves
a real-time comparison between the data displayed on the instruments and the values expected
during the flight phases. Appropriate monitoring of the cockpit enables to take corrective
measures (e.g., adjust the aircraft’s trajectory when a deviation is detected in the attitude
zone) promptly when a parameter is deviated, thus guaranteeing an optimal level of safety.
This monitoring activity is structured in a sequence of engagement and redirection of the
operator’s visual attention from one instrument to another. Moreover, accident reports have
shown that piloting errors, such as incorrect trajectories or overspeed during landing, are often
the result of inadequate monitoring of cockpit instruments. The purpose of this research work
is to improve the flight safety thanks in particular to the integration of an eye-tracker. Eye
movements are a window on the pilot’s cognitive state and reveal the attentional paths taken
by the operator through his visual path. In connection with cockpit monitoring issues, we have
developed a Flight Eye Tracking Assistant (FETA) based on expert visual behaviors (e.g., 24
pilots with more than 1600 flight hours). This assistant warns the pilots, thanks to an audible
alarm, when they no longer sufficiently consult a flight instrument in comparison with the expert
eye movement database. A human factors evaluation of this assistant raised several issues with
such an assistant and paved the way for further research including metrics that best reflect
the eye paths in the cockpit and the need to find the right metric to quantify a pilot’s visual
attention on-board. Part of this research work is based on a comparison between novices and
experts in order to quantify the mark of expertise. A method using the K coefficient applied to
the AOIs allowed to qualify the visual attention of the pilots (focal vs ambient) during a flight
simulator scenario with different loads of visuomotor activity. Machine learning methods based
on transition matrices allowed to classify the expertise with an accuracy of 91%. Finally, two
methods were used to qualify and quantify visual strategies in the cockpit. A method using
Lempel-Ziv Complexity (LZC), a data compression algorithm, to highlight the complexity of
the scanning sequences in the cockpit. Another called N-gram method, originally derived from
DNA sequence research, which quantifies the patterns common to the expert group and the
length of the patterns used. These contributions are discussed in the light of the improvement
of a flying assistant based on eye tracking data for improving learning on the one hand and
avoiding monitoring problems on the other. Finally, the evaluation of the FETA prototype
raised perspectives on the choice of the most relevant modality (e.g. auditory, visual, haptic)
for alerting.
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INTRODUCTION

Aviation is an extremely safe mode of transport with, for example, less than one accident per
million flights for its commercial component (Airplanes, 2016; Oster Jr, Strong, and Zorn,
2013). This low accident rate, which was 20 to 30 times higher in the 1960s, was largely
made possible by technological advances in aviation systems (Billings, 2018). Technical prob-
lems are now the cause of only about 10% of accidents, leaving a significant portion to be
attributed to human implication. The exact values vary over years and sources, but approx-
imately 60-80% of accidents involve human error (Wiegmann and Shappell, 2017). Yet, to
date, removing humans out of the system isn’t an option since we still need human skilled on
board, especially in case of failure or unexpected event. Far from removing the human opera-
tor, Neuroergonomics proposes to study the cognitive functions involved in complex activities
in order to achieve better human-system interaction. In this context, the use of neuroimaging
(e.g., EEG, fNIRS...) for the implementation of brain-machine interfaces seems promising to
adapt systems to the mental or emotional state of the operator (Callan and Dehais, 2019; De-
hais and Callan, 2019). However, and despite significant progress, the use of such techniques
does not come without constraints and requires the wearing of helmets or electrodes, and the
signal is still strongly impacted by some signal noises (e.g., muscular artifacts, electromagnetic
pollution, etc.) (Aricò, Borghini, Di Flumeri, Sciaraffa, and Babiloni, 2018; Arico et al., 2017).
An interesting alternative is based on the detection of the gaze and eye movements through
the use of eye tracking. It offers the possibility of observing the visual attentional state of an
operator, which is underlying behaviour and decision-making (Glaholt, 2014). For example,
Lufthansa NetLine/Ops++ room’s operators developed an eye tracking solution to ensure that
notifications are seen, and the system dynamically adapts content based on gaze position and
provides haptic feedback to the operator’s wrists in the event of negligence (e.g., the omission
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of an important notification). Other use cases exist such as estimating fatigue and attention
of operators of construction equipment (e.g., Caterpillar and Seeing Machines), or for example
the DMS (Driver Monitoring Systems) developed by NXP (an American-Dutch semiconductor
manufacturer), this driving monitoring systems includes a camera-based monitoring systems
which provide a real-time evaluation of the presence and the state of the driver (e.g., Lenné,
Roady, and Kuo, 2020). In the latter case, the system detects pupil size, blink frequency, the
duration of moments where the eyes were closed or not directed towards the road. The driver
is alerted using the haptic modality (e.g., chair vibration) when abnormal values are detected.
More recently Hinfact, a startup company from Toulouse, relies on the work of the laboratory of
Neuroergonomics and Human Factors to offer flight instructors the possibility to support their
briefing session with objective data based on body and gaze tracking: distribution of attention
over flight instruments: gaze patterns, drowsiness levels. Despite these advances, it is striking
that the aeronautical world, despite being at the forefront in terms of safety and technology,
does not yet integrate eye tracking in the cockpit. This is all the more legitimate when about
half of human error’s accidents include failure of the crew to properly monitor the cockpit.
Indeed, pilots have to rigorously monitor specific flight instruments (e.g., attitude indicator,
speed, altimeter, engine parameters) and the external environment (by clear weather) to build
and update their situational awareness (Endsley, 1997). The monitoring activity, particularly
critical during dynamic flight phases such as take-off and landing, includes the observation and
interpretation of the flight path data, aircraft-configuration status, automation modes, and
on-board systems. It supposes a real-time comparison of instrument data or system modes
against the expected values according to the current phase of flight. An appropriate cockpit
monitoring allows timely corrective actions in the event of a parameter deviation, ensuring an
optimal level of safety. This monitoring activity is structured in sequences of attentional shifts
from an instrument to another. Accident investigations show that piloting errors (e.g., incorrect
trajectory, overspeed, altitude deviation, etc.) often result from inadequate monitoring of the
cockpit instruments. One way to further enhance flight safety is by looking into the pilot’s
eyes. Eye movements are a window onto the pilot’s cognitive state and eye tracking can reveal
visual scanning strategies as a hint of these internal states. This Ph.D. work focuses on eye
tracking techniques and metrics in the cockpit to avoid monitoring problems and enhancing
flight safety. The manuscript is organized following this way. Through the monitoring issues in
aviation, the Chapter 1 presents the context of this thesis. It explains what aircraft accident
reports tell us about human limitations. It concludes by why eye tracking is a possible way
to bring responses to monitoring issues. The Chapter 2 presents a state of the art of the eye
tracking in the cockpit and its possible integration in modern cockpits. These two introductory
Chapters are followed by our four contributions. Each contributory Chapter, except Chapter
6, has been fully or partially published or submitted to an international peer-reviewed journal
or a conference. More specifically, the Chapter 3 presents a proof of concept of a first Flight
Eye Tracking Assistant (FETA) based on eye movement of expert pilots. This assistant warns
pilots when they do not watch sufficiently a flight instrument compared to expert eye move-
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ment database. This Chapter ends with an evaluation of this prototype from a human factor
perspective and paves the way for further eye tracking measures to improve this assistant, it
also raises the question of what the best alerting modality is. Chapter 4 focuses on the need to
find other eye tracking metrics to qualify the visual behavior in the cockpit in order to enhance
the flight assistant (FETA). This Chapter presents novel algorithms to assess dwell patterns
complexity and to assess focal or ambient visual attention in the cockpit on the data from two
experiments in flight simulators. Chapter 5 provides the reader with an overview of different
eye tracking metrics to qualify these visual scanning strategies in the cockpit through a study
involving novice and expert pilots. Chapter 6 tries to answer the question of how to warn pilots
if visual monitoring behavior is inadequate. This Chapter focuses on a gaze-contingent study in-
volving different modalities (auditory, visual, and haptic) to triggers notifications. This chapter
present an experiment still in progress and will be completed after this Ph.D. Nevertheless, part
of the results and the experimental protocol will be presented in this document. The Chapter
7 discusses these contributions in the light of eye tracking assistant to enhance learning on the
one hand, and on-board, on the other hand, to avoid monitoring matters.
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CHAPTER 1

HUMAN ERROR IN AVIATION:
MONITORING ISSUES AT THE ORIGIN

OF ACCIDENTS
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Commercial aviation is one of the safest transportation systems in the world, and the average
annual accident rate is the lowest it has ever been (Safety, 2018). This impressive record is
due to many factors, including improvements in aircraft systems, pilot training, flight crew
skills, air traffic control procedures, etc. (Group et al., 2014). One of the characteristics of
the aviation community that has contributed to this success is a commitment to continuously
improve safety and operation. While since the beginning of the century safety has improved
thanks to technical prowess. Progress in cockpit systems, aircraft design, in pilot training,
in flight crew and air-traffic control procedures, are still essential to maintain a low accident
rate despite an ever-increasing traffic. Nowadays, as said previously, a large part of accidents
involves human error (Shappell et al., 2007) see Figure 1.1.

Figure 1.1: Commercial aviation accidents from 1970 to 2019 with human factors, technical
failure, and other causes (Weather, . . . ) as contributory factors. Data retrieved from Bureau
of Aircraft Accidents Archives (www.baaa-acro.com).

One critical solution provided by the aviation industry in the 80s to deal with human errors
has been the introduction of automation. And indeed, automation has made it possible to reduce
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human error, in particular by reducing the crew’s workload through the integration of autopilots
in the cockpit. However, automation has also shifted the role of the crew from controllers
to supervisors (Parasurannan and Byrne, 2002). As a result of this role changing, the crews
had to include in their expert panels another skill, that of monitoring systems (Parasuraman,
1987). During the flight, pilots must monitor rigorously their flight instruments to update their
situation awareness. But, what does "monitoring" refer to ?

1.1 How and What to monitor ?

According to Flight Safety Foundation (Safety, 2018), “monitoring” is a word used quite lib-
erally in aviation, and naturally, its meaning could be subject to confusion. In simple, plain
language: Monitoring is adequately watching, observing, keeping track of, or cross-checking.
In their report on “A practical guide for improving Flight Path Monitoring”, the working group
highlighted two components: “How to Monitor” and “What to monitor”. The How to mon-
itor part refers to actions required to perform the monitoring task. It can be divided into 3
subsections following the attention management (procedures/techniques for directing a pilot’s
attention to a particular place at a particular time), the deliberate checking (the active, dis-
ciplined and effortful action a pilot must take to look for something rather than just look at
something), and the cross-checking (comparing separate, independent sources of information
to confirm or refute understanding derived from the initial source). The “What to monitor”
question is difficult to answer because all the skills above may be applied in different contexts.
For example, the flight path could be monitoring as well as systems or the crew situational
awareness. In order to investigate the question of "What to monitor?". We’re going to rely on
aeronautical accident examples to show how ineffective flight path monitoring leads to unde-
tected errors. All the cases presented here are from a report of the Civil Aviation Authority on
the development of pilot monitoring skills (Authority, 2013).

1.2 Aircraft Accident Reports

Accident: FedEx Flight 1478, July 26, 2002 (figure1.2)

On a flight from Memphis, Tennessee, U.S., a Boeing 727 descended through trees and impacted
the ground 1,000 ft (305m) later. While sliding, the airplane struck construction vehicles that
were parked on the field during the night, and burns marks on the ground indicated there was
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Figure 1.2: FedEx Flight 1478 airplane wreckage

a fire on the airplane for the last 1,000 ft. The U.S. National Transportation Safety Board
(NTSB) determined that the probable cause of the accident was the failure of the Captain
(CA) and First Officer (FO) to establish and maintain a proper glide path during the night
visual approach to landing.

Accident: King Air 100, October 25, 2002 (figure1.3)

Figure 1.3: King Air 100 airplane wreckage

On a flight from St. Paul to Eveleth, Minnesota, U.S., the flight crew failed to maintain an
appropriate course and speed for the approach to Eveleth-Virginia Municipal Airport. During
the later stages of the approach, the flight crew failed to monitor the airplane’s airspeed and
allowed it to decrease to a dangerously low level (as low as about 50 Kt below the operator’s
recommended approach speed) and to remain below the recommended approach speed for
about 50 seconds. The airplane then entered a stall from which the flight crew did not recover.
All occupants perished.

Accident: Empire Airlines Flight 8284, January 27, 2009 (figure1.4)
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Figure 1.4: Empire Airlines 8284 airplane wreckage

While flying an ILS approach in light freezing drizzle, the crew experienced a flap asymmetry.
The aircraft was at approximately 1,400 ft above ground level (AGL), just outside the final
approach fix, when this occurred. The first officer continued flying the approach while the
captain attempted to troubleshoot the flap problem by checking circuit breakers behind the first
officer’s seat and repositioning the flap handle several times. While the captain was attempting
to troubleshoot the problem, airspeed decreased 35 Kt, culminating in a stall warning activation.
The captain told the first officer, “Yeah, don’t do that. Just keep flying the airplane, okay”.
The autopilot disconnected when the stall warning activated and the first officer advanced
power. The stall warning ceased as airspeed increased. The first officer asked, “should I go
around?” and the captain replied, “No, keep descending”. The first officer was straining due to
the amount of control wheel deflection caused by the flap asymmetry. The captain took over
control of the aircraft as it passed through 700 ft AGL. He reduced power because the aircraft
was now too fast. Airspeed decreased rapidly. As the aircraft passed through approximatively
150 ft AGL, the captain crashed about 300 ft (92 m) north of the runway threshold, slightly
right off course, and skidded along the airport surface.

Accident: Asiana Airlines Flight 214, July 6, 2013 (figure1.5)

In July 2013, Asiana Airlines Flight 214 struck a seawall at San Francisco international Airport.
The NTSB determined the airplane crashed when it descended below the visual guide path due
to the flight crew’s mismanagement of the approach and inadequate monitoring of airspeed.
The NTSB also determined that the crew’s insufficient monitoring of airspeed indications during
the approach resulted from expectancy, increased workload, fatigue, and automation reliance.
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Figure 1.5: Asiana Airlines 214 airplane wreckage

Accident: Colgan Air Flight 3407, February 12, 2009 (figure1.6)

Figure 1.6: Colgan Air Flight 3407 airplane wreckage

In February 2009, Colgan Air Flight 3407 crashed into a house in Clarence Center, New York,
U.S., after experiencing an aerodynamic stall. The crew failed to detect a loss of 50 Kt of
airspeed in 22 seconds. All of the above cases are examples of crews not properly monitoring
the flight instruments and flight path deviation are relatively common, all operators are beset
to some degree by the following types of deviations:

1. Altitude deviations;

2. Airspeed deviations;

3. Course deviations;

4. Taxi errors/ Runway incursions.

During monitoring, pilots are expected to carry out two distinct tasks. First, they monitor
highly reliable automated systems over extended periods (such as in cruise flight). Second, they
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monitor complex aircraft flight path changes and system states while simultaneously completing
several other flight-related tasks (e.g., communicating with air traffic control (ATC), cabin crew,
passengers, programming approaches in the flight management system (FMS)). Even for highly
skilled professional pilots, monitoring tasks are more challenging than they seem – especially
when combined with other tasks, fatigue, or when flight parameters change very rapidly. This
is why the dynamic phases are the most vulnerable to monitoring errors. In the report of the
flight safety foundation involving 188 cases of airline monitoring errors the majority of monitoring
errors – 66 percent – occurred while the aircraft was in a vertical phase of flight (e.g., climb,
descent, approach, and landing). Across the 188 reports, a majority of the errors that resulted
from inadequate monitoring were altitude deviations, course deviations, and speed deviations.
Because modern aircraft have advanced autoflight capabilities and are highly reliable. Pilots
often have little to do during the cruise for example, but they have to monitor occasionally
unexpected flight path changes generated by the autoflight system and for system anomalies
that rarely occur. Since pilots are humans, they are not immune to human failures. Indeed,
the human brain has some limitations concerning monitoring and detecting events that rarely
occur (Parasuraman, 1987).

1.3 Human cognitive limitation

There are sciences that study human functioning and cognition, attention span and limitations.
The human brain processes a lot of complex information but is often unable to pick up informa-
tion that arrives infrequently. Research in cognitive neuroscience and cognitive psychology has
highlighted these human limitations Helmreich, 2000; Parasuraman, 2003; Parasuraman and
Rizzo, 2008. There are some challenges and barriers to effective monitoring: many factors ham-
per monitoring, including system design, organizational factors, or external environment. But
the biggest concern relates to human vulnerabilities, such as complacency/inattention, distrac-
tion, low attentional resource, low arousal, disorientation, tiredness, or stressors (i.e., workload,
etc.). These concerns stem from historical accidents and incidents. Some relatively recent
accidents and incidents, adapted from a report by the Flight Safety Foundation report, the Civil
Aviation Authority report cited below, are illustrated here in terms of human limitations.

1.3.1 Inattention & distraction

The piloting activity is an attention-based activity with numerous tasks to be performed si-
multaneously. This activity is therefore extremely costly in terms of attention, cognitive, and
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motor resources. Attention is classically defined as a process integrated into the information
processing system, the function of which is to enable the adaptation of human behaviour to its
environment (Broadbent, 2013). It is therefore both what controls the processing of informa-
tion, by selecting information relevant to the activity and inhibiting irrelevant information, and
the resource that enables the information to be processed. Classically, we distinguish three main
types of attention, each referring to an element of the above-mentioned definition: selective
attention (referring to attentional control), divided attention (referring to the sharing of atten-
tional resources on different tasks contributing to different goals), sustained attention (referring
to the modulations of attention according to the duration of the activity) (Sarter, Givens, and
Bruno, 2001). One example of an inattention problem with a concrete example during a routine
flight from Faro to Bournemouth cleared for landing when the autothrust system disconnected
on approach without the knowledge of the crew. On autothrottle disconnection, the visual
warning, which was a flashing red annunciator, was activated for one-minute before being can-
celled by manually disconnecting the autothrottle. The pilot monitoring (PM) was focused on
the Primary Flight Display (PFD) and flight instruments and did not notice the flashing warn-
ing or the associated removal of the auto-throttle mode on the PFD. Because humans have
limited attentional capacities, it is impossible to be aware of all elements of the environment.
Attention plays the role of a filter directed toward the world; unexpected events (e.g., unsure,
and infrequent) are difficult to be detected. Equipment failures are infrequent in modern com-
mercial aircraft operations, and humans are inherently poor at monitoring for infrequent events
(Dismukes and Berman, 2010). Distraction is one of the major factors which underlie most
incidents and accidents, and this can be either physical or mental. Physical distractions occur
due to unexpected problems in the cockpit or interruptions from cabin crew, ATC, etc. and
mental distractions can refer to mind wandering (Baldwin et al., 2017) for example. Other
fields also involve distraction issues such as automotive where Hendricks, Fell, and Freedman,
1999 shown that 37,6% of road accidents on 723 assessed resulted from distraction. In aviation,
the report from the National Transport Safety Board (NTSB) concerning the famous crash of
the Everglades in December 1972, cited “the failure of the flight crew to monitor the flight
instruments during the final four minutes of the flight and to detect an unexpected descent
soon enough to prevent impact with the ground. Preoccupation with a malfunction of the nose
landing gear position indicating system distracted the crew’s attention from the instruments
and allowed the descent to go unnoticed”.

1.3.2 High workload

Workload might simply be defined as the demand placed on the human operator (Moray, 2013).
This definition, however, is overly limited because it only includes the requirements generated
by external sources (e.g. task difficulty). In order to address workload completely, it is also
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necessary to consider demands generated internally that compete for an operator’s resources.
Therefore, an appropriate human factors definition of workload would be: workload is the
demand placed on an operator’s mental resources used for attention, perception, reasonable
decision-making, and action. Because human resources are limited, the level needed for a
specific task can exceed the available amount. Under these circumstances, workload can also be
defined as the ratio of the resources required by the task to the amount of available resources.
Inherent in this definition is the notion of resource differences among operators since each
person will have a differing amount and nature of resources to apply to a task. Because
of these differences, a given task will not produce the same workload level for all operators.
Rather, workload depends on the operator’s experience with the task, training, and relevant
skill levels. A task can even produce different workload for the same operator at a different
time depending on his or her state when the task must be performed. The automation is
there to reduce and balance the workload during flights, but accidents have occurred where
management of the Flight Management System (FMS) at critical phases of flight increases
the workload resulting in errors going unnoticed. The Kahneman’s resource model (Kahneman,
1973) captured elegantly the limitation imposed by brain capacities in this example. This model
demonstrates that dual-task performance was less affected when two tasks required different
processing structure, than when they used the same structure of processing. For this instance,
two visual tasks are likely to interfere when being performed simultaneously because limited
resources (Tversky and Kahneman, 1981) .

1.3.3 Low Arousal/Vigilance

Vigilance refers to the ability of observers to maintain their focus of attention and remain alert
to stimuli over prolonged periods of time (Ballard, 1996; Lanzetta, Dember, Warm, and Berch,
1987; J. Warm, 1993). Arousal is that accounts for the vigilance decrement in terms of the lack
of stimulation necessary to maintain alertness (Matthews and Davies, 1998). According to that
models, the repetitive and monotonous aspects of vigilance tasks reduce the level of stimulation
needed by elements of the central nervous system – the ascending reticular formation, the locus
coeruleus, and the diffuse thalamic projection system – necessary to succor wakefulness and
alertness (Joel S Warm, Matthews, and Finomore Jr, 2008). This aspect of human performance
is an important concern due to the critical role that vigilance plays in aviation. The pilot’s
reaction time to any deviation will be slower and more error prone. This is particularly true
during long haul flights were periods of routine flight management and weather surveillance are
long. An example with a concrete case study, the aircraft was cruising at Flight Level (FL) 350
when it encountered turbulence and exceeded the target speed limit. The over speed alarm
went off and the PM startled by the aural stimuli instinctively pulled back on the side stick for 6
seconds causing the AP to disconnect and to climb to FL 380. It took the crew 90s before they
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realized that the AP had disconnected (the over speed alarm had masked the AP disconnected
alarm) and the FL had increased. The crew was distracted with the turbulence issue and no-one
monitored the flight instruments. Important cues were missed (nose-up pitch of 12 degrees,
high climb rate, excessive altitude, the position of the FD (Flight Directory) bars, FMA (Flight
Mode Annunciator) indications, ECAM “AP OFF” message and AP light extinguished).

1.3.4 Disorientation

The human visual and vestibular systems are prone to illusionary inputs related to depth, height
speed, and distance (Peters, 1964; Previc and Ercoline, 2004). This can seriously challenge
the perception channels and result in incorrect decisions being made such as pilot induced
oscillations (are sustained or uncontrollable oscillations resulting from efforts of the pilot to
control the aircraft when the frequency of the pilot’s inputs and the aircraft’s own frequency
are coupling). For example, the NTSB reported disorientation concerning the flight 4Q8 in
January 2007. The aircraft was en-route from Surabaya, East Java to Manado, Sulawesi and
was in cruise at FL350 with the autopilot engaged. The aircraft developed a problem with the
inertial reference system and both pilots became so engrossed in sorting out the problem that
they failed to respond to the increasing descent and bank angle. The pilots became disoriented
and did not detect and appropriately arrest the descent soon enough to prevent the loss of
control.

1.3.5 Lack of Attentional Resource

There have been many aircraft accidents and incidents where both crew members focused all
their attention on dealing with a system malfunction to the detriment of other tasks (e.g.,
attention tunneling (Wickens and Alexander, 2009)). During a flight to Palmerston north, the
crew encountered problems with the gear down mechanism. The captain instructed the FO to
manage the malfunction while he kept an eye on the airplane. The FO started to go through
the procedures but was interrupted by the captain who told him to skip through some of the
tests. The captain was distracted from flying the aircraft and tries to help the FO sorting the
problem out. The GPWS warning went off 4 seconds before the aircraft hit the ground.
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1.3.6 Fatigue

Pilot fatigue is an insidious threat in aviation, but especially in operations involving sleep loss
from circadian disruptions, increased sleep pressure from extended duty, and impaired alertness
associated with night work (J. Caldwell and Caldwell, 2016). Furthermore, sleep inertia which
occurs when one has just woken can hamper the monitoring task. Sleep debt and extended
periods of wakefulness will impair the vigilance required under demanding flight conditions. A
NTSB report (J. A. Caldwell, 2005; Marcus and Rosekind, 2017) has investigated an accident
in which the captain failed to monitor the instruments and the FO failed to provide back-up
and corrective input. They both failed to follow the stall procedures with the appropriate call
outs and actions due to sleep deprivation as a major factor.

1.3.7 Situational Awareness

A recent study (Kharoufah, Murray, Baxter, and Wild, 2018) examined the different factors
causations in a random sample over 200 commercial air transport accidents and incidents from
2000 to 2016. The objective of this study was to identify the principal human factor contribution
to aviation accidents and incidents. The results showed that the most significant factor was
situational awareness.

1.4 Theories of monitoring lapses

As we just saw with aircraft accidents, many factors are involved in monitoring lapses. The
diagram in figure 1.7 summarizes the elements involved during monitoring lapses. Currently,
there are two complementary theoretical currents that help explain attentional errors in aviation:
mental load theory (Wickens, 1984) and attentional control theory (Posner, 1982; Spelke, Hirst,
and Neisser, 1976). A first hypothesis considers attention as a resource reservoir with limited
capacity. The attentional errors related to the performance of a secondary tasks, in piloting,
would then be the result of mental overload. A second theory considers attention as a selective
controller of information processing. Attention errors related to the performance of a secondary
tasks, in piloting, would then be the result of a reorientation of the attentional control of the
visual scene towards the items relevant to the performance of the secondary task (Simons,
2000; Strayer, Drews, and Johnston, 2003). Finally, a third complementary hypothesis, more
specifically concerning perceptual control (Lemercier and Cellier, 2008; Noy, Lemoine, Klachan,
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and Burns, 2004), considers that the more a task requires visual control, the more it hinders
visual control of the visual scene. These phenomena can promote the failure of the crew to
monitor flight instruments properly.

1.5 Overcoming monitoring issues

As said previously, in numerous cases of aircraft accidents, pilots’ visual scanning has been
described as “inadequate”, “ineffective”, or “insufficient” (Jarvis, 2017). The National Trans-
portation Safety Board reported in 1994 that inappropriate monitoring was involved in 84%
of major accidents in the United States (Washington, 1978). The report was followed by nu-
merous studies investigating the visual behavior of the pilots. However, in a “practical guide
for improving flight path monitoring” by the Flight Safety Foundation (Group et al., 2014),
which investigated 188 accidents with reported monitoring issues, it is underlined that many
monitoring errors still occurred, most of them during dynamic phases of flight (e.g., climb,
descent, approach, and landing). In 2013, the Federal Aviation Administration required airlines
to include an explicit training program to improve monitoring skills Sumwalt, Thomas, and Dis-
mukes, 2002. Following the PARG study, the Bureau d’Enquêtes et d’Analyses pour la sécurité
de l’aviation civile (French Investigation Agency) encouraged the use of eye tracker systems to
finely analyze and improve crews’ visual scanning. Interestingly, an extensive survey conducted
on 931 pilots during the PARG study showed that most of the pilots need a better description
of what a “standard” visual circuit in the cockpit can be. Similarly, in another recent survey
(Lefrancois, Matton, Gourinat, Peysakhovich, and Causse, 2016), 75% of pilots deemed the
knowledge of the required visual behavior for the different flight phases helpful to enhance their
cockpit monitoring skills.

1.6 PM/PF roles

Initially, the supervision of the flight deck was performed by two pilots: the pilot flying (PF) and
the Pilot Non-Flying (PNF). In response to a landmark accidents, FAA and Airlines redefined
the role of the two pilots in the cockpit (AC 120-71A, 2003). From then, before the beginning
of each flight sector, the aircraft captain decides which pilot will take direct responsibility for
flying the aircraft for the complete flight or particular parts of it such as the Descent/Approach
and Landing and they become ’Pilot Flying’ (PF) for that sector or the specified part of it. The
other pilot is then designated for that sector or relevant parts of it as ’Pilot Monitoring’ (PM)
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and in that role must monitor the flight management and aircraft control actions of the PF
and carry out support duties such as communications and check-list reading. The PM serves
as the “second set of eyes” in the cockpit, occasionally assisting the pilot flying in his or her
duties but primarily performing the job of keeping watch for anything amiss. The Operations
Manual will specify fully the roles for the PF and PM, but one of the most important aspects
of the duties of any PM is the cross-check of the actions of PF. Indeed, this part of the role
represents one of the most important single reasons why a two-pilot flight crew is specified. As
a result, checklist and monitoring are two essential defenses against pilot errors. However, it is
not so easy to maintain excellent monitoring performance, Casner and Schooler, 2014 showed
in their study of airline pilots that when pilots are free to monitor (i.e., without any particular
defined task), monitoring lapses occur. Since monitoring lapses still occur, aviation industry
thought may remove tasks done by human by dedicated systems more reliable to monitoring
tasks. To figure this argument, have a look into the cockpits of the past.

1.7 Single Pilot Operations

The number of aircrew in cockpits was reduced over the last 60 years, going from 4 until the
1950s to 3 until the 1970s when the Navigator was removed - the radio navigator was dedicated
to voice communication equipment - he was removed when inertial navigation systems were
introduced. The crew was reduced from 3 to 2 until the 1980s when the Flight Engineer
was removed (new monitoring equipment for engines and aircraft systems were introduced).
Two pilot’s aircrew have been the standard for three decades. This progressive elimination
of technical crew members in commercial aircraft cockpits results from the replacement of
human functions by system functions (Boy, 2014). Today, motivated by cost reduction, the
shift from two pilot operations to single pilot operations (SPO) requires the aviation industry
to investigate how cognitive processes will be redistributed among humans and systems. We
put “humans” plural because even if the objective is to have a single pilot in the cockpit, there
will be other human agents on the ground or onboard (e.g., flight planners, flight followers,
and flight attendants) who could be involved. The single-pilot operation requires ensuring that
the same level of safety is maintained despite the removal of a pilot on board. As history has
shown us a few lines above, the SPO paves the way for the introduction of dedicated monitoring
systems to counterbalance the crew reduction.
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1.8 Neuroergonomics purpose

Human factors goal, particularly in aviation, is to reduce aircraft accidents (Salas, Maurino, and
Curtis, 2010) by addressing the various causal factors. In this PhD work, we specifically address
cockpit monitoring issues. The challenge is to improve pilot-aircraft interaction by considering
the complex attentional and cognitive processes. Neuroergonomics approach proposes, using
physiological tools, to find valid and robust measures of human behavior and cognitive processes
(e.g., attention, memory, . . . ) (Parasuraman, 2003). Neuroergonomics generally promotes the
use of brain imaging techniques or electroencephalography to measure the neural mechanisms
underpinning human performance in complex real-life situations. Basic Neuroergonomics tools
(e.g., EEG, ECG, fNIRS, . . . ) are often used in flight simulators to study cognitive processes
(Callan and Dehais, 2019; Causse, Dehais, Péran, Sabatini, and Pastor, 2013). However, and
despite significant progress, the use of such techniques does not come without constraints
and requires the wearing of helmets or electrodes, and the signal is still strongly impacted by
various source of noises (muscular artifacts, electromagnetic pollution etc.) (Aricò et al., 2018;
Arico et al., 2017). Meanwhile, the possibility to perform remote measurement of the human
attentional state in the cockpit is promising (Peysakhovich, 2016; Peysakhovich, Lefrançois,
Dehais, and Causse, 2018). In this respect, an interesting technology is eye-tracking devices
embedded in the cockpit. Since the last decade, the market of commercial eye trackers has been
considerably democratized and such devices are non-invasive (can be used without any direct
contact with the body), reliable, relatively inexpensive, and eye tracking data can be processed
in near real-time. The data samples from an eye tracker device can serve to detect eye and gaze
movements. Since the eyes are an important mediator between the environment and the brain,
facilitating interaction with our everyday world. Eventually, the eye tracking techniques allow
the monitoring of ocular behavior and give insight into the perceptual and cognitive processes
underlying piloting (A. T. Duchowski, 2007; Glaholt, 2014).
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In chapter 1 we saw that a lot of accidents are due to human errors and a large part of
them involves monitoring issues, particularly during landing. We also saw that those monitoring
issues are the consequence of ineffective and inadequate visual circuits in the cockpit resulting
in poor situational awareness. We assume that these issues can be helped by eye tracking
integration in the cockpit. As a consequence, we propose in this chapter to present the eye
tracking technology. After a brief presentation of how the eye operates, we introduce basic eye
movements and present how eye tracking devices work with a theoretical background concerning
eye tracking techniques throughout history. The human visual system is remarkable for the
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quantity and quality of information it provides us about our environment. A quick glance is
enough for us to get information about the size, shape, color, and texture of the objects. The
visual system is also able to identify whether objects are in motion, or to know their directions
or relative velocities. This section describes the mechanisms behind the vision. In the same
way, as in a bottom-up approach, a stimulus, goes through the cornea, the lens, projects onto
the retina, and is finally processed by the brain in an afferent way. This section follows roughly
this chronology. First, the light entering the eye, and hence we firstly describe the human
neural hardware present in the eye. Then, following the optic nerve, this section ends with a
simplified view of the brain to identify the neural mechanisms involved in visual attention and
the orientation of the visual attention trough the eye movements.

2.1 Human neural hardware

The human eye lets light in through the pupil, turns the image upside down in the lens end
then projects it onto the back of the eyeball-the retina see figure 2.1.

Figure 2.1: Human eye anatomy

At the front of the eye is the cornea, allowing light to enter the eye. After the cornea, the
light rays pass through two liquid materials (e.g., aqueous body, and vitreous body). Between
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the cornea and the lens lies the anterior chamber, which is filled with a liquid (aqueous body)
that provides nutrients for both structures. The other liquid material, the vitreous humor
accounts for 80% of the eye’s volume and helps to maintain the eye’s shape. The formation
of sharp images on the retina is largely due to the refraction of light by the cornea and the
lens. The refractive power of the lens is smaller than the power of the cornea, although it is
adjustable. These dynamic changes in the refractive power of the lens make it possible to focus
objects at varying distances on the retina. Only the retina is filled with light-sensitive cells (e.g.,
as photoreceptors), called cones and rods (see figure 2.2), which transduce the incoming light
into electrical signals sent through the optic nerve to the visual cortex for processing. The layer
adjacent to the retina contains choroid, which is composed of blood capillaries, the main source
of blood supply to the photoreceptors. Cones are sensitive to visual details (as high spatial
density) and provide our color vision. Rods are sensitive to light and support vision under dim
light conditions. There are three types of cones (e.g., red, green, blue). Each eye has about
7 million cones and 120 million rods. There is a small region (figure 2.2) called the fovea.
Spanning less than 2 deg of the visual field, cones are extremely over-represented, see figure
2.2, while they are sparsely distributed in other areas of the retina.

As a consequence, the full acuity of the eye is only in this small area. Foveal information
is prioritized in processing due to the cortical magnification factor, which increases linearly
with eccentricity, from about 0.15 deg/mm cortical matter at the fovea to 1.5 deg/mm at an
eccentricity of 20 deg (Hubel and Wiesel, 1974). As a result, R. L. De Valois and De Valois,
1980 have shown that about 25% of the visual cortex processes the central 2.5 deg of the visual
scene.

The retina is composed of multiple layers of different cell types (R. L. De Valois and De
Valois, 1993). It resembles a three-layer cell sandwich, with a connection bundle between each
layer. These connectional layers are called plexiform or synaptic layers. The retinogeniculate
organization is schematically illustrated in figure 2.3. The outer layer contains the photorecep-
tors (e.g., rods, and cones). The first connectional layer is the plexiform layer which houses the
connection between receptors and bipolar nuclei. The next layer of cells is the inner nuclear
layer containing bipolar (e.g., amacrine, bipolar, horizontal) cells. The next layer is the inner
plexiform layer where the connection between inner nuclei cells, and ganglions cells are formed.
The last layer is composed of ganglion cells. Rods and Cones are specialized types of neurons
involving specific types of dendrites. In general, each neuron can connect to as many as 10,000
other neurons. This interconnected block behaves as a large neural circuit. Ganglions cells are
of the threshold type, sending a signal when the activation exceeds a specific level.
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Figure 2.2: Distribution of the photoreceptors in the eye. In the fovea, the cone density is the
highest and is correlated with visual acuity. Reported from (Mustafi, Engel, and Palczewski,
2009).

2.2 Eye movements

Eye movements are particularly important since visual acuity is only present in the fovea. Eye
movements are used to orient the fovea to new areas of interest in the visual field (also known
as “foveation”). These eye movements are controlled by three pairs of muscles illustrated in
figure 2.4.

They control the three-dimensional orientations of the eye inside the head for horizontal
(yaw), vertical (pitch), and torsional (roll) eye movements. According to Donder’s law (Tweed
and Vilis, 1990), only the activation of these muscles is responsible for the direction of the gaze,
regardless of how the eye was previously. The eye tracking literature has long sought to measure
and analyze the different eye movements (Holmqvist et al., 2011). Eye movements’ classification
is presented in Table 2.1 for each eye movement type, their durations, amplitudes, and velocities.
Eye movements can be grouped into 2 functional categories: those used to stabilize the gaze
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Figure 2.3: Schematic of the retina with their multiple layers (RPE: Retinal Pigment Epithelium)

during head movement or when the environment in the visual field is moving (e.g., vergence,
optokinetic response, vestibulo-ocular reflex); and those used to direct the gaze when the
fixated targets move (smooth pursuit) or when a new target is fixated (e.g., fixation, saccades,
glissade). Other micro eye movements exist, because the eye is not completely stationary
during a fixation, but has three types of micro-movements such as tremor: a small movement
of frequency around 90Hz whose exact role is unclear (Martinez-Conde, Macknik, and Hubel,
2004), drifts: slow movements taking the eye away from the center of fixation, microsaccades:
Their roles are to quickly bring the eye back to its original position. These intra-fixational eye
movements (Holmqvist et al., 2011) are not studied in this manuscript. Other ocular motion is
not subject to voluntary control. For example, pupil diameter is modulated by the antagonism
of the parasympathetic and sympathetic nervous systems. Other reflexive movements include
the optokinetic response (the smooth pursuit of an object as it travels through the environment
followed by an immediate return of the eye to its original position; (Distler and Hoffmann, 2011))
and vestibulo-ocular reflex (the movement of the eye to maintain a stable retinal image due to
vestibular activation; (Laurens, Strauman, and Hess, 2011)). When observing and following an
aircraft in the sky, for example, our eyes perform one type of movement called smooth pursuit.
Smooth pursuit is a slow movement to follow a moving stimulus by maintaining the image
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Figure 2.4: Extraocular muscles controlling eye orientation (Adduction/Abduction thanks to
lateral and medial rectus , Depression/Elevation with superior and inferior rectus, and Intor-
sion/Extorsion with superior and inferior oblique).

on the retina. The rapid motion from one fixation to another is called “saccade”. Saccades
are rapid, ballistic eye movements that cause an abrupt change in the direction of the gaze.
Because saccades do not stop directly at the intended target, glissades are the post-saccadic
movements that “wobble” towards the intended target. Indeed, the most reported event in eye
tracking data is not related to a movement but rather to a state when the eyes remain "still"
over a period of time, known as a fixation. It corresponds to the eye movements that stabilize
the retina over a stationary object of interest.

As Yarbus (Yarbus, 1967) showed decades ago, eye movements are indicative of the strate-
gies used to inspect a visual scene. Figure 2.5 shows the scan path of a participant examining
the bust of Nefertiti for 2 minutes. The straight thin lines represent the saccades of the eyes,
which are rapid ballistic movements that allow the fovea to be positioned in alignment with the
elements of the picture. Along these lines, the densest areas correspond to the fixation points
on which the participant has stopped to take the information. These results obtained by Yarbus
show that seeing is an active process in which eye movements orient the gaze several times per
second to direct the fovea towards particular regions of an image, in order to examine certain
features that are particularly interesting or informative.
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Eye movements types Duration (ms) Amplitude Velocity
Fixation >200 - -
Saccade 30-80 4◦-20◦ 30◦/s-500◦/s
Glissade 10-40 0.5◦-2◦ 20◦/s-140◦/s
Smooth pursuit - - 10◦/s-30◦/s
Microsaccades 10-30 10’-40’ 15◦/s-50◦/s
Tremor - <1’ 20’/s (peak)
Drift 200-1000 1’-60’ 6’/s-25’/s

Table 2.1: The most common types of eye movements events with their typical value (recovered
from (Holmqvist et al., 2011)).

Figure 2.5: Eye movements of a participant looking at the bust of Nefertiti. The line on the
right represents the eye movements performed during the 2 mins visual exploration (according
to (Yarbus, 1967)).

2.3 Neural mechanism of the Visual attention

The human visual system is usually described by visual pathways corresponding to the connection
between retina and brain regions. In a simple view of the brain (see figure 2.6), it is possible
to identify the neural mechanisms involved in visual attention. There are three main neural
regions implicated in eye movements programming and their functions (see Palmer and Palmer,
1999; for a review see A. T. Duchowski and Duchowski, 2017).
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• Posterior Parietal Complex: disengages attention,

• Superior Colliculus: relocate attention,

• Pulvinar: engages, or enhances, attention.

These neural mechanisms are at the basis of the processes underlying visual attention and are
responsible for the generation of eye movements.

Figure 2.6: Simplified view of the brain and the visual pathways involved in selective visual
attention (From (A. T. Duchowski and Duchowski, 2017)).

In this chapter, we have seen the anatomy of the eye and how it works. We have also
highlighted the different eye movements and their implications for visual attention through the
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brain regions involved in the programming of eye movements. The next section discusses the
subject of gaze detection and how eye movements can be deduced from it with eye tracking.

2.4 Eye tracking devices and technology

Eye tracking devices exists since a long time (see figure 2.7 for an overview, and see (Wade,
2010) for a complete review).

Figure 2.7: Quick overview of eye tracking technology and use case throughout the time

Origins of eye tracking date back to 1879 when the French physiologist Louis Emile Javal
(figure 2.8) noticed that readers’ eyes do not skim fluently through the text while reading but
make quick movements (saccades) mixed with short pauses (fixations). In 1908, Edmund Huey
(see figure 2.8) built a device which could track eye movement during the reading process.

This first eye tracker technique was intrusive as readers had to wear a contact lens with
a small opening for the pupil. The lens was attached to a pointer which changed its position
following the movements of the eye. The first recorded eye movements were not released until
1937, when Guy Thomas Buswell, an educational psychologist, used light beams (see figure 2.9)
which were reflected in readers’ eyes and recorded them on film. Buswell’s research indicated
that there is a significant difference between oral and silent reading, and that one person can
read in two different ways.

Then, Alfred Lukyanovich Yarbus, a Russian psychologist, conducted several eye tracking
studies in the 1950s and 1960s. The results showed that the readers’ eye movement and
fixation depend on their interest and the given task. For example, if the reader was asked
several questions about the shown images, their eyes would focus on those parts which are
relevant to the questions (see figure 2.10). In 1967, he published a highly influential book called
“Eye Movements and Vision” (Yarbus, 1967). The research of eye movement and eye tracking
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Figure 2.8: Louis Emile Javal (Left) and Edmund Huey (Right)

Figure 2.9: Apparatus used by Guy Thomas Buswell

thrived during the 1970s and 1980s. In the 1970s, the eye trackers became less intrusive,
provided better accuracy, and were able to separate eye from head movements. At the same
time, psychological theories started to examine the connection between eye tracking data and
cognitive processes (Mele and Federici, 2012). The tracking and measures of eye behaviour were
complex and expensive and were thus restricted to the military field and research laboratories.
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Figure 2.10: Yarbus eye tracker devices (left) and Yarbus eye tracker data reported from the
book Eye Movements and Vision

Figure 2.11: Left: Example of video-based eye tracking technique (Pupil Invisible), the video
with gaze tracking is stream on mobile. Right : Example of EOG tracking technique.

However, technological prowess, from the 1970s until nowadays, such as increased processor
speed, and advanced digital video processing, have contributed to reduce the cost and increase
the efficiency of eye tracking devices. The most widely used current designs are video-based eye
trackers (see figure 2.11). Even if these techniques are predominant, we have to mention the
electro-oculography (EOG) tracking technique to be complete. It is based on the fact that an
electrostatic field can be modulates when eyes rotate (e.g., It can be described as a fixed dipole

33



CHAPTER 2. EYE TRACKING FOR RESEARCH AND PRACTICE

with positive pole at the cornea and negative pole at the retina.). By recording small differences
in the skin potential around the eye, the position of the eye can be estimated. Also, since this is
done with electrodes placed on the skin around the eye, this technique does not require a clear
view of the eye. This technique is rather uncomfortable, and is not well-suited for everyday use,
since it requires the close contact of electrodes to the user. The first method outlined below,

Figure 2.12: Example of corneal reflection at various gaze positions

video-based eye tracking technique, uses the pupil and the cornea properties. Because the pupil
absorbs a large amount of light. This chromatic property allows it to be easily identifiable in
image recognition (for a review see Hansen and Ji, 2009, and Hammoud, 2008). Concerning
the cornea, it covers the outside part of the eye, and as presented in the section above, it is filled
with a liquid that gives an aqueous appearance and transparency. Because of that, it reflects
light. Usually, the reflection that you can see in someone’s eyes comes from the cornea. This
corneal reflection is known as 1st Purkinje reflection (P1) (Crane, 1994) illustrated in figure
2.12. The Purkinje reflection is shown in figure 2.12 as a small white circle in proximity to
the pupil. Other light reflections coming from outside might create other interfering reflection.
Basically, infrared light sources and infrared cameras are used to avoid this phenomenon by
illuminating and recording eye movements in infrared spectrum, thus filtering natural light.
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We have seen in the previous chapter how the eye roughly works and the extent to which it
is possible to use some of these characteristics to identify its position and interpret the direction
of the gaze. In line with the previous chapter, an historical background of eye tracking in the
cockpit will be detailed. Eventually, we finish this third chapter by stated on different eye
tracking metrics useful for the aviation context, paving the way to the flying assistant of the
next chapter.

3.1 Historical background of eye tracking in the cockpit

Scientists scrutinize the pilots’ eyes since more than a century (for a review, Di Stasi and Diaz-
Piedra, 2019), starting with balloon flight studies from the French physiologist Paul Bert, that
examined among other things the effects of altitude on vision at the end of the XIX century.
Later, in the context of World War I, Tiffin and Bromer (Tiffin and Bromer, 1943) conducted
exploratory works on the visual scanning strategies of experienced and inexperienced pilots
during the landing phase. They developed a photographic instrument allowing creating motion
pictures based on the chronophotography technique (Marey, 1894). This method enabled the
researcher to analyze the pilots’ visual scanning during the last seconds of a flight, just before
the touchdown. Although the project was not completed, and no final report is available, the
investigation has served as an incentive for further studies by other groups. Thereafter, R. E.
Jones, Milton, and Fitts, 1949 and colleagues examined the pilots’ visual scanning to optimize
the position of the flight instruments in the cockpit. They found that some instruments have
a stronger relationship than others as indicated by the frequency of transitions between these
particular instruments. They proposed to use such results and methods to improve flight
instrument arrangements. Afterward, many studies have been interested in the analysis of
visual behavior in the cockpit through the exploration of visual scanning.

3.2 Visual scanning in the cockpit

In general, pilots’ visual behaviors are transcribed in a series of fixations and saccades. This
makes it possible to divide their visual attention between the outside scene and the on-board
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Figure 3.1: Eye tracking recording showing the visual path of a pilot in approach phase: 30
seconds recording. The larger the diameter of the red dot, the longer the fixation time.

instruments. Figure 3.1 is a representation of the visual path performed by a pilot in the
cockpit during a recording of 30 seconds. As illustrated, fixations and saccades sequences
allow to discern the path used by the pilot. However, from a technical point of view this
data is only X,Y,Z coordinates and does not allow to add a semantic dimension, i.e. the pilot
observed the PFD then the ND, and finally the ECAM. To overcome this problem, a widely
used technique is to divide the cockpit panel into areas of interest corresponding to the cockpit
instruments, as presented in figure 3.2. An area of interest (AOI) is a part of a stimulus that is
of special importance (e.g., in our case flight instruments). They are created based on semantic
information of the stimulus. Basically, the most important information given by AOI is related
to transitions and dwells. A transition is a saccadic movement from one AOI to another, and a
dwell is a temporal aggregation of fixations within an AOI (Blascheck et al., 2017). AOI based
techniques provide additional information (e.g. semantics of the observed zone) in complement
to the temporal aspect (e.g., order of transitions and time spent on it). Figure 3.3 gives an
example of a recording of an airline pilot during 100 seconds of a landing. The AOIs presented in
figure 3.2 are the same as the ones used in the figure 3.33.4. This recording allows distinguishing
the moment in which the gaze is directed toward flight instruments, enabling to calculate the
portion of time spent on a specific flight instrument (also known as Percentage Dwell Time
(PDT)). Since information is not processed instantly upon the occurrence of a stimulus, a
processing time is required for the brain.

Goldberg, Stimson, Lewenstein, Scott, and Wichansky, 2002 has defined this processing
time of about 200–400 ms concerning ocular dwells. By using this temporal filter, it is possible
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Figure 3.2: Cockpit view with flight instrument contouring by Area of Interests.

Figure 3.3: Top: AOI sequence chart; Bottom: Percentage Dwell Time (PDT) on various AOIs
of a pilot during a landing approach for 100 sec.

to discern the attentional paths taken by the pilot. For example, we can see in figure 3.3
that most of the time is spent on the Out of the Window zone, the attitude zone, the speed
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Figure 3.4: Top: AOI sequence chart; Bottom: Percentage Dwell Time (PDT) on various AOIs
of a pilot during a landing approach for 100 sec.

tape, and the vertical speed tape. It is largely admitted that the time spent on AOIs are the
reflection of the visual strategies employed by the pilots (Kasarskis, Stehwien, Hickox, Aretz,
and Wickens, 2001; Ottati, Hickox, and Richter, 1999; C.-s. Yu, Wang, Li, and Braithwaite,
2014; C.-S. Yu, Wang, Li, Braithwaite, and Greaves, 2016). However, this is not enough to
determine the visual scanning strategies underpinning the visual attention allocation. Figure
3.4 is a use case where the Percentage Dwell Times are the same as in figure 3.3. However, the
transition frequency between AOIs is not equivalent, and this underlines a visual activity with
longer fixation time on each instrument.

3.3 Why it is useful to investigate visual scanning strate-
gies

The relationship between visual scanning skills and performance has been highlighted in ex-
periences where participants were trained to gaze at relevant areas. Shapiro and Raymond,
1989 were among the firsts to link performance and efficient visual scanning techniques. In
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their study using videogames, three groups of gamers received a different training program:
efficient scanning techniques, inefficient scanning techniques, and a control group without any
training. The efficient" group was trained to minimize their eye movements and optimize their
visual scan strategies. In contrast, the “inefficient" group was trained to increase the frequency
of their eye movements without any established pattern. The participants exposed to efficient
scanning training showed better performance and fewer fixations compared to two other groups.
More recently in the air traffic control field, Kang and Landry, 2014 used the same method
to enhance novices’ performance in a conflict detection task. A novice group was exposed to
experts’ visual scans (“treatment"), overlaid on the radar screen during the task. Novices from
this group outperformed novices from two other groups: the “control" group, which received
no particular instructions, and the “instruction-only" group, which was verbally instructed to
attend to altitude. These two last studies convincingly support the existing relationship between
visual patterns, task performance, and the possibility to improve these patterns with adequate
training. Furthermore, the links between the visual scanning strategies and the expertise were
observed in fields such as radiology, driving, sport, or chess (e.g., Blignaut, Beelders, and So,
2008; Ganesan, Alakhras, Brennan, and Mello-Thoms, 2018; Memmert, Simons, and Grimme,
2009; Simon and Chase, 1988; Underwood, 2007). Gegenfurtner, Lehtinen, and Säljö, 2011
conducted a meta-analysis and highlighted that experts (compared to non-experts) generally
demonstrate more fixations on task-relevant areas as well as shorter fixations. In their re-
view of eye movements in medicine and chess, Reingold and Sheridan, 2011 have labeled this
greater perceptual effectiveness of experts as "superior perceptual encoding of domain-related
patterns". In addition to being indicative of performance and expertise, visual strategies can
be used as a cognitive state marker (for a review see Peißl, Wickens, and Baruah, 2018; Ziv,
2016).

3.4 Visual scanning as a marker of the pilot’s (Cognitive)
Psychophysical State

3.4.1 Fatigue, Sleepiness, and stress

Diaz-Piedra et al., 2016 and Di Stasi, Catena, Canas, Macknik, and Martinez-Conde, 2013 found
that saccadic velocity is a bio-marker related to aviator fatigue. Based on visual scanning, Wu,
Wanyan, and Zhuang, 2015 provided a mathematical model connecting pilot’s visual attention
allocation and flight fatigue. Allsop and Gray, 2014 showed that under anxiety, the percentage
of dwell time directed toward the Out of the window zone is increased.
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3.4.2 Situation Awareness

van de Merwe, van Dijk, and Zon, 2012 measured SA by studying the pilots’ search patterns
(fixation rates on the display, dwell time on the display, and scanning entropy) in relation to
information acquisition. The authors stated that this was done to assess level 1 as well as level 3
of SA via eye tracking (level 1 corresponding to the perception of an element in current situation
and level 3 corresponded to the projection of future status (see D. G. Jones and Endsley, 1996
for a review of SA errors in aviation)). Specifically, pilots had to deal with a fuel leak that was
expected to hamper SA. Pilots with high SA as assessed by their scanning measure (e.g., high
fixation rate on the electronic centralized aircraft monitoring display) found the source of the
malfunction earlier, showing more structured and predictable cockpit scanning. C.-s. Yu et al.,
2014 suggested integrating eye-tracking devices into simulators for promoting SA training. They
found pilots with better SA performance in the simulator showing lower perceived workload.
Ryffel, Muehlethaler, Huber, and Elfering, 2019 developed a debriefing tool eye tracking based
in upset prevention and recovery training (UPRT), this tool intended to improve the ability of
pilots to recognize and avoid situations that can lead accidents.

3.4.3 Workload

Visual scanning can serve as a measure of the mental workload of pilots (Di Nocera, Camilli,
and Terenzi, 2007; Li, Chiu, and Wu, 2012. Di Nocera et al., 2007 have shown that the
dispersion of the eye fixations was higher during the takeoff and landing phases than during the
cruise phase. Literature has indeed highlighted different mental workload levels attributed to
these different flight phases. Furthermore, other research brings to light the effect of mental
workload on flight performance (Dahlstrom and Nahlinder, 2009; Hankins and Wilson, 1998;
C.-S. Yu et al., 2016). Increased workload conducted to a lower percentage of fixations Out
of the Window and a higher percentage of fixations to the tactical display during low level-
high speed combat aircraft simulations (Svensson, Angelborg-Thanderez, Sjöberg, and Olsson,
1997). Russi-Vigoya and Patterson, 2015 modulated the workload by adding an engine failure
during experimental simulations. This experiment showed that the visual scanning changed
(directed toward certain flight instrument) during the introduction of this unexpected condition
that generated a high workload. In addition, Tole, Stephens, Harris, and Ephrath, 1982 found
in an experiment involving aircraft pilot that the visual scanning on flight instruments varies as
a function of the load and increased as a function of the estimated skill level of a pilot.
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3.4.4 Expertise

According to Bellenkes, Wickens, and Kramer, 1997 the fixations of experts are shorter and
fixations on instruments are more frequent. Similarly, Kasarskis et al., 2001 noticed that experts’
pilots (1500 - 2150 flight hours) perform more fixations and have shorter dwell times than novices
(40 - 70 flight hours). They postulate that experts have more structured visual patterns than
novices. Lorenz and Biella, 2006 have shown that experts (from 3000 to 10300 flight hours)
spend more time looking outside the cockpit compared to novices (13-500 flight hours) during a
taxiing task. Furthermore, the importance of efficient visual scanning strategies was highlighted
in a study involving fighter pilots flying high speed low altitude flights. In this study, the pilots
who achieved the best flight performance made shorter fixations to the heads-down tactical
display and alternated more frequently between the tactical display and the outside world.
Similar results were found in experts (> 1000 hours) and novices (200-400 hours) playing flight
simulation games.

3.5 Eye Gaze metrics for aviation context

Classical eye movements measures such as fixation duration, dwell time, or the number of
fixations, provide relevant data when analyzing visual scanning strategies. However, as we have
seen in the previous section, these metrics are not satisfactory to reflect the visual scanning as
these metrics often involve time-averaging operations, thus, neglecting the information regarding
the sequence of instrument scanning. Consequently, a rich part of the data that reflects the
dynamic of the deployment of the attention processes is lost or not fully exploited. Numerous
other metrics are available to explore and characterize in more depth visual scanning strategies.
One approach to analyze high-order patterns of eye movements is to analyze transitions between
cockpit instruments (Fitts, Jones, and Milton, 1949; Glaholt, 2014; Hayashi, Beutter, and
McCann, 2005, another one is to derive global pattern metrics such as gaze entropy (see
Glaholt, 2014 for a review).

3.5.1 Transition Matrices

Several metrics allow quantifying whether visual scanning is narrow or wide. Transition matrix
probabilities (figure 3.5) is one of them: they contain the information about how often a
transition from one AOI to another occurred based on subsequent dwells of the visual scan.
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This method provides a data representation that can also lead to the development of stochastic
and queuing models (Goldberg et al., 2002) of the pilot’s scanning in the cockpit.

Figure 3.5: Transition matrix of one participant during landing. The colormap represents the
probability (in %) of transitioning from one AOI to another.

This method can be extended to three dimensions by considering the location of the previous
two dwells, which Norris, 1998 have described as a second-order Markov chain. D. H. Jones,
1985 showed that transitions matrices are sensitive to flight maneuvers in a study involving
commercial pilots during various flight phases. Based on the transition matrices, Hayashi et
al., 2005 proposed in 2005 a Hidden Markov Model approach corresponding to different flight
tasks. Its works were used afterward to model the dwell patterns of the space shuttle crew
(Hayashi, 2004). Another method for quantifying the visual scanning is the transition matrix
density. Introduced by Goldberg and Kotval, 1999, the transition matrix density can describe the
dispersion of attention over time Ognjanovic, Thüring, Murphy, and Hölscher, 2019. Transition
matrix density provides a single quantitative value by dividing the number of active transition
cells (i.e., those containing at least one transition) by the total number of cells. An unusually
dense transition matrix (large index value), with most cells filled with at least one transition,
indicates a dispersed, lengthy, and wandering visual scan (this can reflect an extensive search
on a display). A sparse matrix (small index value) indicates a more efficient and directed search
Holmqvist et al., 2011.
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3.5.2 Sequence analysis

The AOI sequence analysis approach allows measuring the extent to which the time sequence of
eye movements is ordered or random during a flight. We use the broad term "visual scanning"
to describe visual scanning made up of an at least one dwell to one area of interest (AOI),
followed by a transition, and a dwell to another AOI; “visual scanning pattern” is used when
the visual scanning is made up of repeated sequences of a given “visual scanning”. The entropy
measure considers the sequence of dwells location without considering the dwell duration. Gaze
entropy is one of the methods used to compare visual scanning behavior Diaz-Piedra et al., 2019;
Krejtz et al., 2015; Shiferaw, Downey, and Crewther, 2019. When applied to eye tracking data,
transition entropy describes the amount of information needed to describe the visual strategies.
Harris Sr, Glover, and Spady Jr, 1986 also report that eye movement entropy rate decreases
as pilot mental workload increases, and also that novice pilots exhibit a low entropy rate early
in training, but as training progresses, their entropy rate increases to match that of experts.
Another pattern metric is known as Nearest Neighbour Index (NNI) and was introduced by
Di Nocera et al., 2007. Nearest neighbour index is a measure of spatial clustering and is
computed by summing the distances of each fixation to its nearest neighbour and by dividing
this sum by the average distance between fixations derived from a uniform random distribution.
Values less than one indicate departures from a random spatial distribution. Note that while
NNI detects departure from spatial randomness, it not sensitive to the degree of randomness
in the sequence of fixation or dwell locations (c.f. entropy). Di Nocera et al., 2007 found that
NNI varied across phases of simulated IFR flight, showing the least random (most clustered)
distribution of fixations during cruising flight and the most random (least clustered) distribution
during take-off and landing which are expected to have the highest mental workload.

3.6 A flying Assistant Eye-Tracking based to overcome
monitoring issue

In the first part of this chapter, we have seen several physiological and anatomical characteristics
of the eye, then, we have been interested in the exploitation of certain ocular features that allow
to identify the eye and to deduce the projection of an operator’s gaze from it. Finally, we focused
on the interest that such a device could have in the aviation field, notably through the strategies
of visual scanning in the cockpit. At the interface between Chapter 1 and Chapter 2, the next
chapter addresses the issue of a flight assistant based on gaze tracking data to overcome the
monitoring problems at landing. Peysakhovich et al., 2018 have defined and identified four
stages of eye-tracking technology integration in the piloting activity. A flowchart of the four
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stages is presented in figure 3.6, where the eye and flight data are recorded (Stage I) and
proceed to form a visual behavior database. This database can be used to enhance pilots’
training (Stage II) and to check the consistency of the visual behavior according to the flight
context. If an inconsistency is detected, we can adapt flight deck (Stage III) or aircraft systems
(Stage IV).

Training

Eye tracking 
data Flight Data

Visual Behavior 
Database

FETA System Flight Data

Flight Deck/  
Interface

Aircraft /
Aeronautical systems

Control

Feedback
Monitoring

Gaze recordings

Visual behavior 
analysis

Pilot

Stage II

Stage I

Stage III Stage IV

Figure 3.6: Flowchart of the eye-tracking integration reported and modified from Peysakhovich,
Lefrançois, Dehais, and Causse, 2018, Blue rectangles correspond to the existing elements.
Green color indicates the elements that are to be integrated.

3.7 Hypothesis

The objective of this study was firstly to establish standards related to the activity of monitoring
the flight parameters displayed in the cockpit. The aim was to establish a database of standard
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visual behaviour. Secondly, a virtual assistant (FETA system) was implemented on board
to notify the pilot when he deviates from these monitoring standards and to evaluate the
effectiveness of this assistant and its impact on the operator. Third, this assistant was tested
on 5 pilots. The majority of accidents in aviation concern human errors involving monitoring
lapses, as seen in Chapter 1. These monitoring lapses lead to deviations in certain crucial flight
parameters such as speed, heading and vertical speed.

• We assume that there are standard eye movements among expert pilots for consulting
flight instruments, which would allow the construction of a database based on their eye
activity,

• Secondly, we assume that it is possible to extract relevant information (considering dwell
time on instrument) from this database to avoid deviation of flight parameters due to
insufficient instruments consulting,

• Thirdly, this relevant data can be integrated into an assistant that can be used to notify
the pilot when the current eye activity deviates from these standards,

• Fourthly, we assume that this assistant will reduce the occurrence of these deviations
without having a detrimental impact on the operator.
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In this chapter, we focus on the design of an eye-tracking based flying assistant. This
system, called FETA (for Flight Eye Tracking Assistant), compares the current visual scanning
of a pilot with a database of “standard” visual circuits. The pilots’ data will be analyzed in
more detail in Chapter 6. If the current visual scanning deviates too much from the database
(e.g., the speed is not fixated during a too long period), FETA emits a vocal alarm (e.g., “check
speed”). The current chapter describes the development and evaluation of the FETA system.
In particular, we evaluated the impact of FETA on situation awareness, subjective workload,
flight performance, and visual scanning (e.g., Dwells Times in this case).

4.1 FETA system development and visual data base build-
ing

The main purpose of the FETA system is to warn the pilot when he does not look sufficiently
at an instrument. In order to calibrate the “not sufficiently”, the threshold beyond which
visual scans become “abnormal”, we built a database of standard visual circuits (VBD) in
the cockpit with a sample of 16 airline pilots. They performed approach-landing phases in a
flight simulator while their eye movements were recorded. We also ensured that their flight
performance remained in the standard safety thresholds.

4.1.1 Participants

Sixteen male professional airline pilots (ATPL: Airline Transport Pilot License or CPL: Com-
mercial Pilot License) volunteered to participate in this study. Their mean age was 34 years
old (range: 23-59). Their total flight experience ranged from 1,600 to 13,000 hours (M =
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4,321 hrs, SD = 2,911 hrs). They were not paid for their participation. They had normal or
corrected-to-normal vision. The experiment was approved by the Research Ethics Committee
(CER, n:2019-131) (see Appendix A).

4.1.2 Procedure

Each participant signed a consent form and provided demographic information, their flight
qualifications (type of aircraft), and their total flight experience hours. Pilots were briefed on
the study and receive instructions about the flight scenario and the goal of this experiment.
They filled a fatigue questionnaire. Next, pilots were installed in the flight simulator and were
submitted to the eye-tracking calibration procedure. Participants took the captain position
and performed a training consisting in two approach-landings scenarios in order to familiarize
themselves with the flight simulator. Then, they performed the two experimental approach-
landings scenarios.

4.1.3 Flight simulator

The study was conducted in the PEGASE (Platform for Experiments on Generic Aircraft Sim-
ulation Environment) flight simulator of the ISAE-SUPAERO (Toulouse, France), illustrated in
figure 4.1. It simulates an Airbus A320 with a glass cockpit. The simulator includes pilots’
seats, sidestick controllers, throttles, trim wheels, and rudder pedals.

4.1.4 Eye-tracking measurements

Eye tracking data was collected with a Smart eye System embedded in the cockpit. The Smart
eye System consists of 5 deported cameras (0◦ - 1◦ of accuracy), with a sampling frequency
of 60 Hz. Furthermore, the cockpit has been divided into several Areas of Interests (AOIs), as
presented in figure 4.2. They correspond to the main flight displays. These AOIs are used by
the FETA system to evaluate online current visual scans. We also used these AOIs during the
human factor evaluation to examine the impact of FETA on visual scans. The threshold for
detecting a fixation on an AOI was set at 200 ms.
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Figure 4.1: The PEGASE flight simulator used during FETA development and assessment.

4.1.5 Experimental conditions

The 16 pilots performed the same flight scenario. The flight scenario consisted of a manual
approach-landing task to Toulouse-Blagnac Airport Runway LFBO 14R. Flight began at coor-
dinates 1.2159 longitude and 43.7626 Latitude. During the scenario, the pilot had to comply
with some specific instructions (see figure 4.3). In particular: maintain a vertical speed between
+500 ft/min and -800ft/min, a speed of 130 knots, and a heading of 143◦.

4.1.6 Flight parameters

Firstly, we checked the flight performance of the pilots, assuming that correct flight performance
is likely correlated with efficient cockpit monitoring. Figure 4.4 shows the mean flight parameters
deviation for vertical speed, speed, and heading during the landing task. Flight performance
of each pilot was adequate. The average vertical speed was in the correct range, and average
speed and average heading were very close to the target values.
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Figure 4.2: Cockpit Display with AOIs and Sub-AOIS: (1) Primary Flight Display (PFD), (2)
Navigation Display (ND),(3) Electronic Centralized Aircraft Monitoring (ECAM), (4) Out of
Window (OTW), (5) Flight Control Unit (FCU), (6) Flight Mode Annunciator (PFD.FMA)
, (7) Speed Tape (PFD.SPD), (8) Attitude Indicator (PFD.ATT), (9) Vertical Speed Tape
(PFD.VS), (10) Heading Tape (PFD.HDG), (11) VOR tag reading area in ND (ND-zone).

4.1.7 Visual Behavior Database and notification threshold

The Visual Behavior Database (VBD) has been established with the eye recordings made on the
16 pilots that performed the approach-landing scenario. Mean non-dwell times were calculated
for each AOI. While dwell times represent the time during which an individual gaze inside an
AOI [19], non-dwell times correspond to the period of time during which an individual does not
look at an AOI, see figure 4.5.

We used the “non-dwells times” of the 16 expert pilots as the metric for the FETA notifi-
cation threshold. More precisely, the thresholds consisted of the averages of the non-dwell time
for each AOI plus a standard deviation, as presented in equation 4.1.

Φthreshold = µNDT + σNDT (4.1)

This metric indicates the maximum non-dwell time tolerance for each AOI (i.e., beyond which
insufficient monitoring is diagnosed). Non-dwell time can be considered as mean non-monitored
duration for each instrument, see Table 4.1.
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Figure 4.3: The landing scenario with the flight parameter values that pilots had to maintain.

AOI µNDT σNDT Φthreshold

Attitude 1.91 2.11 4.02
Speed tape 5.28 7.50 12.78
Vertical speed 3.52 3.36 6.88
ND 12.93 18.22 31.15
HDG 14.73 17.33 32.06
ECAM 12.46 11.22 23.68
FMA 14 16.9 30.9

Table 4.1: Visual behavior database (VBD) containing Mean Non-dwell Time, Standard devia-
tions and Thresholds calculated for each AOI in seconds.

4.1.8 FETA interface

Besides the Visual Behavior Database, the eye tracking system, and the vocal alarms, FETA
also has an application permitting to visualize the activity from outside the cockpit. Coded in
C#, the FETA interface has many features shown in figure 4.6.
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Figure 4.4: Violin plot of flight parameter deviations during the landing task. The red lines
correspond to target values, as given by the experimenter before the flight scenarios. N = 16.

The features of FETA are:

1. AOI Monitoring Panel (on the left of figure 4.6). It shows the state of each AOI. The
color turns from green to blue when the AOI is not monitored enough according to the
VBD.

2. Show timer (center of figure 4.6). User can tick the tick boxes of any of the AOIs to see
the timer of each AOI. This timer shows the elapsed duration since the last monitoring
(in seconds).

3. AOI Heat Map Panel (on the right of figure 4.6). This heat map panel indicates the
proportion of fixation times on the AOI since the beginning of the flight.

4. Timer (center of figure 4.6). This feature shows the elapsed time until the beginning of
the simulation in seconds.

5. AOI Text Alert and Current Area of Interest Annunciator (at the bottom left of figure
4.6). The AOI Text Alert will show the name of the AOI that needs to be monitored. If
more than one AOI needs to be monitored, this alert will only show the name of the AOI
with the highest priority. The Current Area of Interest Annunciator shows the currently
monitored AOI.
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Figure 4.5: Violin plot of non-dwell times during the landing task for the main AOIs. N = 16.

6. Flight Parameter Indicators (at the bottom left of figure 4.6). This feature shows the
several flight parameters that affect the dynamic of the database.

7. Start/Stop Tracking Button and Show/Hide Heat Map Button (centred at the bottom of
figure 4.6). The Start/Stop Tracking Button starts or stops FETA, while the Show/Hide
Heat Map Button shows or hides the AOI heat map.

8. Audio Alarm (cannot be shown). FETA will emit an audio alarm that corresponds to the
AOI Text Alert (e.g. “check speed”).

4.2 FETA Human Factors assessment

After the development of FETA and the building of the database, we conducted a separate
experiment to evaluate the FETA system. In particular, we evaluated its impact on mental
workload, situation awareness, flight performances, and cockpit monitoring. To perform a
preliminary evaluation, five pilots were submitted to three different scenarios varying in terms
of monitoring difficulty.
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Figure 4.6: FETA interface with its 7 different features.

4.2.1 Participants

Five male professional pilots (ATPL, CPL) volunteered to participate in this study. They had
normal or corrected-to-normal vision. Their mean age was 29 years old (range: 23-40). Their
total flight experience ranged from 500 to 1,500 hours (M = 976 hrs, SD = 245 hrs). Pilots
were not paid for their participation. The experiment was approved by the Research Ethics
Committee (CER, n◦2019-131, see Appendix A).

4.2.2 Procedure

The procedure was essentially the same as during the FETA calibration (building of the database),
except that the new 5 pilots performed four additional landings. During this evaluation, FETA
auditory notifications (in case of abnormal monitoring) were restricted to three instruments:
speed, vertical speed, and heading. These instruments were chosen because they corresponded
to the flight parameter values that pilots had to maintain. Possible auditory alarms emitted by
FETA were: “check speed”; “check vertical speed”, “check heading”.

4.2.3 Apparatus

This experiment also took place in the PEGASE flight simulator, using the same eye tracking
system.
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4.2.4 Experimental conditions

Pilots performed two times three different randomized landing scenarios. The first scenario
(control scenario) was identical to the one performed by the pilots for the building of the VBD.
In the second and the third scenarios, we increased monitoring difficulty. During these two
scenarios, pilots were asked to read aloud the distance between the aircraft and a specific radio
beacon (information displayed in the ND-zone) either every 0.5 Nm (easy dual-task scenario) or
every 0.2 Nm (hard dual-task scenario). The pilots had to comply with the same speed, vertical
speed, and heading constraints than during the VBD building. At the end of the simulation,
pilots filled out 2 subjective questionnaires: situation awareness measures using SART (Taylor,
2017), and workload Instantaneous Self-Assessment (ISA) (Tattersall and Foord, 1996), which
is a subjective scale ranging from 1 to 5. The latter allows assessing the overall workload. After
the flight scenarios, open interviews were conducted to garner the various opinions of the pilots
according to the system.

4.2.5 Human factors assessment

Due to the low number of participants, we only present descriptive statistics for subjective
assessments, and flight performance. However, eye tracking data allows us to use inferential
statistics regarding the comparison with and without FETA. In particular by taking into account
the difficulty of scenarios (control, easy dual-task, hard dual-task) as an within-subject factor.

4.2.6 Subjective results

Figure 4.7 shows the SART results. A higher SART score indicates better situation awareness.
On average, FETA seemed to disturb the situation awareness when flying context was easy
(control and the easy dual-task scenario), but it tended to be the opposite when flying context
was more complex (hard dual-task scenario). As presented in figure Tattersall and Foord, 1996)
did not show a marked difference with or without the FETA system. However, in an easy flying
context (control scenario), the FETA system seems to induce more workload and this trend is
reversed when flying context is more difficult (both easy and hard dual-task scenarios).
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Figure 4.7: Left: SART results (higher the values, better the situational awareness); Right: ISA
results (lower is the value and lower is the subjective workload). All three scenarios with and
without the FETA system are showed. N = 5.

4.2.7 Flight performance results

Figure 4.8 shows flight parameter deviations. During the easy scenario (control scenario), pilots
had higher speed deviations with FETA than without. Concerning the heading in the difficult
condition (hard dual-task scenario), pilots had on average lower heading deviations with the
FETA system than without.

4.2.8 Eye tracking results

Figure 4.9 shows the percentage dwell times on each AOI for all scenarios with and without
FETA system. The Wilcoxon-Mann-Whitney non-parametric test shows a significant effect
(p<0.05) of FETA vs. without FETA condition on the AOIs according to speed, vertical speed,
heading, flight mode annunciator, and out the window.
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Figure 4.8: Root Mean Square (RMS) of the flight parameters for each scenario with and
without FETA (the higher the value, the lower the performance). N = 5.

Figure 4.9: Bar plot of percentage dwell times on each AOI. All three scenarios with and without
the FETA system are showed. N = 5. (*p<0.05, Wilcoxon Mann-Whitney test).
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4.3 Discussion and conclusions

The purpose of this study was on the one hand to present the concept and the development
of a flight eye-tracking assistant (FETA) calibrated thanks to eye-movement recordings from
professional 16 airline pilots. On the other hand, we also proposed a user-centered evaluation
(e.g., situation awareness, mental workload) of the first version of this assistant together with an
assessment of its impact on the cockpit monitoring. This evaluation was performed with 5 other
professional airline pilots. Overall, this first version of FETA demonstrated mixed results. First,
results showed that there was no clear improvement in the maintenance of the flight parameters
during the landing (speed, vertical speed, and heading) when FETA was activated. There was
an increased speed deviation during the easier landing and on the contrary an improvement
of heading accuracy during the most difficult landing scenario. Consistently, subjective results
tend to show that FETA was not detrimental only when the flight scenario was difficult. In
particular, situation awareness seemed slightly improved by FETA in the hard-dual task scenario.
Eye tracking results were more favorable to FETA, with an increase of the time spent on some
instruments subjected to the FETA audio notifications in case of insufficient visual consultation.
In presence of FETA, pilots checked more often the speed, the vertical speed, and the heading.
This additional time gazing at these instruments impacted the time spent on the window. Most
likely, FETA was efficient to redirect attention toward the critical flight instruments thanks to
the vocal alarm triggered when the visual circuit deviated too much from the database. Despite
this positive result, our experiment sheds light on several issues that should be addressed in
the future. Open interviews with the pilots allowed revealing some areas of improvement. For
example, the use of the auditory modality is not necessarily the best one. This channel is
already used by the synthetic voice in the cockpit, and also during the exchanges between
pilots and air traffic control. To overcome this problem, other notifications methods could be
explored, such as visual and/or haptic modalities. Another important improvement would be
to integrate both flight parameter values and eye movements in FETA. Indeed, it would be
more appropriate to trigger notifications when both visual scans and flight parameters deviate
too much from standards. For example, when speed decline too fast etc. This would help
avoid triggering spurious notifications (useless auditory notifications from FETA), which was
one of the main problems raised by the pilots during the debriefing. More generally, the FETA
system should incorporate other eye tracking metrics when considering the landing task; for
example, it could analyze the visual patterns (transitions between AOIs, not only the fixation
on each AOI) and correct them when they deviate from established standards, using artificial
intelligence. Furthermore, FETA could take into account other flight phases, automatically
identified considering the flight data (e.g., altitude, speed, flight mode. . . ). Then, this would
enable to adapt eye-tracking metrics to the given flight phases. For example, cockpit monitoring
is much less intense during the cruise, but this phase is more prone to drowsiness or fatigue.
FETA could integrate metrics based on the percentage of eye closure Sommer and Golz, 2010 or
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considering the frequency of eye blinks Stern, Boyer, and Schroeder, 1994. Future studies should
consider these improvements and assessing FETA during complex flight phases with a higher
number of pilots. Consequently, as we believed that the FETA system should incorporate other
eye tracking metrics, we explored in next chapter other metrics allowing us to qualify dispersion
of visual activity (focal mode vs ambient mode) by modifying the well-known K coefficient
defined by Krejtz, Çöltekin, Duchowski, and Niedzielska, 2017. In particular, this metric is
important since overfocalization is one of the main problems in aviation, and it is difficult to
capture with standard metrics such as dwell times this behaviour since it involves dynamic gaze
comparison to detect it. Next chapter focuses on the establishment of this metric in aviation
context. Chapter 5 proposes a framework for eye movement data analysis techniques in the
cockpit to deeply quantify visual scanning strategies in novices and experts. The FETA system
should incorporate these metrics.
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We saw during the human factors evaluation of the FETA system, the need to establish
new metrics to quantify the visual attention of pilots. Our evaluation showed that setting dwell
times thresholds on flight instruments was too binary (too simple) to trigger relevant alarms.
This chapter focuses on the search for a new metric that can be used in the cockpit and based
on the eye tracking literature.

5.1 Context and Hypothesis

The distribution of the pilot’s visual attention on various AOIs can be inspected by analyzing
their eye movements during real or simulated flight tasks. Visual attention can be measured
by analyzing fixations and saccadic eye movements Hoffman and Subramaniam, 1995, and re-
searchers proposed methods to disambiguate ambient and focal attention modes. While the
ambient mode is associated with scene exploration, the focal mode refers to a more local in-
spection of the information. For example, Follet, Le Meur, and Baccino, 2011 showed that
early stages of picture viewing are associated with long saccades (probably to globally explore
visual content), and then, the saccade amplitudes decrease over time. Similarly, Antes, 1974
showed that fixations become longer whereas saccade amplitudes decrease as time passed dur-
ing free picture exploration. Participants tend to make many fixations at the beginning of the
task to get an overall knowledge of the scene, and then focus progressively on some areas.
Furthermore, the connection between saccade amplitudes and fixation duration is of particular
interest due to its indication of the two dominant modes of visual processing. In the cockpit,
it can be assumed that pilots switch from one mode to another, depending on the number of
channels of information the pilot has to monitor during a given flight phase. Also, a highly dom-
inant focal attention mode may reveal abnormal cockpit monitoring, analog to the attentional
tunneling phenomenon. Considering Wickens’ definition of attentional tunneling Wickens and
Alexander, 2009, a straightforward way to identify this phenomenon is noting when operators
omit unexpected events (e.g., they do not react to alarms) and persevere in their current action
pattern. Such an expert approach requires analysis of the operators’ behaviors to infer their
attentional state (e.g., actions on the user interface reaction time). A complementary approach
is to derive attentional tunneling from the measurement of physiological signals and ocular
activity (Dehais et al., 2012; Regis, Dehais, Tessier, and Gagnon, 2012). Several authors have
demonstrated that attentional tunneling results in fewer scanned areas of interest (AOI) on the
user interface (Wickens, 2005), a decreased saccadic activity (Tsai, Viirre, Strychacz, Chase,
and Jung, 2007), long eye fixations (Cowen, Ball, and Delin, 2002), and the absence of ocular
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fixations on relevant cues (Thomas and Wickens, 2004). Far from detecting this behaviour in a
formal way, the aim of this study was rather to use the eye-tracking literature to qualify (focal
vs ambient) the pilots’ eye behaviour in the cockpit. This chapter is motivated by the many
studies on visual information processing that attribute relationships between saccade amplitudes
and fixation durations Unema, Pannasch, Joos, and Velichkovsky, 2005; Velichkovsky, Joos,
Helmert, and Pannasch, 2005. Our goal is to extend works related to ambient and focal atten-
tion modes to a cockpit monitoring context. We compare the formerly defined κ-coefficient
Krejtz, Duchowski, Krejtz, Szarkowska, and Kopacz, 2016 with a new approach using AOI and
dwell time. The contribution of this work is three-fold:

• First, we investigated a modifiedκ-coefficient considering both the dwell times and the
dwell transitions,

• Second, since visual behavior are different following flight phases (Scannella, Peysakhovich,
Ehrig, Lepron, and Dehais, 2018; Wang and Fu, 2014), the proposed approach was tested
on three different flight phases (i.e, Take-off, Cruise, and Landing),

• Third, we compare our approach with the standardκ-coefficient on data obtained from
an experiment set up with professional aircraft pilots.

We provide the background of this work, and how our approach uses AOI and dwell time to
alter and increase the benefit of the state-of-the-art metric. Since no study on the investigation
of theκ-coefficient based on AOI and dwell time can be found, the present research attempts
to further investigate this question. Then, we present the experimental design and method used
to evaluate our approach. We finally discuss the possible generalizability for future works.

5.2 Visual searching task as background for aviation out-
come

Fixation duration is a relatively changing variable that can range from about 100 milliseconds
to many seconds (Pannasch, Helmert, Roth, Herbold, and Walter, 2008). This high variability
is both intra-task and intra-individual Henderson and Luke, 2014. In many areas, searching for
novel ways of analyzing eye movements data has gathered dozens of metrics (Sharafi, Shaf-
fer, Sharif, and Gueheneuc, 2015). One important objective of eye movements analysis is to
spot particular events from the large amount of recorded data (Holmqvist et al., 2011). We
assume that the two modes of attention, ambient (exploration) vs. focal (inspection), can be
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routinely observed during a flight. During highly dynamic flight phases such as take-off and
landing, cockpit monitoring generally requires the pilots to distribute their attention toward
many channels of information (Velichkovsky et al., 2005). They perform short fixations on
flight instruments and switch very frequently to other ones to update as much as possible their
knowledge about critical flight parameters (altitude, speed, etc.) (van de Merwe et al., 2012).
However, when an unusual event occurs or when the pilot is performing a demanding task, such
as managing a system failure or performing a precision approach using course and glide path
guidance systems, longer dwells and much lower saccade numbers could be observed (Di Nocera
et al., 2007). As mentioned previously, an extreme and abnormal focalization of attention can
be called attentional tunneling (Wickens and Alexander, 2009). Our work tries to uncover these
ambient and focal modes in the cockpit monitoring context, assuming that they do not progress
from ambient to focal during the chronology of the (i.e. from take-off to landing) flight such as
over the time course of visual exploration (Pannasch et al., 2008), but the mode rather depends
on the flight phase, the automation mode, or the particular tasks at hand. In a recent study,
Krejtz et al., 2016 introduced a coefficient κ, a dynamic indicator which allows differentiating
between ambient and focal attention. Thereafter, they used the coefficient κ to investigate
the dynamics of the visual patterns when operating cartographic tasks (Krejtz et al., 2017).
Evidence for the accuracy of the coefficient κ has been shown. Using the κ-coefficient,
A. Duchowski and Krejtz, 2017 proposed a novel ambient/focal colorization which shows the
dynamic interplay between the focal and ambient modes of visual information processing. Pan-
nasch et al., 2008 evaluated the relationship between fixation durations and saccade amplitudes
in free exploration of pictures and scenes during early and late phases of scene perception.
Velichkovsky et al., 2005 studied scene perception in static and dynamic environments and
explored the recognition of the focal mode of processing and ambient exploration. However, no
investigation of this metric on AOI and dwell time has yet been performed, though many studies
are based on parts and small areas in a scene. The flight deck of commercial aircraft has a
dense amount of information displayed on different flight instruments. In contrast to paintings
or maps, used as visual scenes in previously cited articles, information on the cockpit is not
continuous, it is spatially distributed in several locations. The cockpit is not a uniform scene,
but it rather consists of an aggregation of instruments, each having a particular and unique role.
Measuring raw fixations times and saccades length does not allow focusing specifically on these
instruments. Indeed, a fixation located outside a relevant area (i.e., that does not correspond
to a flight instrument) is considered in the same way as a fixation or saccade directed towards
a flight instrument. A coefficient based on AOI is, of course, a bit more complex to compute
as it requires categorizing the visual scene (in different AOIs), but it somehow helps restricting
the analysis to relevant data. While using the coefficientκ with fixation duration and saccade
amplitude, one seeks to find the optimal value that best discerns the ambient/focal attention.
Our approach, in addition to incorporating the strengths of this metric, considers the different
areas of interest, the corresponding dwell time, and the transitions between AOI.
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5.3 Coefficient K and novel approach

The coefficientκ allows collecting pairs of fixation duration and saccade amplitude and pro-
vides a value that classifies attention as ambient or focal. More precisely, it takes into account
pairs consisting of the current fixation and the next saccade. Krejtz et al., 2016 developed a set
of experiments where different metrics were evaluated, and concluded that to discern between
ambient and focal attention, a coefficient of the form 5.1:

κi = di − µd

ρd

− ai+1 − µa

ρa

, κ = 1
n

n∑
i=1

κi (5.1)

could be used, where di is the duration of the i−th fixation and ai+1 the amplitude of the
saccade that occurs after the i−th fixation. µd, µa are the mean fixation durations and saccade
amplitudes, respectively, and ρd, ρa are standard deviations, respectively. The means coefficient
is computed for all subjects and configurations (A. Duchowski and Krejtz, 2017; Krejtz et al.,
2016). The negative values of the coefficientκ indicate ambient attention (K<0) whereas the
positive values indicate a focal mode (k>0). This way, the authors used the visual parameters
defined by the fixation duration and saccadic amplitude to classify the viewing modes. Unlike
the traditional κ-coefficient approaches that use the raw fixations, we used dwell times on
defined AOI. All dwell times in the AOI were normalized and used to calculate the coefficient.
Similarly, the amplitudes of the subsequent saccades were replaced with the distance between
two subsequent AOI. Our goal is to propose a metametricsκ. For more clarity, Algorithm 1
shows the different steps of generating the modified κ-coefficient. The algorithm begins by
calculating the mean dwell times and the standard deviations for each participant and all flight
phases. In the same way, the mean distance between two subsequent AOI and the standard
deviation is calculated. Then each normalized dwell time in an AOI is subtracted by the distance
between this AOI and the next one. The algorithm repeats this procedure for all subsequent
pairs. An important criterion of a good metric is to ensure that it could accurately compare to
well-established metrics. Therefore, we evaluated the quality of the proposed metrics Modified
κ (Mκ) to the standardκ-coefficient (see Krejtz et al., 2016 for more details).
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Algorithm 1: Modifiedκ-coefficient (Mκ)
Data: Dwell time Ti and distances between successive AOI Di (e.g. Data = T0, D0, ..., Tn, Dn)
Result: Modified Coefficient-κ (Mκ) of the eye movement sequences
begin

Initialization
MK = 0
µT ←− mean(Ti)
ρT ←− sd(Ti)
µD ←− mean(Di)
ρD ←− sd(Di)
while i ≤ Data Length n do

MKi ←− Ti−µT

ρT
− Di+1−µD

ρD

end
κ MK = 1

n

∑n
i=1 MKi

end

5.4 Method

5.4.1 Participants and Apparatus

Fourteen airline professional pilots, qualified on Airbus A320, were recruited for the experiment.
All pilots were males, with a mean age of 42.3 years (SD=3.8 years) and an average of 11,500
flight hours (FH) (SD=1,300 FH). They were briefed on the flight scenario (airport, aircraft
weight, configuration, flight plan), but were not introduced to the exact purpose of the research.
The pilots were recruited as part of the thesis work with Air France led by Olivier Lefrancois.
All 14 pilots were pilots flying (PF), in charge of controlling the flight trajectory of the aircraft.
We did not analyze the pilots monitoring (PM) in this study. The experiment was conducted in
a full flight simulator Airbus A320 simulator (Thompson, see figure 5.1) provided by Air France
group.

It is commonly used for the regular training of professional flight crews. Tobii Pro Glasses 2
(sampling frequency: 100 Hz) were used to record the eye movements of the pilots during the
entire flight scenario duration (see Figure 5.1). The cockpit was split into 9 Areas Of Interest
(AOI) corresponding to the main flight instruments and the Out of the Window (OTW). They
corresponded to 1) the electronic centralized aircraft monitor system (ECAM), 2) the flight
control unit (FCU), 3) the flight mode annunciator (FMA), 4) the navigation display (ND),
5) the out of window (OTW), 6) the attitude indicator (ATT), 7) heading tape (HDG), 8)
the speed tape (SPD), 9) the vertical speed (VS) as presented in Figure 5.2. Acquisitions and
pre-processing have been conducted using Tobii Pro Lab software.
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Figure 5.1: Left: Thompson Air France full flight simulator used in this study. Right: View
inside the cockpit with pilots wearing Tobii glasses.

Figure 5.2: Illustration of the nine different AOI (in red), they corresponded to 1) ECAM, 2)
FCU, 3) FMA, 4) ND, 5) OTW, 6) ATT, 7) HDG, 8) SPD, 9) VS.

5.4.2 Procedure and flight scenario

All pilots performed the same flight scenarios. They started by a take-off from Toulouse runway
(32R) and finished by a landing on the same runway. After take-off, flight crews were instructed
to climb to 5000 feet, turn left, and intercept the Instrument Landing System (ILS). Then, they
were cleared to the approach, performed with standard visibility conditions (runway visual range
of 550 meters), and with a significant crosswind (15 knots), see Figure 5.3.
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Toulouse  32R

Speed 
143 Kt

Crosswind
15 Kt

Toulouse 32R

Climb  
5000 ft

Take-Off Cruise Landing

12 minutes

1 minute 1 minute 1 minute

Figure 5.3: The flight scenario with different flight phases corresponding to the specific phases
analyzed

Participants were required to fly in compliance with the flight crew operating manual and
operator requirements regarding stabilization criteria. Pilots performed four flight scenarios with
varying automation levels. The various automation levels have been manipulated by activating
or deactivating flight director (FD) and/or auto-throttle at the beginning of the scenario. Flight
director is a flight instrument that is overlaid on the attitude indicator, showing to the pilot
the required attitude to follow a certain trajectory to which the flight is to be conducted.
Auto-throttle is a system that allows to automatically control the power setting of an aircraft’s
engines. In this paper, we focused on a single flight scenario, during which automation level
was high (both flight director and auto-throttle were set to on). We analyzed the eye behavior
during portions of 1 minute of each of the different flight phases (take-off, cruise, landing) of
this flight scenario, as shown in Figure 5.3. The duration of each phase was relative for each
pilot. Especially during the take-off phase, which can be extremely fast (around one to several
minutes), depending on the vertical speed chosen to reach the 5,000 ft step. We decided to
compare the different phases at the same time scales.
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5.4.3 Data processing

Concerning data processing of basic coefficientκ, Tobii pro lab software was used for fixations
and saccades detection with a velocity-based event detection algorithm. The minimum duration
of saccades was set to 22 ms, with a peak velocity threshold of 40◦/s. In this paper, we applied
a minimum fixation duration of 80 ms for the analysis (i.e., ignoring fixations with very short
durations in range [50:80] ms) as in the study of A. Duchowski and Krejtz, 2017, where the
K coefficient was established. Concerning data processing of our extended coefficient κ,
Tobii pro lab software was used to collected AOIs sequences. An in-house script was created
to collected dwell times. A matrix corresponding to all possible transitions between AOI was
created to measure transition amplitudes between one AOI to another AOI. Dwell times smaller
than 150 ms were discarded from this analysis. As mentioned previously, the ambient/Focal
coefficient κ was computed by subtracting, respectively, the standardized dwell time on the
current AOI from the standardized amplitude of the subsequent transition (transition to the
next AOI). For technical reasons, we had access to the eye-tracking data of eleven participants
out of the fourteen initial participants.

5.4.4 Statistical analysis

Data were analyzed using Matlab R2019b. Normality tests were conducted separately on fixa-
tion durations & dwell times, saccade amplitudes & transition amplitudes, and coefficient κ
& modified coefficient κ using the Shapiro-Wilk test. The sphericity assumption was veri-
fied using Mauchly’s sphericity test. Normality assumptions were respected in all conditions
except for the fixation and dwell durations during cruise and landing. Sphericity assumptions
were respected for all conditions excepted for fixation duration. We performed one-way re-
peated measures ANOVA and Bonferroni post-hoc test to examine multiple comparisons. In
case of violation of the normality assumption, we used non-parametric Friedman’s ANOVA with
Wilcoxon signed-rank test (with a Bonferroni-adjusted p-value) to examine multiple compar-
isons. Greenhouse-Geisser adjustment was used to correct violation of the sphericity assumption
when needed. All p-values are reported with this correction. The null hypothesis was determined
with α=0.05.
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5.5 Results

The Friedman’s test revealed no significant effect of the flight phases on the fixation duration,
Chi-square value = χ2 (2) = 0.5454. An ANOVA did not reveal any significant effect of the
flight phases on saccade amplitude, F (2, 20) = 1.568, p = 0.23. Similarly, ANOVA did not
reveal any significant effect of the flight phases on the coefficient κ, F (2, 20) = 1.977, p =
0.16, see Figure 5.4. The Friedman’s test revealed a significant effect of flight phases on
dwell duration, with a Chi-square value of χ2 (2) = 16.54, p < 0.001, η2 = 0.50. Wilcoxon
post-hoc test showed that dwell duration was lower during take-off (M = 727, SD = 940)
than during cruise (M = 1738, SD = 2045), and landing (M = 2109, SD = 2193). There
was also a significant effect of flight phases on the transition amplitude, F (1.27, 12.72) =
41.99, p < 0.001, η2 = 0.55. Bonferroni Post-hoc test indicated that the transition amplitude
was significantly lower during take-off phase (M = 32.6, SD = 4.9) than during cruise phase
(M = 35.4, SD = 6.3), and landing phases (M = 37.6, SD = 7.0). There was no significant
effect between cruise phase (M = 35.4, SD = 6.3) and landing phase (M = 37.6, SD =
7.0). An ANOVA showed that the effect of phase on modified Coefficient κ was significant
F (2, 20) = 0.77, p < 0.01, η2 = 0.64. Bonferroni Post-hoc test revealed that the Coefficient
κ was significantly lower during take-off (M = 0.12, SD = 0.28) than during cruise (M =
0.56, SD = 0.44), and landing phases (M = 0.58, SD = 0.38). No significant effect was found
between cruise phase (M = 0.56, SD = 0.44) and landing phase (M = 0.58, SD = 0.38) on
Coefficientκ.

5.6 Discussion

We have examined the characteristics of commercial pilots’ visual attention during a realistic
flight scenario using a modified coefficientκ applied to AOI. Instead of using fixation duration
and saccade amplitude, we used dwell times (in AOI) and transitions amplitudes between AOI.
As in the original paper of Krejtz et al., 2017, the coefficient κ was used to detect two
different modes of visual attention, with ambient mode corresponding to a higher dispersion of
the attention, in our current study, a dispersion of the visual attention toward a high number
of flight instruments, these instruments being rather distant the ones from the others (high
transition amplitudes). On the contrary, the focal mode corresponds to a lower dispersion of
attention, namely in our study, the maintenance of the attention on a lower number of flight
instruments, mainly located near each other. Using dwell times and transition between AOI
(instead of fixation duration and saccade amplitude) helps focusing the analysis on relevant gaze
data, i.e. related to piloting activity. It helps filtering irrelevant fixations, (e.g., on the other

72



CHAPTER 5. DISCERNING DYNAMIC OF VISUAL BEHAVIOR TO ENHANCE A FLIGHT
EYE TRACKING ASSISTANT

Take-off Cruise Landing
-0.6

0

0.6

1.2

1.8

A
m

b
ie

n
t-

F
o

c
a
l 
C

o
e
ff

ic
ie

n
t 

(K
)

Coefficient K and its parameters

Take-off Cruise Landing
0

300

600

900

1200

1500

F
ix

a
ti

o
n

 D
u

ra
ti

o
n

 A
v
g

 (
m

s
)

Take-off Cruise Landing
20

30

40

50

S
a
c
c
a
d

e
 A

m
p

li
tu

d
e
 A

v
g

 (
d

e
g

)

Take off Cruise Landing
20

30

40

50

T
ra

n
s
it

io
n

 A
m

p
li
tu

d
e
 A

v
g

 (
d

e
g

)

Take off Cruise Landing
-0.6

0

0.6

1.2

1.8
M

o
d

if
ie

d
 A

m
b

ie
n

t/
F

o
c
a
l

C
o

e
ff

ic
ie

n
t 

(K
)

Take off Cruise Landing

1000

2000

3000

4000

5000

D
w

e
ll
 D

u
ra

ti
o

n
 A

v
g

 (
m

s
)

 Modified Coefficient K and its parameters

Figure 5.4: Marginally significant effects of different dependant variables on different flight
phases (Take-off, Cruise, Landing). Bars represent standard deviations (SD). Left plots repre-
sent different metrics used to compute coefficient κ; Right plots represent different metrics
used for modified coefficientκ;κ>0 indicate a focal visual attention, whereasκ<0 indicate
an ambient visual attention.

pilot) and saccades (e.g., the pilot is performing short saccades inside an AOI but still consults
the same information displayed on that AOI). Given the fact that the modified coefficient κ
was generally higher than 0, we assume that the focal mode dominates in the cockpit context
when full automation is set. Results showed that this degree of focalization was lower during the
take-off vs. cruise and landing phases. During the take-off, the pilot flying (PF) has to monitor
a great variety of instruments (e.g., speed, auto-throttle, attitude) until the stabilization of the
aircraft at 5000 ft. On the contrary, during the cruise, the monitoring of the flight parameters
is less intense since the parameter values are quite stable. During the landing, the PF has
to monopolize his attention toward the PFD and the runway, when the weather is clear (as
indexed by the OTW AOI in our study), resulting in a higher coefficient κ. We did not find
any significant result with the originalκ coefficient that might be more suitable for visual search
tasks such as cartographic tasks or art viewing. In contrast to exploratory related tasks, pilots
are familiar with their environments and do not need to seek information in the cockpit. As a
consequence, visual attention is guided by endogenous task-related control (Klein, 2004; Posner,
Snyder, and Davidson, 1980) rather than exogenous stimuli Andrews and Coppola, 1999. While
this study provides evidence on the benefit of the modified coefficientκ, an in-depth evaluation
with different AOI coupled with different tasks (Feit et al., 2017) would extend this work. We
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have shown that using an AOI basedκ-coefficient to investigate the visual attention of a pilot
offers many benefits. The analyses of this coefficient suggested that applying this approach
to the cockpit showed that focal attention mode was dominant when automation was high.
This could be explained by the fact that flight parameters are automatically controlled by the
systems, reducing the need for the pilot to consult many instruments in the cockpit. In this
sense, highκ-coefficient value may indicate an over-focalization of the attention, an abnormal
behavior that can result in poor situation awareness (Woods, 1991). Finally, this indicator
makes it possible to qualify the pilot’s behavior as focal or ambient. This metric gives precious
indicators about the deployment of the visual attention of the pilot. Such information would
make it possible to identify abnormal attentional behaviors that do not correspond to the
typical visual activity of a particular flight phase or task (e.g., overfocalization). Concerning
real-time assessment of the visual behavior, further studies should take into account a large
visual database of modified κ-coefficient during different flight phases. This database may
serve as a reference to which the currentκ-coefficient could be compared, thus enabling the
online use of such a metric. Furthermore, buffering/segmentation with running distributions
could be of help to real-time assessment, other interesting metrics can be explored, such as
visual scanning structuring, and an assistant must take into account the profile of the pilot,
and therefore the sensitivity of the metrics to different profiles, such as their expertise. The
next chapter explores this issue with a study comparing novices’ vs experts’ visual scanning
strategies.
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This chapter focuses on the need to feed the FETA system with better metrics to distin-
guish visual scanning strategies. A novice expert comparison was carried out to highlight the
differences between novice and expert pilots regarding visual scanning strategies.

6.1 Standard and advanced eye movement metrics to ex-
amine pilots’ visuals scanning strategies

Classical eye movements measures such as fixation duration, dwell time, or the number of
fixations, provide relevant results when comparing novices vs. experts. However, statistical
analyses of these metrics often involve time-averaging operations, thus, neglecting the informa-
tion regarding the sequence of instrument scanning. Consequently, a rich part of the data that
reflects the dynamic of the deployment of the attention processes is lost or not fully exploited.
Numerous other metrics are available to explore and characterize in more depth visual scanning
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strategies. The broad term "visual scanning" is used to describe visual scanning made up of
an at least one dwell to one area of interest (AOI), followed by a transition, and a dwell to
another AOI; “visual scanning pattern” is used when the visual scanning is made up of repeated
sequences of a given “visual scanning”. In this work, we investigated more particularly three
of them, we analyzed high-order patterns of eye movements by considering the 1) transitions
between cockpit instruments (e.g.,Fitts et al., 1949,Senders, 1966) 2) the dynamic of visual
behavior Krejtz et al., 2017, and 3) the AOI sequences analysis.

6.2 Markov chains

6.2.1 Transition matrix probabilities

They contain the information about how often a transition from one Area Of Interest (AOI)
to another occurred based on subsequent dwells of the visual scan. This method provides a
data representation that can also lead to the development of stochastic and queuing models
(Goldberg et al., 2002) of the pilot’s scanning in the cockpit. This method can be extended
to three dimensions by considering the location of the previous two dwells, which Norris, 1998
have described as a second-order Markov chain. D. H. Jones, 1985 showed that transitions
matrices are sensitive to flight maneuvers. Based on the transition matrices, Hayashi, 2004
proposed in 2004 a Hidden Markov Model approach corresponding to different flight tasks. Its
works was used afterward to model the dwell patterns of the space shuttle crew Hayashi et al.,
2005.

6.2.2 Transition matrix density

Introduced by Goldberg and Kotval, 1999, the transition matrix density describes the dispersion
of attention over time (Ognjanovic et al., 2019). Transition matrix density provides a single
quantitative value by dividing the number of active transition cells (i.e., those containing at
least one transition) by the total number of cells. An unusually dense transition matrix (large
index value), with most cells filled with at least one transition, indicates a dispersed, lengthy,
and wandering visual scan (this can reflect an extensive search on a display). A sparse matrix
(small index value) indicates a more efficient and directed search (Holmqvist et al., 2011).
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6.3 Attentional modes

6.3.1 Modified K-coefficient

Another evaluation of the dispersion of the attention is a novel parametric scale called K
coefficient introduced by Krejtz et al., 2016. This metric was created and developed during
exploring artwork (e.g., painting) and map viewing (Krejtz et al., 2017) in order to investigate
the dynamics of visual scan (focal vs ambient) when operating such tasks. Fore more details,
see chapter 5.

6.4 Sequence analysis

The AOI sequence Analysis approach allows measuring the extent to which the time sequence
of eye movements is ordered or random during a flight.

6.4.1 Gaze transition entropy

Defined by Shannon and Weaver Shannon and Weaver, 1948, entropy is a measure of lack of
predictability in a sequence. Ephrath, Tole, Stephens, and Young, 1980 have noticed an increase
of entropy with increasing pilots’ mental workload (by adding a secondary task). More recently,
van de Merwe et al., 2012 found that entropy increased as a result of cockpit instrument failure,
conditions that most likely produce an increased mental workload. More recently, Diaz-Piedra
et al., 2019 indicate that gaze entropy can serve as a sensitive index of task load in aviation
settings. This metric assess the structuration of the gaze when applied to AOI sequences. When
applied to eye tracking data, transition entropy describes the amount of information needed to
describe the visual strategies.
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6.4.2 Lempel-Ziv Complexity

Initially, Lempel-Ziv Complexity (LZC) was defined by Lempel and Ziv in 1976. This method was
a data compression algorithm computing the minimum number of bits from which a particular
message or file can effectively be reconstructed. This measure of complexity is different from
entropy by its approach. The Shannon’s approach is interested in the minimum expected
number of bits to transmit a message from a random source of known characteristics through
an error-free channel (Burgin, 2017). Although, a lot of study found correlation between both
approaches (Grunwald and Vitanyi, 2004; Leung-Yan-Cheong and Cover, 1978). The concepts
of entropy rate and Lempel-Ziv Complexity are closely related since time series with high entropy
rate tend to generate more complex sequences. A large amount of studies investigated this
algorithm on electroencephalographic data (Bai, Liang, and Li, 2015), electrocardiographic
data (Zhou, Zhang, and Gu, 2011), electromyographic data (Talebinejad, Chan, and Miri,
2011), and magnetoencephalographic data (Fernández et al., 2011) to detect the arising rate
of new patterns along time series.

6.4.3 N-gram/K-mer analysis

Counting n-gram or k-mers (substrings of length k in DNA sequence data) is an essential com-
ponent of many methods in bioinformatics, including for genome and transcriptome assembly,
for metagenomic sequencing, and for error correction of sequence reads (Melsted and Pritchard,
2011). Basically, an N-gram model predicts the occurrence of an AOI based on the occurrence
of its N – 1 previous AOI. So here we are answering the question – how far back in the history
of a sequence of AOI should we go to predict the next AOI ? For instance, a bigram model (N
= 2) predicts the occurrence of an AOI given only its previous AOI (as N – 1 = 1 in this case).
Similarly, a trigram model (N = 3) predicts the occurrence of an AOI based on its previous
two AOI. By using this method, it is possible to count the occurrence of N-gram AOI and
their occurrence for each pilots, and thus it allows to compare for each N-gram the intra-group
patterns consistency.

Figure 6.1 presented an Overview of the different visual scanning metrics.
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Figure 6.1: Overview of the different visual scanning metrics classified by approaches
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6.5 Objectives and hypotheses

The objective of this chapter is to provide a framework for eye movement data analysis tech-
niques to deeply quantify visual scanning strategies in novices and experts. These eye movement
metrics and algorithms are examined in light of the results of an experiment involving novice
and expert pilots during a landing scenario performed in a flight simulator. We examined the
impact of expertise and the difficulty of the flight scenario on the visual attention allocation
among flight instruments. The participants performed three times the same landing scenario
with varying difficulty conditions. This is the same landing task than in the experiment chapter
4 for the design of the visual behaviour database. Two difficulty conditions incorporated a
supplementary visual monitoring task, with different time pressure, to make cockpit monitoring
more complex by increasing visuomotor activity. We analyzed the effect of the pilots’ profile
(pilot vs. novice) as well as the effects of the landing difficulty on numerous standard (number
of dwells, average dwell times) and advanced eye movements metrics (LZC, transition entropy,
dispersion of attention). Our main hypothesizes were that expert pilots should exhibit differ-
ent visual behaviors than novices, including more numerous dwells and shorter dwell times, in
accordance with the idea that superior perceptual encoding processing comes with expertise.
To the best of our knowledge, there is currently no paper dealing with the LZC applied to
eye-tracking data. We propose to use Lempel-Ziv Complexity algorithm on eye-tracking data.
The complexity (i.e., the quantity and diversity) of visual scanning patterns can be assessed
using Lempel-Ziv Complexity (LZC). We expected also a sensitivity of all metrics to expertise,
with more visual scanning complexity (as evaluated by the Lempel Ziv complexity and entropy
analysis), and a more regular visual scanning between experts (as evaluated by the n-gram
analysis). We also assumed that the pilots’ expertise could be classified using machine learning,
in particular using the transition matrices feature that describe the way pilots switch from an
instrument to another. We assume that n-gram similarity matched more between expert group
that between novice group, suggesting a higher number of common patterns built by expertise.
Finally, we hypothesized that the addition of a parallel monitoring task should also have an
impact on ocular behavior, notably by increasing complexity, reducing the regularity level, and
generating an ambient mode of attention (i.e. more diffuse attention).

6.6 Materials and methods

For reproducibility purpose, the protocol is available on protocols.io; DOI number: dx.doi.org/10.17504/
protocols.io.zb5f2q6.
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6.6.1 Participants

Thirty-two participants, all males, participated in this experiment. Data from the 16 pilots
who participated in the experiment in Chapter 4 have been included in this study. They all
had normal or corrected to normal vision. They were not informed about the exact purpose
of the study. They were divided into two groups according to their flying experience. A first
group called “novices” consisted of participants with no flight experience (n = 16, mean age =
25.65, SD = 5.47 years). They were recruited from the French aerospace engineering school
(ISAE-SUPAERO, Toulouse, France) and all had education in aeronautics. A second group
called “pilots” consisted of active professional airline pilots (n = 16, mean age 34.39 , SD =
8.86 years) with a minimum of 1,600 flight hours (mean = 4,321.73, SD = 2,911.41 hours).
They were recruited from various airline companies. They all flew on A320 and were currently
flying on A320 (68.75 %) or B737 (31.25 %) at the time of the experiment.

6.6.2 Ethics statement

This research project was approved by the local institutional Research Ethics Committee of the
University of Toulouse (Comité d’Ethique de la Recherche de l’Université de Toulouse, code N◦

2019-131) and was conducted in accordance with the Helsinki Declaration. Volunteers signed
an informed consent prior to the experiment and were informed of their right to stop their
participation at any time.

6.6.3 Materials

6.6.3.1 Flight simulator

We used an A320-like flight simulator (“PEGASE”) located at ISAE-SUPAERO (Toulouse,
France), see Figure X. Like in the A320 aircraft, flight instruments included a Primary Flight
Display (PFD), a Navigation Display (ND), an Electronic Central Aircraft Monitoring display
(ECAM), and an FCU (Flight Control Unit). The participants controlled the aircraft with a side-
stick, two thrust levers, and a rudder. We recorded flight data to calculate flight performance
during the landing.
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6.6.3.2 Flight Scenarios

Participants manually (i.e., without the autopilot) performed three times the same landing
scenario according to three different conditions. The “control scenario” was a nominal landing
without a supplementary task. The “easy dual task scenario” and the “difficult dual task
scenario” were similar to the “control scenario” except that participants were asked to perform
a supplementary monitoring task. The purpose of this supplementary task was to increase the
level of visuo-attentional effort: participants had to regularly check the ND Zone in the ND
screen to say aloud the value at the right time. In the “easy dual task scenario”, participants
were asked to say aloud the distance between the aircraft and the airfield threshold every 0.5
Nm (information provided by a radio beacon localized near the airfield and displayed in the ND
Zone. In the “difficult dual task scenario”, they were asked to say aloud this distance every 0.2
Nm. The experimenter stayed in the cockpit during the entire experimentation. Each of the
three-landing scenarios consisted of performing a landing to Toulouse-Blagnac Airport, Runway
LFBO 14R. The flight began at coordinates 1.2159◦ of longitude and 43.7626◦ of latitude.
During each scenario, the participants had to comply with the same specific instructions related
to the flight. In particular: to maintain a vertical speed between +500 ft/min and -800 ft/min,
a speed of 130 knots, and a heading of 143◦ (corresponding to the Runway 14R). Each landing
scenario started at an altitude of 2000 ft and lasted approximately four minutes. The three
scenarios were randomized across participants to avoid learning effects. Performance dependent
variables were heading, vertical speed, and speed deviations. The number of omissions (i.e., the
participant omitted to call out the distance) during the supplementary task was also calculated.

6.6.3.3 Eye movements recordings

Eye movements were recorded at 60Hz using a Smart Eye remote eye tracker (Smart Eye AB,
Sweden). The system detects human face/head movements, eye movements, and gaze direc-
tion. Gaze direction and eyelid positions are determined by combining image edge information
with 3-D models of the eye and eyelids. The system uses five cameras integrated into the
cockpit. A major advantage of using several cameras is that eye and head tracking can be
maintained despite significant head motions (translation and rotation) or occlusion of one of
the cameras by the participant (e.g., by its hand).
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6.6.3.4 World model and Area Of Interest

The cockpit was split into 10 AOIs, corresponding to the different flight instruments and displays
that pilots can examine during a flight, see figure 6.2.

Figure 6.2: Overview of the ten different AOIs: (1) Attitude indicator, (2) Speed tape, (3)
Vertical speed tape, (4) Flight mode annunciator, (5) Heading tape, (6) Navigation display, (7)
ND zone (displays the distance to recall during the two landing scenarios with the supplementary
task), (8) Flight control unit, (9) Electronic centralized aircraft monitoring, (10) Out of the
window.

6.6.4 Procedure

At first, participants filled out the consent form and provided demographic information such
as their flight qualification (aircraft type) and their flight experience (total hours of flight
experience). Participants were briefed on the study and instructed about the different flight
scenarios. Then, they were invited to seat in the flight deck at the captain position (left
seat). The eye-tracking system was calibrated using an 11-point calibration. Following the
Smart Eye manual recommendation, the 11 points were located in the vicinity of the AOIs.
Participants performed a training session consisting of performing two times a landing scenario
control scenario. Then, the pilots performed three times the same landing scenario than during
the training, but with varying levels of complexity.
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6.6.5 Data processing

Flight simulator and eye-tracking data were analyzed using MATLAB R2019b with custom
homebuilt scripts. The data were recorded from the beginning of the landing scenario to touch-
down. Because the landing duration depends on the pilot’s actions, landing durations could
differ by a few seconds. As a consequence, the beginning of the scenarios has been cut out to
obtain the same duration for each participant, corresponding to 14,000 frames sampled at 60
Hz for the eye-tracking data and 233 frames at 1 Hz for the flight simulator.

6.6.5.1 Eye tracking data

Figure 6.3 shows the entire eye tracking pipeline analysis. Raw data were extracted from the
eye tracker software, and only AOI-based data were used in this experiment. Each AOI was
coded using numbers from 1 to 10. Data related to the dwells on the AOIs were extracted
and concatenated to obtain two chronological vectors containing the indices of the visited AOIs
(from 1 to 10) and the time spent on them. We discarded dwell times on AOIs inferior to 200
ms (Goldberg et al., 2002). Furthermore, consecutive fixations in the same area were merged
(e.g., for 1, 1, 4, 4, 5, 5, 5, 6 we only consider 1, 4, 5, 6). From this data, the transition
matrices were computed. We then extracted the transition vector (the vector containing the
transitions between each AOI numbers) and used it to compute Lempel Ziv Complexity, en-
tropy, and pattern identification. Transition matrices were concatenated into a single feature
space for each participant. Given the high dimensionality of transition matrices, it is difficult
to use classical inferential statistics. Therefore, we applied machine learning models on the
concatenated transition matrices to compare the two groups of participants (novice vs pilot).
The transition probabilities from one AOI to another were taken as a feature, thus raising the
number of features to a total of 100 features (i.e., 10 AOIs × 10 AOIs). A principal com-
ponent analysis (PCA) was used to reduce the features’ numbers. This allowed us to restrict
the model to only 35 features corresponding to the main transition probabilities of the matri-
ces to optimize the machine learning models. Five-fold cross-validation was used, which is a
good trade-off between bias and variance estimation (Friedman, Hastie, and Tibshirani, 2001).
According to Combrisson and Jerbi, 2015 theoretical chance level for classification for p <

0.05 with two classes is around 58%. Concerning the LZC algorithm, Figure 6.4 illustrated
its functioning. First, the AOI transcription consisted of assigning a unique letter (from A
to K) to each AOI label. Then, the initial time series containing AOI label is substituted in
time series with letter assigned. After this pre-processing step, the transition vector (or dwell
sequence vector) containing time series with letters was extracted and the parsing step could be
performed. Regarding the specificity of this algorithm, it identifies the new elements or series
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Figure 6.3: Analysis pipeline for eye-tracking data.
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of elements in the transition vector by splitting the letter sequences. Then, it stores them in
a code book those was not yet encountered. The code book provides an insight concerning
patterns and pattern sequences coming from time series. Additionally, it contains index of each
pattern encountered with the associated patterns, also a dictionary part which rely on index of
basic patterns in case of elaborate patterns. Finally, the Complexity of Lempel-Ziv (LZC) is a
numerical value computed by considering the number of different patterns in the code book.
In this chapter, the term "complexity" refers to the numerical value given by the Lempel-Ziv
Complexity.

Figure 6.4: Overview of Lempel-Ziv Complexity pipeline applied to eye tracking data of novices
and pilots

Concerning the K coefficient, and the transition entropy they were respectively computed
following the methods of chapter 5, and Krejtz et al., 2015 respectively. The n-grams frequency-
based method was used (Reani, Peek, and Jay, 2018) to identify the number of common 3,
4, 5, and 6-gram sequences in each group. For example, considering an AOI based time
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series of 1,5,6,4, the possible 2-gram are 15|56|64, and the possible trigrams are |156|564|.
After counting the occurrence of given n-grams for each participant, the number of common
sequences of each n-gram was calculated for each group.

6.6.5.2 Flight simulator data

The flying performances were examined to quantify the ability of the pilot to comply with
the specific flying instructions given by the experimenter. As presented in 6.5, Root Mean
Square Errors (RMSEs) were calculated for 3 different flight parameters: speed, vertical speed,
and heading. In this experiment, the predicted values corresponded to the different specific
threshold given by the experimenter (i.e., speed 130 Kt; vertical speed below -500 ft/min and
above +800 ft/min; heading different from 143◦) and the observed values corresponded to
actual pilots’ performances. The deviations were calculated following the formula 6.1:

RMSEk,k+1 =

√√√√ 1
n

n∑
i=1

(Oi − Pi)2 (6.1)

as where for n data points between points k and k+ 1, Pi was the predicted value and Oi the
observed value.

Figure 6.5: Analysis pipeline for the flight parameters.
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6.6.6 Statistical analysis

We performed 2 X 3 repeated measures analysis of variance (ANOVA) for each dependent
variable (i.e., dual task omission, average dwell time, the total number of dwells, LZC, transition
entropy, K coefficient, RMSE heading, RMSE vertical speed, RMSE speed) to assess the effects
of the group (novices, pilots) with scenario difficulty as the within-subjects factors (three levels:
Control scenario, Easy dual task scenario, Difficult dual task scenario). The normal distribution
for each dependent variable was also checked. We used the Greenhouse-Geisser and Huynh-
Feldt adjustment to correct the violation of the sphericity assumption when needed. Bonferroni
post-hoc tests were performed for multiple comparisons and reported Bonferroni post-hoc are
only those with significant differences. The level of significance was set to α = 0.05 and partial
η2 was used to estimate the effect sizes.

6.7 Results

6.7.1 Flight performances

The flight performances are shown in 6.6

6.7.1.1 Heading

There was no significant main effect of the group, F(1, 30) = 0.03, p = 0.874, nor main
effect of the scenario, F(2, 60) = 0.9, p = 0.39, on heading deviations. The scenario X group
interaction was not significant, F(2, 60) = 0.4, p = 0.67.

6.7.1.2 Speed

A significant main effect of the group on speed deviation was found, F(1, 30) = 4.3, p < 0.05,
η2 = 0.13, with the novice’s group (M = 5.46; SD = 1.94) showing higher speed deviation
than pilot’s group (M = 2.66; SD = 1.97). Analyses also revealed a significant main effect
of the scenario, F(2, 60) = 3.6, p < 0.05, η2 = 0.11. Bonferroni post-hoc test showed that
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Figure 6.6: Flight performances for heading, vertical speed, and speed deviations among Novices
and Pilots groups (error bars represent SD and * indicates main effects p < 0.05).

speed deviation was lower during the control scenario (M = 2.95; SD = 0.93) compared to the
easy dual task scenario (M = 3.70; SD = 1.02) and the difficult dual task scenario (M = 5.53;
SD = 2.79). There was a significant effect of scenario X group interaction, F(2, 60) = 3.3,
p < 0.05, η2 = 0.09. Bonferroni post-hoc test showed that the speed deviation was lower for
the pilot’s group in the difficult dual task scenario (M = 2.93; SD = 3.97) compared to the
novice’s group in the difficult dual task scenario (M = 8.13; SD = 4.02).

6.7.1.3 Vertical speed

Analyses revealed a significant main effect of the group, F(1, 30) = 11.4, p < 0.05, η2 = 0.28,
on vertical speed deviation, with the novice’s group (M = 565; SD = 130) showing higher
vertical speed deviation than pilot’s group (M = 258; SD = 134). Analyses also revealed a
significant main effect of the scenario, F(2, 60) = 5.1, p < 0.01, η2 = 0.15. Bonferroni post-hoc
test showed that the vertical speed deviation was lower during the control scenario (M = 265;
SD = 103) compared to the easy dual task scenario (M = 403; SD = 141) and the difficult
dual task scenario (M = 566; SD = 184). The scenario X group interaction was not significant,
F(2, 60) = 0.7, p = 0.52, η2 = 0.02.
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6.7.2 Dual task omissions

Analyses showed (6.7) a significant main effect of the group on omissions, F(1, 30) = 35.3, p
< 0.05, η2 = 0.54. The novice’s group had a higher number of omissions (M = 2.75; SD = 1)
than the pilot’s group (M = 0.68; SD = 0.5). Analyses also revealed a significant main effect
of the scenario, F(1, 30) = 24.8, p < 0.05, η2 = 0.45. Bonferroni post-hoc test showed that
the difficult dual task scenario (M = 2.37; SD = 0.52) yielded more omissions than the easy
dual task scenario (M = 1.06; SD = 0.3). The scenario X group interaction was significant,
F(1, 30) = 16.2, p < 0.05, η2 = 0.35. Bonferroni post-hoc test showed that there were more
omissions during the difficult dual task scenario (M = 1.5; SD = 1) vs. easy dual task scenario
(M = 3.95; SD = 2) in novices whereas the number of errors did not differ among the two
scenarios for pilots.

Figure 6.7: Omission number for the easy dual task scenario and hard dual task scenario among
Novices and Pilots groups (error bars represent SD and * indicates main effects p < 0.05).

6.7.3 Basic eye metrics

6.7.3.1 Average dwell times

Analyses showed (6.8) a significant main effect of group, F(1, 30) = 8.1, p < 0.05, η2 = 0.22,
with short average dwell times for the pilot’s group (M = 1.1; SD = 0.2) compared to the
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novice’s group (M = 1.51; SD = 0.21). We also found a significant main effect of the scenario,
F(2, 60) = 19.0, p < 0.05, η2 = 0.39. Bonferroni post-hoc showed that the average dwell time
was shorter during easy dual task (M = 1.16; SD = 0.12) and difficult dual task scenario (M
= 1.16; SD = 0.17) than during the control scenario (M = 1.58; SD = 0.22). There was no
significant scenario X group interaction, F(2, 60) = 2.3, p = 0.11, η2 = 0.07.

6.7.3.2 Number of dwells

Analyses showed (6.8) a significant main effect of group, F(1, 30) = 13.3, p < 0.05, η2 =
0.31, with a higher number of dwells for the pilot’s group (M = 188; SD = 21) compared to
the novice’s group (M = 137.5; SD = 19.9). Analyses also revealed a significant main effect
of the scenario, F(2, 60) = 13.2, p < 0.05, η2 = 0.31. Bonferroni post-hoc showed that the
number of dwells was higher during easy dual task scenario (M = 172; SD = 16) and during
the difficult dual task scenario (M = 177; SD = 18) compared to the control scenario (M =
137; SD = 17). There was no significant scenario X group interaction, F(2, 60) = 0.7, p =
0.50, η2 = 0.02.

Figure 6.8: From left to right, respectively the Average Dwell and the Number of Dwells
averaged over all scenarios among Novice and Pilot groups. (error bars represent SD and *
indicates main effects p < 0.05).
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6.7.4 Advanced eye metrics

6.7.4.1 Transition matrices

The confusion matrix presented in 6.9 show that approach based on Cosine KNN reached
classification accuracy up to 91.7% to classify expertise based on transition matrices during the
baseline scenario. As shown in 6.10, the differences in transition matrices between novice/pilots
are mainly observed in a more homogeneous distribution of transition probabilities from one
instrument to another for the pilots.

Figure 6.9: Confusion matrix of fivefold cross-validation using the Cosine K-Nearest Neighbors
among Novices and Pilots groups during the baseline scenario.

6.7.4.2 Attention mode: K coefficient

Analyses showed (Figure 6.11) no significant effect of the group, F(1, 30) = 3.3, p = 0.07, η2

= 0.10, on the K coefficient. However, the main effect of scenario was significant, F(2, 60) =
38.1, p < 0.01, η2 = 0.56. Bonferroni post-hoc test showed that K coefficient was lower during
the easy dual task scenario (M = -0.12; SD = 0.06) and during the difficult dual task scenario
(M = -0.01; SD = 0.12) compared to the control scenario (M = 0.28; SD = 0.10). There
was also a significant difference between the easy dual task scenario (M = -0.12; SD = 0.06)
and the difficult dual task scenario (M = 0; SD = 0.12). The scenario X group interaction
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Figure 6.10: Markov chains (Left) and Transition matrices (Right) AOI-based representations
among Novices (top) and Pilots groups (bottom) during the baseline scenario.

was significant, F(2, 60) = 4.8, p = 0.01, η2 = 0.15. Bonferroni post-hoc test showed that
K coefficient was lower for the pilot’s group in the control scenario (M = 0.14; SD = 0.16)
compared to the novice’s group in the control scenario (M = 0.41; SD = 0.16). Bonferroni
post-hoc test also showed that K coefficient was lower for the pilot’s group in the difficult dual
task scenario (M = -0.10; SD = 0.17) compared to the novice’s group in the difficult dual task
scenario (M = 0.09; SD = 0.16).

6.7.4.3 AOI sequence analysis

Transition entropy
Analyses showed (6.12) a significant main effect of group, F(1, 30) = 6.0, p < 0.05, η2 = 0.17,
with the novice’s group (M = 1.22; SD = 0.2) showing lower transition entropy than pilot’s
group (M = 1.56; SD = 0.2). Analyses also revealed a significant main effect of the scenario,
F(2, 60) = 8.4, p < 0.05, η2 = 0.22. Bonferroni post-hoc test showed that the transition
entropy was higher during easy dual task scenario (M = 1.50; SD = 0.16) and during difficult
dual task scenario (M = 1.44; SD = 0.17) than during the control scenario (M = 1.23; SD =
0.15). The scenario x group interaction term was not significant, F(2, 60) = 0.2, p = 0.82, η2

= 0.01.
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Figure 6.11: Ambient Focal K coefficient during the Control scenario, the Easy dual task
scenario, and Hard dual task scenario among Novices and Pilots groups. K > 0 indicates a
focal visual attention, whereas K < 0 indicates an ambient visual attention. (error bars represent
SD and * indicates main effects p < 0.05).

Figure 6.12: Transition Entropy during the Control scenario, the Easy dual task scenario, and
the Hard-dual task scenario among Novices and Pilots groups. (error bars represent SD and *
indicates main effects p < 0.05).

N-gram analysis
As presented in Figure 6.13, the count of common n-gram sequences revealed that pilots
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have more common sequences than novices during all scenarios (Control, easy dual task, and
hard dual task). The easy dual task and hard dual task scenario yielded to more common
sequences for both groups compared to the control scenario. Regardless of the n-gram length
(3, 4, 5, or 6), during the control scenario, the pilots had more common sequences than
novices. For example, the most frequent tri-gram pattern for the novices was OTW|VS|OTW
– transition between out-of-the-window, vertical speed, and back. On average, it was repeated
6.4 times. For the pilots, the most frequent tri-gram occurred 17.4 times on average and it was
OTW|ECAM|OTW. We also note that the ten most frequent n-grams included the same AOI at
least twice (for instance, repeated transitions between same instruments). For novices, trigrams
involving three unique AOIs were OTW|SPD|ATT repeated 2.6 times on average, OTW|VS|ATT
– 2.1 times, and OTW|ATT|SPD – 2 times. For pilots, the trigrams involving unique AOIs were
OTW|ECAM|ATT repeated 9.4 times on average, OTW|VS|ATT – 8.6 times, OTW|ATT|VS
– 4.6 times, and OTW|HDG|ATT – 3.8 times. For the both easy and hard dual task scenarios,
the most frequent trigram involved the ND zone display for both groups OTW|NDz|OTW. It
occurred 17.6 times on average for novices and 19.1 for pilots during the easy dual-task scenario,
and 21.1 times on average for novices and 22.2 for pilots during the hard dual-task scenario.
For novices only one frequent trigram with unique AOIs found in the control scenario was also
found during the easy dual task scenario (OTW|VS|ATT). However, this trigram was not found
during the hard-dual task scenario. As for the pilots, among four trigrams with unique AOIs that
were found in the control scenario, only 2 of them were found in the easy dual-task scenario,
and only one in the hard-dual task scenario (see 6.1). Interestingly, the most frequent 5-
grams among novices was OTW|SPD|OTW|SPD|OTW repeated on average 1.5 times whereas
OTW|VS|ATT|OTW|ATT was the most frequent 5-gram among pilots repeated on average 3
times.

Table 6.1: Table representing the most frequent trigrams involving unique AOI in the pilot group during the
control scenario (CS), the easy dual-task scenario (EDTS), and the hard dual-task scenario (HDTS).

Frequent trigram
involving unique AOI

Average of occurrences
in the CS

Average of occurrences
in the EDTS

Average of occurrences
in the HDTS

OTW|ECAM|ATT 9.4 0 0
OTW|VS|ATT 8.6 7.7 0
OTW|ATT|VS 4.6 5.5 0
OTW|HDG|ATT 3.8 0 0

Lempel Ziv Complexity (LZC)
Analyses showed (6.14) a significant main effect of group, F(1, 30) = 10.0, p < 0.05, η2 =
0.25, with a higher LZC for the pilot’s group (M = 40.3; SD = 5.6) compared to the novice’s
group (M = 33; SD = 5.2). There was also a significant main effect of the scenario, F(2, 60)
= 13.2, p < 0.05, η2 = 0.30. Bonferroni post-hoc test showed that LZC was higher during
easy dual task (M = 40.46; SD = 4.4) and difficult dual task scenario (M = 37.9; SD = 4.97)
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Figure 6.13: Number of common patterns sequence by N-grams length during the control
scenario, the Easy dual task scenario, and the Hard dual task scenario among Novices and
Pilots groups.

than during the control scenario (M = 31.7; SD = 3.76). The scenario X group interaction
was not significant, F(2, 60) = 0.5, p = 0.62, η2 = 0.02.

6.8 Discussion

Several previous studies have reported differences among pilots and novices in how they scan
cockpit instruments using standard metrics such as fixation duration, dwell times, numbers of
saccades, etc. Bellenkes et al., 1997; Kasarskis et al., 2001; Svensson et al., 1997; Xiong, Wang,
Zhou, Liu, and Zhang, 2016 reported that experts visited more instruments and spent less time
dwelling on each instruments compared to novices. Furthermore, one interpretation proposed
by this study is that this visual behavior avoid visual “tunneling” and make sure the aircraft is
performing as required. One of the limitations of these studies is the analysis of visual strategies
across dwells and the number of dwells. Indeed, even if they reflect visual scanning strategies,
they do not allow a comparison of the visual scanning strategies deployed and the occurrence
of patterns. In this work, various eye metrics were analyzed in sixteen novices and sixteen
professional pilots during landing scenarios involving different visuo-attentional effort. All the
metrics used in this study allowed characterizing visual scanning in terms of gaze dispersion
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Figure 6.14: Lempel-Ziv Complexity during the Control scenario, the Easy dual task scenario,
and Hard dual task scenario among Novices and Pilots groups.

and gaze patterning. We examined the impact of expertise and flying difficulty on the visual
scanning strategies. As showed by our results, a large number of standard and advanced metrics
was sensitive to these two factors.

6.8.1 Basic eye metrics

Our results show that experts’ pilots had shorter average dwell times and a higher number
of dwells compared to novices. This result has been interpreted in the literature (Charness,
Reingold, Pomplun, and Stampe, 2001; Curby, Glazek, and Gauthier, 2009; Gegenfurtner et
al., 2011) as an important sign of expertise, built on an optimization of the visual information
processing, allowing faster extraction of information when consulting a flight instrument. This
strategy allows consulting more often the various instruments, resulting in a better updating
of situational awareness (C.-s. Yu et al., 2014). This outcome also supports the existence of
a superior perceptual encoding of domain-related patterns (Goldberg et al., 2002; Shapiro and
Raymond, 1989) in expert pilots.
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6.8.2 Markov chains / Attentional modes

Based on transition matrices, a machine learning approach using Cosine KNN algorithm reached
an accuracy of 93% to classify expertise. Expert pilots have more distributed transition prob-
abilities when switching from an instrument to another: their visual patterns included more
instruments. This suggest that experts include more flight instruments in their visual scanning
and succeed to balance their time between them. The focal-ambient K coefficient showed that
attention was dominantly focal (positive value) in both groups. However, the attention was
more focal in the novice’s group vs the pilot group. It can be assumed that experts’ pilots
have a greater spatial distribution of their visual attention than novices. The K coefficient also
showed sensitivity to the task difficulty. By adding a monitoring task (Easy dual-task scenario)
inducing a supplementary display to monitor, visual attention switched from focal to ambient for
the 2 groups. Interestingly, by further increasing the time pressure of the monitoring task (hard
dual-task scenario), we found that the induced dual-task changed the ambient-focal strategy of
the novices by turning it into focal mode, while the pilot group kept their strategy consistent
across the experimental dual task-scenarios (e.g., ambient mode).

6.8.3 Sequence analyses

As showed by the transition entropy analysis, more information (bits) was required to describe
expert pilots’ visual strategies than the novice group. Thus, the pilot group exhibited more
complex visual scanning patterns. Within the professional pilot group, the n-grams analysis of
common sequences highlighted the existence of a higher intra-group similarity probably built
with expertise as well as more elaborate visual strategies considering common visual scanning
patterns of size 6 (6-grams). Furthermore, this analysis revealed that some complex patterns
(that include only distinct flight instruments) found in the control scenario were still present in
both easy and hard-dual task scenarios. We expected that adding a double task would impact
the visual scanning. Our results revealed that pilots kept their visual scanning strategies related
to the manual landing task by the quite same variety of visual pattern (found in the control
scenario) in the dual-task scenarios (easy, and hard). We back these results up with the dual
task performances and flight performances where maintaining patterns related to the landing
task (control scenario) during dual task scenarios would maintain relevant visual activity for
maintaining flight performance and performing callbacks. Finally, AOI redundancies were also
found in both groups, i.e. n-grams having twice several same AOI in an n-gram sequence. The
complexity of the Lempel-Ziv demonstrated that redundancies was lower in the pilots’ group.
They displayed a higher complexity and richness of visual patterns, containing a larger variety
of possible combinations.
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6.8.4 Limitation

There were some limitations in this study. We compared professional pilots with non-pilots. A
further researcher should consider participants with different levels of expertise from novice to
expert (e.g., every 1000 hours) to finely examine the implementation of the visual strategies
with expertise. A future study should also consider a full flight simulator to better fit with
the operational context. This experiment could be also replicated with different meteorological
conditions, and level of automation. Finally, the eye tracker devices are more and more mature
and accurate (about 1◦ at a distance of one meter). However, the experts may succeed in
taking information in peripheral vision allowing for example to maintain a constant speed by
looking only at the attitude zone. This would explain why the "AOI SPD" corresponding to
speed tape is not often found in the most frequent patterns (n-grams). Only few studies
examined the effects of peripheral vision on performance. However, one study compared flight
performance of instructor pilots and student pilots with or without the availability of information
from peripheral vision (Fox, Merwin, Marsh, McConkie, and Kramer, 1996). This was realized
by linking the eye tracker to the instrument display and fading all instruments not related to
the gaze. Both instructors and students presented a degraded performance in condition when
peripheral vision was inhibited. However, the instructors’ performance suffering more than that
of the students. Hence, it appears that peripheral vision can be processed by pilots and that
the ability to process peripheral information is related to pilots’ expertise.

6.9 Conclusion

This study highlighted the differences between novices and expert pilots concerning visual scan-
ning strategies and flight performances. Our result confirmed that expertise exerts a top-down
modulation on gaze behaviour (Shapiro and Raymond, 1989). We used a wide variety of stan-
dard and advanced metrics to uncover the modification of the gaze behavior bring by expertise.
Expert pilots have a more efficient perception of the information, a better dispersion of their
attention, and more elaborate visual patterns. Expertise makes it possible, despite a dual-task
costly in visuo-attentional resources, to maintain the type of visual patterns linked with the
flying task (i.e. the irrelevant dual-task did not alter the nominal visual behavior). Overall, the
eye metrics used in this research are relevant to finely assess pilot’s gaze behavior in the cockpit
and can contribute to better characterize visual scanning in the cockpit, an important topic
for safety (Li, Chiu, Kuo, and Wu, 2013). These eye metrics can be used to evaluate pilots
during their training program. For example, it might be possible to follow the evolution of their
scanning strategies and determine whether they tend to resemble that of expert pilots. In the
future, it might be possible to assess cockpit monitoring during real flight (Peysakhovich et al.,
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2018). In this way, a FETA system investigated the possibility to use an eye tracking assistant
to warn pilots when they do not watch sufficiently an instrument (Lounis, Peysakhovich, and
Causse, 2018, 2019). Our results suggest that such on-board eye tracking could be customized
based on pilot experience. Finally, we believe that the eye metrics employed in this study can
be also useful for practitioners and researcher in other fields such as air traffic control and
automotive.
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As we have seen in Chapter 4, The FETA system compares the pilot’s visual scanning to
a database of standard visual behavior based on the average Non-Dwell Time metrics. During
piloting, if the current pilot’s visual scanning deviates from the database (one or several instru-
ments are not sufficiently gazed), the FETA system triggers an auditory alarm to redirect the
pilot’s attention toward the relevant flight instruments (by priority order if several instruments
are neglected). Our results showed that with the FETA system enabled, pilots looked more
closely at flight instruments (e.g., speed, vertical speed, and heading) when the flight scenario
was more difficult (high workload) and reported an improved situational awareness. However,
in this pre-study, two issues were raised. The first one concerns the unnecessary notifications
from FETA. The pilot may have seen a parameter that deviates but does not react because
he is involved in a more important task or he does not want to correct the situation right now
because he thinks that the deviation is tolerable. One solution to overcome this problem would
be to rely both on eye tracking and flight parameter data to trigger the FETA notifications.
The flight parameter data correspond to the values of the flight parameters, for example, speed
or vertical speed. Thus, the pilot is only alerted if the parameter and its visual behavior both
deviate from the database standards. The second issue raised in the pre-study concerns the
way in which pilots are alerted when there is a lack of surveillance. Indeed, FETA alerts use
the auditory modality. As the latter is already widely used in cockpits, other alert modalities
such as vision or touch must be considered to avoid overloading auditory attention. Due to
Covid-19 pandemic, this study could not be completed. Nevertheless, this chapter will briefly
present the protocol and hypotheses.
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7.1 Alertness modalities

The choice of the alert modality (visual, haptic, auditory) is important because there are situa-
tions in which the visual and/or auditory channels are highly overloaded, making the processing
of visual and/or auditory information more complicated. This is the case for pilots who work in
complex environments and who are sometimes at the limit of their visual and auditory process-
ing capacity. Studies have shown that many accidents are due to a lack of response to alarms
(Ancel and Shih, 2012; et d’Analyses et al., 2012; Team, 2008. Dehais et al., 2012; Dehais
et al., 2014 in 2012 and 2014 showed that when pilots were overload, the perceptual processing
of information not relevant to the main task at hand is impaired. For example, unexpected
sounds may go unnoticed in an attention-demanding context. This is the phenomenon of inat-
tentional deafness. It is possible that, during critical phases, the visual processing of information
may interfere with the simultaneous evaluation of auditory alarms and thus induce inattentional
deafness. Therefore, finding the right modality to alert pilots is essential. Multiple resource
theory (Wickens and Liu, 1988) proposes that each modality has distinct attentional resources.
The use of different modalities would thus make it possible to use different attentional channels,
making information processing more efficient while improving task-sharing performance (Barbé
et al., 2016; Wickens, 2002, 2008). In addition, introducing the haptic modality in cockpits
could be a good solution for alerting pilots (Chang, Hwang, and Ji, 2011; Gaffary and Lécuyer,
2018; Salzer, Oron-Gilad, Ronen, and Parmet, 2011; Van Erp, Groen, Bos, and Van Veen,
2006; Young, Tan, and Gray, 2003). Indeed, at this moment, haptic signals are not used on
board cockpits. Interpreting haptic signals would interfere less with the task at hand because
they would have the ability to be perceived simultaneously with an auditory or visual signal
(Baldwin et al., 2012; Sklar and Sarter, 1999).

7.2 Goal of the research

This project aims to develop and test a countermeasure system to poor system monitoring
based on eye-tracking coupled with different warning modalities. To evaluate the feasibility of
this principle, we planned to record the visual behavior of participants trained to be experts
during a task inspired from the MATB-II (Multi-Attribute Task Battery developed by NASA,
see Comstock Jr and Arnegard, 1992 for a review, and see Santiago-Espada, Myer, Latorella,
and Comstock Jr, 2011 for a recent description). This task simulates the activities that aircraft
crew-member perform in flight. We modified the MATB-II task to run it in Virtual Reality (VR)
in order to respect the spatial positions of the flight instruments as in a cockpit. During the task
performance, different warnings were implemented to alert the participants in case of abnormal
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situations, in particular when task parameters deviate too much (e.g., lack of response to a
system monitoring task).The first objective was to create, thanks to eye-tracking, a database of
the typical visual scanning behavior of experts during MATB-II as in FETA system (see chapter
5). Then, we could extract from this database some relevant metrics such as the average non-
dwell times (periods of time during which an individual doesn’t look at a parameter), the average
dwell times (average time spend looking at a parameter), and the visual scanning patterns (such
as entropy score, N-gram sequences, Focal-Ambient score and LZC). The second objective was
to test the possibility of using these metrics in real time to improve untrained participants’
performance. For that, participants unfamiliar with the MATB-II could be be recruited. this
participants would be alerted when their visual scanning deviate too much from the typical
visual scanning of the database and/or when the MATB-II flight parameters deviate markedly
from that of the experts. Finally, the third objective was be to evaluate which sensory modality
is the most effective in alerting participants (auditory, visual, haptic) under various conditions
of difficulty (low workload vs high workload).

7.3 General hypotheses

• Firstly, we assumed that as in Shapiro and Raymond, 1989; Underwood, 2007 (see Gegen-
furtner et al., 2011 for a review) experiments experts would develop more efficient visual
scanning strategies after enough training sessions. In this way, the experts’ eye move-
ments can be recorded to serve as a standard database. It could be then possible to
extract relevant measurements from this database and integrate them into a virtual as-
sistant, with the aim of alerting participants when their visual scanning deviates too far
from that of the experts.

• Secondly, we assumed that alerts based on MATB-II flight parametric data and eye-
tracking data could be more effective (reduce the occurrence of deviations without de-
grading task performance and subjective feelings) than alerts based on MATB-II flight
parameters only or eye tracking data only.

• Finally, we assumed that haptic alerts could be more effective than auditory and visual
alerts, especially in high workload situations.
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7.4 Method

7.4.1 Experiment 1: Train experts at MATB-II

For the first part of the study, 10 participants will be placed in VR environment using an HTC
Vive headset with an integrated Tobii eye-tracker. They will have to perform the task inspired
from the MATB-II (Multi-Attribute Task Battery II), basically a simplified piloting environment
(see figure 7.1). Two conditions with differents worload levels will be proposed. To vary the
workload, the number of deviations will be varied of the 6 parameters concerning the monitoring
task, the difficulty of the tracking task (e.g. to maintain the tracker in the target at the center)
and the flow rate of the pumps for the management task.

Figure 7.1: Left: The current MATB-II with their independent tasks. Right: The MATB-II
In virtual reality containing 3D spatialization of the tasks. Rectangles with the same color
represent the same tasks between both MATB.

The MATB-II is composed of a monitoring task of six parameters (see figure 1), a tracking
task, where the participants will have to use a joystick to keep a target in the center, and
finally, a management task, requiring the participants to manage the flow of several pumps
(see appendix for more details). For the first experiment, the participants will be trained to be
considered as experts. Based on Shapiro and Raymond, 1989 experiment, participants will be
trained until their performance (task performances) remained stationary. Their eye movements
will be recorded and analyzed and will allow to build the database of the visual scanning
strategies.
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7.4.2 Experiment 2: Choosing an input merging visual behavior and/or
“Flight” parameters

For the second part, twenty participants are planned to be recruited in order to provide a
sufficient amount of data to reach a significant effect. This value was obtained using data from
a previous work using eye tracking during a cockpit monitoring task that was pretty analog to
the current experiment (see Shapiro and Raymond, 1989). When the MATB-II parameter values
deviate (from their nominal value) and/or when the participants’ visual scanning deviate from
the expert visual standard database, the participants will be alerted with auditory alarms. The
tree tasks (monitoring, tracking and management) will be associated with a number 1, 2 or 3.
The auditory alarms will be a number from 1 to 3 (e.g., corresponding to the different tasks: “1”
corresponding to monitoring task, “2” corresponding to the tracking task, and “3” corresponding
to the management task.) played in the headset to redirected the visual attention toward the
relevant task. Two workloads condition will be tested, a low and a high workload condition. To
vary the workload, the number of deviations will be varied of the 6 parameters concerning the
monitoring task, the difficulty of the tracking task (e.g. to maintain the tracker in the target
at the center) and the flow rate of the pumps for the management task. At the end of the
experiment, the participants will be asked to complete three questionnaires a Workload Index
questionnaire (NASA TLX), a Situation Awareness questionnaire (SART/SASHA), and a User
experience questionnaire (AttrakDiff) (See all questionnaires in appendix). Participants will be
equipped with an electrocardiogram (ECG) FAROS 4 with 5 electrodes sampled at 1000Hz to
examine the effects of mental workload variations on heart rate and heart rate variability. Indeed,
increase mental effort is known to provoke a shift of the balance of the autonomic nervous
system towards a sympathetic dominance, increasing heart rate and reducing total HRV (e.g.,
Causse, Baracat, Pastor, and Dehais, 2011; Fairclough and Mulder, 2012). Measuring mental
effort with ECG will have two important purposes: 1) validating our experimental variations
of the mental effort via the number of deviations of the 6 parameters, and more importantly
2) investigating whether using participants’ visual scanning as a trigger for alert will allow an
overall reduction of the mental effort during the task in comparison to alerts triggered on the
only basis of performance deviation.

7.4.3 Experiment 3: Testing countermeasure modalities to warn the
pilots

The last part is similar to the second, 20 participants will be recruited. The warning system
selected in the experiment 2 (e.g., warning with: MATB parameter deviation only, visual scan-
ning behavior deviation only, or both MATB parameter deviation and visual scanning behavior

108



CHAPTER 7. GAZE-CONTINGENT MULTIMODAL WARNINGS DURING A PILOTING
TASK IN VIRTUAL REALITY

deviation) will be used in this experiment. However, in this experiment, different sensory modal-
ities will be tested to alert participants (e.g., auditory, visual or haptic) for any deviations. As
in experiment 2, the monitoring task is associated with "1", the tracking task with "2" and
the management task with "3". The auditory alarms are therefore "1", "2" and "3". Visual
alarms are also "1", "2" and "3" and are displayed in the Graphical User Interface (GUI) in
the HTC Vive headset. For the haptic alarm, the signal is a 250Hz signal with a duration of
800 ms. Studies have shown that this is the frequency and the duration at which sensitivity is
highest (L. A. Jones and Sarter, 2008; Veitengruber, 1978; Verrillo, 1966; Wilska, 1954). The
monitoring task is associated with a vibration of 800 ms, the tracking task with two vibrations
of 350 ms and an inter-stimuli interval (ISI) of 100 ms and the management task with three
vibrations of 200 ms with an ISI of 100 ms (this makes it possible to have the same stimulus
duration). Concerning the location of the haptic alert, several studies have shown the effec-
tiveness of the haptic modality on the thigh (Salzer et al., 2011), the torso (Cholewiak, Brill,
and Schwab, 2004; Erp, Veen, Jansen, and Dobbins, 2005) or the arm (Sklar and Sarter, 1999
for a review see Myles and Binseel, 2007. The haptic device would therefore be placed either
on the chest of the participant, as shown in figure 7.2. Between each participant, the order of
presentation of the conditions (auditory, visual, haptic) is counterbalanced to avoid an order
effect. As is experiment 2, two workloads conditions will be tested a low and a high workload.
The participants will be asked to complete three questionnaires a Workload Index questionnaire
(NASA TLX), a Situation Awareness questionnaire (SART/SASHA), and a User experience
questionnaire (AttrakDiff) (see Appendix for the 3 questionnaires). Participants will be also
equipped with an electrocardiogram (ECG) FAROS. As in experiment 2, it will allow validating
our experimental variations of the mental effort via the number of deviations of the parameters.

Figure 7.2: Haptic Suit
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7.5 Perspectives

The aim of this study was, in a first step, to develop a countermeasure system considering the
eye recordings of ten experts at MATB-II. From these recordings, we wanted to extract relevant
measurements, such as the period of time during which one of the parameters is not monitored
(e.g., Average Non-Dwell Time) or visual scanning strategies (see chapter 6). These measures
would have made it possible to build a database of optimal visual scanning strategies. We then
wanted to assess the relevance of this database by alerting novice participants when their visual
pathways deviated from the database standards and/or MATB-II parameters became abnormal.
Finally, we also aimed at testing the effectiveness of different alerting modalities and their
impact on performance, perceived workload and situational awareness (see figure 7.3).

XP1: Training MATB-II experts

XP2: Visual behavior database (VBD) and/or Flight 

Parameter Deviations (FPD) as an input for warn

XP3: Haptic / Visual / Auditory cues to redirect visual 

attention toward flight instruments

• 10 participants

• 2 conditions → Low/ High workload

• Built a Database of the expert's visual behavior

• Extract relevant features from the visual Database

• 20 participants

• 2 conditions → Low/ High workload

• Alerting with visual behavior database (VBD) and/or

flight parameter deviations (FPD) by auditory modality.

• NASA TLX / SART / AttrakDiff questionnaire

• 20 participants

• 2 conditions → Low/ High workload (+ ECG)

• Selection of the best input (VBD and/or FPD)
• Haptic / visual / auditory endogenous cues

• NASA TLX / SART / AttrakDiff questionnaire

Figure 7.3: Overview of the three experiments
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8.1 Discussions

During this thesis work, we conducted experiments in ecological settings following the Neu-
roergonomics approach. All experiments involved professional airline pilots in order to deploy
a user-centered approach. The overall purpose can be summed up following the question:
“which eye-tracking applications and metrics can help reducing monitoring issues in
the commercial aviation field?” This question raised several problematic investigated in this
thesis. The first one was: “Does eye-tracking techniques can redirect visual attention
toward flight instruments in ecological context”. The second one was: “Does eye track-
ing metrics can distinguish over-focalization or under-focalization processing mode
in the cockpit during flight phases”. The third one was: “how eye-tracking metrics can
highlight visual scanning strategies built by the expertise during a manual landing
task?” The last one would have liked to answer two more questions: “How to improve the
FETA flight assistant based on flight parameter and/or visual scanning strategies?”
and “What is the best warning sensory modality to use when the scanning strategies
are no longer optimal?”

8.1.1 Does eye-tracking techniques can redirect visual attention to-
ward flight instruments in ecological context

The first experiment (Chapter 4) aimed to build a database of expert’s visual behavior (con-
cerning flight instruments) in the cockpit to design an eye-tracking rules-based flying assistant.
This flying assistant emitted an auditory notification when pilots did not comply with the stan-
dard database. This first part of the experiment, which aimed at building the visual database,
involved 16 certified pilots (ATPL/CPL) with more than 1,600 flight hours set up in a flight
simulator. Then, a second part involving 5 certified pilots less experienced was conducted. We
analyzed the visual behavior of these 5 pilots with and without enabling the FETA system in
flight simulator scenarios performed according to three different levels of workload. Concerning
the warning system assessment, no clear improvement in the maintenance of flight parame-
ters (speed, vertical speed, and heading) was allowed by FETA. Subjective results showed that
FETA was detrimental concerning situation awareness during scenarii with easy difficulty. Fur-
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thermore, we found that the FETA system helped to redirect visual attention toward the flight
instruments which was the subject of notifications. These results confirm the hypothesis con-
cerning the possibility of using a database of expert visual behavior to improve the monitoring
of flight instruments. However, no significant results have been demonstrated regarding the
improvement of flight parameters deviations, situation awareness, and subjective workload. The
mixed results of this study were probably related to some shortcomings in the experiment that
hampered the possibility to draw clear conclusions on the effectiveness of such an assistant,
especially regarding the situational awareness aspects. First, a limitation concerns the access
to a larger number of pilots in order to obtain clear-cut results regarding the FETA assessment.
One of the limitations reported by the pilot group was the too frequent triggering of alarms,
generating unnecessary alerts. This remark called the use of time thresholds based on average
non-dwell time into question and raised the question of new metrics. One of the limitations
was also the use of the auditory modality, already extremely employed in the cockpit (e.g. by
the synthetic voice and ATCO) which pave the way for other alert modalities.

8.1.2 Does eye tracking metrics can distinguish over-focalization or
under-focalization processing mode in the cockpit

This second experiment aimed to investigate new metrics to qualify the visual behaviour of
pilots. Literature in eye-tracking proposes the K-coefficient to distinguish visual processing
mode by subtracting the z-score of fixation durations to the z-score of saccade amplitudes.
A positive value of K reflects a behavior with long fixations followed by short saccades (more
“fixational” behavior). While a negative value reflects a behavior with short fixations followed
by large saccade (more “saccadic” behavior). This index makes it possible to qualify as focal
behavior when the value of K is positive and as ambient when the value of K is negative. The K
coefficient is a proven measure for qualifying attentional modes (focal vs ambient) in tasks such
as map viewing and/or artwork exploration. Involving 14 certified pilots with 11,500 flight hours
in a full flight simulator, this experiment aimed at adapting the K coefficient based on flight
instruments during flight phases. The results showed a sensitivity of the Modified K coefficient
compared to the classical K coefficient during the different flight phases. This study verified
the transposition of the K-coefficient AOI based, thus validating the use of such a metric in
the cockpit to discern attentional modes (focal/ambient) considering the flight instruments.
The k-coefficient can be used to discern in particular attentional tunneling phenomena where
overfocus phenomena is associated with focal attentional modes. A recent study (Kortschot and
Jamieson, 2020) has shown the possibility to classify attentional tunneling through behavioral
indices. One of the problems encountered during this study concerns the characterization of
attentional tunneling. The solution provided by this study is based on the time required to
complete the task, whereas a visual metric such as the K coefficient could be an interesting
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approach. Other work should explore the use of the k-coefficient in situations offering different
levels of automation as well as in different experimental conditions (clear weather, rain, engine
failure, ...). Finally, an interesting idea would be the use of the K-coefficient on sliding time
windows to detect dynamic changes of visual activity. This kind of metric would allow the
on-going use of the K-Coefficient.

8.1.3 How eye-tracking metrics can highlight visual scanning strate-
gies built by the expertise during a manual landing task

This third experiment aimed to investigate metrics for visual scanning strategies by using data
from expert pilots when building the database (chapter 4) by comparing them with a group of
novices. This study highlighted the differences between novices and expert pilots concerning
visual scanning strategies and flight performances. Similar results to works have been found,
with more dwells and shorter average dwell for pilots compared to novices. This has been inter-
preted in the literature as an optimization of the visual information processing allowing faster
extraction of relevant information when consulting a flight instrument. The result confirmed
that expertise exerts a top-down modulation on gaze behaviour. A wide variety of standard
and advanced metrics were used to uncover the modification of the gaze behavior bring by the
expertise. Expert pilots have a more efficient perception of the information, better dispersion
of their attention, and more elaborate visual patterns. Expertise makes it possible, despite a
dual-task costly in visuo-attentional resources, to maintain the type of visual patterns linked
with the flying task (i.e. the irrelevant dual-task did not alter the nominal visual behavior).
These results confirmed the hypothesis formulated by Reingold and Sheridan, 2011 concerning
greater perceptual effectiveness of experts as "superior perceptual encoding of domain-related
patterns". Overall, the eye metrics used in this research are relevant to finely assess the pi-
lot’s gaze behavior in the cockpit and can contribute to better characterize visual scanning in
the cockpit, an important topic for safety C.-S. Yu et al., 2016. Future work should focus
on the integration of these metrics in a flying assistant, such as FETA, to discern when cur-
rent visual scanning strategies deviate from expert visual scanning strategies. Further research
should consider more different expertise levels, from novice to expert, e.g., every 1000 hours, to
finely examine the impact of the expertise on the visual strategies. This flying assistant should
integrate the pilot’s profile in its potential features.
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8.2 Perspectives

8.2.1 How to improve the FETA flight assistant based on flight and/or
eye parameters”. and “What is the best way to warn a pilot
when the scanning strategies are no longer optimal ?”

Unfortunately, this thesis cannot answer the following questions. Nevertheless, it provides a
sound protocol for investigating these issues. Future work should address the issues of human-
cockpit interaction.

8.2.2 From Human-Computer Interaction (HCI) toward Human-Cockpit
Interaction (HCI)

One of the priority areas addressed in this thesis was to investigate AOI-based eye tracking in
order to deal with the flight instrument deviations. If we assume the existence of a flight assistant
who could on-going detect inappropriate visual behaviour or mental states. It will be essential
to consider the interaction between the human and the cockpit and to warn pilots during these
inappropriate behaviors. One of the areas for improvement concerning this interaction, which
must take place without risk for the crew will be to design, in the best possible way, multimodal
alerts that can warn the crew depending on the flight phase, the priority and/or urgency of the
request, and the workload. Such a system should consider the occupied channel in order to
select the best modalities or multimodalities to warn. The designs concerning the modalities
used in the protocol presented in chapter 7 remain simplistic in the light of the possibility of
interaction that is offered when using multi-modality. One of the perspectives would also be
to design new ways to redirect visual attention such as visual cues in the vicinity of the gaze
or to create visual salience for example. One of the perspectives would also be to design new
ways to redirect visual attention such as visual cues in the vicinity of the gaze, or to create
visual salience. For example, in case of the gaze would be too far from an appropriate Area Of
Interest an auditory or haptic signal can be a trigger. Thus, various levels of interaction would
be deployed.
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8.2.3 FETA improvement and other research questions

One of the areas of improvement concerns the improvement of the flight assistant (FETA). The
development of a wearable FETA interface co-designed with flight instructors would also make
it possible to improve learning and better monitor the progress of pilots during their training.
This interface could consider the metrics developed in the thesis in order to provide a wide
spectrum of indicators allowing the instructor to check a learner’s visual behaviour. One of the
major problems concerns the data access and a promising avenue would be the integration of
eye tracking in the wild by proposing to airline companies Eye tracking integration to obtain
big data. This amount of data can be used next to improve FETA system. For example,
by adapting at the pilot’s profile, examine the effect of various automation levels or aircraft
configuration on visual behavior, or investigate the differences in visual strategies between pilots
carrying out different flights (short-haul, medium-haul, and long-haul). A simpler way to access
the pilot’s eye-tracking data would be to be able to interpret the pilots’ gaze by analyzing the
black boxes from aircraft accidents/incident. This would make it possible to replay accident
scenarios / or scenario and test the effectiveness of the FETA system by confronting pilots with
these flying scenarios in a flight simulator. On the other hand, analyzing the black boxes to
estimate the gaze could be interesting for the investigation itself. A longitudinal study following
the pilots from the flying school until their assignment in airlines will allow to compare their
visual scanning strategies during their training. It would be an interesting avenue to check the
consistency of the visual scanning strategies and patterns at the end of the training course
or even after a few years of experience. An interesting avenue would also be to investigate
these visual scanning strategies with aging. Finally, the literature (chapter 3) agrees that there
are mental states that can be discerned using eye-tracking data. In order to follow this trend,
numerous studies are still to be carried out by coupling other sensors such as the EEG and ECG
to validate the metrics.

8.3 Conclusion

This thesis work has brought to light several contributions of eye tracking to improve safety
and reduce human errors. We especially focused on the use of eye tracking in the cockpit
to investigate monitoring issues during landing. Following Neuroergonomics approach, we de-
ployed experiments in ecological settings involving certified-commercial pilots for user-centered
approach. These experiments allowed to:

• Investigate the question of a flying assistant in the cockpit eye-tracking based;
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• Distinguish from under- to over –focalization using ambient/focal mode analysis in the
cockpit;

• Present a wide range of standard and advanced ocular metrics to compare visual scanning
strategies;

• Present a protocol to investigate various interaction modalities in the cockpit.

Overall, the eye metrics used in this research thesis are relevant to finely assess pilot’s gaze
behavior in the cockpit and can contribute to better characterize pilots’ visual scanning. Taken
together, these findings could be used to enhance the research and development for eye tracking
integration in the cockpit. Finally, we believe that the eye metrics employed in this study can
be also useful for practitioners and researchers in other fields such as air traffic control and
automotive.
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        Neuroergonomics and 

Human Factors 

Departement of Aerospace Vehicles Design and Control 

ISAE-SUPAERO, Université de Toulouse 
 

 

Preliminary Questionnaire 

 

Participant ID   :  

Age    :  years 

Sex    :   M     /     F 

Handedness   :   Left-handed / Right-handed 

Eye colour   : 

Flight hours   :   hours 

Obtained licences (if any) : 

Aircraft flown (if any) : : 

Education level  : 

Eyewear   : Glasses / Contact lenses / None 

Eye condition (myopia, hyperopia, astigmatism, visual correction, etc., if any): 

Left Eye Right Eye 

 

 

 

 

 

 

 

For how many hours, in average, do you sleep every night? 

For how many hours did you sleep last night? 

 

How would you rate your fatigue at this moment? 

     

1 

Not at all tired 

2 3 4 5 

Very tired 

 

Figure A.1: Informed Consent form 1/3
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        Neuroergonomics and 

Human Factors 

Departement of Aerospace Vehicles Design and Control 

ISAE-SUPAERO, Université de Toulouse 

 

Consent to Participate in a Research Study 

 

Title of Study: Monitoring of Pilots’ Eye Movements during Approach-Landing phases 

Investigators:  

Christophe Lounis, Ph.D Researcher. Dept.: DCAS  Phone: +33 (0)5 61 33 87 58 

Vsevolod Peysakhovich, Ph.D. Dept.: DCAS  Phone: +33 (0)5 61 33 87 46 

Mickaël Causse, Ph.D.  Dept.: DCAS  Phone: +33 (0)5 61 33 81 28 

 

 

Please check 

all boxes 

1. I confirm that I have read and understood the instruction for the experiment. 

I have had the opportunity to consider the information, ask questions and 

have had these answered satisfactorily. 

 

2. I understand that my participation is voluntary and that I am free to withdraw 

at any time without giving any reason. 

 

3. I understand that during the experiment my eye movements will be tracked 

and recorded and this recording will be anonymous. I give permission for 

this recording to be analysed for the purpose of this experiment. 

 

4. I understand that I will not receive any remuneration for my participation in 

this experiment. 

 

5. I agree to take part in the experiment. 

 

 

Participant’s Name: ____________________________________ 

Participant’s Signature: ________________________ Date : _____________ 

Investigator’s Signature: _______________________ Date : _____________ 

 

 

 

Figure A.2: Informed Consent form 2/3
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        Neuroergonomics and 

Human Factors 

Departement of Aerospace Vehicles Design and Control 

ISAE-SUPAERO, Université de Toulouse 
 

 

 

 

 

 

Instructions for Participants 

 

 

You are about to participate in a research study consisting in monitoring pilots’ eye movements during 

approach-landing phases. Please read this form and ask any questions that you may have before 

agreeing to participate in the study.  

You are going to perform three manual approach-landing phases. Each simulation will begin at the 

same position and will have the same objective, which is to land the aircraft on LFBO Runway 14R. You 

must do the simulation as if you were flying a real aircraft, performing normal monitoring patterns 

and paying attention to potential unexpected events (e.g. alarms, traffic, etc.). During some landings, 

you will be asked to perform another monitoring task in parallel (double-task), during the others, you 

will be asked to perform a normal landing (single-task). The parallel task consists of reading loudly the 

remaining distance to the VOR (as displayed on the Navigation Display) with different frequencies. For 

example, when asked to report the distance each 0.5 or 0.2 nautical miles, you will orally announce 

“5 nm, 4.8 nm, 4.6 nm etc.” without pronouncing “nautical miles”. You will be instructed whether it is 

double or single task and at what frequency, the remaining distance is to be reported before each 

simulation by the investigator. 

The experiment is performed using the PEGASE flight simulator of DCAS, ISAE-SUPAERO, which is 

equipped with an eye tracker (Smart Eye). During each simulation, your eye movements will be 

tracked by this system and the data will be logged. This data will be anonymous. No videos or images 

of your face will be recorded. 

The total experiment duration will be 2 hours. Each landing will last for about 5 minutes. Before 

starting, you will have 15 minutes to practice and familiarize yourself with the simulator. During this 

experiment, you will perform one single-task landing and 2 double-task landings. You can ask all 

remaining questions during this experiment. Between each condition, you will have 1-minute break. 

If you agree to participate in this study, please turn off your mobile phone, and sign the consent form. 

Good luck! 

Figure A.3: Informed Consent form 3/3
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 CER - Université Fédérale Toulouse Midi-Pyrénées 

Département Recherche, Doctorat et Valorisation 
41, Allées Jules Guesde -  CS 61321 -  31013 Toulouse CEDEX 6 -  Tél. : 05 61 10 80 30 

Courriel : bureau-cerni@univ-toulouse.fr 

www.univ-toulouse.fr 

Toulouse, le jeudi 7 février 2019  

  

A l’attention de CAUSSE Mickaël  

 
 

 
CER : Comité d’Ethique sur les Recherches  

 

 

Objet : Avis de la commission du 29/01/2019 

Numéro d’enregistrement : 2019-131 

Titre du projet soumis : Utilisation de l’oculométrie en vue d’améliorer l’interaction pilote 
aéronef  

Porteur de projet : CAUSSE Mickaël, laboratoire DCAS, ISAE 
 

Monsieur, 

 

Compte tenu des éléments fournis dans votre demande, le Comité d’Ethique pour les 

Recherches de l’Université de Toulouse émet l’avis suivant : Favorable avec 
recommandations.  

Nous rappelons, par ailleurs, qu’il relève de la responsabilité des chercheurs de se conformer à 
leurs obligations légales notamment en ce qui concerne les aspects d’homologation du lieu de 
recherche ou RGPD : Règlement Général sur la Protection des Données. 

Nous restons à votre disposition pour toute question.  

Les membres du bureau CER. 

Pr Maria Teresa Munoz Sastre           Pr Jacques Py                     Rémi Capa 

                                                                                                          

                 

 

 

  

Figure A.4: FETA/Visual Scanning Strategies Experiment approval
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Université Fédérale Toulouse Midi-Pyrénées 
41, allées Jules Guesde – CS 61321 – 31013 Toulouse CEDEX 6 

www.univ-toulouse.fr 

A l’attention de 

 LEFRANCOIS Olivier 

À Toulouse, le  04 mars 2020 

Affaire suivie par : 
Sophie ACHTE 

CER–DRDV 

Courriel : bureau-cerni@univ-toulouse.fr 
Tél. : 05 61 10 80 30 

Objet : Avis du bureau du 03/03/2020 pour le projet 2020-210 

Titre du projet soumis : Étude de la rééducation du circuit visuel des pilotes à l’aide de l’Eye tracking 

Porteur de projet : LEFRANCOIS Olivier, laboratoire DCAS, ISAE 

Monsieur, 

Compte tenu des éléments fournis dans votre demande, le Comité d’Ethique pour les Recherches de 
l’Université de Toulouse émet l’avis suivant : Avis favorable. 

Nous délivrons le numéro IRB : N°: IRB00011835-2020-03-03-210 (Universite Federale de Toulouse IRB #1)

 Nous restons à votre disposition pour toute question.  

Les membres du bureau CER. 

Pr Maria Teresa Munoz Sastre 

 Pr Jacques Py   Rémi Capa 

Figure A.5: Attentional modes Experiment approval
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Université Fédérale Toulouse Midi-Pyrénées 
41, allées Jules Guesde – CS 61321 – 31013 Toulouse CEDEX 6 

Tél. 05 61 14 80 10 - contact@univ-toulouse.fr 

www.univ-toulouse.fr 
 
 

Toulouse le 19 juin 2020 

 

A l’attention de CAUSSE Michaël 

 

 

Objet :  Avis de la commission du CER du 18 juin pour le projet 2020-265 : Gaze-
contingent multimodal warnings during a virtual reality piloting task 

 

Monsieur, 

Compte tenu des éléments fournis dans votre demande d'examen Flash, le Comité 
d’Ethique pour les Recherches de l’Université de Toulouse émet l’avis suivant : Avis 
favorable. 

Nous rappelons, par ailleurs, qu’il relève de la responsabilité des chercheurs de se 
conformer à leurs obligations légales notamment en ce qui concerne les aspects 
d’homologation du lieu de recherche ou RGPD : Règlement Général sur la Protection 
des Données. 

 Le numéro IRB attribué est : IRB00011835-2020-06-18-2020-265 (Universite 
Federale de Toulouse IRB #1) . 

Nous restons à votre disposition pour toute question. 

Les membres du bureau CER. 

Pr Maria Teresa Munoz Sastre,      Pr Jacques Py ,                 Rémi Capa 

                                                     

 

Figure A.6: EyeVori Experiment approval
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Figure B.1: Situation Awareness Rating Technique (Taylor, 2017)
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Figure B.2: NASA TLX workload questionnaire

Figure B.3: Workload Instaneous Self Assessment (ISA)(Tattersall and Foord, 1996)
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Figure B.4: Attrakdiff Questionnaire (Ux Experience)
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Résumé — Au cours d’un vol, les pilotes doivent surveiller de façon rigoureuse des instruments
de vol spécifiques (e.g., indicateur d’attitude, vitesse, altimètre, les paramètres moteurs) ainsi que
l’environnement extérieur (e.g., repérer des éléments du relief au sol notamment lors de conditions
météorologiques dégagées et à basse altitude) dans le but de mettre à jour leur conscience de la
situation. Cette activité de surveillance (monitoring en anglais), critique durant les phases de vols
dites évolutives (e.g., décollage, phase d’approche, et atterrissage), tient compte de l’observation et
de l’interprétation de la trajectoire, des modes d’automatisation sélectionnés, et des systèmes utilisés
à bord. Cela suppose une comparaison en temps réel entre les données affichées aux instruments
et les valeurs attendues lors des phases de vols. Une surveillance appropriée du cockpit permet
de prendre des mesures correctives (e.g., ajuster la trajectoire de l’avion lors de la détection d’une
déviation observable sur la zone d’attitude) en temps opportun lors de la déviation d’un paramètre,
garantissant ainsi un niveau de sécurité optimal. Cette activité de surveillance est structurée en
séquence d’engagement et de réorientation de l’attention visuelle du pilote d’un instrument vers un
autre. Les rapports d’accidents ont démontré que bien souvent les erreurs de pilotage, tels que des
trajectoires incorrectes ou bien une survitesse à l’atterrissage, étaient la résultante d’une surveillance
défaillante et/ou inadéquate des instruments du cockpit. L’enjeu de ce travail de recherche est
d”améliorer la sécurité des vols notamment grâce à l’intégration d’un oculomètre et/ou la recherche
de solution pour améliorer l’entrainement des pilotes en vue de réduire les erreurs de surveillance à
bord. Les mouvements des yeux sont une fenêtre sur l’état cognitif du pilote et permettent de révéler
les chemins attentionnels empruntés par l’opérateur à travers son parcours visuel. En lien avec les
problématiques de surveillance dans les cockpits, nous avons élaboré un assistant de vol (FETA : Flight
Eye Tracking Assistant) basé sur des comportements visuels d’experts (e.g., 24 pilotes avec plus de
1600 heures de vols). Cet assistant prévient les pilotes, grâce à une alarme auditive, quand ces derniers
ne consultent plus suffisamment un instrument de vol en comparaison avec la base de données des
mouvements oculaires experts. Une évaluation facteurs humains de cet assistant a soulevé plusieurs
problématiques et a ouvert la voie à de nouvelles recherches concernant notamment l’utilisation de
métriques reflétant aux mieux les parcours oculaires dans le cockpit et permettant précisément de
quantifier l’attention visuelle d’un pilote à bord. Une partie de ce travail de recherche s’appuie
sur une comparaison entre novices et experts dans le but de quantifier la marque de l’expertise. Une
méthode utilisant le K coefficient appliqué aux AOI a permis de qualifier l’attention visuelle des pilotes
(focal vs ambient) au cours de scenario en simulateur de vols présentant différentes charges d’activité
visuomoteur. Des méthodes d’apprentissage machine basée sur des matrices de transition ont permis
de classifier l’expertise avec une précision de 91%. Enfin, deux méthodes ont été utilisés pour qualifier
et quantifier les stratégies visuelles dans le cockpit. Une méthode utilisant la Complexité de Lempel-
Ziv (LZC), un algorithme de compression des données, permettant de mettre en lumière la complexité
des sequences de balayage dans le cockpit. Ainsi que le méthode N-gram, a l’origine issue de la
recherche sur les séquences ADN, permettant de quantifier les patterns communs au groupe d’expert
et la longueur des patterns utilisés. Ces contributions sont discutées à la lumière de l’amélioration
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d’un assistant basé sur des données oculométriques pour l’amélioration de l’apprentissage d’une part
et pour éviter les problèmes de surveillances d’autre part. Finalement, l’évaluation du prototype FETA
a soulevé des perspectives par rapport au choix de la modalité (e.g., auditive, visuelle, haptique) la
plus pertinente concernant l’alerting.

Mots clés : Oculomètre, Facteur Humain, Strategies visuels, Interaction Homme-Machine,
Neuroergonomie, Mouvements Oculaires.
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Abstract — During a flight, pilots must rigorously monitor specific flight instruments (e.g.,
attitude indicator, airspeed, altimeter, engine parameters) as well as the external environment (e.g.,
locate terrain features on the ground, especially in clear weather conditions by low altitude) to update
their situational awareness. This monitoring activity, which is critical during dynamic flight phases
(e.g., takeoff, approach phase, and landing), consist in observing and interpreting the flight path,
the selected automation modes, and the systems used onboard. This involves a real-time comparison
between the data displayed on the instruments and the values expected during the flight phases.
Appropriate monitoring of the cockpit enables to take corrective measures (e.g., adjust the aircraft’s
trajectory when a deviation is detected in the attitude zone) promptly when a parameter is deviated,
thus guaranteeing an optimal level of safety. This monitoring activity is structured in a sequence
of engagement and redirection of the operator’s visual attention from one instrument to another.
Moreover, accident reports have shown that piloting errors, such as incorrect trajectories or overspeed
during landing, are often the result of inadequate monitoring of cockpit instruments. The purpose
of this research work is to improve the flight safety thanks in particular to the integration of an eye-
tracker. Eye movements are a window on the pilot’s cognitive state and reveal the attentional paths
taken by the operator through his visual path. In connection with cockpit monitoring issues, we have
developed a Flight Eye Tracking Assistant (FETA) based on expert visual behaviors (e.g., 24 pilots
with more than 1600 flight hours). This assistant warns the pilots, thanks to an audible alarm, when
they no longer sufficiently consult a flight instrument in comparison with the expert eye movement
database. A human factors evaluation of this assistant raised several issues with such an assistant
and paved the way for further research including metrics that best reflect the eye paths in the cockpit
and the need to find the right metric to quantify a pilot’s visual attention onboard. Part of this
research work is based on a comparison between novices and experts in order to quantify the mark of
expertise. A method using the K coefficient applied to the AOIs allowed to qualify the visual attention
of the pilots (focal vs ambient) during a flight simulator scenario with different loads of visuomotor
activity. Machine learning methods based on transition matrices allowed to classify the expertise with
an accuracy of 91%. Finally, two methods were used to qualify and quantify visual strategies in the
cockpit. A method using Lempel-Ziv Complexity (LZC), a data compression algorithm, to highlight
the complexity of the scanning sequences in the cockpit. Another called N-gram method, originally
derived from DNA sequence research, which quantifies the patterns common to the expert group and
the length of the patterns used. These contributions are discussed in the light of the improvement
of a flying assistant based on eye tracking data for improving learning on the one hand and avoiding
monitoring problems on the other. Finally, the evaluation of the FETA prototype raised perspectives
on the choice of the most relevant modality (e.g. auditory, visual, haptic) for alerting.

Keywords: Eye-tracking, Human Factors, Visual Scanning, Human-Computer Interaction,
Neuroergonomics, Eye movements.

Laboratoire de Neuroergonomie et de Facteur Humains, DCAS
Toulouse, France
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