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Titre : La classification des conversations 
 

Résumé :  Le fait que toute activité linguistique et toute interactivité 
soient relatives à un jeu de langage / un genre / un type de conversation a 
été reconnu depuis longtemps par divers spécialistes. Néanmoins, jusqu'à 
présent, aucune théorie systématique n'a pas été construite qui peut 
fournir en une manière formelle la composition et la gamme des types de 
conversation actuels et possibles. Dans cette thèse, nous adoptons une 
approche topologique pour classifier les conversations et développons 
une théorie formelle des types conversationnels dans le cadre de Type 
Theory with Records..    
          
Énoncés non phrastiques (ENP) - des énoncés fragmentaires qui sont des                     
phrases sans prédicat mais qui expriment néanmoins un sens complet                   
dans un contexte donné - sont un phénomène caractéristique de la                     
conversation. Dans cette thèse, nous étudions les ENP dans un corpus                     
chinois et examinons la distribution des ENP dans les genres parlés du                       
Corpus National britannique (BNC).   
 
Cette thèse aborde le sujet de l'élaboration d'une théorie des types                     
conversationnels qui peut expliquer la résolution des énoncés non                 
phrastiques à travers des différents types conversationnels. En revanche,                 
nous testerons l’hypothèse que la variation entre des distributions des                   
énoncés non phrastiques peut servir à structurer l’espace des types                   
conversationnels.   
 
Le chapitre 2 de cette thèse passe en revue la littérature sur les genres                           
conversationnels de la philosophie, de l'intelligence artificielle et de la                   
linguistique, ce qui est pertinent pour notre objectif de classer les                     
conversations. Cette littérature comprend les jeux de langage de                 
Wittgenstein, les événements de discours de Hymes, les frames de                   
Goffman, les types d'activité de Levinson, les genres de discours de                     
Bakhtin, les types d'activité sociale d'Allwood, les types d'activité                 
conjointe de Clark, les types de discours institutionnels en Conversation                   
Analysis, la classification hiérarchique des genres de Bhatia, les scripts de                     
Schank et Abelson, et l'approche de Larsson à la classification de dialogue. 
 
Les idées de ces auteurs peuvent être résumées en quatre points                     

 
 



  

 
principaux: 1. (Omniprésence). Toute activité linguistique et toute               
interactivité sont relatives à un genre. 2. (But) Chaque genre a un but qui                           
est socialement partagé et spécifique à la culture et qui détermine la                       
matière du genre. 3. (Contraintes) Chaque genre impose des contraintes,                   
est régi par des règles et possède des formes spéciales. 4. (Variation) Les                         
genres varient et peuvent être classés en fonction de nombreuses                   
dimensions. Le nombre de genres potentiels est donc vaste. 
 
Le chapitre 3 de cette thèse décrit une étude de cas d’ENP, à savoir d’ENP                             
chinoises dans le corpus NCCU de mandarin parlé. Les données que nous                       
avons utilisées sont 10 conversations spontanées en face à face entre                     
étudiants. En nous basant sur la taxonomie de Fernández et Ginzburg                     
(2002) pour les ENP anglaises, nous proposons une taxonomie modifiée                   
pour les ENP chinoises, dans laquelle 9 classes supplémentaires sont                   
ajoutées; ce sont l’acquiescement verbale, la réponse affirmative verbale,                 
le rejet verbal, l’acquiescement utile, la prédication nominale, la réponse                   
positive utile, la réaffirmation, la correction et l'interjection. Parmi ces                   
neuf classes supplémentaires, les trois premières sont ajoutées pour des                   
raisons spécifiques au chinois et les autres pour des considérations                   
générales. 
 
En ce qui concerne les raisons spécifiquement chinoises, on peut dire le                       
suivant: nous adoptons l'affirmation selon laquelle les modaux chinois                 
(ou leurs auxiliaires) sont traités comme des verbes. En chinois, un moyen                       
de répondre positivement à une question polaire consiste à répéter le                     
verbe dans la question. Si le verbe en cours de répétition est un verbe                           
modal, la réponse est une ENP, car le verbe modal est un prédicat                         
incomplet (le prédicat complet se compose du verbe modal et du verbe                       
principal). 
 
Le chapitre 4 de cette thèse décrit d'abord une étude empirique qui a                         
pour but étudier la répartition des ENP dans les genres parlés du BNC. Il                           
décrit ensuite plusieurs expériences visant à regrouper les genres parlés                   
BNC à l'aide de distributions d’ENP par rapport à l'utilisation de                     
distributions uni / bi-gramme, et à développer des notions topologiques                   
de base pouvant être utilisées pour classer les conversations. 
 
Nous utilisons la divergence de Jensen-Shannon (JSD) comme mesure de                   
similarité entre deux distributions de probabilité. Dans chacune des                 
expériences (distributions unigramme, bigram et ENP), chacun des 23                 
genres parlés BNC est représenté par une distribution de probabilité et la                       
distance entre chacun des 23 genres est mesurée à l'aide de JSD. Un                         

 
 



  

 
graphique dirigé par une force montrant visuellement l'espace contenant                 
les 23 genres et une matrice de distance pour cet espace triée par voisin le                             
plus proche sont générés. Ce dernier sert de base pour évaluer les                       
différentes métriques sur l’espace des genres (ou types conversationnels);                 
cela se fait en inspectant les quartiers (k-voisins les plus proches) d'un                       
genre donné et en prenant en compte la vraisemblance et la robustesse                       
des quartiers assignés. Nous trouvons que la métrique basée sur les                     
distributions ENP (qui représente la «structure interactionnelle») se               
comporte mieux que la métrique basée sur les distributions unigramme                   
ou bigramme (qui représentent la «matière») dans un certain nombre de                     
cas, y compris les genres non interactifs (par exemple, «Sermon»), les                     
genres avec un sujet similaire («Parlement»), les genres avec une structure                     
de sujet complexe («Sportslive»), et des genres avec un sujet similaire                     
(«Lecture»). 
 
Globalement, nous montrons que pour une variété de cas, une métrique                     
basée sur les distributions de NSU impose une structure topologique plus                     
convaincante à la classe de types conversationnels qu'une métrique basée                   
sur uni / bi-grammes. Cela confirme notre hypothèse selon laquelle cette                     
distribution constitue un «profil d'interaction» de type conversationnel.               
Elle nous fournit également un critère opérationnel potentiel lorsque                 
vous rencontrez un nouveau domaine conversationnel - le situant dans la                     
classe des types conversationnels pouvant être obtenue en               
échantillonnant ses NSU et en évaluant la distribution émergente par                   
rapport aux distributions existantes des ENP. 
 
Ce résultat a une implication significative pour les modèles de types                     
conversationnels existants, qui placent le fardeau de la variation entre les                     
types en termes de sujet et de forme, tout en supposant que les principes                           
de la conversation (par exemple, le potentiel d'un acquiescement ou                   
d'une demande de clarification en tant que un tour qui suit à un                         
mouvement donné) sont générales. Cependant, les métriques basées sur                 
de telles notions, telles que les métriques basées sur uni / bi-gramme, sont                         
intrinsèquement trop grossières. Cela implique que la spécification des                 
types conversationnels doit également inclure la spécification de               
quartiers distincts, des collections de types similaires, régies par des                   
principes conversationnels qui s'appliquent spécifiquement à eux (par               
exemple, une classe de types permet de déclencher une interaction de                     
clarification aux jonctions d'échange de tours, alors que dans d'autres, un                     
tel potentiel n'existe pas.) 
 
Nous prévoyons d’étudier de telles mesures en utilisant des corpus                   

 
 



  

 
équilibrés dans d’autres langues (par exemple, le corpus suédois de                   
Göteborg et le corpus national polonais). Nous prévoyons également                 
d'affiner la métrique basée sur NSU afin d'inclure des fonctionnalités                   
interactionnelles supplémentaires telles que les dysfluences ou le rire, qui                   
varient de manière significative entre les types de conversation. 
 
Le chapitre 5 de la thèse combine les aperçus des chapitres précédents et                         
développe une théorie formelle des types de conversation dans le cadre                     
de la théorie des types avec records (TTR). Notre objectif est une théorie                         
qui (i) prend en compte un grand nombre des exigences mises en avant                         
dans la littérature documentée au chapitre 2, (ii) peut servir de base à la                           
résolution d’ENP qui se produisant dans des types de conversation                   
distincts, et (iii) offre le moyen de mettre en relation des types de                         
conversation «similaires», en s'appuyant sur les résultats du chapitre 4. 
 
Nous résumons d’abord cinq exigences issues de la littérature au chapitre                     
2, que doit fournir une théorie des types conversationnels: 1. (Catégorie                     
ouverte) La classe des types doit être ouverte, mais pas dans toutes ses                         
dimensions. 2. (Sous-spécification) Dans l’ensemble, les conversations             
sont flexibles et il faut donc permettre à la classification d’être                     
sous-spécifiée. 3. (Sujet) Il faut capter le sujet qui peut et devrait être                         
discuté. 4. (Formes spéciales) La possibilité d'utiliser des formes spéciales                   
à des moments particuliers doit être déduite. 5. (Participants et cadre) Les                       
contraintes sur le nombre de participants et leurs relations perceptuelles                   
mutuelles doivent  être déduites. 
 
Nous donnons ensuite une théorie formelle des types conversationnels                 
dans le cadre de la théorie des types avec records (TTR), dans laquelle un                           
type conversationnel est représenté par un quadruple constitué d'un                 
ensemble de règles de conversation, d'un état initial, d'un état final et                       
d'une grammaire. En suivant des aperçus du chapitre 4, trois classes de                       
types de conversation sont modélisées: 1. Types de conversation à                   
interaction libre (p. Ex. Consultation médicale), 2. Types de conversation                   
à interaction contrôlée et dialogue interactif via une président (entretien                   
formel, par exemple) et 3. Types de conversation non interactifs (p. ex.                       
sermon). 
 
Voici les principaux résultats de cette thèse: 
 
Au chapitre 3, nous donnons la première description détaillée des ENP                     
chinoises, basée sur une étude empirique utilisant le corpus NCCU de                     
mandarin parlé (NCCUCSM). Nous avons présenté la première               

 
 



  

 
taxonomie pour les ENP chinoises, en s'appuyant sur celle de Fernández                     
et Ginzburg (2002) pour les ENP anglais. 
 
Au chapitre 4, nous développons une approche topologique pour                 
classifier les conversations. Nous fournissons la première métrique de                 
l’espace conversationnel. Les résultats de nos expériences indiquent que                 
le regroupement des types de conversation parlés par BNC à l'aide de                       
distributions NSU est finalement plus intéressant que l'utilisation d'uni /                   
bi-grammes, bien que les métriques basées sur ces dernières donnent                   
également des résultats raisonnables. Cela va à l’encontre des hypothèses                   
précédentes selon lesquelles le sujet est le principal différenciateur entre                   
les types conversationnels. 
 
Au chapitre 5, nous présentons une théorie détaillée des types de                     
conversation dans le cadre de TTR. Il s’agit de la première tentative de                         
description théorique de groupes de types conversationnels et cela                 
fournit une proposition qui tente de prendre en compte un large éventail                       
d’exigences émanant de la philosophie du langage, de la sociolinguistique,                   
de la pragmatique linguistique et de la sémantique formelle. Les types de                       
conversation émergents constituent des représentations sous-spécifiées           
de conversations achevées et sont des citoyens de premier ordre de                     
l'ontologie sémantique, des entités pouvant être des arguments de                 
prédicats, comme le montre l'interaction de clarification. 
 
 
 
 

Mots clefs : classification des conversations, jeu de langage, genres 
conversationnels, énoncés non-phrastiques, structure topologique des 
types des conversations, distribution des énoncés non-phrastiques à 
travers des genres 
 
 
 
 
 
 
 
 
 
 
 
 

 
 



  

 
Title : Classifying Conversations 
 
 
 
 

 Abstract  
 
That all linguistic activity and interactivity is relative to a                   
domain/language-game /genre/conversational type has long been           
acknowledged by various scholars. Nonetheless, hitherto there has been                 
no systematic theory that tries to propose a formal account regarding the                       
make-up and range of actual and possible conversational types. In this                     
thesis, we take a topological approach to classifying conversations and                   
develop a formal theory of conversational types in the framework of                     
Type Theory with Records (TTR).   
 
Non-sentential utterances (NSUs)—fragmentary utterances which are           
incomplete sentences but nevertheless convey a complete sentential               
meaning in the given context—are a characteristic phenomenon of                 
conversation. In this thesis, we study NSUs in a Chinese corpus and                       
investigate the distribution of NSUs across the spoken genres of the                     
British National Corpus (BNC). 
 
This thesis tackles the topic of developing a theory of conversational                     
types that can be used to explicate the resolution of NSUs across different                         
conversational types. Conversely, we investigate whether the variation in                 
the distribution of NSUs can serve as a means of structuring the space of                           
conversational types. 
 
Chapter 2 of this thesis reviews literature on conversational genres from                     
philosophy, artificial intelligence, and linguistics which is relevant to our                   
goal of classifying conversations; this literature includes Wittgenstein’s               
language-games, Hymes’s speech events, Goffman’s frames, Levinson’s             
activity types, Bakhtin’s speech genres, Allwood’s social activity types,                 
Clark’s joint activity types, types of institutional talk in conversation                   
analysis, Bhatia’s hierarchical classification of genres, Schank and               
Abelson’s scripts, and Larsson’s approach to dialogue classification.  
 
The ideas of these authors can be summarized in the following four main                         
points: 1. (Pervasiveness) All linguistic activity and interactivity is relative to                     
a genre. 2. (Purpose ) Each genre has a purpose, which is socially shared                         

 
 



  

 
and culture specific, and which determines the subject matter of the                     
genre. 3. (Constraints) Each genre imposes constraints, is rule-governed,                 
and has special forms. 4. (Variation) Genres vary on, and can be classified                         
along, many different dimensions, and hence the number of potential                   
genres is vast.  
 
Chapter 3 of this thesis describes a case study of NSUs, namely Chinese                         
NSUs in the NCCU Corpus of Spoken Mandarin. The data we used are 10                           
spontaneous face-to-face conversations among college students. Building             
on the one by Fernández and Ginzburg (2002) for English NSUs, we                       
propose a modified taxonomy for Chinese NSUs, in which 9 extra classes                       
are added; they are verbal acknowledgement, verbal affirmative answer,                 
verbal rejection, helpful acknowledgement, nominal predication, helpful             
affirmative answer, re-affirmation, correction, and interjection. Among             
these nine extra classes, the first three are added for Chinese specific                       
reasons and the rest for general considerations.  
 
The crux of the Chinese specific reasons involved is the contention that                       
Chinese modals (or auxiliaries) are treated as verbs. In Chinese, one                     
means of answering a polar question positively is by way of repeating the                         
verb in the question. If the verb being repeated is a modal verb, then the                             
answer is an NSU as the modal verb is an incomplete predicate—the                       
complete predicate consists of the modal verb and the main verb. 
  
Chapter 4 of this thesis first describes an empirical study aimed to                       
investigate the distribution of NSUs across the spoken genres of the BNC.                       
It then describes several experiments to cluster the BNC spoken genres                     
using NSU distributions in comparison to using uni/bi-gram               
distributions, and to develop along the way some basic topological                   
notions which can be used towards classifying conversations.  
 
We use the Jensen-Shannon divergence (JSD) as a measure of similarity                     
between two probability distributions. In each of the experiments                 
(unigram, bigram, and NSU distributions), each of the 23 BNC spoken                     
genres is represented by a probability distribution and the distance                   
between each and every pair of the 23 genres is measured using JSD. A                           
force-directed graph showing visually the space containing the 23 genres                   
and a distance matrix for this space sorted by closest neighbor are                       
generated. The latter serves as a basis to evaluate the different metrics on                         
the space of the genres (or conversational types); this is done by                       
inspecting the neighborhoods (k-nearest neighbors) of a given genre and                   
considering the plausibility and robustness of the assigned               

 
 



  

 
neighborhoods. We find that the metric based on NSU distributions                   
(which represent “interactional structure”) fares better than the metric                 
based on unigram or bigram distributions (which represent “subject                 
matter”) in a number of cases, including non-interactive genres (e.g.,                   
‘Sermon’), genres with similar subject matter (‘Parliament’), the genre                 
with complex subject matter structure (‘Sportslive’), and genres with                 
similar subject matter (‘Lecture’).  
Overall, we show that for a variety of cases a metric based on NSU                           
distributions imposes a more convincing topological structure on the                 
class of conversational types than a metric based on uni/bi-grams. This                     
confirms our hypothesis that this distribution constitutes an               
“interactional profile” of a conversational type. It also provides us with a                       
potential operational criterion when encountering a novel conversational               
domain—situating it within the class of conversational types which can be                     
achieved by sampling its NSUs and evaluating the emergent distribution                   
relative to existing NSU distributions.  
 
This result has a significant implication for existing models of                   
conversational types, which place the burden of variation among types in                     
terms of subject matter and form, while assuming that the conversational                     
principles (e.g., the potential for either a grounding move or a                     
clarification move as a follow up to any given move) are general.                       
However, metrics based on such notions, as exemplified by                 
uni/bi-gram-based metrics, are intrinsically too coarse. The implication is                 
that the specification of conversational types must also include the                   
specification of distinct neighborhoods, collections of similar types,               
governed by conversational principles that apply specifically to them                 
(e.g., one class of types enables clarification interaction to be triggered at                       
turn exchange junctures, whereas in others such a potential does not                     
exist.)  
 
We plan to investigate such metrics using balanced corpora in other                     
languages (e.g., the Swedish Gothenburg corpus and the Polish National                   
Corpus). We also plan to refine the NSU-based metric to include                     
additional interactional features such as disfluencies or laughter, which                 
vary significantly across conversational types.  
 
Chapter 5 of the thesis combines the insights from the previous chapters                       
and develops a formal theory of conversational types in the framework of                       
Type Theory with Records (TTR). Our aim is a theory that (i) takes into                           
account many of the requirements put forward in the diverse literature                     
reviewed in Chapter 2, (ii) can serve as the basis for the resolution of                           

 
 



  

 
non-sentential utterances that occur in distinct conversational types, and                 
(iii) offers means of relating “similar” conversational types, building on                   
the results of Chapter 4.  
 
We first summarize five requirements that emerge from the literature                   
reviewed in Chapter 2 which a theory of conversational types needs to                       
supply: 1. (Open-endedness) The class of types should be open, but not in all                           
its dimensions. 2. (Under-specification) On the whole conversations are                 
flexible and thus one needs to allow the classification to be                     
underspecified and to allow for polymorphism. 3. (Subject matter) One                   
needs to capture the subject matter that can and should be discussed. 4.                         
( Special forms ) The possibility that at particular junctures special forms                   
should be used needs to be derivable. 5. (Participants and setting)                     
Constraints on the number of participants and their mutual perceptual                   
relationships needs to be derivable.  
 
We then give a formal theory of conversational types in the framework of                         
Type Theory with Records (TTR), in which a conversational type is                     
represented by a 4-tuple consisting of a set of conversational rules, an                       
initial state, a final state and a grammar. Based on the insights of Chapter                           
4, three classes of conversational types are modelled: 1. Free-interactive                   
conversational types (e.g., medical consultation), 2. Controlled-interactive             
conversational types where interaction is mediated via a chair (e.g.,                   
formal interview), and 3. Non-interactive conversational types (e.g.               
sermon). 
 
The following are the main results of this thesis:  
 
In Chapter 3, we give the first detailed description of Chinese NSUs,                       
based on an empirical investigation using the NCCU Corpus of Spoken                     
Mandarin (NCCUCSM). We put forward the first taxonomy for Chinese                   
NSUs, building on the one by Fernández and Ginzburg (2002) for English                       
NSUs. 
 
In Chapter 4, we develop a topological approach for classifying                   
conversations. We provide the first metricization of conversational space.                 
The results of our experiments indicate that clustering the BNC spoken                     
conversational types using NSU distributions is ultimately more               
insightful than using uni/bi-grams, though the metrics based on the latter                     
yield reasonable results as well. This goes against previous assumptions                   
that subject matter is the main differentiator between conversational                 
types. 

 
 



  

 
 
In Chapter 5, we present a detailed theory of conversational types within                       
the framework of TTR. This is the first attempt at theoretical description                       
of clusters of conversational types and offers an account that tries to take                         
into account a wide range of requirements emanating from philosophy of                     
language, sociolinguistics, linguistic pragmatics, and formal semantics.             
The emergent conversational types constitute underspecified           
representations of completed conversations and are first class citizens of                   
the semantic ontology—entities that can be arguments of predicates, as                   
exemplified in clarification interaction. 
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Chapter 1

Introduction

1.1 Approach and Contributions

The big progress in formalizing semantics and syntax in the 20th century in-

volved signi�cant simplifying assumptions, notably concerning uniformity of

the domain/activity where language is used. However, as has been pointed

out by various scholars in philosophy (Wittgenstein), literary studies (Bakhtin),

Sociolinguistics (Hymes), Pragmatics (Levinson and Allwood), and also in AI

(Schank), all linguistic activity and interactivity is relative to a domain/language

game/genre etc—no one technical term has become established; we will mostly

use the term conversational type, though this term like the others has its draw-

backs.

We survey this work in some detail in Chapter 2, but what emerges is that

despite the fact that this genre/language game relativity has been acknowledged

for decades, so far there has been no systematic theory that tries to propose a

formal account regarding the make up and range of actual and possible conver-

1
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sational types. We take up this challenge in this thesis. Speci�cally, we take a

topological approach to classifying conversations and develop a formal theory

of conversational types in the framework of Type Theory with Records (TTR).

Non-sentential utterances (NSUs)—fragmentary utterances which are in-

complete sentences but nevertheless convey a complete sentential meaning in

the given context—are a characteristic phenomenon of conversation. And in-

deed di�erent conversational types allow for di�erent kinds of exophoric NSUs

(NSUs that lack an explicit antecedent):

(1) a. (In a train station) A: Two tickets to Hong Kong. (= I wish to purchase

two train tickets to Hong Kong.).

b. (In a tennis match) Umpire: �fteen-thirty (=Player A has �ften points,

player B has thirty points.)

Given that the resolution of NSUs depends on the details emanating from

conversational types, NSUs can serve as an empirical testing ground for devel-

oping a theory of conversational types.

In recent years, there has been much linguistic work on describing non-

sentential utterances (NSUs). However, there have been few attempts at pro-

viding wide coverage of NSUs for languages other than English and at investi-

gating their variation across genres (except for French (Guida 2013) and Span-

ish (Garcia-Marchena 2015)). In this thesis, in Chapters 3 and 4, respectively,

we study NSUs in a Chinese corpus and investigate the distribution of NSUs

across the spoken genres of the British National Corpus (BNC).

This thesis tackles the topic of developing a theory of conversational types

that can be used to explicate the resolution of NSUs across di�erent conversa-
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tional types. Conversely, we investigate whether the variation in the distribu-

tion of NSUs can serve as a means of structuring the space of conversational

types.

1.2 Thesis Outline

Chapter 2 reviews literature on conversational genres from philosophy, arti-

�cial intelligence, and linguistics, which is relevant to our goal of classifying

conversations.

Chapter 3 describes a case study ofNSUs, namely ChineseNSUs in theNCCU

Corpus of Spoken Mandarin, and proposes a modi�ed taxonomy for Chinese

NSUs.

Chapter 4 �rst describes an empirical study aimed to investigate the distri-

bution of NSUs across the spoken genres of the BNC. It then describes sev-

eral experiments to cluster the BNC spoken genres using NSU distributions in

comparison to using uni/bi-gram distributions, and to develop along the way

some basic topological notions, which can be used towards classifying conver-

sations.

Chapter 5 combines the insights from the previous chapters and develops a

formal theory of conversational types in the framework of Type Theory with

Records (TTR).
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Chapter 6 concludes the thesis by summarizing its main results and suggesting

some future work.



Chapter 2

Literature Review on Genres

2.1 Introduction

There have beenmany di�erent approaches to theorizing genres (or similar no-

tions) in the literature since Aristotle. This chapter reviews literature mainly on

spoken genres/activity types/conversational types which can provide insights

for our goal of classifying conversations.

2.2 Wittgenstein’s language-games

Ludwig Wittgenstein claims that meaning is determined by use (i.e., meaning

as use) and that use can only be determined by the linguistic practices that he

calls “language-games”. Though Wittgenstein never de�ned the notion of a

language-game, he explains it in his Philosophical Investigations:

The word ‘language-game’ is here meant to emphasize that the

speaking of language is part of an activity or a form of life. (Wittgen-

5
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stein (1953) §23)

In other words, language-games are part of human activities (‘institutions’ in

a wide sense of the word) which together make up a form of life, a notion

which is also unde�ned by Wittgenstein, but can be thought of as, e.g., ‘a pat-

tern of socially sustained boundaries’ (Bloor (1983): 140), or ‘the overall prac-

tices of a linguistic community’ (Glock (1996): 197). So understanding the

meaning of utterances involves knowing the activity (or language-game) within

which those utterances play a role. All use of language presupposes certain

language-games, and is a move in some language-gameMerrill and Hintikka

(1986). Therefore, as (Lock and Strong (2010): 159) write, “language-games

can help us see how certain communication patterns serve certain purposes

through particular ways of talking and meaning.”

In Wittgenstein’s view, what counts as understanding meaning depends on

which language-game one is working in. Consider the word “hello”, which

we might de�ne as a greeting. However, its status as a greeting depends on

where the word occurs in a conversation. When a party uses the word after

picking up a ringing telephone, the activity it performs is answering a summons

rather than greeting the caller Scheglo� (1972). Subsequently, there may be

an exchange of salutations, and in that context “hello” does perform greeting.

Language-games, being part of human activities, have three characteristic

features. There is no limit to the number of language-games. There aremultiple

language-games. Language is, in fact, a system of multiple language-games.

Wittgenstein (1953) gives a long list of examples of di�erent language-games:

Giving orders, and obeying them; describing the appearance of an

object, or giving its measurements; constructing an object from
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a description (a drawing); reporting an event; speculating about

an event; forming and testing a hypothesis; presenting the results

of an experiment in tables and diagrams; making up a story, and

reading it; play acting; singing catches; guessing riddles; making

a joke, telling it; solving a problem in practical arithmetic; trans-

lating from one language into another; asking, thanking, cursing,

greeting, praying. (Wittgenstein (1953) §23)

Each of these activities can be seen as a separate language-game. And each

has its own way to carry out the activity in the language. Each is distinct from

the other as no two of them stand for the same activity. The multiplicity is

their hallmark. However, as Wittgenstein (1953) points out:

And this multiplicity is not something �xed, given once for all;

but new types of language, new language-games, as we may say,

come into existence, and others become obsolete and get forgot-

ten.” (Wittgenstein (1953) §23)

Language is always (part of) an activity: it is �rst and foremost about acting in

certain ways, rather than, for instance, about thinking in certain ways. Further-

more, like every human activity, language is a purposeful activity. Therefore,

each language-game has a purpose, as Wittgenstein writes:

Ask yourself: On what occasion, for what purpose, do we say this?

What kinds of action accompany these words? (Think of greeting.)

In what kinds of setting will they be used; and what for? (Wittgen-

stein (1953) §489)
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However, di�erent language-games have di�erent purposes, and there is no

one purpose in common to all language-games. For example, the purpose,

when one is playing the language-game of giving orders and obeying them,

is very di�erent from the purpose when one is playing the language-game of

reporting an event.

Every game has its rules which are to be followed by its players. In the same

vein, every language-game is rule-governed. However, this does not entail strict

and de�nite systems of rules for each and every language-game; it just points

to the conventional nature of this sort of human activity.

2.3 Hymes’s speech events

Dell Hymes Hymes (1972, 1974, 1986) advocates an ethnographic approach

to “investigate directly the use of language in contexts of situation, so as to dis-

cern patterns proper to speech activity” (Hymes (1974): 3). Hymes is recog-

nized as the originator of the �eld, the Ethnography of Speaking (also known as

the Ethnography of Communication; see, e.g., Saville-Troike (2008), Schi�rin

(1994). Ethnography of speaking is a way to analyze discourse by using the

same sort of methods that anthropologists might use to study other aspects of

a culture, such as religious practices. For Hymes, speech must be examined

within the larger frame of reference of communication, which in turn, must

be described through ethnography. Within ethnography of speaking, language

is studied as a social phenomenon. As Luckmann (2009) writes, “Historically,

the main contributions to the study of ‘language in use’ came from the ethnog-

raphy of communication” (p. 272).
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Hymes’s ethnographic approach is based on the assumptions that speech

is rule-governed behavior and that the researcher’s task is to infer such rules

from the systematic observation and recording of spontaneous verbal interac-

tion. The main unit of analysis for the ethnography of speaking is Hymes’s

highly in�uential notion of ‘speech event’, which can be de�ned as a commu-

nicative activity that has a clear beginning and a clear ending. A speech event

can be further pulled apart into eight component parts (SPEAKING: scene,

participants, ends, act sequence, key, instrumentalities, norms, and genre):

1. Setting refers to the time and place of the speech event as well as any

other physical circumstances. Along with the physical aspects of setting,

Hymes included what he called the “‘psychological setting’ or the cultural

de�nition of an occasion as a certain type of scene.”

2. Participants are people who need to take part in the speech event, such as

speakers, hearers, audiences and bystanders.

3. Ends refer to the purposes, goals and outcomes of the speech event, which

may be di�erent for di�erent participants.

4. Act sequence is the form the speech event takes as it unfolds, including

the order of di�erent speech acts and other behaviours. Both of these

components (3 & 4) are intimately connected not just with expectations

about participant roles, but also with the genre of the speech event.

5. Key is the overall “tone, manner, or spirit” of the speech event (or of

di�erent acts in the event). Key is important because it provides an atti-

tudinal context for speech acts.
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6. Instrumentalities describe the way the speech is normatively produced.

The channel describes whether it is oral or written. Within the chan-

nel, we specify the mode – speaking, singing, humming, chanting, and

printed, written, or electronic.

7. Norms can be divided into norms of interaction and norms of interpre-

tation, which are common sets of understanding that participants bring

to events about what is appropriate behaviour and how di�erent actions

and utterances ought to be understood.

8. Genre is the ‘type’ of speech event recognizable by members of a speech

community, such as “poem, myth, tale, proverb, riddle, curse, prayer,

oration, lecture, commercial, form letter, editorial, etc.”

Hymes’s ethnographic approach considers the speech event itself as the fo-

cal unit of analysis, and provides a systematic way to typify given speech events,

especially those already labeled in the culture. It does an excellent job of re-

vealing to us the taken-for-granted aspects of interactions. The signi�cance of

his notion of speech event is that the meaning of genres is no longer reduced

to static textual features; instead, progressively the interactional social context

is considered to be constitutive for the analysis of genres.

Hymes’s most important contribution was that he, in the 1960s, at the

height of Chomsky’s in�uence on American linguistics, argued that the proper

object of the social scienti�c investigation of language should not be linguis-

tic forms but rather how people actually use language to interact in culturally

speci�c “speech events”. His notion of communicative competence, the ability

not just to speak a language but also to interact in that language in particular
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situations, provides an alternative to Chomsky’s more abstract idea of linguistic

competence.

However, as pointed out by Thomas (1995), Hymes’s framework has some

limitations, including that it is designed for rather formal and highly ritualized

events; in the words of Thomas (1995):

Hymes’s framework was primarily designed for describing rather

formal, often highly ritualized events, such as weddings, funerals,

welcoming ceremonies. It is not necessarily the case that less for-

mal, rigid or predictable events, such as ‘a university admissions

interview’, ‘a visit to the doctor’s’, ‘a dressing down by the head-

master’ are well-handled within this framework and casual conver-

sations certainly are not. (p. 188)

2.4 Go�man’s frames

Go�man (1974) uses the concept of ‘frame’ to describe the “schemata of inter-

pretation” we use as we decide, from moment to moment in daily life, what is

going on. Schemata, as Cook (1989) explains, “are data structures represent-

ing stereotypical patterns which we retrieve from memory and employ in our

outstanding of discourse.” This means that as speakers, we take some mutually

shared knowledge for granted. For example, we assume a shared knowledge

of how the world works and interpret what is said by referring to this knowl-

edge. Go�man (1974) was an exponent of frame theory, which argues that we

use past experience to structure present usage. As we talk, we pick up frames

which enable us to recognize the situation and we structure our responses ap-
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propriately. Frames help us to interpret the conversation and anticipate what

is going to happen next. In this way, “asking for goods” or “attending a job

interview” have particular frames leading to a particular discourse structure or

conversational genre.

Go�man (1974) introduces the concept of frame (also called ‘framework’)

as follows:

When an individual in our Western society recognizes a particular

event, he tends, whatever else he does, to imply in this response

(and in e�ect employ) one or more frameworks or schemata of in-

terpretation . . . [which] is seen as rendering what would otherwise

be a meaningless aspect of the scene into something that is mean-

ingful.” (p. 21)

In other words, a “frame” is a social convention that governs people’s mutual

understanding of what particular social situation is about. Frames enable the

participants to orient themselves and be reasonably in tune with each other

with respect to how to behave, what things mean, and generally “what it is that

is going on”. Frames are socially shared and culture speci�c. We use frames

to interpret our experience, without which no utterance could be interpreted.

(Schi�rin (1994): 103) de�nes that frame, as interactional order underlying so-

cial situations and encounters, provides and constrains contextual presupposi-

tions for accurate interpretations or situated inferences of speakers’ meanings.

(Tannen (1993): 18) writes, “In order to interpret utterances in accordance

with the way in which they were intended, a hearer must know what “frame”

she is operating in, that is, whether the activity being engaged in is joking, imi-

tating, chatting, lecturing, or performing a play, to name just a few possibilities
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familiar to our culture.” According to Go�man (1974), a “frame” consists of

“principles of organization which govern social events . . . and our subjective

involvement in them” (p. 10); that is, through frames, people organize expe-

riences, and identify and de�ne social interactions, in order to participate and

maintain involvement in them.

As a sociologist, Go�man (1983) argues that the corporeal and interac-

tional “face to face” situation should be the primary focus for understanding

social interaction. He assumes the view that society is neither a ‘static’ nor

‘sui-generis’ entity preceding individuals, but instead forms a dynamic and con-

stantly evolving process of actions, reactions and interactions on the part of

concrete individuals (Inglis (2013): 107). Go�man (1967) writes:

In any society, whenever the physical possibility of spoken inter-

action arises, it seems that a system of practices, conventions, and

procedural rules comes into play which functions as a means of

guiding and organizing the �ow of messages. An understanding

will prevail as to when and where it will be permissible to initiate

talk, among whom, and by means of what topics of conversation.

(p. 33)

Go�man’s concept of frame was derived from the work of Bateson (1972).

The concept is related to, but is less prescriptive than, the concept of frame

of Minsky (1974) and the concept of script of Schank and Abelson (1977).

Go�man’s concept of frame has been further developed by many other schol-

ars, especially Tannen et al. (1984); Tannen (1993)). Recently, Brooks (2007)

argues that Go�man’s concept of frame o�ers a powerful approach for under-

standing important aspects of virtuality from a situated perspective.
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2.5 Levinson’s activity types

Levinson’s work on activity types was inspired by Wittgenstein’s idea that un-

derstanding the meaning of utterances involves knowing the activity within

which those utterances play a role. According to Levinson (1979), the notion

of activity type

refers to any culturally recognized activity, whether or not that ac-

tivity is coextensive with a period of speech or indeed whether any

talk takes place in it at all [. . . ]. In particular, I take the notion of an

activity type to refer to a fuzzy category whose focal members are

goal-de�ned, socially constituted, bounded events with constraints

on participants, setting, and so on, but above all on the kinds of

allowable contributions. Paradigm examples would be teaching,

a job interview, a jural interrogation, a football game, a task in a

workshop, a dinner party, and so on. (p. 368)

Clearly, Levinson adopts the approach and terminology from prototype theory

(see, e.g., Rosch and Lloyd (1978). Levinson (1979) goes on to say that

because there are strict constraints on contributions to any particu-

lar activity, there are corresponding strong expectations about the

functions that any utterances at a certain point in the proceedings

can be ful�lling. (p. 377)

And this has the important consequence that

to each and every clearly demarcated activity there is a correspond-

ing set of inferential schemata. (p. 371)
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[activity types] help to determine how what one says will be “taken”

– that is, what kinds of inferences will be made from what is said.

(p. 393)

Although Levinson (1979) criticizes Hymes’s model of speech event as

highly taxonomic and descriptive, leading to extreme atomism and particu-

larism in description, his notion of activity types has many points in common

with Hymes’s framework for describing a speech event. However, Levinson

(1979) argues that his notion of activity types is preferable to such related no-

tions as speech events or language-games because what is needed is a “fuzzy

category” that can be referred to time-bounded activities (like a football game)

as well as to an ongoing process (teaching) and include activities where talk is

central along with those in which talk is not needed at all.

Central to Levinson’s schema for activity types are the constraints they im-

pose on the types of verbal contributions and inferences allowable for each

activity type. The general implication of the approach behind activity types is

that the meanings associated with language use are necessarily entangled with

social activities. The human society consists of numerous di�erent activity

types and corresponding to these activity types are numerous genres.

Activity types vary in scriptedness (the degree to which they are routinized):

Social events come along a gradient formed by two polar types,

the totally pre-packaged activity on the one hand (for example, a

Roman Mass) and the largely unscripted event on the other (for

example a chance meeting on the street). (Levinson (1979): 368)

Activity types also vary in formality, ranging from “highly formal activity on the
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one hand and a very informal one on the other”, and in verbalness, “the degree

to which talk is an internal part of the activity.”

For Levinson, activity type is a more �exible notion than speech event. Ac-

tivity types have only a few structural elements adapted to the point or goal

of the activity in question, and often include ad hoc arrangements that follow

from some basic principles. (Thomas (1995):189) writes, “[Levinson’s activity

type] is a very promising framework.” A case in point is that it has been used by

Mooney (2004) to contextualize the Grice’s Co-operational Principle, making

the latter more powerful. The notion of activity type has been further devel-

oped by scholars more recently (see, e.g., Sarangi (2014) for an overview, and

Culpeper et al. (2008)).

2.6 Bakhtin’s speech genres

The work of Mikhail Bakhtin, especially his essay ‘The Problem of Speech

Genres’ Bakhtin (1986) and his essays in Bakhtin (1981), has been very in�u-

ential in promoting an understanding of genre. Traditionally, genres of com-

munication have been of interest to various disciplines: classical rhetoric as well

as poetics, theology and literary criticism; all have been based on some genre-

concepts. However, these concepts have mainly been preoccupied with written

texts. Bakhtin (1986), by contrast, prompted a ‘communicative turn’ in genre

theory starting in the 1960s (Günthner and Knoblauch (1995):1-2).

At the heart of Bakhtin’s pragmatic theory of language use is the view that

language is a dialogic phenomenon. This means that the basic unit of language

is the utterance, ‘the real unit of speech communication’ (Bakhtin (1986): 71),
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rather than the word or the sentence. However, for Bakhtin, speci�c utter-

ances cannot be fully understood, unless we recognize that they belong to larger

wholes, ‘genres’ of language use. In other words, for Bakhtin, the utterance can

never be isolated from the sequence in which it occurs and it always stands in

a dialogic relationship to previous utterances which have been voiced or which

are presupposed. This dialogic view of language goes entirely against the Saus-

surean idea that language can be viewed as an autonomous system which can be

described by recourse to relationships between signs which are internal to the

system. Bakhtin, in contrast to Saussure, related literary language to the wider

and hitherto neglected system of codes and expectations governing discourse

in general. Bakhtin (1986) writes:

Each separate utterance is individual, of course, but each sphere

in which language is used develops its own relatively stable types of

these utterances. These we may call speech genres. . . . Special

emphasis should be placed on the extreme heterogeneity of speech

genres (oral and written). In fact, the category of speech genres

should include short rejoinders of daily dialogue (and these are ex-

tremely varied depending on the subject matter, situation, and par-

ticipants), everyday narration, writing (in all its various forms), the

brief standard military command, the elaborate and detailed order,

the fairly variegated repertoire of business documents (for themost

part standard), and the diverse world of commentary (in the broad

sense of the word: social, political). (p. 60)

Bakhtinmaintained that all human speech is genre-bound. (Bakhtin (1986):

78) writes, “We speak only in de�nite speech genres, that is, all our utterances
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have de�nite and relatively stable typical forms of construction”. Bakhtin’s

speech genres are dynamic, living activities, subject to alternations as situations,

cultures and times change. Bakhtin (1986) writes:

The wealth and diversity of speech genres are boundless because

the various possibilities of human activity are inexhaustible, and

because each sphere of activity contains an entire repertoire of speech

genres that di�erentiate and grow as the particular sphere develops

and becomes more complex. (p. 60)

For Bakhtin, language is primarily located in the very communicative interac-

tion in which it is produced, and it is realized by means of concrete utterances

which vary according to the activity involved. The tight connection between

language and social reality is based on the fact that language is used within

typical social situations. Speaking occurs in speech genres which guide the in-

teraction and which are determined by social structures. Bakhtin (1986) writes:

Speech genres organize our speech in almost the sameway as gram-

matical (syntactical) forms do. We learn to cast our speech in generic

forms and, when hearing other’s speech, we guess its genres from

the very �rst words; we predict a certain length [. . . ] and a certain

compositional structure; we foresee the end; that is, from the very

beginning we have a sense of the speech whole, which is only later

di�erentiated during the speech process. (pp. 78-79)

It should be noted that Bakhtin’s genres are not complex language structures

devoid of the dynamics of interaction but rather are interactive patterns of speech.
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They not only guide the activities in verbal interaction but are also part of the

ideologies of social groups.

The importance of Bakhtin’s conception of speech genre is that it goes be-

yond a formal description of texts. And it breaks down the distinction between

language as the product of the individual psyche and language as a social con-

struct (McCarthy (1998): 30).

2.7 Allwood’s social activity types

Based on Wittgenstein’s insights into language and thought, Allwood (2000)

proposes an activity-based approach to communication and pragmatics, called

“Activity-basedCommunication Analysis”, by way ofmaking some ofWittgen-

stein’s conceptsmore precise and speci�c. As interpreted by (Allwood (2000):48),

“Wittgenstein claims that meaning is determined by use and that use is deter-

mined by language games which together make up a form of life.” To make

Wittgenstein’s concept of “meaning as use” more precise and speci�c, (All-

wood (2000):48) proposes three types of context to analyse meaning: percep-

tual context, social activity, and activated background information. To make

Wittgenstein’s concept of “language games” more precise and speci�c, (All-

wood (2000):48) proposes to analyze it as “stereotypical language use in a par-

ticular type of social activity”. To make Wittgenstein’s concept of “form of

life” more precise and speci�c, (Allwood (2000):48) proposes to analyze it as

culture.

(Allwood (2000): 64)’s social activity can be characterized by the following

four parameters:
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1. Type (or, purpose, function) which gives an activity the reason

for its existence, and which gives rise to procedures which help

de�ne what the activity is all about.

2. Roles, that is, standard tasks in the activity which usually are

performed by one person. Roles can be further analyzed into

competence requirements, obligations and rights.

3. Instruments (or, machines, media) which, if used, create their

own patterns of communication.

4. Other physical environment, e.g., level of sound or lighting.

Relating his theory to practice, Allwood, together with his colleagues at Göte-

borg University, have built a corpus, called The Spoken Language Corpus of

Swedish, which is

an incrementally growing corpus of spoken language which presently

consists of 1.26million words from about 25 di�erent social activi-

ties. It is based on the fact that spoken language varies considerably

in di�erent social activities with regard to pronunciation, vocabu-

lary, grammar and communicative functions. The goal of the cor-

pus is to include spoken language from as many social activities as

possible to get a more complete understanding of the role of lan-

guage and communication in human social life. (Allwood (1999):

1)

One point to note is that the corpus is organized on the basis of social activities

rather than, say, on the usual basis of dialects or categorizations of speakers

such as social class or gender (Allwood et al. (2005): 3). According to (Allwood
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et al. (2007): 15), the corpus consisted of the following 25 activity types: 1.

Arranged discussions; 2. Auction; 3. Bus driver/passenger; 4. Church; 5.

Consultation; 6. Court; 7. Dinner; 8. Discussion; 9. Factory conversation; 10.

Formal meeting; 11. Games and play; 12. Hotel; 13. Informal conversation;

14. Interview; 15. Lecture; 16. Market; 17. Meeting;18. Phone; 19. Retelling

of article; 20. Role play; 21. Shop; 22. Task-oriented dialogue; 23. Therapy;

24. Trade fair; 25. Travel agency.

2.8 Clark’s joint activity types

(Clark (1996): 3-4) sets out the thesis that “language use is really a form of

joint action. . . . We cannot hope to understand language use without viewing

it as joint actions built on individual actions. The challenge is to explain how

all these actions work”. A joint action is “one that is carried out by an ensem-

ble of people acting in coordination with one another.” Joint activities require

coordination of both the content of the activity and the process by which the

activity moves forward. The source of participants’ ability to coordinate is their

common ground, the set of knowledge, beliefs and suppositions that they be-

lieve they share. Common ground makes it possible for a speaker and a hearer

to coordinate on what the speaker means and what the hearer understands the

speaker to mean.

Following Levinson (1979) whose activity types may have a single partici-

pant or more than one participant, Clark (1996) focuses on the latter which he

calls “joint activity types”. Moreover, in additional to Levinson’s three dimen-

sions which an activity type can vary (scriptedness – the degree to which activi-
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ties are routinized, formality – which ranges from highly formal activity on the

one hand and a very informal one on the other, and verbalness – the degree to

which talk is an internal part of the activity), Clark (1996) suggests two further

dimensions to account for variation: cooperativeness (ranging from cooperative

to competitive) and governace (ranging from egalitarian to autocratic):

I would add two more dimensions. One is cooperativeness. It ranges

from cooperative activities like buying groceries to adversarial, or

competitive, activities like playing tennis or cross-examining wit-

nesses in court. The other dimension is governance. Quartet play-

ing, chess playing, party planning, and making acquaintance are

more or less egalitarian, the participants having roughly equal roles

(“A and B did something”). Lecturing to a class, interviewing an

applicant, and buying a car are at the autocratic end, with one par-

ticipant playing a dominant role (“A did something to or for B”).

(p. 31)

Clark goes on to say that there are still other dimensions of variation and hence

the number of potential activity types is vast (Clark (1996): 31) .

Clark (1996) claims that communicative acts are the primitive-level actions

that all joint activities consist of. And speakers and hearers coordinate the pro-

duction and interpretation of communicative acts through the mediation of a

signaling system. Clark (1996) also claims that dialogue has a layer of structure

above the level of communicative acts. The participants base their interpreta-

tion of each utterance-level act on the assumption that each utterance-level

signaling event contributes to another joint action, namely some structured

purpose, which de�nes a larger joint activity at the discourse level. Following
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Go�man and Levinson, Clark claims that the production of each utterance-

level signaling event is governed by a set of social constraints that derive from

the social situation in which the conversation is carried out and the social rela-

tionship that holds between the participants.

2.9 Types of institutional talk in conversation anal-

ysis

Conversation analysis (CA), developed by Harvey Sacks in collaboration with

Emanuel Scheglo� and Gail Je�erson in the 1960s, is among the most precise

and systematic of sociolinguistic approaches to the study of the order/organization/

orderliness of human interaction in society (see, e.g., Scheglo� (2007); Sid-

nell and Stivers (2012)). CA analysts work almost exclusively with naturally

occurring interaction as it has been captured in audio- and video-recordings

and rendered into detailed transcripts. CA as a research enterprise has gen-

erated a substantial and cumulative body of empirical �ndings (Sidnell and

Stivers (2012)). Some researchers work with data drawn primarily from or-

dinary conversation and seek to describe general interactional practices and

systems of practice such as turn-taking, turn design, the sequencing of action,

the repair of misunderstandings, and so on Scheglo� (2007). However, CA

has also been used extensively to study institutional talks in a wide range of

settings, with the aim of exploring how generic practices of talk get mobilized

and adapted for speci�c institutional tasks ( Drew and Heritage (1992); Armi-

nen (2005); Heritage and Clayman (2011)). Here the notion of ‘institutional

talk in a speci�c setting’ (or ‘type of institutional talk’, or ‘activity type’) in CA,
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according to (Linell (2006): 202), can be seen as genre. Generally speaking,

institutional talks are a structured activity organized around tasks, with an in-

terplay of institutional, professional and personal-experiential modes of talk

(Drew and Heritage (1992)). There are three dimensions of interaction of in-

stitutional talks (Drew and Heritage (1992): 25):

(i) orientations to institutional tasks and functions;

(ii) restrictions on the kinds of contributions to the talk that are,

or can be, made;

(iii) distinctive features of interactional inferences.

The following is a sample of the well-studied types of institutional talk by CA

analysts:

1. News interviews (see, e.g., Greatbatch (1988); Heritage and Greatbatch

(1989); Clayman and Heritage (2002); Heritage and Clayman (2011);

Clayman (2013))

2. Medical consultation (see, e.g., Byrne and Long (1976); Robinson (2003);

Heritage and Maynard (2006); Heritage and Clayman (2011); Gill and

Roberts (2013))

3. Courtroom (see, e.g., Atkinson and Drew (1979); Eades (2000); Ehrlich

and Sidnell (2006); Heritage and Clayman (2011); Komter (2012))

4. Counter services (see, e.g., Mitchell (1957); Ventola (1987); McCarthy

(2000))

5. Classroom (see, e.g., McHoul (1978, 1990); Mehan (1979); Gardner

(2013))
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6. Businessmeetings (see, e.g., Boden (1994); Asmuß and Svennevig (2009);

Angouri and Marra (2010); Svennevig (2012))

7. Calls for emergence assistance (see, e.g., Zimmerman (1992); Wakin

and Zimmerman (1999); Heritage and Clayman (2011); Cromdal et al.

(2012))

8. Psychotherapy (see, e.g., Peräkylä et al. (2008); Peräkylä (2012))

Though CA has been used extensively to study institutional talk in a wide

range of settings, the notion of “types of institutional talk” (or “activity types”)

in CA still remains a ‘relatively pre-theoretical notion’, as Linell (2009) puts it:

Activity types are a central concept in Conversation Analysis (CA)

too, especially in its application to talk at work (Drew & Heritage,

1992, p. 22). Yes, it usually remains a relatively pre-theoretical

notion in CA and elsewhere; one would let one’s data collection

be governed by considerations of activity types (i.e., one collects

a corpus of talk from activity type X), but it is unusual to �nd a

critical discussion of what constitutes a particular activity type. (p.

202)

2.10 Schank and Abelson’s scripts

Researching in the �eld of arti�cial intelligence, Schank and Abelson (1977) ar-

gue that most of human understanding is script-based (p. 67). A script is a way

of representing what they call “speci�c knowledge”, that is, detailed knowledge

about a situation or event that “we have been through many times” (p. 37).
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A script consists of various slots to be �lled by di�erent elements according to

that particular script. For instance, in their restaurant script, there are slots

for props (tables, menu, etc.), roles (customer, waiter, etc.), entry conditions

(customer being hungry, etc.), results (customer not being hungry, etc.), and

scenes (entering, ordering, eating, etc.). Scripts can also have di�erent tracks,

each of which may have di�erent slots. For instance, their restaurant script has

the co�ee shop track, the cafeteria track, etc. Scripts are activated by headers,

which are textual cues that relate to elements of the particular script (its en-

try conditions, its props, its roles, etc.). Since participants in any activity type

invoke particular scripts in order to make sense of the interaction, the notion

of a script can be seen as the cognitive dimension of activity types. Scripts

have been extensively used in plan-based approach to dialogue in AI. Figure

2.1 shows a script that describes a typical scenario in which a passenger takes a

train trip.

2.11 Bhatia’s hierarchical classi�cation of genres

Working in the �eld of applied linguistics, Bhatia (2004) points out that gen-

res in the real world are not clearly distinct entities; instead they are complex

and dynamic, and are often “in hybrid, mixed and embedded forms” (p. 25).

Furthermore, due to their versatility, genres are “identi�able at various levels of

generalization” and principled relationships exist between super genres, genres,

and sub-genres (p. 57). And this calls for the need for hierarchical classi�ca-

tion. Although Bhatia’s work concerns written genres, this hierarchical idea of

his is equally applicable to spoken ones.
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Figure 2.1: A script to travel by train (Allen, 1995: p. 478)

2.12 Larsson’s approach to dialogue classi�cation

Sta�an Larsson (2002) has made a number of pioneering contributions to the

�eld of computational dialogue systems. While taking an issue-based approach

to dialogue management (in which dialogue is described in terms of issues be-

ing raised and resolved), Larsson (2002) actually synthesizes the information

state approach which emphasizes the notion of common ground and the up-

dates for the dialogue state as a means to build shared understanding (see, e.g.,

Ginzburg 1996, Larsson & Traum 2000) and the plan-based (or BDI) ap-

proach which focusses on planning and the speaker’s plan recognition (see, e.g.,

Allen (1995)). Larsson (2002) studies both the theory and implementation of

four practical dialogue systems (IBiS1, IBiS2, IBiS3 and IBiS4) with increas-

ing level of sophistication. These systems deal only with dialogue focused on
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Figure 2.2: IBiS1 information state type (Larsson, 2002:p. 36)

accomplishing a concrete task whose goal is to communicate information which

is useful in some activity (e.g., buying tickets from a travel agency). Here we

brie�y review some of his contributions.

Larsson’s (2002) dialogue systems make use of a list of questions under dis-

cussion (QUD), introduced by Ginzburg (1996), to keep track of issues (which

are modelled semantically as questions) that are currently the focus of attention

in the dialogue.

In Larsson’s (2002) dialogue systems, the information state, which repre-

sents the information available to a dialogue participant at any given stage of

the dialogue, consists of both private and public (shared) parts. Figure 2.2 shows

the information state type in one of his dialogue systems (IBiS1). As shown,

the private part has three �elds (agenda, plan, beliefs) and the public part also

has three �elds (common store, QUD, latest utterance).

The (conversational) update rules in Larsson’s (2002) dialogue systems for-

malize the way the information state is changed as the dialogue progresses.

Each rule consists of preconditions which de�ne the circumstances in which the

rule applies and e�ects which de�ne the consequences of applying the rule. Fig-
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Figure 2.3: The �ndPlan update rule(Larsson, 2002:p. 49)

ure 2.3 shows the update rule �ndPlan of his system IBiS1. As shown, this rule

has three preconditions and two e�ects.

An important feature of Larsson’s (2002) issue-based approach is that issues

can be raised by addressing them, that is, by giving an answer to a question that

has not been stated explicitly – this is called question accommodation.

Based on his theorizing and implementing dialogue systems of varying

complexities, Larsson (2002) proposes some technical dimensions to classify

dialogues: inquiry-oriented vs action-oriented (i.e., whether the dialogue in-

volves, besides communicative actions, also non-communicative actions out-

side of the dialogue, e.g., reserving tickets), grounding (i.e., “issues concerning

contact, perception, understanding and acceptance of utterances” (p. 4)), ac-

commodation (i.e., addressing unraised issues in the dialogue) and negotiation

(i.e., dialogue participants discussing and comparing di�erent alternative solu-

tions to a problem).

Larsson’s (2002) issued-based dialogue management has later been formu-

lated by Cooper (2004) in the framework of Type Theory with Records (TTR).

Of direct relevance to this thesis, Larsson (2002) originated the idea of us-
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ing the resources of a computational dialogue system to classify a conversation

into a genre. This idea has inspired Ginzburg (2012) to classify conversations

into genres in the framework of TTR based on the issues that have been dis-

cussed during the conversation (see Chapter 5 of this thesis).

2.13 Summary and Conclusions

We have reviewed various approaches to genre. Below, we summarize their

ideas and group them into four main categories: pervasiveness, purpose, con-

straints, and variation.

1. PervasivenessAll linguistic activity and interactivity is relative to a genre.

This idea is expressed in, for example, “all use of language presupposes

certain language-games, and is amove in some language-game” (Wittgen-

stein); and “all human speech is genre-bound” (Bakhtin).

2. Purpose Each genre has a purpose, which is socially shared and cul-

ture speci�c and which determines the subject matter of the genre. This

idea is expressed in, for example, “each language-game has a purpose”

(Wittgenstein); “Ends refer to the purpose of the speech event” (Hymes);

“frames are socially shared and culture speci�c” (Go�man); “activity types

are goal-de�ned, socially constituted and culturally recognized” (Levin-

son); “Type (or purpose, function) gives an activity the reason for its exis-

tence” (Allwood); and “the interaction of institutional talks orients to the

institutional tasks and functions” (CA).
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3. Constraints Each genre imposes constraints, is rule-governed and has

special forms. This idea is expressed in, for example, “each language-

game is rule-governed” (Wittgenstein); “speech is rule-governed behav-

ior, and Act sequence is the form the speech event takes as it unfolds”

(Hymes); “frames are schemata (constraints) for interpretation of what

it is that is going on” (Go�man); “activity types impose constraints on

setting, on participants and on allowable contributions” (Levinson); “pro-

duction of utterance-level signaling events is governed by a set of social

constraints that derive from the social situation in which the conversation

is carried out and the social relationship that holds between the partic-

ipants” (Clark); “institutional talks impose restrictions on the kinds of

contributions to the talk that are, or can be, made” (CA); and “a script

consists of various slots (constraints) to be �lled by di�erent elements ac-

cording to that particular script” (Schank & Abelson).

4. VariationGenres vary on, and can be classi�ed along, many di�erent di-

mensions, and hence the number of potential genres is vast. This idea

is expressed in, for example, “there are multiple language-games and

there is no limit to the number of language-games” (Wittgenstein); “the

wealth and diversity of speech genres are boundless, and speech gen-

res are extremely varied depending on the subject matter, situation, and

participants” (Bakhtin); “activity types can be classi�ed along the dimen-

sions of scriptedness, formality, and verbalness” (Levinson); “joint activ-

ity types vary also on the dimensions of cooperativeness and governance,

and there are still other dimensions of variation and hence the number of

potential activity types is vast” (Clark); “genres are often in hybrid, mixed
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and embedded forms and need hierarchical classi�cation (Bhatia); “social

activities can be characterized by four parameters: Type, Roles, Instru-

ments, Other physical environment” (Allwood); and “dialogues can be

classi�ed along some technical dimensions: inquiry-oriented vs action-

oriented, grounding, accommodation, and negotiation” (Larsson).

These ideas will provide insights for our goal of classifying conversations in

Chapter 5 of this thesis.
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3.1 Introduction 

 

Dialogue is full of fragmentary or elliptical utterances which are incomplete sentences 

but nevertheless convey a complete sentential meaning in the given context. These 

utterances are called fragments or ellipsis (e.g., Carberry 1989, Merchant 2005, 

Kempson et al. 2015), but are also called non-sentential utterances (NSUs) (e.g., 

Fernández & Ginzburg (2002), Fernández (2006), Ginzburg (2012) and Schlangen, 

(2003). In recent years, these frequently occurring NSUs, whose meaning being 

highly context dependent, have drawn the attention of researchers, especially those in 

the field of computational dialogue systems, for the reason that these NSUs can 

provide us with various clues to the structure of context. In fact, based on an 

investigation into NSUs in the British National Corpus (BNC), Ginzburg (2012) has 

developed a theory of meaning for spoken interaction which is basically a theory of 

dialogue context. Building on the work by Fernández and Ginzburg (2002) on English 

NSUs in the BNC, this chapter describes an investigation into Chinese NSUs in a 

corpus of spoken Mandarin.  

 

This chapter is structured as follows: Section 2 reviews the taxonomy proposed by 

Fernández and Ginzburg’s (2002) for English NSUs. Section 3 introduces the NCCU 

Corpus of Spoken Mandarin, the corpus we used in this research. Section 4 presents, 

with examples from the corpus, our corpus-based taxonomy of Chinese NSUs and 

explains the rationale for adding several new classes which are not in the taxonomy 

by Fernández and Ginzburg (2002). Section 5 discusses the results of the investigation. 

Section 6 discusses some other highly controversial issues in Chinese grammar which 

are critical in this investigation, and explains my stances on these issues. Section 7 

summarizes and concludes the chapter.   

 

3.2 The Fernández and Ginzburg Taxonomy of NSUs  

Based on the non-sentential utterances (NSUs) in the British National Corpus (BNC), 

Fernández and Ginzburg (2002) propose a taxonomy for English NSUs (called, 

henceforth, the FG taxonomy). In this taxonomy, there are 15 classes of NSUs, 

covering various kinds of acknowledgments (plain acknowledgement, repeated 

acknowledgement), queries (clarification ellipsis, sluice, check question), answers 

(short answer, plain affirmative answer, repeated affirmative answer, propositional 

modifier,  plain rejection, helpful rejection),  and extensions (factual modifier, bare  
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modifier phrase, conjunction + fragment, filler); see Table 3.1 for examples. The FG 

taxonomy attains high coverage of a large random sample of the BNC (98.9 %) and 

thereby demonstrates that fragmentary utterances can be reliably classified using a 

small, semantically-based taxonomy. The FG taxonomy has been extended with minor 

modifications to French (Guida, 2013), and Spanish (Garcia-Marchena, 2015). This 

taxonomy can be learnt using supervised (Fernández et al., 2007) and semi-supervised 

(Dragone and Lison, 2015) methods. 

 

 NSU Class Example 

1 Plain Acknowledgement (Ack)  A: ...                  B: mmh. 

2 Repeated Acknowledgement (RepAck)  A: Did Bo leave?        B: Bo, hmm. 

3 Clarification Ellipsis (CE) A: Did Bo leave?        B: Bo? 

4 Sluice (Sluice)   A: Someone left.        B: Who? 

5 Check Question (CheckQ)  A: Bo isn't here. Okay?  

6 Short Answer (ShortAns)   A: Who left?            B: Bo. 

7 Affirmative Answer (AffAns)  A: Did Bo leave?        B: Yes. 

8 Repeated Affirmative Answer (RepAffAns)  A: Did Bo leave?       B: Bo, yes. 

9 Propositional Modifier (PropMod)  A: Did Bo leave?        B: Maybe. 

10 Rejection (Reject)  A: Did Bo leave?        B: No. 

11 Helpful Rejection (HelpReject)  A: Did Bo leave?        B: No, Max. 

12 Factive Modifier (FactMod)  A: Bo left.             B: Great! 

13 Bare Modifier Phrase (BareModPh)  A: Max left.          B: Yesterday. 

14 Conjunction + Fragment (Conj+Frag)  A: Bo left.             B: And Max. 

15 Filler (Filler)  A: Did Bo ...           B: leave? 

Table 3.1: The FG taxonomy of NSUs (Ginzburg, 2012, p. 221) 

3.3 The NCCU Corpus of Spoken Mandarin  

 

While there are many spoken English corpora which have been established for 

different research and educational purposes, there are indeed few spoken Chinese 

corpora. The NCCU Corpus of Spoken Chinese, which is established and maintained 

by the National Chengchi University (NCCU), Taiwan, is a project of language 

documentation whereby open online access to data of three major dialects of Chinese: 

spoken Mandarin, spoken Hakka, and spoken Southern Min are provided for non- 

profiting-making research (Chui & Lai 2008). In the research reported in this chapter, 

I used only the Mandarin sub-corpus of this NCCU Corpus, which is called, 
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henceforth, the NCCU Corpus of Spoken Mandarin (NCCUCSM).
1
 The spoken data 

of NCCUCSM are mostly in the form of spontaneous face-to-face conversations. The 

data we used for this research are the first 10 conversations which are available for 

free.
2
 These 10 conversations are among college students who know each other, 

totaling about 3.5 hours. Table 3.2 below, taken from (Chui & Lai 2008), is a list of 

these 10 conversations (named M001-M010) with information about the participants 

(F = Female, M = Male) and the length of the texts (in minutes, in number of turns, 

and in number of Chinese characters).  

   

 Participants Length of Conversation 

F M minutes #turns #characters 

M001 2 0 14 422 8688 

M002 2 1 24 568 13117 

M003 3 0 21 466 8724 

M004 3 0 21 405 9869 

M005 2 0 40 730 22258 

M006 1 1 20 440 9707 

M007 2 1 20 386 8463 

M008 2 2 20 307 6584 

M009 2 1 19 341 8908 

M010 2 0 20 394 9163 

Total: 21 6 219 4459 105,481 

 

Table 3.2: Details of the first 10 conversations of NCCUCSM 

 

3.4 A Corpus-based Taxonomy for Chinese NSUs  

 

Our taxonomy of Chinese NSUs builds on the FG taxonomy of English NSUs 

(Fernández & Ginzburg 2002). However, due to the fact that Chinese is distinctly 

different from English (see, e.g., Xiao & McEnery 2010, Pan & Tham 2007), it is 

reasonable to expect that our taxonomy of Chinese NSUs contains modifications to 

the FG taxonomy.  

 

In what follows, I will first describe two idiosyncratic aspects of Chinese, one 

concerning the types of predicates and the other concerning the categorization of 

                                                      
1
 Available at http://140.119.172.200/                    (accessed 11 August 2018) 

2
 The research reported herein was conducted from Jan 2012 to July 2013. Now there are totally 36 

conversations which are available for free. 
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modals. While the former will lead to complications in determining NSUs in the 

Chinese context, the latter will lead to an addition of new classes to the FG taxonomy. 

 

3.4.1 Types of Predicates in Chinese  

 

It is a tenet of both traditional and generative grammars (e.g., Aarts et al. 2014; Carnie 

2013) that a sentence consists of two constituents: the subject and the predicate. The 

subject is defined as the topic, the actor, or that which is spoken about. The predicate 

is defined as the comment, the action, or that which is said about the subject. In 

English, only verb phrases can act as predicates. For example, Aarts et al. (2014) write, 

“the predicate is typically realized as a verb phrase” (p. 318). This fact, coupled with 

the definition of non-sentential utterances (NSUs) given by Ginzburg (2012, p. 2) that 

NSUs are "utterances without an overt predicate," imply that in English an utterance 

containing no verb-predicate may be a sufficient condition for it to be an NSU. 

  

In sharp contrast to English, there are non-verb predicates, besides verb predicates, in 

Chinese.
3
 Specifically, a Chinese predicate can be (i) a verb phrase, (ii) a noun phrase, 

(iii) an adjective phrase, or even (iv) a subject-predicate phrase itself (see, e.g., Pan & 

Tham 2007, p. 115). Consequently, in Chinese an utterance containing no verb- 

predicate cannot be a sufficient condition for it to be an NSU, because the utterance 

may still contain a noun-predicate, an adjective-predicate, or a subject-predicate- 

predicate. For example, the following two Chinese utterances, though having no verbs, 

are not NSUs, as they contain an overt (non-verb) predicate. 

 

A Chinese utterance with a noun-predicate: 

 

我  二十二歲 

wo3  er4shi2er4sui4 

1SG  twenty-two-years-old 

'I was twenty two.'          [NCCUCSM 6: 506] 

 

A Chinese utterance with an adjective-predicate: 

 

二十歲          很     年輕 

er4shi2sui4        hen3   nian2qing1 

twenty-years-old  very    young 

'Twenty years old is very young.'        [NCCUCSM 6: 453] 

                                                      
3
 This is also true of various other languages such as Russian (Wade 2002) and Hebrew (Glinert 2017). 
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Here I use "NCCUCSM C: L1-L2" or just "C: L1-L2" to indicate that the example is 

taken from lines L1-L2 of Conversation M00C of NCCUCSM, where C is an integer 

between 1 and 10 inclusive. 

 

3.4.2 Modals in Chinese 

 

There is a much more critical issue concerning whether Chinese modals (or auxiliaries) 

are verbs. This issue is still highly controversial, as Huang et al. (2009) point out, 

"While the basic distinction between nouns and verbs is universally recognized in 

modern literature on Chinese syntax, scholars differ, sometimes drastically, on other 

categories" (p. 9). In particular, there is still no consensus on whether Chinese modals 

are verbs. In the literature, there are three common views on the categorization of 

Chinese modals: (1) Chinese modals are verbs, (2) Chinese modals are adverbs, and 

(3) some Chinese modals are verbs, some are adverbs and some are both (Song 2007, 

pp. 37-38). In this research, I follow Huang et al. (2009), Lin & Tang (1995), Xiang 

(2011), McCawley (1992) and others in treating Chinese modals as verbs, as this 

appears, by far, to be the most convincing. According to Xiang (2011), the reasons 

given by these authors so far include not only the standard evidence that Chinese 

modals and verbs share some important syntactic properties, namely that both can be 

followed by objects, that both can be modified by adverbs, that both can be negated, 

and that both can be written in the form of affirmative-negative questions (“X bu X”) 

(“X不 X”), but also “an important, recent grammaticalization discovery by Fu & Zhu 

(2004) that Chinese modals (or auxiliaries) are derived from lexical verbs” (pp. 5-6).  

 

Note that the decision to treat Chinese modals as verbs in this research is a critical 

decision as it leads to the addition of new NSU classes to my taxonomy which are not 

in the FG taxonomy. The reason for this addition is that in Chinese, one means of 

answering a polar question positively is by way of repeating the verb in the question 

(or negatively by repeating the verb with a negation adverb). Since I treat Chinese 

modals as verbs, there are two kinds of verbs: lexical verbs and modal verbs. In case 

the verb being repeated is a lexical verb, the answer is not an NSU because the lexical 

verb (or the verb plus the negation adverb) itself constitutes a complete predicate. 

E.g.,  

 

A:  你  還    記得          喔 

    ni3  hai2   ji4de2       o 

    2SG  still   remember      QST 

    'Do you still remember?' 
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B:  記得           啊 

    ji4de2          a 

    remember      PRT 

    'I remember.'                  [NCCUCSM 5: 210-211] 

 

By contrast, in case the verb being repeated is a modal verb, the answer is an NSU 

because the modal verb, with or without a negation adverb, is an incomplete predicate 

– the complete predicate consists of the modal verb and the main verb. For example,  

 

A: 那    個   小學生                      還   會      去 嗎 

   ne4   ge   xiao3xue2sheng1                 hai2  hui4    qu4 ma 

   that   CL  elementary-school-student still will    go  QST 

   'Will that elementary school student still go to the class?' 

B: 會   啊   他們    每   個    禮 拜   都 來 啊 

   hui4  a   ta1men    mei3  ge    li3 bai4  dou1 lai2  a 

   will PRT   3PL   every  CL    week   all    come PRT     

   'He will. They come every week.'                           [1: 185-186] 

 

In this example, the modal verb hui4 (‘will’) is just part of the complete predicate 

hui4 qu4 (‘will go’). 

 

In summary, in Chinese an utterance having no verb is not a sufficient condition, nor a 

necessary condition, for it to be an NSU. Not sufficient, because there are non-verb- 

predicates. Not necessary, because an utterance having a modal verb (which is a verb) 

can still be classified as an NSU (because the modal-verb-predicate is incomplete).  

 

In order to distinguish those verb-containing NSUs from those which contain no verb, 

three new classes, namely Verbal Acknowledgement, Verbal Affirmative Answer and 

Verbal Rejection are added to my taxonomy. Apart from these three, I have also added 

six more new classes, namely, Helpful Acknowledgement, Helpful Affirmative Answer, 

Correction, Nominal Predication, Re-Affirmation and Interjection. Empirical evidence, 

i.e., examples from the corpus, for these NSUs is provided in the following 

subsections. Table 2 below is my taxonomy of Chinese NSUs. There are totally 24 

classes which are grouped under four categories: (1) Acknowledgement, (2) Questions, 

(3) Answers, and (4) Extension Moves. Those classes that are new are tagged with *. 

In the following, I describe each NSU class and illustrate it with an example from 

NCCUCSM. 
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 NSU Class 

 A. Acknowledgement  

1 Plain Acknowledgement  

2 Repeated Acknowledgement 

3* Verbal Acknowledgement 

4* Helpful Acknowledgement 

 B. Questions  

5 Clarification Ellipsis  

6 Sluice  

7* Nominal Predication 

8 Check Question 

9 Filler 

 C. Answers 

10 Short Answer 

11 Affirmative Answer 

12 Repeated Affirmative Answer 

13* Verbal Affirmative Answer 

14* Helpful Affirmative Answer 

15* Re-Affirmation  

16 Rejection 

17* Verbal Rejection 

18 Helpful Rejection 

19* Correction 

20* Interjection 

21 Propositional Modifier 

 D. Extension Moves 

22 Factive Modifier 

23 Bare Modifier Phrase   

24 Conjunction + Fragment 

 

Table 3.3: A Taxonomy for Chinese NSUs in the NCCU Corpus of Spoken Mandarin  

 

3.4.3 Acknowledgement  

 

There are 4 classes of Acknowledgement. 

 

(1) Plain Acknowledgement signals understanding or acceptance. E.g.,  
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A: 沒辦法 

       mei2ban4fa3 

       NEG:way 

       'Nothing we can do.' 

B: 對呀 

       dui4 ya 

       right PRT 

       'Right.'                         [1: 4-5] 

                                                       

(2) Repeated Acknowledgement is an acknowledgement containing verbatim 

repetition of a previous utterance. E.g.,  

 

A: 所以      是      一個        馬屁   大會 

       suo2yi3   shi4     yi2ge       ma3pi4  da4hui4 

       so     COP      one        fawn-conference 

       'So, it's a fawning conference.'  

B: 對      馬屁大會 

       dui4    ma3pi4da4hui4 

       yes    fawn-conference 

       'Yes. It is a fawning conference.'          [4: 190-191] 

 

(3)* Verbal Acknowledgement is an acknowledgement which contains just a modal 

verb. E.g.,  

 

A: 其實     我    覺得    週記       還       真   的     有  

       發揮     某    種 

       qi2shi2   wo3   jue2de  zhou1ji4    hai2     zhen1  de   you3    

       fa1hui1   mou2  zhong3 

       actually   1SG   think  week-diary still        really     have 

       bring     some   kind 

       'Actually I think that the weekly diary really has a way of bringing out 

certain things.'                     

B: 有 

       you3 

       have  

       'It does.'                               [1: 305-306] 
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(4)* Helpful Acknowledgement is an acknowledgment providing additional 

information. E.g.,   

 

A: 像        我們    那個    班級     才   幾 個   而已  

       xiang4   wo3men     ne4ge  ban1ji2   cai2   ji3 ge   er2yi3 

       like      1PL        that CL  class    just   few CL  only   

       'Like our class, there are only a few students.' 

B: 對     呀     才    三     個     ei 

       dui4   ya     cai2   san1    ge  ei 

       right   PRT   just   three    CL  PRT  

       'Right. There're only three students.'                 [1: 114-116] 

 

3.4.4 Questions 

 

There are 5 classes of Questions.  

 

(5) Clarification Ellipsis (CE) is a reprise fragment used to clarify a partially 

comprehended utterance. E.g.,  

 

A: 那   個   要     涮   ..   涮        就    好    了 

      na4  ge   yao4    shan4    shan4      jiu4  hao3   le 

      that  CL  have-to  boil      boil       then  OK    PRT 

      'That one has to be boiled. Just boil it.' 

B: 涮        喔 

      shan4      o     

      boil       PRT     

      'Boil?'                  [5: 197-198]                                                       

 

(6) Sluice is a bare question-denoting wh-phrase. E.g.,  

 

A: 我      就    共   你     偷      囥 

       gua2    to7   ka7   li2    thau1    khng3 

       1SG    will   give  2SG   stealthily  put 

       'I will stealthily put things into the pot.' 

B: 啥       物 

       siann2   mih1   

       what   

       'What are you putting?'               [5: 2-3] 
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(7)* Nominal Predication is a question containing only noun phrase(s). E.g.,  

 

A: 看     到     兩    個    學生        手    牽    手 

       kan4  dao4    liang3  ge   xue2sheng1   shou3 qian1  shou3 

       see:RESULT    two   CL   student       hand  hold  hand 

       'I saw two students in my class walking hand in hand.' 

B: 男      的    女    的  

       nan2    de    nv3   de   

       boy          girl   

       'Boys or girls?'                                        [1: 242-243] 

 

(8) Check Question requests explicit confirmation. E.g.,  

 

A: 我    也   覺    得  這    樣     靠    著   很    舒     服 

       wo2  ye3  jue2   de  zhe4  yang4  kao4  zhe  hen3   shu1  fu2 

       1SG  also    think     like-this     lean  PROG very  comfortable 

B: 真的       喔 

       zhen1de     o 

       really      PRT 

       'Really?'                                             [9: 255-256]  

 

(9) Filler completes an unfinished utterance. E.g.,  

 

A: 可  是    很  多  家    丹  堤  的    都    是 

       ke3 shi4  hen3 duo1 jia1   dan1 ti2  de   dou1  shi4 

       but      many CL        Dan-Ti  ASSC  all   COP  

       'But a lot of the Dan-Ti shops are all'   

B: 很     暗     hon 

       hen3   an4 hon 

       very   dim PRT  

       'very  dim.'                                       [2: 237-238] 

 

3.4.5 Answers 

  

There are 12 classes of Answers. 

 

(10) Short Answer is an answer-conveying NSU to a wh-question. E.g.,  
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A: 附  中              現  在     第幾  志願 

       fu4zhong1           xian4zai4   di4ji3  zhi4yuan4  

       affiliated-high-school  now        what-ranking choice 

       'What is the ranking of the Affiliated High School?'  

B: 第  三  

       di4 san1 

       third 

       'It's the third of the top schools.'                    [1: 366-367]  

 

(11) Affirmative Answer is a positive answer to a polar query. E.g.,  

 

A: 他們      覺   得    那 個    漂    亮     喔 

       ta1men    jue2  de    ne4 ge   piao4  liang4   o 

       3PL       think       that CL  beautiful      QST 

       'Do they think that she's beautiful?' 

B: 對 

       dui4 

       right 

       'Right.'                                         [2: 350-351] 

 

(12) Repeated Affirmative Answer is an affirmative response with repetition. E.g.,  

A: 是  這     張 

       shi4  zhe4   zhang1 

       COP  this    CL 

       'This one?' 

B: 這   張 

       zhe4 zhang1 

       this CL 

       'This one.'                                       [2: 28-29]  

 

(13)* Verbal Affirmative Answer is an affirmative response which contains just a 

modal verb. E.g.,  

 

A: 那個   真的     會 睡著      嗎  

       na4ge   zhen1de   hui4 shui4zhao2     ma 

       that   really     will sleep:RESULT QST   

       'Does it really make people sleepy?' 

B: 會  
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       hui4   

       right   

       'Right.'                                         [6: 109-110] 

 

(14)* Helpful Affirmative Answer is an affirmative response providing additional 

information. E.g., 

 

A: 你們      實習  老師      也  會      化 

       ni3men   shi2xi2  lao3shi1  ye3  hui4    hua4 

       2PL      intern-teacher     also  will    draw 

       'You intern teachers will also use it?' 

B: 很多 

       hen3duo1 

       very 

       'Many of them.'                                [2: 422-423]  

 

(15)* Re-Affirmation affirms the truth of a previous utterance. E.g.,  

 

A: 我 不      太     記得     了 

       wo3 bu2    tai4      ji4de2     le 

       1SG NEG   quite     remember PRF 

       'I don't quite remember it.' 

B: 你   少   裝 

       ni2  shao3  zhuang1 

       2SG  NEG  pretend 

       'Don't pretend that you don't remember.' 

A: 真的 

       zhen1de 

       really 

       'Really.'                                      [10: 3-5] 

 

(16) Rejection is a negative answer to a polar query or an assertion. E.g., 

 

A: 你    有    加重       他們     的  負擔    嗎 

       ni2   you3  jia1zhong4   ta1men   de  fu4dan4  ma 

       2SG  have  increase      3PL   POSS  burden  QST 

       'Did you increase their burden?' 

B: 沒有   
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       mei2you3   

       NEG         

       'No.'                                         [10: 55-56] 

 

(17)* Verbal Rejection is a negative answer to a polar query or an assertion which 

contains just a modal verb with a negation adverb. E.g.,  

 

A: 會  不  會 是 你  老   母   

       hui4 bu2 hui4 shi4 ni2  lau7  bu2   

       will:NEG:will COP 2SG  mother   

       'Could it have been your mother?'  

B: 不 會 吧   

       bu2 hui4 ba      

       NEG will PRT      

       'No.'                                            [4: 345-346] 

 

(18) Helpful Rejection is a negative answer with an alternative to a polar query or an 

assertion. E.g., 

  

A: 你們      只 有     一  次     總    複 習   喔 

       ni3men   zhi3 you3   yi2 ci4     zong3  fu4xi2     o 

       2PL      only have   one time   overall-review    PRT 

       'You only do an overall review once, right?'   

B: 兩       次  啦   兩       次 

       liang3    ci4 la    liang3    ci4 

       two     time PRT  two      time 

       'Twice. Twice.'                               [6: 62-63]  

 

(19)* Correction is the corrected version of the faulty part of a previous utterance. 

E.g.,  

 

A: 他    不怒      不怒      自  [ 威  ] 

       ta1   bu2nu4    bu2nu4    zi4   wei1 

       3SG REPAIR NEG:angry:SELF:majestic  

       'He's not angry...charismatic without being angry.'     

B: [ 而威 ] 

        er2wei1   

       but-majestic   
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       'but charismatic.'                               [1: 90-91] 

 

(20)* Interjection is an abrupt expression for sudden sensations and emotions. E.g.,   

 

A: 就   沒辦法          啊  

       jiu4 mei2ban4fa3      a   

       PRT NEG:way      PRT   

       'Nothing I can do.' 

B: 喔 

       o 

       BC 

       'Oh.'                                         [1: 41-42] 

 

(21) Propositional Modifier is a propositional adverb that can convey a complete 

message in the context. E.g.,   

 

A: 喔      應   該  都   有     問題     啦 

        o      ying1gai1  dou1 you3   wen4ti2      la 

       PRT     should    all   have   problem     PRT 

       'They should have problems.' 

B: 可能       吧  

       ke3neng2   ba   

       probably   PRT   

       'Probably.'                                    [4: 298-301] 

 

3.4.6 Extension Moves 

 

There are 3 classes of Extension Moves.  

 

(22) Factive Modifier is an evaluative adjective. E.g.,  

 

A: 然  後    NB     可以    帶    回       家 

       ran2 hou4  NB     ke2yi3  dai4   hui2     jia1 

       then     notebook  can     take   back    home 

       'They can take the laptop home with them.' 

B: 好好 

       hao2hao3 

       good  
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       'That's really good.'                            [3: 308-309] 

 

(23) Bare Modifier Phrase is an adjunct that can modify a previous utterance in the 

context. E.g.,  

 

A: 我    現 在     別  人    大 聲      我     會     比   

       他    更      大聲     的   那   一     種 

       wo3   xian4zai4  bie2ren2  da4sheng1   wo3   hui4    bi3  

       ta1   geng4  da4sheng1     de  na4  yi4    zhong3 

       1SG  now    other-person   loud       1SG   will   COMPARE 

       3SG  even    loud       ASSC that   one    kind 

       'Now, I am the kind of person who, when other person is loud, will be  

even louder.' 

        

B: 人生         磨練          之後 

       ren2sheng1    mo2lian4       zhi1hou4  

       life           train       after 

       'After training in life.'                            [6: 546-547] 

 

(24) Conjunction+Fragment consists of a connective which introduces a fragment. 

E.g.,  

 

A: 蠻  瘦     的  

       man2  shou4 de   

       quite  thin PRT   

       'He's quite thin.' 

    B: 而且    高高    的 

       er2qie3  gao1gao1   de 

       and       tall   PRT 

        'And he's tall.'                         [2: 53-54] 

 

3.5 Results  

 

Following the taxonomy described above, I identified and classified 1682 NSUs, 

which make up 18.84% of the total of 8927 sentences in the first 10 conversations of 

NCCUCSM. This is comparable to the corresponding result of 11.15% found by 

Fernández  and  Ginzburg (2002) for English NSUs  in a sub-corpus of the British  
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National Corpus (BNC). The distribution of Chinese NSUs classified according to my 

modified taxonomy is shown in full in Table 3.4 below.  

 

 NSU Class Total   %   

 A. Acknowledgement  955 56.78 

1 Plain Acknowledgement  864 51.36 

2 Repeated Acknowledgement 79 4.70 

3* Verbal Acknowledgement 6 0.36 

4* Helpful Acknowledgement 6 0.36 

 B. Questions  251 14.92 

5 Clarification Ellipsis  26 1.55 

6 Sluice  69 4.10 

7* Nominal Predication 13 0.77 

8 Check Question 94 5.59 

9 Filler 49 2.91 

 C. Answers 427 25.37 

10 Short Answer 48 2.85 

11 Affirmative Answer 88 5.23 

12 Repeated Affirmative Answer 13 0.77 

13* Verbal Affirmative Answer 34 2.02 

14* Helpful Affirmative Answer 3 0.18 

15* Re-Affirmation  11 0.65 

16 Rejection 55 3.27 

17* Verbal Rejection 16 0.95 

18 Helpful Rejection 9 0.54 

19* Correction 10 0.59 

20* Interjection 119 7.07 

21 Propositional Modifier 21 1.25 

 D. Extension Moves 49 2.99 

22 Factive Modifier 42 2.50 

23 Bare Modifier Phrase   5 0.30 

24 Conjunction + Fragment 2 0.19 

 Total   1682 100 

Table 3.4: NSUs in the first 10 conversations of NCCUCSM 

 

The distribution is presented as percentages of all NSUs found, together with the total  
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number of utterances of each NSU class. Same as the result by Fernández and 

Ginzburg (2002) for English NSUs, the result of my investigation into Chinese NSUs 

shows that the proportion of NSUs in a corpus of dialogue is highly significant – 

18.84%, and thus these NSUs can provide us with various clues to the structure of 

context of dialogue. The most common class can be seen to be Plain 

Acknowledgement (51.36%), followed by Interjection (7.07%), Check Question 

(5.59%), Affirmative Answer (5.23%), Repeated Acknowledgement (4.70%), Sluice 

(4.10%) and Rejection (3.27%). This distribution of Chinese NSUs is also in line with 

the distribution of English NSUs obtained by Fernández and Ginzburg (2002). 

 

3.6 Discussion 

 

Apart from the main controversial issue concerning whether Chinese modals are verbs 

– they are treated as verbs here, there are two other controversial issues in Chinese 

grammar that are also critical in this investigation: the first one concerns the word 

“You” and its negation “Meiyou” and the second one concerns the word “Shi”.  

 

3.6.1 “You” / “Meiyou”   

 

So far there has been no consensus on what syntactic categories do the two very 

common Chinese words “you” (有) and “meiyou” (沒有) belong to (see, e.g., Gao 

2003, Dong 2004, Chen & Wang 2010, Cheng 1997, Chen 2004, Feng 2009, Wang et 

al. 2006, Xiang 2011, Xiao & McEnery 2010, Zhang 2011). According to Xiang 

(2011: 40), there have been arguments to support that these two words are verbs, 

adverbs or auxiliaries (modals). Since these two words occur frequently in the 10 

conversations of NCCUCSM used in this investigation, the decision on which 

syntactic categories they belong to is critical. I adopt the following stances:  

 

(a) In the construction “you + NP”, “you” is treated as a verb. E.g.,  

 

(25) 

A:  [真的 嗎 ] 有差         嗎 

   zhen1de ma   you3cha1         ma 

   really QST   there:be-difference QST 

     ‘Really? Does it make a difference?’ 

B:  有      耶 ... (0.8) 我  覺得 有差 

   you3    ye     wo3  jue2de you3cha1 
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   there:be PRT     1SG  think there:be-difference 

     ‘Yes. I think that there's a difference.’                   [2: 91-92] 

 

  So, in this example the “you” replied by B is not an NSU. 

(b) In the construction “you + VP”, “you” is treated as an auxiliary (modal). E.g.,  

  

(26) 

A:  你 有     看到      嗎 

   ni2 you3 kan4dao4      ma 

   2SG PRF     see:RESULT  QST 

     ‘Did you see them?’  

B:  有 ... (2.2)  hum .. 好 麻煩     喔 

   you3     hum   hao3 ma2fan2      o 

   PRF         PF   very troublesome PRT 

     ‘Yes, it was very troublesome.’                       [4: 157-158] 

 

  So, in this example the “you” replied by B is an NSU – Verbal Affirmative Answer.    

 

(c) In the construction “meiyou + NP”, “meiyou” is treated as a verb, the negative       

form of the verb “you”. E.g.,  

 

(27) 

A:  你 那裡 有      俄羅斯    嗎    

   ni3 na4li2 you3  e4luo2si1  ma       

   2SG there    have      Russia    QST       

B:  沒有       啊   

   mei2you3   a   

   NEG   PRT   

     ‘I don't.’                                        [7: 49-50] 

 

   So, in this example the “meiyou” replied by B is not an NSU.    

 

(d) In the construction “meiyou + VP”, “meiyou” is treated as an adverb. E.g.,  

 

(28) 

A:  你 有     加重     他們 的 負擔 嗎 

    ni2 you3 jia1zhong4 ta1men de fu4dan4 ma 

 
51



 
 

    2SG have     increase     3PL   POSS burden QST 

        ‘Did you increase their burden?’ 

    B:  沒有      啊 ... (0.9)  <L2 no L2> 

      mei2you3  a           no   

      NEG PRT          NEG   

        ‘No.’                                        [10: 55-56] 

 

  So, in this example the “meiyou” replied by B is an NSU – Rejection. 

 

3.6.2 “Shi”  

 

The word “Shi” (是) occurs very frequently in the 10 conversations of NCCUCSM 

used in this investigation, but is also highly controversial regarding what syntactic 

categories it belongs to (see, e.g., Zhang & Deng 2011, Feng 2009, Zheng 2009). 

According to Zheng (2009: 116), “Shi” can be a verb, adverb, pronoun, adjective, 

auxiliary, or conjunction. I adopt the stance that “shi” is most of the time treated as a 

verb, but sometimes it is treated as an adverb.    

 

Shi as verb (and hence not NSU)  

 

Examples: 

(29) 

A:  嗯 

   en 

   BC 

   ‘En.’ 

B: 是 .. 反正     我 忘記 他們 哪裡 了 

    shi4   fan3zheng4 wo3 wang4ji4 ta1men na2li3 le 

    COP   anyway    1SG forget 3PL     where PRF 

        ‘Anyway, I don't remember where they were.’               [10: 17-18] 

 

(30) 

    A:  說不定 ..     他們 不 想     上課 

   shou1bu2ding4 ta1men bu4 xiang3 shang4ke4 

   maybe       3PL    NEG want     attend-class 

     ‘Maybe... so they won't want to attend the class.’  

    B:  也是 

   ye3shi4 
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   also COP 

     ‘That's right.’                                       [4: 227-228] 

 

(31) 

    A: 可是 內心 的    想法 ..   有     一點 .. 嗯 

    ke3 shi4 nei4 xin1 de    xiang2fa3   you3    yi4dian3   en 

    but     mind ASSC  thought   there:be a-bit     PRT 

        ‘But he's a little bit like that inside.’ 

    B:  是 喔 

      shi4 o 

      COP PRT 

        ‘Is he?’                                             [9: 650-651] 

(32) 

    A: 訊聯     是  臍帶血             嗎 

     xun4lian2 shi4  qi2dai4xie3         ma 

     I-Link COP  umbilical-cord-blood QST 

       ‘Is I-Link related to umbilical cord blood?’ 

B: 不是 .. 不是    訊聯 ..   啊 那 個 .. 那 個 ... (1.4) <L2      

   DLink L2> 是 友訊 

     bu2shi4 bu2shi4 xun4lian2  a na4 ge   na4 ge           

       DLink    shi4 you3xun4 

     NEG COP  NEG COP I-Link  PF that CL   that CL           

       D-Link    COP Youxun 

       ‘No... no, it's not I-Link. That... that is D-Link.’              [4: 178-179] 

(33) 

A:  他 是 真  的  沒  甚麼   事  ..   沒 [    甚麼     事  

    可以 寫 了 ]    是不是 

      ta1 shi4 zhen1de mei2 she2me shi4   mei2  she2me shi4                

        ke2yi3 xie3 le   shi4bu2shi4 

      3SG COP  really NEG  what thing NEG  what thing      

        can write PRT  COP:NEG:COP 

        ‘There was really nothing that he could write about, was there?’   [1: 333] 

(34)                                                               

  A: 是     怎樣 .. 割 來     玩     的 嗎 

     shi4     zen3yang4 ge1 lai2     wan2 de ma 

     COP     what       cut COMPL have-fun PRT QST 

  ‘What for? Did she cut herself for fun?’                        [1: 299] 
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In this last example, “shi zenyang” is not an NSU. This is in contrast to the following 

example in which “zenyang”, without the emphasizing verb “shi”, is treated as an 

NSU – Sluice. 

 

(35) 

A:  妳   二十三歲             怎樣 

    ni3   er4shi2san1sui4         zen3yang4 

    2SG  twenty-three-years-old   how 

‘You were twenty-three years old. So?’       [6: 494] 

 

Shi as adverb (and hence NSU) 

 

Examples:  

(36) 

A: 就 [ 很 ] 無聊 

   jiu4   hen3   wu2liao2 

   PRT   very   boring 

‘It is just very boring.’ 

B:  [ 就是 ] 

    jiu4shi4   

    that-is   

‘that is’                         [1: 317] 

  

So, in this example, shi (or jiu-shi) is an NSU – Acknowledgement. 

 

(37) 

    A: 去 幫忙     嗎 還是 

     qu4 bang1mang2 ma hai2shi4 

     go help         QST or 

‘To help? Or what?’                                 [1: 182] 

 

So, in this example, shi (or hai-shi) is an NSU – Sluice.  

 

3.7 Summary and Conclusions  

 

This chapter describes a preliminary investigation into Chinese non-sentential 

utterances (NSUs)  in the  NCCU Corpus of  Spoken Mandarin. In particular,  it  
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presents, with examples from the corpus, a corpus-based taxonomy of Chinese NSUs. 

Although this taxonomy is built on the taxonomy by Fernández and Ginzburg (2002) 

for English NSUs in the British National Corpus (BNC), several new classes are 

added. The reasons for the addition have been explained by appealing, in part, to the 

distinctiveness of spoken Chinese. The results of this investigation are found to be in 

line with those obtained by Fernández and Ginzburg (2002). In the future, this 

taxonomy can be tested with other Chinese corpra and on other languages. A recent 

work in this direction is by Guida (2013) who tests the FG taxonomy on French and 

by Marchena (2015) on Spanish.  
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Chapter 4

Towards a Topological Theory of

Conversational Types
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4.1 Introduction  

 

In everyday life, we classify things in order to make things easier to find and recognize. Similarly, 

scientists classify data in order to aid in more accurate analysis and predictions. For example, the 

biological classification (taxonomy) known as the Catalogue of Life aims to simplify and order the 

immense diversity of life (about 1.6 million species) into coherent categories called taxa whose 

members share similar properties (Ruggiero et al. 2015).  

 

There are different methods for classification. In this research, we take a topological approach to 

classifying conversations; such an approach has been used, for example, in the classification of 

proteins (see, e.g., Bostick et al. 2004, Cang et al. 2015). As a branch of mathematics, topology 

studies the connectivity information of a space and as such is inherently a classification system 

(Pereira & Mello, 2014). The main idea behind this topological approach for classification can be 

explained by noting the differences between three kinds of spaces (see Figure 4.1).  

   

               

Figure 4.1:  Spaces (Zomorodian, 2005, p. 2) 

 

A space is just a set of points without structure (see Figure 4.1 (a)). A topological space is a space 

with a structure called ‘topology’ which is about how the space is connected – it tells us for each 

point in that space which points are in its neighbourhood (see Figure 4.1 (b); neighbours are 

connected by a line). A metric space is a space with a ‘metric’ which enables us to measure 

distances between points in that space and, in turn, implicitly define their neighbourhoods (see 

Figure 4.1 (c)). Thus a metric provides a space with a topology, and a metric space is a topological 

space. For more details, see (Zomorodian, 2005). 

 

In this chapter, we describe experiments whose aim is to develop basic topological notions on a 

given set of conversational types. Our aim is to develop computational techniques that enable us to 

diagnose automatically for a new conversational type its location in relation to other conversational 
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types. We do this by defining a metric between types on the basis of several distinct probability 

distributions; formally:  

   

(1)    A metric on a set X is a function (called the distance function) 𝑑: 𝑋 × 𝑋 → 𝑅+ 

(where R
+
 is the set of non-negative real numbers) that satisfies  

(i) Symmetry: 𝑑(𝑎, 𝑏) = 𝑑(𝑏, 𝑎);  

(ii) Identity: 𝑑(𝑎, 𝑏) = 0 if and only if 𝑎 = 𝑏;   

(iii) Non-negativity: 𝑑(𝑎, 𝑏)  ≥ 0; and  

(iv) The triangle inequality: 𝑑(𝑎, 𝑐) ≤ 𝑑(𝑎, 𝑏) + 𝑑(𝑏, 𝑐).
1
 

 

We use the Jensen-Shannon divergence (JSD) as a measure of similarity between distributions. JSD 

itself is a metric created from the Kullback-Leibler (KL) divergence measure:
2
  

 

(2)     (a)  KL divergence D(P||Q) =def ∑ 𝑃(𝑖)𝑙𝑜𝑔
𝑃(𝑖)

𝑄(𝑖)𝑖  

(b)  JSD(P|Q) = 0.5D(P||M) + 0.5D(Q||M) with M = 0.5(P + Q)  

 

As a set of conversational types we take the spoken genres of BNC (British National Corpus) 

taxonomy (Burnard, 2000). We consider two main approaches to cluster BNC spoken genres: (1) 

using n-grams (n = 1, 2), the intuition being that this involves clustering on the basis of ‘subject 

matter’, and (2) using the distribution of non-sentential utterances (NSUs), the intuition being that 

this involves clustering on the basis of ‘interactional structure’, as we explain below.  

 

This chapter is organized as follows. First, in Section 4.2, we describe an empirical study aimed to 

investigate the distributions of NSUs across BNC spoken genres. In Section 4.3, we use n-grams (n 

= 1, 2) to cluster BNC spoken genres. Then, in Section 4.4, we use the NSU distributions obtained 

in Section 4.2 to cluster BNC spoken genres. In Section 4.5, we offer a comparative evaluation of 

the two approaches. In order to investigate the effects of using stop words on our results, we 

repeated our experiments without using stop words. We report and evaluate the results obtained in 

Section 4.6. We discuss the impact of our findings in Section 4.7 and finally in Section 4.8 we draw 

some conclusions.  

 

4.2 Distributions of NSUs across BNC spoken genres 

 

There are totally 909 files in the 10-million-word spoken part of BNC. These files are categorized 

into 23 classified genres and one unclassified genre by Lee (2001); for the names and descriptions 

                                                      
1
 In fact, Property (iii) is redundant as it follows from the other three properties. 

2
 In fact, JSD as defined here is the square of a metric (Fuglede and Topsoe, 2004). 
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of these 23 classified BNC spoken genres, see Table 4.2. The purpose of this genre categorization, 

as explained by Lee (2001), is that we can thereby “define the scope of any generalizations we 

make” (p. 37). Largely following Biber (1988), Lee (2001) takes ‘genre’ to be a “category assigned 

on the basis of external criteria such as intended audience, purpose, and activity type” instead of on 

the basis of “internal (linguistic) criteria” (p. 38). However, as some researchers point out, Lee’s 

genre categorization has deficiencies; for example, some genres are too broad and not 

homogeneous, some genres are under-represented while others over-represented, and some files are 

simply wrongly categorized (Lam 2009). Thus we should bear in mind Lee’s (2001) remark that the 

genre labels in BNC are “meant to provide starting points, not a definitive taxonomy” (p. 57).  

 

4.2.1 Method and findings 

 

The sizes of the 23 classified spoken genres vary greatly, ranging from 15,105 words of Lecture 

Commerce to 4,206,058 words of Conversation. In order to cover the NSU phenomena as many as 

possible in those smaller genres and at the same time to make the study feasible, files of total size 

in the range of 15,000-19,999 words are randomly selected from each genre. The selected 

sub-corpus consists of 69 files, totalling 383,979 words. Table 4.3 shows the names of the files in 

the selected sub-corpus. Information about the chosen files can be found in the Appendix.  

 

We followed the 15-class taxonomy of non-sentential utterances (NSUs) of Fernández and 

Ginzburg (2002) – see Chapter 3 of this thesis – to manually tag the NSUs in the selected files. 

Table 4.4 shows the frequencies of NSUs in different spoken genres in terms of percentage which is 

calculated, for each genre, by the formula:  

 

𝑇𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑁𝑆𝑈𝑠

𝑇𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑠𝑒𝑛𝑡𝑒𝑛𝑐𝑒 𝑢𝑛𝑖𝑡𝑠
 × 100% 

 

As it can be expected, those genres which are more interactive in nature (e.g., Interview, 

Consultation, Classroom, Conversation, Demonstration, and Broadcast Discussion) have high 

frequencies of NSUs (more than 20%), whereas those genres which are not interactive in nature 

(e.g., Broadcast News, Parliament, and Sermon) have few NSUs. It is interesting, however, to 

observe that there is a significant variation of NSUs among the five lecture genres, ranging from 

1.2% of Lecture Commerce to 14.5% of Lecture Humanities Arts.  
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Genre Description 

1 Broadcast_Discussion (Discn)  TV or radio discussions 

2 Broadcast_Documentary (Doc)  TV documents 

3 Broadcast_News (News)  TV or radio news broadcasts 

4 Classroom (Class)  non-tertiary classroom discourse 

5 Consultation (Cons)  mainly medical consultations 

6 Conversation (Conv)  face-to-face spontaneous conversations 

7 Courtroom (Court)  legal presentations or debates 

8 Demonstration (Demo)  'live' demonstrations 

9 Interview (Intv)  job interviews and other types 

10 Interview_Oral_History (Hist)  oral history interviews 

11 Lecture_Commerce (Comm)  lectures on commerce 

12 Lecture_Humanities_Arts (H_arts)  lectures on humanities and arts subjects 

13 Lecture_Natural_Science (Nat_sc)  lectures on the natural sciences 

14 Lecture_Politics_Law_Education (P_law) lectures on politics, law or education 

15 Lecture_Social_Science (Soc_sc) lectures on the social sciences 

16 Meeting (Meet) business or committee meetings 

17 Parliament (Prlmnt) parliamentary speeches  

18 Public_Debate (P_deb)  public debates and discussions 

19 Semon (Sermn) religious sermons 

20 Speech_Scripted (Sp_s)  planned speeches 

21 Speech_Unscripted (Sp_us)  unplanned speeches 

22 Sportslive (Sport) 'live' sports commentaries and discussions 

23 Tutorial (Tut)  university-level tutorials 

Table 4.2:  BNC spoken genres (Hoffman et al., 2008, p. 276) 
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Genre  Selected files Total number of 

words  

in the selected files 

1 Broadcast_Discussion (Discn)  FL7, FLA, J8J 15,446 

2 Broadcast_Documentary (Doc)  HMJ, HE3, HMH, HE4 15,645 

3 Broadcast_News (News)  HF1, K6F, K6G, K6D 17,843 

4 Classroom (Class)  K7F, G61, JAA 15,478 

5 Consultation (Cons)  FXH, G44, G45, H4H,  

KNG, KNH, GY7, H5A, 

 H5N, GYD, H59, H57,  

G5S, H4P 15,521 

6 Conversation (Conv)  KE4 16,105 

7 Courtroom (Court)  JJW, JSC 19,773 

8 Demonstration (Demo)  FM3, F8D 15,808 

9 Interview (Intv)  J9Y, JA1 19,882 

10 Interview_Oral_History (Hist)  J8F, K6N 15,297 

11 Lecture_Commerce (Comm)  HYT, HYM, HYR  15,105 

12 Lecture_Humanities_Arts (H_arts)  F8R 16,239 

13 Lecture_Natural_Science (Nat_sc)  F8S, F8E, J8K  17,197 

14 Lecture_Politics_Law_Education (P_law) JSL, JSK  16,129 

15 Lecture_Social_Science (Soc_sc) HUH, HE1 15,573 

16 Meeting (Meet) G3U, JP3 15,722 

17 Parliament (Prlmnt) JSJ 18,235 

18 Public_Debate (P_deb)  FMP 15,320 

19 Semon (Sermn) KNA, J90, KJU 15,287 

20 Speech_Scripted (Sp_s)  FUP, FUS, HLX, JNR, D8Y, 

FUN 17,062 

21 Speech_Unscripted (Sp_us)  DCK, FUE, G4J, HDX, KRJ  19,786 

22 Sportslive (Sport) HMN 19,311 

23 Tutorial (Tut)  G4V, HYD 16,215 

 Total number of files: 69                                                          Total number of 

words:  383,979 

 

Table 4.3:  The composition of the selected sub-corpus  
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BNC Genre Frequency of NSUs 

Interview_Oral_History (Hist) 33.6%  

Consultation (Cons) 27.8%  

Classroom (Class) 27.2%  

Interview (Intv) 26.6% 

Conversation (Conv) 25.7%  

Demonstration (Demo) 22.7%  

Broadcast_Discussion (Discn) 22.4%  

Meeting (Meet) 15.8%  

Courtroom (Court) 15.4%  

Lecture_Humanities_Arts (H_arts) 14.5%  

Tutorial (Tut) 14.3%  

Public_Debate (P_deb) 13.3%  

Speech_Unscripted (Sp_us) 13.1%  

Lecture_Politics_Law_Education (P_law)  8.2%  

Speech_Scripted (Sp_s) 6.1%  

Lecture_Natural_science (Nat_sc) 6.0%  

Lecture_Social_science (Soc_sc) 5.1%  

Broadcast _Documentary (Doc) 2.0% 

Sportslive (Sport) 1.7%  

Lecture_Commerce (Comm) 1.2%  

Broadcast _News (News) 0% 

Parliament (Prlmnt) 0%  

Sermon (Sermn) 0% 

 

Table 4.4:  Frequencies of NSUs across BNC spoken genres 

 

Tables 4.5 shows the distribution of NSUs across the 15 NSU classes within each BNC spoken 

genre, normalized to 10,000 sentence-units. It can be observed that, except for Lecture Politics Law 

Education (and those genres which have no NSUs), Ack (plain acknowledgement) is the most 

frequent among all NSUs in each genre.  
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a = Ack, b = RepAck, c = CE, d = Sluice, e = CheckQ, f = ShortAns, g = AffAns, h = RepAffAns, 

i = PropMod, j = Reject, k = HelpReject, l = FactMod, m = BareModPh, n = Conj+Frag, o = Filler 

Table 4.5:  NSU distributions across BNC spoken genres (in 10,000 s-units) 

Apart from the general observation above, some distinctive characteristics of some genres can also 

be observed. For example, Classroom has a high frequency of ShortAns since students frequently 

give answers to the teacher’s questions; Consultation (medical consultation) has a high frequency 

of AffAns and Reject since patients frequently give yes-or-no answers to the doctor’s probing; 

Conversation (casual conversation) has a high frequency of CE (clarification ellipsis).  

 

4.3 Metrics using unigrams and bigrams 

4.3.1 Experimental details for unigrams 

We obtained the 23 unigram frequency files, one for each of the 23 (classified) BNC spoken genres 

from the BNCweb (CQP-Edition)
3
, restricting the POS-tags to “any verb” and “any noun”.  

Following common practice in text categorization, stop words (functions words and other 

uninformative words) were then filtered out from these files. The set of stop words we used was the 

one provided by the free statistical software R (R Core Team, 2013) (174 in total) as shown in 

Table 4.6 below, plus the following 20: 've, 's, 're, 'm, 'll, 'd, d', sha, wo, can, ca, will, must, may,  

                                                      
3
 http://bncweb.lancs.ac.uk/ 

Genre a b c d e f g h i j k l m n o Total

1 Discn 1529 90 72 45 18 162 144 18 36 90 0 0 18 9 9 2240

2 Doc 62 10 41 21 0 21 10 0 0 21 0 10 0 0 0 196

3 News 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

4 Class 1488 262 53 27 102 404 169 18 9 71 18 44 0 4 53 2722

5 Cons 1893 69 110 8 57 57 297 46 11 126 27 27 8 0 42 2778

6 Conv 1070 79 360 67 40 171 454 18 15 171 24 82 6 3 12 2572

7 Court 1010 57 38 0 0 114 133 19 38 105 10 19 0 0 0 1543

8 Demo 941 112 11 22 56 549 258 45 11 146 0 22 0 11 90 2274

9 Intv 2053 77 55 0 133 11 144 11 44 28 0 55 0 11 33 2655

10 Hist 2552 183 67 0 18 79 183 37 6 67 24 37 24 37 49 3363

11 Comm 74 25 0 0 0 0 25 0 0 0 0 0 0 0 0 124

12 H_arts 1058 50 40 10 0 40 190 0 20 20 20 0 0 0 0 1448

13 Nat_sc 157 14 29 0 157 143 86 0 0 0 0 14 0 0 0 600

14 P_law 78 155 58 0 0 388 19 19 0 0 19 78 0 0 0 814

15 Soc_sc 233 78 13 13 0 39 65 0 0 26 13 13 0 0 13 506

16 Meet 1024 70 42 7 49 63 181 14 28 42 0 14 0 7 42 1583

17 Prlmnt 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

18 P_deb 888 9 28 0 0 28 227 19 28 57 9 19 0 0 19 1331

19 Sermn 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

20 Sp_s 313 84 42 0 0 21 94 0 0 31 10 0 0 10 0 605

21 Sp_us 519 161 66 0 22 278 95 22 22 51 0 44 22 0 15 1317

22 Sport 78 34 0 0 0 9 0 9 0 9 9 0 9 9 9 175

23 Tut 916 44 71 0 0 62 169 53 9 44 9 36 0 0 18 1431
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might, shall, shalt, used, need, dare. Note that there is no universal set of stop words and 

researchers have used different sets of stop words, usually tailor-made to their specific tasks 

(Manning & Schütze, 1999).  

i me my myself we our 

ours ourselves you your yours yourself 

yourselves he him his himself  she 

her hers herself it its itself 

they  them their theirs themselves what 

which who whom this that these 

those am is are was were 

be been being have has had 

having do does did doing would 

should could ought i’m you’re he’s 

she’s it’s we’re they’re i’ve you’ve 

we’ve they’ve i’d you’d he’d she’d 

we’d they’d i’ll you’ll he’ll she’ll 

we’ll they’ll isn’t aren’t wasn’t weren’t 

hasn’t haven’t hadn’t doesn’t don’t didn’t 

won’t wouldn’t shan’t shouldn’t can’t cannot 

couldn’t mustn’t let’s that’s who’s what’s 

here’s there’s when’s where’s why’s how’s 

a an the and but if 

or because as until while of 

at by for with about against 

between into through during before after 

above below to from up down 

in out on off over under 

again further then once here there 

when where why how all any 

both each few more most other 

some such no nor not only 

own same so than too very 

Table 4.6:  Stop words used in the experiments 

The size of the set of stop words we used (194) is minimal as compared to those of the others (e.g., 

527 in Weka (Witten et al., 2016)). We believe that a minimal set of stop words is likely to be more  

 

 

65



 
 

appropriate to our present study as there are 23 different spoken genres and stop words in some 

genres may not be stop words in the other genres. From each of the 23 filtered unigram files, we 

selected its top 100 most frequent unigrams, and then obtained the union set of these 2,300 

unigrams by amalgamating these and deleting duplicates. The resulting union set contained just 821 

unigrams in total, whose 50 most frequent members are shown in Table 4.7 below.  

       

Rank Unigram Rank Unigram Rank Unigram 

1 know 18 things 35 use 

2 think 19 look 36 says 

3 got 20 make 37 gonna 

4 get 21 take 38 find 

5 people 22 thing 39 made 

6 say 23 bit 40 government 

7 see 24 point 41 day 

8 go 25 work 42 number 

9 going 26 course 43 saying 

10 time 27 lot 44 god 

11 mean 28 give 45 end 

12 way 29 years 46 thought 

13 said 30 like 47 went 

14 want 31 done 48 case 

15 come 32 fact 49 tell 

16 sort 33 mr 50 week 

17 put 34 year   

Table 4.7:  50 most frequent unigrams in the union set  

From the perspective of vector space models (see, e.g., Clark, 2015), these 821 selected unigrams 

result in an 821-dimensional vector space with each selected unigram representing one dimension. 

Each of the 23 genres is represented by a point (or vector) in this higher dimensional vector space. 

The position of each genre-point is determined by the probability distribution of the 821 selected 

unigrams in the genre in the following way: the magnitude along the dimension represented by the 

selected unigram is given by the value of the probability of occurrence of that selected unigram 

among the 821 selected bigrams in the genre. The latter is the ratio of the normalized frequency of 

that unigram in the genre to the total normalized frequency of the 821 selected unigrams in the 

genre. The distance between each and every pair of genre-points is then measured using 

Jensen-Shannon Divergence (JSD), as defined in Section 4.1. Figure 4.8 displays this data using a  
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force-directed graph (FDG) (Bannister et al., 2012). The distance matrix for this metric sorted by 

closest neighbour is displayed in full in Table 4.9. 

 

Figure 4.8:  JSD metric of BNC spoken genres using unigrams 

 

Table 4.9:  Nearest neighbours among BNC spoken genres using unigrams  

1 Discn 2 Doc 3 News 4 Class 5 Cons 6 Conv 7 Court 8 Demo 9 Intv 10 Hist 11 Comm 12 H_arts 13 Nat_sc 14 P_law 15 Soc_sc 16 Meet 17 Prlmnt 18 P_deb 19 Sermn 20 Sp_s 21 Sp_us 22 Sport 23 Tut

1
st

16 0.08 3 0.15 1 0.09 21 0.13 6 0.10 10 0.10 16 0.21 5 0.20 21 0.09 6 0.10 23 0.42 15 0.17 4 0.39 1 0.22 21 0.15 21 0.08 16 0.19 16 0.24 6 0.30 16 0.19 16 0.08 1 0.32 21 0.17

2
nd

21 0.08 1 0.15 16 0.11 6 0.14 21 0.11 5 0.10 21 0.24 6 0.20 1 0.13 21 0.11 21 0.45 1 0.19 21 0.41 21 0.24 1 0.16 1 0.08 3 0.22 1 0.30 1 0.30 3 0.19 1 0.08 6 0.34 1 0.18

3
rd

3 0.09 21 0.17 2 0.15 5 0.15 10 0.13 21 0.11 1 0.25 4 0.23 16 0.14 1 0.12 4 0.47 23 0.21 15 0.42 16 0.24 12 0.17 3 0.11 1 0.23 3 0.32 21 0.31 1 0.23 9 0.09 21 0.35 16 0.19

4
th

10 0.12 16 0.17 21 0.15 1 0.17 4 0.15 4 0.14 3 0.26 21 0.23 6 0.15 5 0.13 16 0.48 21 0.23 23 0.44 3 0.25 4 0.19 9 0.14 20 0.24 21 0.32 10 0.31 17 0.24 6 0.11 5 0.36 15 0.20

5
th

9 0.13 9 0.22 10 0.18 15 0.19 9 0.16 1 0.15 17 0.26 10 0.26 10 0.15 9 0.15 15 0.49 10 0.25 1 0.45 23 0.25 9 0.19 10 0.16 7 0.26 17 0.33 4 0.33 21 0.25 5 0.11 10 0.36 12 0.21

6
th

6 0.15 10 0.23 20 0.19 16 0.19 1 0.16 9 0.15 2 0.28 9 0.28 5 0.16 16 0.16 9 0.50 16 0.25 16 0.46 12 0.27 16 0.20 6 0.17 21 0.26 7 0.34 15 0.34 2 0.26 10 0.11 4 0.37 9 0.22

7
th

2 0.15 20 0.26 9 0.21 10 0.19 16 0.17 16 0.17 9 0.28 1 0.29 15 0.19 3 0.18 1 0.51 9 0.26 9 0.46 17 0.27 23 0.20 5 0.17 2 0.26 23 0.35 16 0.34 14 0.30 4 0.13 16 0.38 4 0.23

8
th

15 0.16 23 0.26 17 0.22 9 0.19 8 0.20 8 0.20 10 0.31 16 0.30 4 0.19 4 0.19 14 0.51 14 0.27 5 0.47 2 0.28 5 0.20 2 0.17 14 0.27 2 0.38 12 0.34 9 0.31 3 0.15 3 0.38 3 0.24

9
th

5 0.16 17 0.26 6 0.24 8 0.23 15 0.20 15 0.21 5 0.32 15 0.32 3 0.21 15 0.22 5 0.51 3 0.29 14 0.48 15 0.29 6 0.21 17 0.19 9 0.31 20 0.38 5 0.34 23 0.31 15 0.15 9 0.39 5 0.24

10
th

4 0.17 5 0.26 23 0.24 23 0.23 23 0.24 3 0.24 6 0.33 23 0.35 23 0.22 2 0.23 3 0.52 4 0.29 3 0.49 9 0.29 10 0.22 4 0.19 23 0.32 9 0.38 9 0.34 10 0.31 23 0.17 8 0.41 10 0.24

11
th

23 0.18 6 0.27 14 0.25 3 0.26 3 0.25 23 0.25 14 0.34 3 0.37 2 0.22 23 0.24 2 0.53 5 0.30 2 0.50 20 0.30 2 0.27 20 0.19 18 0.33 14 0.39 3 0.36 7 0.35 2 0.17 2 0.42 6 0.25

12
th

12 0.19 15 0.27 5 0.25 2 0.28 2 0.26 2 0.27 18 0.34 2 0.39 12 0.26 12 0.25 13 0.54 6 0.30 10 0.50 10 0.31 3 0.28 23 0.19 10 0.34 4 0.40 2 0.37 4 0.35 12 0.23 15 0.43 14 0.25

13
th

14 0.22 7 0.28 7 0.26 12 0.29 12 0.30 12 0.30 23 0.34 12 0.40 8 0.28 8 0.26 6 0.54 2 0.31 12 0.50 4 0.32 14 0.29 15 0.20 12 0.36 15 0.40 23 0.37 5 0.36 8 0.23 23 0.43 2 0.26

14
th

20 0.23 14 0.28 4 0.26 14 0.32 7 0.32 19 0.30 4 0.35 19 0.40 7 0.28 19 0.31 12 0.56 19 0.34 6 0.51 7 0.34 8 0.32 7 0.21 15 0.37 10 0.41 14 0.40 6 0.36 14 0.24 12 0.46 20 0.31

15
th

17 0.23 4 0.28 15 0.28 19 0.33 19 0.34 7 0.33 20 0.35 22 0.41 14 0.29 7 0.31 10 0.56 17 0.36 20 0.52 5 0.34 19 0.34 18 0.24 4 0.38 5 0.42 8 0.40 15 0.37 7 0.24 19 0.48 17 0.32

16
th

7 0.25 12 0.31 12 0.29 7 0.35 14 0.34 22 0.34 15 0.35 14 0.42 20 0.31 14 0.31 20 0.56 7 0.38 8 0.52 6 0.35 7 0.35 14 0.24 5 0.38 12 0.42 7 0.41 12 0.38 20 0.25 7 0.48 7 0.34

17
th

8 0.29 19 0.37 18 0.32 20 0.35 22 0.36 14 0.35 12 0.38 7 0.44 17 0.31 20 0.31 7 0.56 20 0.38 7 0.53 18 0.39 17 0.37 12 0.25 6 0.39 6 0.43 17 0.45 18 0.38 17 0.26 14 0.49 8 0.35

18
th

19 0.30 18 0.38 19 0.36 22 0.37 20 0.36 20 0.36 19 0.41 20 0.46 19 0.34 17 0.34 8 0.57 8 0.40 18 0.53 19 0.40 20 0.37 8 0.30 19 0.45 8 0.50 20 0.45 19 0.45 19 0.31 17 0.52 18 0.35

19
th

18 0.30 8 0.39 8 0.37 17 0.38 17 0.38 17 0.39 8 0.44 17 0.49 18 0.38 22 0.36 18 0.58 18 0.42 17 0.53 8 0.42 18 0.40 19 0.34 8 0.49 19 0.51 22 0.48 8 0.46 18 0.32 20 0.52 19 0.37

20
th

22 0.32 22 0.42 22 0.38 13 0.39 18 0.42 18 0.43 22 0.48 18 0.50 22 0.39 18 0.41 17 0.58 22 0.46 11 0.54 13 0.48 13 0.42 22 0.38 22 0.52 22 0.53 18 0.51 13 0.52 22 0.35 18 0.53 11 0.42

21
st

13 0.45 13 0.50 13 0.49 18 0.40 13 0.47 13 0.51 13 0.53 13 0.52 13 0.46 13 0.50 19 0.63 13 0.50 19 0.58 22 0.49 22 0.43 13 0.46 13 0.53 13 0.53 13 0.58 22 0.52 13 0.41 13 0.60 22 0.43

22
nd

11 0.51 11 0.53 11 0.52 11 0.47 11 0.51 11 0.54 11 0.56 11 0.57 11 0.50 11 0.56 22 0.64 11 0.56 22 0.60 11 0.51 11 0.49 11 0.48 11 0.58 11 0.58 11 0.63 11 0.56 11 0.45 11 0.64 13 0.44
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4.3.2 Experimental details for bigrams  

 

There are different ways to extract bigrams in the literature (e.g., Tan et al., 2012). We used the 

software AntConc (Anthony, 2017) to extract bigrams from the text files of the 23 BNC spoken 

genres. Following common practice, we filtered cases where either component of the bigram is a 

stop word from the extracted bigrams, using the same set of stop words we used for unigrams 

above. As with the unigrams, we selected from each of the 23 filtered bigram files its 100 most 

frequent bigrams, and then obtained the union set of these 2,300 bigrams by amalgamation and 

deletion of duplicates. The resulting union set contained 1410 bigrams in total, whose 50 most 

frequent members are shown in Table 4.10. 

 

Rank Unigram Rank Unigram Rank Unigram 

1 er er 18 things like 35 erm well 

2 yeah yeah 19 mm mm 36 right yeah 

3 yes yes 20 make sure 37 thousand pounds 

4 little bit 21 twenty five 38 say well 

5 erm er 22 two hundred 39 labour party 

6 something like 23 united states 40 nineteen forty 

7 right okay 24 yeah well 41 first time 

8 nineteen eighty 25 greater york 42 one thing 

9 county council 26 new settlement 43 two thousand 

10 nineteen ninety 27 next week 44 er well 

11 oh yes 28 o clock 45 one point 

12 right now 29 oh yeah 46 thought 

13 come back 30 last week 47 jesus christ 

14 five percent 31 yeah erm 48 one hundred 

15 last year 32 three hundred 49 long time 

16 go back 33 oh right 50 er erm 

17 years ago 34 right erm   

Table 4.10:  50 most frequent bigrams in the union set   

The same procedure was then followed to generate the JSD metric of the bigram distributions of the 

23 BNC spoken genres. Figure 4.11 displays this data using an FDG. The distance matrix for this 

metric sorted by closest neighbour is displayed in full in Table 4.12. 
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Figure 4.11:  JSD metric of BNC spoken genres using bigrams 

 

 

Table 4.12:  Nearest neighbours among BNC spoken genres using bigrams  

1 Discn 2 Doc 3 News 4 Class 5 Cons 6 Conv 7 Court 8 Demo 9 Intv 10 Hist 11 Comm 12 H_arts 13 Nat_sc 14 P_law 15 Soc_sc 16 Meet 17 Prlmnt 18 P_deb 19 Sermn 20 Sp_s 21 Sp_us 22 Sport 23 Tut

1
st

16 0.21 16 0.51 1 0.29 21 0.30 6 0.25 21 0.23 16 0.40 21 0.50 21 0.27 6 0.23 4 0.72 10 0.47 21 0.75 21 0.60 21 0.34 21 0.17 16 0.53 16 0.50 21 0.65 3 0.51 16 0.17 1 0.59 21 0.38

2
nd

21 0.22 21 0.52 16 0.37 6 0.31 21 0.29 10 0.23 21 0.41 6 0.50 5 0.30 21 0.24 21 0.74 23 0.49 4 0.76 1 0.61 5 0.36 1 0.21 3 0.57 7 0.56 10 0.65 16 0.51 1 0.22 21 0.65 16 0.41

3
rd

10 0.28 3 0.53 21 0.42 16 0.34 9 0.30 5 0.25 1 0.46 5 0.52 10 0.32 16 0.26 23 0.75 21 0.50 16 0.78 16 0.64 10 0.38 6 0.25 1 0.59 1 0.57 1 0.65 1 0.53 6 0.23 16 0.67 10 0.42

4
th

3 0.29 1 0.53 10 0.50 5 0.37 10 0.30 16 0.25 10 0.50 10 0.54 16 0.32 1 0.28 10 0.76 15 0.50 1 0.79 10 0.65 6 0.38 10 0.26 21 0.60 21 0.58 16 0.68 21 0.56 10 0.24 3 0.67 15 0.44

5
th

6 0.31 10 0.59 20 0.51 9 0.40 16 0.31 4 0.31 3 0.52 4 0.55 6 0.32 5 0.30 16 0.76 1 0.51 10 0.80 3 0.66 16 0.38 5 0.31 7 0.61 3 0.64 6 0.69 7 0.63 9 0.27 6 0.67 5 0.45

6
th

9 0.36 7 0.62 7 0.52 1 0.41 15 0.36 1 0.31 6 0.55 9 0.56 1 0.36 9 0.32 9 0.77 16 0.53 23 0.81 23 0.67 9 0.41 9 0.32 20 0.65 10 0.64 4 0.72 10 0.65 5 0.29 10 0.69 9 0.45

7
th

5 0.38 9 0.62 2 0.53 15 0.42 4 0.37 9 0.32 18 0.56 16 0.57 4 0.40 15 0.38 1 0.78 6 0.57 15 0.81 15 0.67 4 0.42 4 0.34 10 0.66 6 0.68 9 0.73 17 0.65 4 0.30 4 0.72 1 0.45

8
th

4 0.41 6 0.63 6 0.53 10 0.43 1 0.38 15 0.38 9 0.57 15 0.58 15 0.41 23 0.42 15 0.78 9 0.57 6 0.81 9 0.68 1 0.43 3 0.37 2 0.66 4 0.68 15 0.73 4 0.66 15 0.34 5 0.73 6 0.45

9
th

15 0.43 5 0.66 17 0.57 23 0.45 23 0.45 23 0.45 4 0.58 1 0.59 23 0.45 4 0.43 6 0.79 5 0.59 5 0.82 12 0.70 23 0.44 15 0.38 18 0.70 23 0.69 3 0.74 6 0.66 23 0.38 9 0.73 4 0.45

10
th

23 0.45 17 0.66 9 0.58 8 0.55 8 0.52 8 0.50 5 0.60 23 0.62 8 0.56 12 0.47 5 0.79 4 0.61 9 0.82 4 0.71 12 0.50 7 0.40 9 0.72 9 0.70 12 0.74 2 0.68 7 0.41 15 0.75 12 0.49

11
th

7 0.46 15 0.67 4 0.58 7 0.58 12 0.59 3 0.53 17 0.61 12 0.70 7 0.57 3 0.50 8 0.82 3 0.68 7 0.83 5 0.71 8 0.58 23 0.41 23 0.73 17 0.70 23 0.74 9 0.70 3 0.42 7 0.76 7 0.61

12
th

12 0.51 23 0.67 5 0.62 3 0.58 7 0.60 7 0.55 23 0.61 3 0.75 12 0.57 7 0.50 3 0.82 7 0.69 3 0.84 6 0.71 7 0.65 18 0.50 6 0.74 5 0.71 5 0.74 18 0.72 12 0.50 8 0.77 8 0.62

13
th

20 0.53 4 0.67 18 0.64 12 0.61 3 0.62 12 0.57 2 0.62 7 0.76 3 0.58 8 0.54 12 0.83 14 0.70 8 0.85 7 0.72 3 0.66 2 0.51 14 0.75 20 0.72 8 0.78 23 0.72 8 0.50 12 0.78 3 0.64

14
th

2 0.53 20 0.68 23 0.64 20 0.66 2 0.66 2 0.63 20 0.63 22 0.77 2 0.62 2 0.59 14 0.83 8 0.70 12 0.85 17 0.75 2 0.67 20 0.51 4 0.76 15 0.72 7 0.78 5 0.74 2 0.52 2 0.78 2 0.67

15
th

18 0.57 12 0.72 15 0.66 2 0.67 18 0.71 20 0.66 15 0.65 2 0.78 14 0.68 18 0.64 7 0.85 2 0.72 2 0.85 2 0.75 14 0.67 17 0.53 15 0.77 2 0.74 2 0.79 15 0.75 20 0.56 23 0.79 14 0.67

16
th

8 0.59 18 0.74 14 0.66 18 0.68 14 0.71 22 0.67 12 0.69 19 0.78 18 0.70 14 0.65 2 0.85 19 0.74 18 0.86 20 0.77 18 0.72 12 0.53 5 0.77 12 0.76 14 0.80 12 0.76 18 0.58 20 0.80 18 0.69

17
th

22 0.59 14 0.75 22 0.67 14 0.71 22 0.73 18 0.68 14 0.72 14 0.80 20 0.70 20 0.65 20 0.85 18 0.76 14 0.86 18 0.79 19 0.73 8 0.57 12 0.78 14 0.79 22 0.81 14 0.77 14 0.60 19 0.81 20 0.72

18
th

17 0.59 8 0.78 12 0.68 11 0.72 20 0.74 19 0.69 22 0.76 11 0.82 17 0.72 19 0.65 18 0.87 20 0.76 20 0.86 8 0.80 20 0.75 14 0.64 22 0.83 8 0.82 20 0.82 22 0.80 17 0.60 18 0.83 17 0.73

19
th

14 0.61 22 0.78 19 0.74 22 0.72 19 0.74 14 0.71 8 0.76 18 0.82 19 0.73 17 0.66 19 0.89 17 0.78 17 0.87 19 0.80 22 0.75 22 0.67 19 0.83 22 0.83 17 0.83 19 0.82 22 0.65 17 0.83 19 0.74

20
th

19 0.65 19 0.79 8 0.75 19 0.72 17 0.77 17 0.74 19 0.78 20 0.83 22 0.73 22 0.69 22 0.89 22 0.78 19 0.87 11 0.83 17 0.77 19 0.68 8 0.87 19 0.84 18 0.84 8 0.83 19 0.65 14 0.85 11 0.75

21
st

11 0.78 11 0.85 11 0.82 13 0.76 11 0.79 11 0.79 13 0.83 13 0.85 11 0.77 11 0.76 17 0.90 11 0.83 22 0.90 22 0.85 11 0.78 11 0.76 13 0.87 13 0.86 13 0.87 11 0.85 11 0.74 11 0.89 22 0.79

22
nd

13 0.79 13 0.85 13 0.84 17 0.76 13 0.82 13 0.81 11 0.85 17 0.87 13 0.82 13 0.80 13 0.91 13 0.85 11 0.91 13 0.86 13 0.81 13 0.78 11 0.90 11 0.87 11 0.89 13 0.86 13 0.75 13 0.90 13 0.81
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4.4 A metric based on NSU distributions 

 

In this section we use the NSU distributions obtained in Section 4.2 to cluster BNC spoken genres. 

Given that NSUs represent a wide variety of move types, one can hypothesize that NSU 

distributions yield an “interactional profile” of a given conversational type. On the basis of the 

data in Table 4.5, we calculated the probability distribution of the 15 NSU classes in each genre. 

The probability of occurrence of NSUs in a NSU class in a genre is the ratio of the normalized 

frequency of that NSU class in the genre by the total normalized frequency of the 15 NSU classes 

in the genre. These figures were used to generate the JSD metric among conversational types. 

Figure 4.13 below displays this data using an FDG. The distance matrix for this metric sorted by 

closest neighbour is displayed in full in Table 4.14. 

        

 

Figure 4.13:  JSD metric of BNC spoken genres using NSUs 
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Table 4.14:  Nearest neighbours among BNC spoken genres using NSUs   

4.5 Evaluation 

How to compare the different metrics on the space of conversational types? We will do so by 

inspecting the neighbourhoods (k-nearest neighbours) of a given conversational type and consider 

the plausibility and robustness of the assigned neighbourhoods. A priori, the situation is somewhat 

tricky—we have no inconvertible gold standard to guide us. Nonetheless, we can propose some 

basic constraints, which allow us to compare the different metrics which take into account notions 

of interactivity and subject matter. 

(a) No-Interaction types  

Genre Nearest Neigbhours Method 

3 1,16,[2,21],10,20 Unigram 

 1,16,21,10,20 Bigram 

 17,19 NSU 

17 16,3,1,20,[7,21,2] Unigram 

 16,3,1,21,7 Bigram 

 3,19 NSU 

19 [6,1],[21,10],4,[15,16,12,5,9],3 Unigram 

 [21,10,1],16,6,4,[9,15] Bigram 

 3,17 NSU 

Table 4.15:  Nearest 5 neighours for non-interactive types 

Examining the class of conversational types, we can recognize three where (essentially) no 

interaction takes place: the classes concerned are Broadcast News(3), Parliament(17), and 

Sermon(19). The defining principle of such types that can be summarized for an agent who needs to 

be taught how to participate is that the agent is in such cases an over-hearer (Goffman, 1981), who  

 

1 Discn 2 Doc 3 News 4 Class 5 Cons 6 Conv 7 Court 8 Demo 9 Intv 10 Hist 11 Comm 12 H_arts 13 Nat_sc 14 P_law 15 Soc_sc 16 Meet 17 Prlmnt 18 P_deb 19 Sermn 20 Sp_s 21 Sp_us 22 Sport 23 Tut

1
st 16 0.03 6 0.09 17 0.00 8 0.05 16 0.02 23 0.08 23 0.03 4 0.05 16 0.04 5 0.03 20 0.10 18 0.04 4 0.18 21 0.20 4 0.06 5 0.02 3 0.00 23 0.03 3 0.00 15 0.06 4 0.05 10 0.17 5 0.02

2
nd 7 0.04 15 0.16 19 0.00 21 0.05 23 0.02 5 0.08 1 0.04 21 0.06 10 0.04 16 0.04 12 0.11 7 0.04 8 0.19 4 0.30 20 0.06 1 0.03 19 0.00 5 0.03 17 0.00 12 0.07 8 0.06 15 0.19 18 0.03

3
rd 5 0.04 21 0.17 4 0.50 16 0.05 18 0.03 2 0.09 18 0.04 16 0.09 5 0.05 9 0.04 10 0.14 5 0.04 21 0.19 8 0.30 23 0.09 9 0.04 4 0.50 7 0.04 4 0.50 7 0.08 15 0.10 4 0.19 7 0.03

4
th 10 0.04 1 0.19 5 0.50 1 0.06 10 0.03 16 0.09 5 0.04 1 0.10 1 0.08 23 0.04 15 0.14 1 0.05 6 0.23 13 0.32 6 0.09 10 0.04 5 0.50 12 0.04 5 0.50 23 0.09 7 0.10 20 0.21 16 0.04

5
th 12 0.05 4 0.19 6 0.50 15 0.06 1 0.04 15 0.09 12 0.04 15 0.11 12 0.08 1 0.04 16 0.15 23 0.05 16 0.25 15 0.33 7 0.09 23 0.04 6 0.50 16 0.04 6 0.50 5 0.09 1 0.10 21 0.21 10 0.04

6
th 23 0.06 20 0.20 10 0.50 7 0.07 7 0.04 7 0.10 16 0.05 7 0.11 18 0.08 12 0.05 18 0.16 16 0.05 15 0.29 2 0.33 16 0.10 18 0.04 10 0.50 10 0.06 10 0.50 10 0.09 6 0.11 1 0.22 12 0.05

7
th 4 0.06 7 0.20 1 0.50 10 0.08 12 0.04 20 0.10 10 0.05 23 0.13 23 0.08 7 0.05 5 0.16 10 0.05 5 0.29 6 0.39 21 0.10 7 0.05 1 0.50 1 0.07 1 0.50 16 0.10 16 0.11 7 0.23 1 0.06

8
th 18 0.07 23 0.20 8 0.50 5 0.08 9 0.05 1 0.10 4 0.07 6 0.13 7 0.09 18 0.06 23 0.16 20 0.07 1 0.29 20 0.42 5 0.10 4 0.05 8 0.50 9 0.08 8 0.50 1 0.10 23 0.12 23 0.24 6 0.08

9
th 9 0.08 8 0.22 9 0.50 23 0.08 4 0.08 18 0.10 20 0.08 5 0.13 4 0.11 4 0.08 9 0.16 9 0.08 23 0.29 7 0.43 1 0.10 12 0.05 9 0.50 6 0.10 9 0.50 6 0.10 5 0.14 16 0.24 9 0.08

10
th 20 0.10 5 0.23 16 0.50 9 0.11 6 0.08 4 0.11 9 0.09 18 0.15 20 0.16 20 0.09 7 0.17 15 0.11 7 0.29 23 0.43 8 0.11 6 0.09 16 0.50 20 0.11 16 0.50 11 0.10 20 0.14 5 0.24 4 0.08

11
th 6 0.10 16 0.24 21 0.50 6 0.11 20 0.09 21 0.11 15 0.09 10 0.16 11 0.16 15 0.11 1 0.18 4 0.11 9 0.30 22 0.44 12 0.11 8 0.09 21 0.50 15 0.13 21 0.50 4 0.11 10 0.14 8 0.24 20 0.09

12
th 8 0.10 12 0.26 7 0.50 12 0.11 15 0.10 12 0.12 6 0.10 20 0.17 6 0.17 11 0.14 4 0.19 11 0.11 20 0.31 1 0.46 10 0.11 15 0.10 7 0.50 4 0.13 7 0.50 18 0.11 2 0.17 12 0.28 15 0.09

13
th 15 0.10 10 0.27 15 0.50 20 0.11 8 0.13 8 0.13 21 0.10 12 0.18 15 0.18 6 0.14 21 0.25 6 0.12 14 0.32 16 0.49 18 0.13 20 0.10 15 0.50 8 0.15 15 0.50 21 0.14 18 0.18 9 0.29 21 0.12

14
th 21 0.10 18 0.27 18 0.50 18 0.13 21 0.14 10 0.14 8 0.11 13 0.19 21 0.19 21 0.14 6 0.25 8 0.18 2 0.32 10 0.50 11 0.14 21 0.11 18 0.50 11 0.16 18 0.50 9 0.16 12 0.18 11 0.29 8 0.13

15
th 11 0.18 9 0.32 23 0.50 13 0.18 11 0.16 9 0.17 11 0.17 9 0.20 8 0.20 8 0.16 8 0.27 21 0.18 12 0.32 3 0.50 2 0.16 11 0.15 23 0.50 21 0.18 23 0.50 8 0.17 13 0.19 18 0.30 11 0.16

16
th 2 0.19 13 0.32 2 0.50 11 0.19 2 0.23 13 0.23 2 0.20 2 0.22 22 0.29 22 0.17 22 0.29 2 0.26 18 0.33 17 0.50 9 0.18 2 0.24 2 0.50 2 0.27 2 0.50 2 0.20 9 0.19 6 0.33 2 0.20

17
th 22 0.22 14 0.33 12 0.50 22 0.19 22 0.24 11 0.25 22 0.23 22 0.24 13 0.30 2 0.27 2 0.39 22 0.28 10 0.34 19 0.50 22 0.19 22 0.24 12 0.50 22 0.30 12 0.50 22 0.21 14 0.20 2 0.39 22 0.24

18
th 13 0.29 11 0.39 14 0.50 2 0.19 13 0.29 22 0.33 13 0.29 11 0.27 2 0.32 13 0.34 13 0.40 13 0.32 11 0.40 5 0.52 13 0.29 13 0.25 14 0.50 13 0.33 14 0.50 13 0.31 22 0.21 14 0.44 13 0.29

19
th 14 0.46 22 0.39 20 0.50 14 0.30 3 0.50 14 0.39 14 0.43 14 0.30 3 0.50 14 0.50 3 0.50 3 0.50 3 0.50 12 0.53 14 0.33 14 0.49 20 0.50 3 0.50 20 0.50 14 0.42 11 0.25 3 0.50 14 0.43

20
th 3 0.50 3 0.50 22 0.50 3 0.50 17 0.50 3 0.50 3 0.50 3 0.50 17 0.50 3 0.50 17 0.50 17 0.50 17 0.50 11 0.55 3 0.50 3 0.50 22 0.50 17 0.50 22 0.50 3 0.50 3 0.50 17 0.50 3 0.50

21
st 17 0.50 17 0.50 13 0.50 17 0.50 19 0.50 17 0.50 17 0.50 17 0.50 19 0.50 17 0.50 19 0.50 19 0.50 19 0.50 18 0.56 17 0.50 17 0.50 13 0.50 19 0.50 13 0.50 17 0.50 17 0.50 19 0.50 17 0.50

22
nd 19 0.50 19 0.50 11 0.50 19 0.50 14 0.52 19 0.50 19 0.50 19 0.50 14 0.59 19 0.50 14 0.55 14 0.53 22 0.51 9 0.59 19 0.50 19 0.50 11 0.50 14 0.56 11 0.50 19 0.50 19 0.50 13 0.51 19 0.50
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does not speak. (“Don't speak back to the tv or during a sermon/speech.”) The lack of interactivity 

is captured well by their null NSU distributions. This means that the NSU-based metric isolates 

these types as a cluster. On the other hand, the uni/bi-gram-based methods do not capture this 

requirement, yielding the neighbourhoods in Table 4.15 (extracted from Tables 4.9, 4.12, 4.14).
4
  

 

(b) Types with similar subject matter: difference 

As we noted in the introduction, the guiding principle of current formal models for conversational 

types is largely driven by subject matter. Thus, a fixed set of questions (via domain issues, QNUD 

etc) is essentially a defining characteristic of a conversational type. This is problematic in two ways. 

For a start, types in principle can share subject matter but differ because of distinct interactional 

organization. In the BNC collection of types this is exemplified by types Parliament(17) and Public 

Debate(18). The NSU metric isolates these two types from each other and, intuitively, places Public 

Debate(18) closest to various ‘uncontrolled interaction types’ such as Meeting(16), Consultation(5), 

and Interview(9); the uni/bi-gram metrics, not surprisingly place the two types among their closest 

neighbours. 

 

Genre Nearest Neigbhours Method 

17 16,3,1,20,[7,21,2],14,9,23,18 Unigram 

 16,3,1,21,7,20,[10,2],18,9 Bigram 

 3,19 NSU 

18 16,1,[3,21],17,7,23,[2,20,9],14,[4,15] Unigram 

 16,7,1,21,[3,10],[6,4],23,[9,17],5 Bigram 

 [23,5],[7,12,16],10,1,9,6,20,[15,4],8 NSU 

Table 4.16:  Nearest 9 neighours for types concerning parliament 

(c) Complex subject matter structure: Sportslive 

Another problem for methods based on a simple characterization of subject matter is a type like 

Sportslive(22) (commentary), which involves a main commentator exchanging impressions on an 

ongoing sports event with an additional (expert/side) commentator. This type has low but non-zero 

NSU frequency (Ack: 78, Repack: 34, ShortAns: 9, RepAffAns: 9, Reject: 9, HelpReject: 9, 

BareModPh: 9, Conj+Frag: 9, Filler: 9) and essentially involves a repeated question: what's going 

on now? (along with issues raised by answers to the different tokens of this question). The 

NSU-based method, as with the type Public Debate(18) discussed above, places Sportslive(22) 

(commentary) closest to various ‘uncontrolled interaction types’; the uni/bi-gram-based methods do, 

on the whole, well on this type too, locating it next to types such as Classroom(4) and (medical) 

Consultation(5). However, they also place it next to the non-interactive type Broadcast News(3): 

 

                                                      
4
 The notation [a, b, …] means that the types a, b, … all have the same distance from the given type. 
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Genre Nearest Neigbhours Method 

22 1,6,21,[5,10],4,[16,3] Unigram 

 1,21,[16,3,6],10,4,[5,9] Bigram 

 10,[15,4],[20,21],1,7,[23,16,5,8] NSU 

Table 4.17:  Nearest 6 neighbours for the Sportslive(22) (commentary) type 

(d) Types with similar subject matter: similarity among the lecture types 

The NSU-based metric captures the apparent generalization that (apart from lecture type Lecture 

Natural Science(13), which by all methods seems to be somewhat distinct) all the lecture types, 

including Lecture Commerce(11), Lecture Humanities Arts(12), Lecture Natural Science(13), 

Lecture Politics Law Education(14), and Lecture Social Science(15), are close neighbours (slightly) 

better than the uni/bi-gram-based metrics: 

 

Genre Nearest Neigbhours Method 

11 23,21,4,16,15,9 Unigram 

 4,21,23,[10,16],9,[1,15] Bigram 

 20,12,[10,15],16,[18,5,23,9],7 NSU 

12 15,1,23,21,[10,16],9 Unigram 

 10,23,[21,15],1,16,[6,9] Bigram 

 [18,7,5],[1,23,16,10],20,9,[15,4,11],6 NSU 

13 4,21,15,23,1,16 Unigram 

 21,4,16,1,10,[23,15,6] Bigram 

 4,[8,21],6,16,[15,5,1,23,7],9 NSU 

14 1,[21,16],[3,23],[12,17],2,[15,9] Unigram 

 21,1,16,10,3,[23,15] Bigram 

 21,[4,8],13,[15,2],6,20 NSU 

15 21,1,12,[4,9],[16,23,5],6 Unigram 

 21,5,[10,6,16],9,4,1 Bigram 

 [4,20],[23,6,7],[16,21,5,1],[8,12,10],18,11 NSU 

Table 4.18:  Nearest 6 neighbours for lecture types 

4.6 Experiments without using stop words   

Following common practice in text clustering (e.g., (Tan et al., 2002)), we used stop words for our 

experiments in Section 4.3. However, we are aware that stop words are not always used in 

experiments in other fields, such as register variation in applied linguistics (see, e.g., (Biber and 

Egbert, 2016)). In order to investigate the effects of using stop words on our results, we repeated  
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our experiments without using stop words.   

 

4.6.1 Experimental details for unigrams (without using stop words) 

We obtained the 23 unigram frequency files, one for each of the 23 (classified) BNC spoken genres 

from the BNCweb (CQP-Edition), restricting the POS-tags to “any verb”, “any noun”, “any 

preposition”, and “any adjective”. From each of the 23 unigram frequency files, we selected its top 

100 most frequent unigrams, and then obtained the union set of these 2,300 unigrams by 

amalgamating these and deleting duplicates. The resulting union set contained just 476 unigrams in 

total, whose 50 most frequent members are shown in Table 4.19. The same procedure was then 

followed to generate the JSD metric of the unigram distributions of the 23 BNC spoken genres. 

Figure 4.20 displays this data using an FDG. The distance matrix for this metric sorted by closest 

neighbour is displayed in full in Table 4.21. 

 

Rank  Unigram Rank  Unigram Rank  Unigram 

1 to 18 know 35 people 

2 of 19 're 36 'll 

3 in 20 can 37 did 

4 's 21 all 38 has 

5 is 22 would 39 like 

6 that 23 think 40 say 

7 was 24 got 41 go 

8 for 25 one 42 see 

9 do 26 from 43 some 

10 have 27 by 44 going 

11 this 28 about 45 could 

12 be 29 get 46 time 

13 on 30 were 47 'm 

14 are 31 will 48 mean 

15 with 32 had 49 other 

16 at 33 two 50 as 

17 've 34 been   

Table 4.19:  50 most frequent unigrams in the union set (without using stop words) 
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Figure 4.20:  JSD metric of BNC spoken genres using unigrams (without using stop words)   

 

Table 4.21:  Nearest neighbours among BNC spoken genres using unigrams (without using stop 

words) 

 

1 Discn 2 Doc 3 News 4 Class 5 Cons 6 Conv 7 Court 8 Demo 9 Intv 10 Hist 11 Comm 12 H_arts 13 Nat_sc 14 P_law 15 Soc_sc 16 Meet 17 Prlmnt 18 P_deb 19 Sermn 20 Sp_s 21 Sp_us 22 Sport 23 Tut

1
st

16 0.02 3 0.05 1 0.03 21 0.04 6 0.03 5 0.03 16 0.08 5 0.06 21 0.02 21 0.07 23 0.17 15 0.06 15 0.15 1 0.08 21 0.05 1 0.02 3 0.08 16 0.09 1 0.10 3 0.07 9 0.02 1 0.12 1 0.06

2
nd

21 0.03 1 0.05 16 0.04 6 0.05 21 0.04 21 0.04 1 0.09 21 0.07 1 0.04 1 0.08 21 0.18 1 0.07 21 0.16 3 0.09 1 0.05 21 0.03 16 0.08 1 0.11 21 0.11 16 0.07 16 0.03 21 0.13 21 0.06

3
rd

3 0.03 16 0.06 2 0.05 9 0.06 9 0.05 4 0.05 3 0.09 6 0.07 16 0.04 6 0.08 16 0.19 23 0.08 1 0.16 16 0.09 9 0.06 9 0.04 1 0.09 3 0.11 15 0.11 1 0.08 1 0.03 6 0.13 16 0.07

4
th

9 0.04 21 0.07 21 0.07 5 0.06 4 0.06 9 0.05 21 0.10 4 0.08 5 0.05 9 0.08 4 0.19 21 0.09 23 0.16 12 0.09 12 0.06 3 0.04 20 0.09 7 0.11 16 0.12 2 0.09 4 0.04 4 0.14 15 0.07

5
th

2 0.05 9 0.08 20 0.07 1 0.07 8 0.06 8 0.07 17 0.10 9 0.08 6 0.05 16 0.09 9 0.19 14 0.09 4 0.17 23 0.09 16 0.06 2 0.06 2 0.09 17 0.12 9 0.12 17 0.09 5 0.04 16 0.14 9 0.07

6
th

15 0.05 20 0.09 9 0.08 16 0.07 16 0.07 16 0.07 2 0.10 1 0.10 4 0.06 5 0.10 1 0.20 16 0.09 16 0.17 21 0.09 23 0.07 15 0.06 7 0.10 21 0.13 12 0.12 21 0.10 6 0.04 9 0.14 12 0.08

7
th

23 0.06 17 0.09 17 0.08 15 0.07 1 0.07 1 0.07 9 0.11 16 0.10 15 0.06 3 0.11 15 0.20 9 0.10 14 0.17 2 0.10 4 0.07 23 0.07 14 0.10 2 0.13 2 0.13 14 0.11 15 0.05 3 0.14 4 0.09

8
th

4 0.07 23 0.09 14 0.09 8 0.08 15 0.08 10 0.08 18 0.11 15 0.11 23 0.07 2 0.11 14 0.21 2 0.10 9 0.17 15 0.10 5 0.08 4 0.07 18 0.12 20 0.13 23 0.13 9 0.12 23 0.06 5 0.14 3 0.09

9
th

12 0.07 14 0.10 23 0.09 23 0.09 10 0.10 15 0.09 20 0.12 23 0.12 2 0.08 15 0.11 3 0.21 3 0.10 2 0.18 17 0.10 6 0.09 5 0.07 21 0.12 23 0.14 3 0.13 7 0.12 3 0.07 8 0.16 14 0.09

10
th

5 0.07 15 0.10 7 0.09 10 0.11 23 0.10 23 0.11 23 0.13 10 0.13 3 0.08 12 0.11 13 0.21 10 0.11 3 0.18 20 0.11 2 0.10 6 0.07 9 0.13 14 0.14 6 0.13 23 0.12 8 0.07 10 0.16 2 0.09

11
th

6 0.07 7 0.10 15 0.10 3 0.12 3 0.12 3 0.12 14 0.13 19 0.15 8 0.08 4 0.11 7 0.22 19 0.12 12 0.19 9 0.11 14 0.10 20 0.07 23 0.13 9 0.14 4 0.14 18 0.13 2 0.07 2 0.16 5 0.10

12
th

10 0.08 12 0.10 12 0.10 2 0.12 2 0.13 2 0.13 12 0.13 3 0.15 10 0.08 23 0.12 2 0.22 7 0.13 20 0.20 7 0.13 3 0.10 7 0.08 12 0.13 15 0.15 10 0.14 12 0.14 10 0.07 15 0.16 6 0.11

13
th

14 0.08 10 0.11 10 0.11 12 0.13 12 0.14 19 0.13 10 0.13 2 0.15 12 0.10 8 0.13 18 0.22 4 0.13 18 0.20 4 0.14 8 0.11 17 0.08 15 0.15 12 0.16 5 0.14 15 0.14 12 0.09 23 0.17 10 0.12

14
th

20 0.08 4 0.12 18 0.11 19 0.14 19 0.14 22 0.13 15 0.13 22 0.16 14 0.11 7 0.13 20 0.23 17 0.13 17 0.20 19 0.14 10 0.11 18 0.09 19 0.17 4 0.16 14 0.14 4 0.15 14 0.09 12 0.18 20 0.12

15
th

17 0.09 19 0.13 4 0.12 7 0.14 22 0.14 12 0.14 4 0.14 12 0.16 7 0.11 19 0.14 5 0.23 20 0.14 8 0.20 18 0.14 19 0.11 14 0.09 4 0.17 5 0.19 8 0.15 10 0.15 7 0.10 7 0.18 8 0.12

16
th

7 0.09 5 0.13 5 0.12 22 0.14 7 0.15 7 0.15 19 0.15 14 0.17 20 0.12 14 0.15 8 0.23 5 0.14 7 0.20 10 0.15 7 0.13 10 0.09 10 0.18 19 0.19 7 0.15 19 0.17 20 0.10 19 0.19 7 0.13

17
th

8 0.10 6 0.13 6 0.12 14 0.14 14 0.16 14 0.17 5 0.15 7 0.19 19 0.12 20 0.15 12 0.24 6 0.14 19 0.21 5 0.16 20 0.14 12 0.09 5 0.19 10 0.19 20 0.17 5 0.17 19 0.11 14 0.20 19 0.13

18
th

19 0.10 18 0.13 19 0.13 20 0.15 20 0.17 20 0.17 6 0.15 20 0.19 17 0.13 22 0.16 17 0.24 8 0.16 5 0.21 8 0.17 17 0.15 8 0.10 6 0.20 13 0.20 17 0.17 6 0.17 17 0.12 20 0.20 17 0.13

19
th

18 0.11 8 0.15 22 0.14 18 0.16 17 0.19 17 0.20 22 0.18 13 0.20 22 0.14 17 0.18 6 0.24 18 0.16 11 0.21 6 0.17 13 0.15 19 0.12 13 0.20 6 0.20 22 0.19 8 0.19 18 0.13 17 0.22 18 0.14

20
th

22 0.12 22 0.16 8 0.15 13 0.17 18 0.19 18 0.20 8 0.19 17 0.21 18 0.14 18 0.19 19 0.26 22 0.18 6 0.23 13 0.17 18 0.15 22 0.14 8 0.21 8 0.21 18 0.19 13 0.20 22 0.13 18 0.22 13 0.16

21
st

13 0.16 13 0.18 13 0.18 17 0.17 13 0.21 13 0.23 13 0.20 18 0.21 13 0.17 13 0.25 10 0.27 13 0.19 10 0.25 22 0.20 22 0.16 13 0.17 22 0.22 22 0.22 13 0.21 22 0.20 13 0.16 13 0.25 11 0.17

22
nd

11 0.20 11 0.22 11 0.21 11 0.19 11 0.23 11 0.24 11 0.22 11 0.23 11 0.19 11 0.27 22 0.28 11 0.24 22 0.25 11 0.21 11 0.20 11 0.19 11 0.24 11 0.22 11 0.26 11 0.23 11 0.18 11 0.28 22 0.17
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4.6.2 Experimental details for bigrams (without using stop words) 

We used the software AntConc (Anthony, 2017) to extract bigrams from the text files of the 23 

BNC spoken genres. As with the unigrams, we selected from each of the 23 filtered bigram files its 

100 most frequent bigrams, and then obtained the union set of these 2,300 bigrams by 

amalgamation and deletion of duplicates. The resulting union set contained just 499 bigrams in total, 

whose 50 most frequent members are shown in Table 4.22. The same procedure was then followed 

to generate the JSD metric of the bigram distributions of the 23 BNC spoken genres. Figure 4.23 

below displays this data using an FDG. The distance matrix for this metric sorted by closest 

neighbour is displayed in full in Table 4.24. 

 

Rank  Bigram Rank  Bigram Rank  Bigram 

1 of the 18 s a 35 he s 

2 it s 19 it was 36 with the 

3 in the 20 it is 37 you ve 

4 that s 21 i mean 38 is that 

5 to the 22 for the 39 i don 

6 don t 23 you re 40 and it 

7 i think 24 ve got 41 we re 

8 on the 25 they re 42 that we 

9 you know 26 going to 43 have to 

10 to be 27 and that 44 this is 

11 and the 28 i ve 45 from the 

12 i m 29 you can 46 in a 

13 if you 30 to do 47 and er 

14 and i 31 is a 48 er the 

15 that the 32 sort of 49 and then 

16 at the 33 we ve 50 by the 

17 there s 34 is the   

Table 4.22:  50 most frequent bigrams in the union set (without using stop words) 
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Figure 4.23:  JSD metric of BNC spoken genres using bigrams (without using stop words) 

 

Table 4.24:  Nearest neighbours among BNC spoken genres using bigrams (without using stop 

words) 

 

1 Discn 2 Doc 3 News 4 Class 5 Cons 6 Conv 7 Court 8 Demo 9 Intv 10 Hist 11 Comm 12 H_arts 13 Nat_sc 14 P_law 15 Soc_sc 16 Meet 17 Prlmnt 18 P_deb 19 Sermn 20 Sp_s 21 Sp_us 22 Sport 23 Tut

1
st

16 0.03 3 0.05 2 0.05 21 0.04 6 0.04 5 0.04 1 0.11 21 0.06 21 0.03 21 0.11 21 0.20 1 0.06 15 0.16 1 0.10 21 0.04 1 0.03 3 0.13 16 0.10 2 0.14 3 0.10 9 0.03 1 0.14 21 0.05

2
nd

21 0.04 1 0.05 1 0.06 9 0.06 9 0.05 9 0.07 16 0.11 4 0.07 1 0.04 1 0.12 10 0.20 15 0.06 21 0.17 2 0.11 1 0.06 21 0.04 2 0.13 1 0.12 1 0.15 16 0.10 1 0.04 3 0.15 15 0.06

3
rd

9 0.04 16 0.07 16 0.08 5 0.07 21 0.06 21 0.08 2 0.12 9 0.08 16 0.05 9 0.13 9 0.23 23 0.07 14 0.17 3 0.11 9 0.06 9 0.05 16 0.14 7 0.14 3 0.16 1 0.11 16 0.04 21 0.16 16 0.06

4
th

2 0.05 12 0.08 20 0.10 8 0.07 4 0.07 4 0.08 12 0.13 5 0.09 5 0.05 12 0.13 16 0.23 16 0.08 16 0.17 12 0.11 23 0.06 23 0.06 7 0.14 3 0.14 16 0.16 2 0.11 15 0.04 2 0.16 1 0.06

5
th

15 0.06 21 0.09 21 0.10 15 0.08 15 0.09 8 0.10 3 0.13 15 0.10 15 0.06 16 0.14 23 0.23 2 0.08 1 0.17 21 0.11 12 0.06 2 0.07 18 0.15 2 0.14 12 0.16 17 0.15 4 0.04 16 0.17 9 0.07

6
th

3 0.06 23 0.09 12 0.11 6 0.08 16 0.09 1 0.11 21 0.13 6 0.10 4 0.06 6 0.14 1 0.23 21 0.08 3 0.18 23 0.12 16 0.07 15 0.07 1 0.15 17 0.15 21 0.16 14 0.15 23 0.05 9 0.18 12 0.07

7
th

23 0.06 15 0.10 14 0.11 23 0.09 1 0.09 16 0.11 18 0.14 1 0.11 23 0.07 15 0.14 15 0.24 9 0.10 23 0.18 16 0.12 4 0.08 3 0.08 20 0.15 20 0.16 14 0.17 21 0.15 5 0.06 12 0.18 4 0.09

8
th

12 0.06 9 0.10 23 0.11 1 0.09 8 0.09 15 0.12 17 0.14 16 0.12 6 0.07 23 0.15 14 0.24 3 0.11 2 0.18 15 0.12 5 0.09 12 0.08 14 0.17 12 0.16 23 0.17 18 0.16 8 0.06 6 0.19 2 0.09

9
th

5 0.09 14 0.11 9 0.12 16 0.10 23 0.10 23 0.13 14 0.15 23 0.12 8 0.08 2 0.15 4 0.24 14 0.11 12 0.20 9 0.14 2 0.10 5 0.09 12 0.17 21 0.16 9 0.18 7 0.17 6 0.08 15 0.19 5 0.10

10
th

4 0.09 20 0.11 15 0.13 2 0.15 12 0.15 10 0.14 23 0.15 2 0.17 12 0.10 5 0.15 8 0.25 7 0.13 9 0.20 7 0.15 8 0.10 18 0.10 23 0.20 23 0.16 15 0.18 12 0.17 12 0.08 23 0.19 3 0.11

11
th

14 0.10 7 0.12 7 0.13 12 0.15 10 0.15 12 0.16 9 0.15 12 0.17 2 0.10 7 0.18 2 0.25 10 0.13 20 0.20 20 0.15 6 0.12 4 0.10 21 0.20 9 0.17 20 0.19 9 0.17 2 0.09 4 0.20 14 0.12

12
th

6 0.11 17 0.13 17 0.13 3 0.16 2 0.17 2 0.17 15 0.16 3 0.17 3 0.12 3 0.18 3 0.25 5 0.15 4 0.20 4 0.17 14 0.12 20 0.10 9 0.21 15 0.17 7 0.20 23 0.17 3 0.10 5 0.20 8 0.12

13
th

8 0.11 19 0.14 18 0.14 14 0.17 3 0.19 22 0.19 20 0.17 14 0.18 10 0.13 8 0.18 12 0.25 4 0.15 18 0.21 19 0.17 3 0.13 6 0.11 15 0.22 14 0.17 4 0.21 15 0.18 10 0.11 10 0.20 6 0.13

14
th

20 0.11 18 0.14 22 0.15 10 0.18 22 0.20 3 0.20 10 0.18 10 0.18 14 0.14 4 0.18 7 0.26 18 0.16 8 0.21 17 0.17 10 0.14 7 0.11 13 0.24 13 0.21 8 0.22 19 0.19 14 0.11 8 0.21 10 0.15

15
th

7 0.11 4 0.15 19 0.16 13 0.20 14 0.21 7 0.22 19 0.20 13 0.21 7 0.15 22 0.20 20 0.27 19 0.16 7 0.23 13 0.17 7 0.16 14 0.12 19 0.24 4 0.24 10 0.22 13 0.20 7 0.13 7 0.22 7 0.15

16
th

18 0.12 10 0.15 4 0.16 22 0.20 7 0.21 19 0.23 4 0.21 22 0.21 18 0.17 11 0.20 13 0.29 6 0.16 17 0.24 18 0.17 13 0.16 8 0.12 10 0.26 5 0.24 22 0.22 4 0.22 20 0.15 14 0.22 18 0.16

17
th

10 0.12 22 0.16 8 0.17 7 0.21 19 0.24 14 0.23 5 0.21 7 0.22 20 0.17 14 0.21 5 0.29 20 0.17 19 0.24 8 0.18 18 0.17 17 0.14 22 0.27 19 0.24 6 0.23 8 0.22 18 0.16 19 0.22 19 0.17

18
th

22 0.14 5 0.17 13 0.18 19 0.21 18 0.24 20 0.26 22 0.22 19 0.22 22 0.18 19 0.22 19 0.29 8 0.17 5 0.27 5 0.21 20 0.18 10 0.14 4 0.29 8 0.25 5 0.24 10 0.23 22 0.16 20 0.24 20 0.17

19
th

17 0.15 8 0.17 10 0.18 20 0.22 20 0.25 18 0.28 6 0.22 20 0.22 19 0.18 20 0.23 6 0.30 17 0.17 22 0.27 10 0.21 19 0.18 19 0.16 8 0.29 10 0.25 17 0.24 22 0.24 19 0.16 18 0.27 13 0.18

20
th

19 0.15 6 0.17 5 0.19 18 0.24 13 0.27 11 0.30 8 0.22 11 0.25 13 0.20 18 0.25 22 0.31 22 0.18 11 0.29 22 0.22 22 0.19 22 0.17 5 0.30 22 0.27 13 0.24 5 0.25 13 0.17 17 0.27 22 0.19

21
st

13 0.17 13 0.18 6 0.20 11 0.24 11 0.29 13 0.31 13 0.23 18 0.25 17 0.21 17 0.26 18 0.31 13 0.20 10 0.31 6 0.23 17 0.22 13 0.17 6 0.32 6 0.28 18 0.24 6 0.26 17 0.20 13 0.27 17 0.20

22
nd

11 0.23 11 0.25 11 0.25 17 0.29 17 0.30 17 0.32 11 0.26 17 0.29 11 0.23 13 0.31 17 0.33 11 0.25 6 0.31 11 0.24 11 0.24 11 0.23 11 0.33 11 0.31 11 0.29 11 0.27 11 0.20 11 0.31 11 0.23

77



 
 

4.6.3 Evaluation (without using stop words) 

From Tables 4.25, 4.26 and 4.27 below, it is clear that the first three arguments in Section 4.3 still 

hold even though we did not use stop words. However, it appears that the fourth argument no 

longer holds, since the NSU-based metric does not do slightly better than the uni/bi-gram-based 

metrics. It is the other way around—the uni/bi-gram-based metrics do slightly better than the 

NSU-based metric. This is shown in Table 28.  

 

Genre Nearest Neigbhours Method 

3 2,1,16,[20,21],[12,14,23] Unigram 

 1,16,2,[21,20],[9,17] Bigram 

 17,19 NSU 

17 [3,2],[16,7],[18,1,20],[14,12],[23,21] Unigram 

 [3,16],[1,20,2],[7,14],[18,21],[9,23,12] Bigram 

 3,19 NSU 

19 2,1,[3,16,12,21],[14,23],[9,15] Unigram 

 1,[21,15],[16,9,12],[2,23,3,6],[4,10,5,14] Bigram 

 3,17 NSU 

Table 4.25:  Nearest 5 neighours for non-interactive types (without using stop words) 

Genre Nearest Neigbhours Method 

17 [3,2],[16,7],[18,1,20],[14,12],[23,21] Unigram 

 [3,16],[1,20,2],[7,14],[18,21],[9,23,12] Bigram 

 3,19 NSU 

18 16,1,[7,3,2],17,[20,12,21,23] Unigram 

 16,[1,3,7],17,[21,2,20],[23,14,9] Bigram 

 [23,5],[7,12,16],10,1,9,6,20,[15,4],8 NSU 

Table 4.26:  Nearest 5 neighours for types concerning parliament (without using stop words) 

 

Genre Nearest Neigbhours Method 

22 1,3,[21,2],16,[9,12],[6,15,23] Unigram 

 1,21,6,[4,16,9,3,5],[8,10,2,15],23 Bigram 

 10,[15,4],[20,21],1,7,[23,16,5,8] NSU 

Table 4.27:  Nearest 6 neighbours for the Sportslive(22) (commentary) type (without using stop 

words) 
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Genre Nearest Neigbhours Method 

11 [21,10],[9,16,23,1],[15,14,4],[8,2,3,12],7,20 Unigram 

 23,21,[16,4,9],[1,15],[14,3,13],[7,2,18] Bigram 

 20,12,[10,15],16,[18,5,23,9],7 NSU 

12 [1,15],23,[16,2,21],9,[3,14],[7,10,5,4] Unigram 

 15,1,23,[21,14,16],[9,2,3],10 Bigram 

 [18,7,5],[1,23,16,10],20,9,[15,4,11],6 NSU 

13 15,[21,14,16,1],[3,23,2],[12,9,20,4],[18,8],7 Unigram 

 15,[21,1,23],[4,16,14,9],[2,3],12,[20,18,17,8,7],[19,5,11] Bigram 

 4,[8,21],6,16,[15,5,1,23,7],9 NSU 

14 1,[2,3,12,21],[23,16,15],9,[7,20],[4,19,17,13,18] Unigram 

 1,[3,16,12,23,21],[2,15,17],[20,9],7,[4,19,18] Bigram 

 21,[4,8],13,[15,2],6,20 NSU 

15 21,[1,9,23,12],16,4,5,[2,8] Unigram 

 [21,1],[9,12,16],[23,4],5,6,[2,14,3] Bigram 

 [4,20],[23,6,7],[16,21,5,1],[8,12,10],18,11 NSU 

     Table 4.28:  Nearest 6 neighbours for lecture types (without using stop words) 

4.7 Discussion 

Section 4.6 shows that for a variety of cases a metric based on NSU distributions imposes a more 

convincing topological structure on the class of conversational types than a metric based on 

uni/bi-grams. This confirms our hypothesis from Section 4.4 that this distribution constitutes an 

“interactional profile” of a conversational type. It provides us with a potential operational criterion 

when encountering a novel conversational domain—situating it within the class of conversational 

types can be achieved by sampling its NSUs and evaluating the emergent distribution relative to 

existing NSU distributions. 

 

This has a significant implication for existing models of conversational types. These place the 

burden of variation among types in terms of subject matter and moves, while assuming that the 

conversational principles (e.g., the potential for either a grounding move or a clarification move as 

a follow up to any given move) are general. However, metrics based on such notions, as 

exemplified by uni/bi-gram-based metrics, are intrinsically too coarse. The consequence is that the 

specification of conversational types must also include the specification of distinct neighbourhoods, 

collections of similar types, governed by conversational principles that apply specifically to them 

(e.g., one class of types enables clarification interaction to be triggered at turn exchange junctures, 

whereas in others such a potential does not exist.). 
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4.8 Conclusions 

 

The notion of a conversational type (aka language game, speech/conversational genre) originates 

in philosophy of language and pragmatics. It is one of the fundamental notions of dialogue, 

embodying those aspects that serve to characterize domain specific aspects of interaction, both in 

terms of relevance and choice of forms. There exist theoretical models of this notion, but attempts 

at global characterization of the space of types and specifically defining (distance) metrics for the 

entire space has not, as far as we are aware, been attempted before.  

 

We use both uni/bi-gram-based metrics and a metric based on the distribution of non-sentential 

utterances (NSUs). We argue for the superiority of metrics based on non-sentential utterance 

distributions, though the uni/bi-gram-based metrics also yield plausible results. 

 

Although we have related given ‘atomic’ types, based on the BNC taxonomy, our method does not 

depend on this and we could in future work apply this approach to a corpus without predefining 

partitions. We have used the BNC, given the wide range of types it contains. But it is of course 

important to investigate such metrics using balanced corpora in other languages (e.g., the Swedish 

Gothenburg corpus (Allwood, 1999) and the Polish National Corpus (Przepiórkowski et al., 2008)). 

We also plan to refine the NSU-based metric to include additional interactional features such as 

disfluencies or laughter, which vary significantly across conversational types (Hough et al., 2016). 

 

From a theoretical point of view, we have argued that the results of our experiments force one to 

rethink the notion of conversational type to incorporate aspects that go beyond subject matter and 

form, by incorporating, for instance, parameters that relate to turn control and participant 

autonomy. 
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Chapter 5

A Formal Theory of Conversational

Types

5.1 Introduction

In this chapter, we combine the insights of previous chapters to develop a for-

mal theory of conversational types. Our aim is a theory that (i) takes into ac-

count many of the requirements put forward in the diverse literature reviewed

in Chapter 2, (ii) can serve as the basis for the resolution of non sentential ut-

terances that occur in distinct conversational types, and (iii) o�ers means of

relating “similar” conversational typess, building on the results of Chapter 4.

Sections 5.2 and 5.3 contain a discussion of the main empirical desiderata

for the theory, combined with the requirements from earlier work; section 5.4

sketches the formal frameworks we use, in section 5.5 we develop the theory,

which is applied in section 5.6 to describe a variety of conversational types.

Finally, we o�er further considerations about dialogue theory, semantic theory,
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and conversational types.

5.2 Formal analysis of Dialogue and conversational

types: empirical basis

5.2.1 Form and Relevance

We mention here two important classes of linguistic phenomena which make

reference to speci�c characteristics of a conversation type. The �rst relates to

speci�c forms that need to be used at speci�c junctures.

• Opening/closing interaction

(2) a. (Brief encounter) A: Hi. B: Hi. (A and B go their separate ways).

b. (Court) A: The court is now in session. . . .This session is now

closed.

c. (Auction) A: welcome to today’s auction. . . .That brings us to

the end of today’s auction.

• Tennis match:

(3) a. Initially: Umpire: player X to serve, love all.

b. During game: Umpire: X-Y (=Server has X points, receiver has

Y points)

c. At end of game: Umpire: game Z (=Player Z has won the game)
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The examples above all concern special forms that must or can be used

in certain conversational types at particular junctures. Beyond this, there are

lower and in some cases upper bounds as to what one can say in certain types

of conversation. By lower bounds we mean that certain topics need to be ad-

dressed for the conversation to count as complete. Upper bounds are more

subtle—in many circumstances if a certain familiarity exists between the con-

versationalists or develops during the conversation the bounds on what is not

relevant weaken. We �rst give some brief examples and then exemplify this in

more detail with respect to the medical domain and classroom.

Examples:

(4) a. Tennis game: the umpire has to provide the score after every point,

when a game is concluded, when a set is concluded, and when the

match is concluded.

b. (Entering a taxi) Driver: Where to? [common to all navigation type

interactions (e.g., a group who have arranged to go and have a drink

and gather outside a building)] Passenger responds; subsequent con-

versation is possible but not required after this, unless clari�cation is

needed about the destination.

c. (C is next customer, B is bakery salesperson) C: Two croissants (=I

want two croissants); (B brings two croissants and puts them in a bag

on the counter) B: Two euros twenty (=That costs two euros and twenty

cents). More generally, on entering C explains what she wishes to buy,

B responds to this and then indicates how much needs paying.

d. (Medical consultation) Doctor: What can I do for you today? [A topic
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initiating utterance to elicit client’s reason for visit; common to all

professional-client consultations where the trained professional o�ers

a helping service to a client] Patient: Er well, I’ve had a sore throat.

e. (Classroom) Teacher: What is the universe? [Teacher initiates a ques-

tion (I)] Pupil: The universe is planets [Pupil gives a response (R)]

Teacher: Is it? [Teacher provides a feedback (F); This is called the

IRF interactional pattern]. Another IRF can now ensue . . . until ei-

ther the class moves on to another activity or the class is terminated.

f. (Broadcast news) Reporter: Good evening. [Opening] Reporter: Nel-

son Mandela and President F W de Klerk have won the Nobel Prize

for peace... [Delivery of news item 1] ... [Delivery of news item 2] ...

[Delivery of news item n] Reporter: Here ends the news programme.

Thank you for watching. Good night. [Closing]

5.2.2 Detailed exempli�cation of conversational type speci-

�city and dialogue generality: the medical domain

In this section, we give a detailed exempli�cation of conversational type speci-

�city and dialogue generality with the dialogue H4U, which belongs to the

spoken conversational type of medical consultation of BNC. We chose H4U

because it comprises all the six interactional phases of a typical medical con-

sultation and it is relatively short (only 89 lines).
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Doctor 1 Hello sir.

2 How you doing?

Patient 3 Not so good. 〈l augh〉

Doctor 4 What have you been up to then?

Patient 5 Oh I think my health’s breaking up.

6 It’s my ears and er 〈unclear 〉 my back.

7 I w−− I was in and seeing the Doctor 〈-|-〉 〈unclear 〉 〈-|-〉

Doctor 8 〈-|-〉 Mhm.

Patient 9 and he’s given me pills and that for it, but it’s my ears 〈unclear 〉.

10 This is one that’s been, I’ve had appointment and for three times I’d had to cancel it 〈unclear 〉.

11 〈unclear 〉 buzzing in ears when I go to bed at night.

Doctor 12 〈-|-〉Mhm.

Patient 13 〈-|-〉I’m not 〈-|-〉 getting to sleep.

14 It’s taking me oh quite a while to get to sleep and, and I’m not hearing 〈-|-〉 too good.

The dialogue begins with the doctor greeting the patient in Line 1, ‘Hello

sir’. This single utterance constitutes the opening phase of the conversational

type. However, this utterance is not conversational type speci�c as it can oc-

cur in the greeting phase of many other conversational types. The doctor then

produces the utterance ‘How you doing?’ in Line 2 whose purpose is to elicit

the patient’s primary reason for the visit. This utterance, called the (�rst) topic

initiating utterance, marks the beginning of the complaint phase. This is fol-

lowed by a minimal answer ‘Not so good’ by the patient in line 3. The non-

exhaustiveness of this answer leads the doctor to question again in Line 4 and

the patient to answer again in Line 5. Notice that Lines 2-3 and Lines 4-5

each constitutes a Q/A adjacency pair that is explainable from general princi-

ples. The patient goes on to elaborate on her answer in Lines 6, 9, 10, 11, 13,

14, and in between the doctor produces two instances of the acknowledgement

‘Mhm’, in Lines 8 and 12. The complaint phase ends in Line 14.
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Doctor 15 〈-|-〉 〈unclear 〉 〈-|-〉 Right.

16 Let’s have a look in and see if your brains are expanding or what’s happening in here.

17 〈pause〉 No wonder you’re not hearning so good.

18 No wonder you’re getting a buzzing in your ears there’s a big lump of concrete in there.

Patient 19 Is there?

Doctor 20 Let’s have another look at this.

21 Oh my.

22 For goodness sake.

23 〈l augh〉 There’s a wee man with a pick and shovel in 〈-|-〉 〈unclear 〉 〈-|-〉

Patient 〈-|-〉 〈unclear 〉 〈-|-〉

Doctor 24 Oh aye.

25 It’s solid.

Patient 26 Is it?

Doctor 27 Absolutely solid.

Patient 28 I’ve been putting drops in it too.

Doctor 29 〈-|-〉 Aye.

Patient 30 〈-|-〉 quite 〈-|-〉 regular.

Doctor 31 Aye.

The discourse marker ‘Right’ at the end of Line 15 signals the transition

from the complaint phase to the examination and diagnosis phases of the con-

versational type (Lines 16-31). In Line 16, the doctor initiates the conduction

of a physical examination on the patient in order to address the issue of what

the problem is. The utterance he produces, “Let’s have a look in and see if

your brains are expanding or what’s happening in here’, which is called the

(�rst) examination initiating utterance, is conversational type speci�c. In Lines

17-18, upon conducting the examination, the doctor delivers a diagnosis by

addressing the examination issue raised in Line 16. In Line 20, the doctor

initiates another examination and in Lines 21-23, upon conducting another

examination, continues to address the same examination issue raised in Line

16. In Line 25, the doctor goes on to elaborate on his utterance in Line 23.
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This is followed by a Q/A adjacency pair in Lines 26-27 which is explainable

from general principles. Finally, in Lines 28 and 30, the patient supplies more

information about the issue of what the state of the ear is (‘I’ve been putting

drops in it too quite regular’) and in between the doctor produces two instances

of the acknowledgement ‘Aye’, in Lines 29 and 31. The phases of examination

and diagnosis end in Line 31.

(5)

Doctor 32 I’ll, I’ll need to give you some special stu� to loosen that.

Patient 33 Aye.

34 〈-|-〉 Because that’s 〈-|-〉

Doctor 35 〈-|-〉 Because it’s 〈-|-〉

Patient 36 〈unclear 〉 right?

Doctor 37 It’s caught in the hairs

Patient 38 〈-|-〉 Mhm.

Doctor 39 〈-|-〉 in the 〈-|-〉 inside here and if we try and syringe it out it’ll pull hairs 〈-|-〉 out 〈-|-〉

Patient 40 〈-|-〉 Aha.

Doctor 41 and irritate the 〈-|-〉 skin.

Patient 42 〈-|-〉 Aye.

Doctor 43 I’ll give you some special stu� to get rid 〈-|-〉 of that.

Patient 44 〈-|-〉 Cos I’ve been trying and 〈-|-〉 trying 〈-|-〉 for ages 〈-|-〉

Doctor 〈-|-〉 〈unclear 〉 〈-|-〉

Patient 45 to get that.

Doctor 46 No.

47 It’s the, it’s absolutely solid.

48 The, the drops are not 〈pause〉 not doing anything. 〈pause〉

The phase of treatment, in which the issue of how to solve the problem

of the patient is addressed, begins in Line 32, ‘I’ll, I’ll need to give you some

special stu� to loosen that’. In Lines 37, 39 and 41, the doctor explains to the

patient why he prescribes this speci�c treatment and in Line 43 he reiterates

this prescription. This is followed by Lines 44-48 in which the issue of what

the state of the ear is, which is introduced in Lines 28 and 30, is addressed.
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(6)

Patient 49 〈unclear 〉 seeing Doctor 〈gap desc=“name” reason=“anonymization”〉 the other week.

50 My back absolutely killing me.

51 And I’m falling asleep every time I sit down. 〈pause〉

Doctor 52 We’ll need to do something about that.

53 That’s not right.

Patient 53 〈unclear 〉.

54 Between that and my back and my knees it’s 〈l augh〉 〈pause dur=“12”〉

Doctor 55 〈unclear 〉.

56 Two drops of this

Patient 57 Aha.

Doctor 58 in the morning.

59 A wee bit of cotton wool just on the outside.

60 Same on the other side.

61 Same at bedtime before you got to 〈-|-〉 bed.

Patient 62 〈-|-〉 Aha.

Doctor 63 Couple drops 〈-|-〉 and 〈-|-〉

Patient 64 〈-|-〉 Mhm.

Doctor 65 cotton wool.

66 〈-|-〉 And that’ll 〈-|-〉

Patient 〈-|-〉 〈unclear 〉 〈-|-〉

Doctor 67 gradually loosen that up.

68 come back down in about a fortnight

Patient 69 〈-|-〉 Aha.

Doctor 70 〈-|-〉 and 〈-|-〉 we’ll just a wee gentle syringe and it’ll all come 〈-|-〉 away.

Patient 71 〈-|-〉 Smashing.

Doctor 72 No 〈-|-〉 problem at 〈-|-〉

Patient 73 〈-|-〉 Right.

Doctor 74 all.

In Lines 49-54, in which the patient brings up additional problems that he

is having, re-addresses the issue of what the problem is which was not fully

resolved. Starting from Line 56, the doctor returns to his prescription in Line

32 (and in Line 43) and goes on to elaborate on it until Line 74 where the

phase of treatment ends.
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(7)

Doctor 75 〈pause dur=“6”〉 Now then.

76 Thirty two.

Patient 77 〈gap desc = “address” reason=“anonymization”〉 Grove.

Doctor 78 〈gap desc = “address” reason=“anonymization”〉 〈pause〉 Grove 〈pause〉

79 〈pause dur=“7”〉 Now is your insurance line due in about a fortnight 〈-|-〉 〈unclear 〉?

80 Aye.

Patient 81 〈-|-〉 Aye.

Doctor 82 Right.

83 Here we are then 〈unclear 〉 and they’ll have to get that sorted for 〈-|-〉 〈unclear 〉.

Patient 84 〈-|-〉 Great.

85 〈-|-〉 Thanks.

Doctor 86 Okay.

Patient 〈-|-〉 〈unclear 〉 〈-|-〉

Doctor 87 〈-|-〉 〈unclear 〉 〈-|-〉 Right.

88 Cheerio now.

89 Cheerio.

The pause and the discourse marker ‘Now then’ in Line 75 signal the tran-

sition to the closing phase of the conversational type. Lines 76-86, which is

about insurance, can be seen as a pre-closing. Finally, the dialogue comes to

an end with a terminal exchange in Lines 84-89.

5.2.3 Detailed exempli�cation of conversational type speci-

�city and dialogue generality: Classroom

(8) is an extract from a classroom dialogue. The teacher initiates the start (turn

[1]) and end (turn [999]) of the conversation. After this, we see that the inter-

action proceeds in a fashion that follows general dialogical principles—a ques-

tion posed, an answer given, the answer is accepted or discussion is initiated.

Where things di�er from the general dialogical principles discussed in section

5.4, or rather what is speci�c to this situation, is that the teacher is in charge
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throughout, most speci�cally she is the person who controls turn taking.

(8)

Teacher 1 All right sit please.

2 <pause> I’ve checked your books <pause>

and I have to say <pause> that I’m very pleased. . . .

Teacher 18 Erm and while Ken’s giving them out let’s try and remind ourselves what

we talked about last week.

19 The rule is I ask and you put your hand up.

20 What did we talk about last week?

21 Chris.

Chris 22 The universe.

Teacher 23 The universe.

24 What is the universe?

25 Louise.

Louise 26 Er the universe is er planets.

Teacher 27 Is it?

28 Is that all it is?

29 No hand up.

30 Jennifer.

Jennifer 31 The universe is everything.

Teacher 32 Everything absolutely everything.

33 How big is the universe?

34 <pause> Phillip.

Philip 35 : No one knows.

Teacher 36 Nobody knows.

(skip)

999 Right now everybody, without making any other sound

and leaving the shelves just were they are,

can you all stand up. <pause> Don’t move just stand up.

(BNC-JAA, BNC-F22)

5.3 Requirements for a theory of conversational types

As is evident from Chapter 2, the literature on languages games / genres /

activity types proposes a wide range of dimensions, but no one hitherto has
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attempted to combine all these into a comprehensive, systematic formal pro-

posal. We summarize here the requirements that emerge from the literature

which a theory of conversational types needs to supply.

1. Open endedness: (fromWittgenstein, Bakhtin) the class of types should

be open, but not in all its dimensions. Thus, whereas distinctness in sub-

ject matter seems a dimension which needs to be open, the number of

participants, for instance, should not—conversational types can specify a

�xed number of participants (2 or 4 players and one referee for a tennis

match). At the same time, it does not seem to be the case that just any

distinctness in number of participants will lead to individuating of a new

type. For instance, lectures with six participants or lectures with seven

participants are not ceteris paribus to be individuated as di�erent types.

2. Underspeci�cation: as Bhatia emphasizes, on the whole conversations

are �exible—even in cases where the subject matter is fairly restricted

(e.g., commercial transactions like buying bread in a boulangerie or a

ticket in a train station) there is rarely a single possible interaction sequence—

if it is raining hard or very hot one can address this while interacting with

the baker. Thus, in contrast to the idea of a script, one needs to allow the

classi�cation to be underspeci�ed and to allow for polymorphism.

3. Subject matter (see Hymes’ ends, Allwood’s purpose): one needs to cap-

ture the subject matter that can and should be discussed. There is a direct

correlation between constraints on what can be said and scriptedness. A

highly scripted example is a tennis match; an unscripted one—an infor-

mal chat.



92 CHAPTER 5. A FORMAL THEORY OF CONVERSATIONAL TYPES

4. Special forms (see Hymes’s act sequence, Levinson’s formality). The

possibility that at particular junctures special forms should be used needs

to be derivable.

5. Participants and scene: constraints on numbers, power and mutual per-

ceptual relationships (e.g., to capture Clark’s governance, Hymes’ partic-

ipants, Allwood’s environment ); this is also the basis for capturing turn

management, as e.g., in classroom situations or formal interviews.

5.4 Basics of KoS and TTR

In this section we sketch the formal theories we will use to develop our own

formal account of conversational types, namely KoS (Ginzburg, 1994; Lars-

son, 2002; Purver, 2006; Fernández, 2006; Ginzburg and Fernández, 2010;

Ginzburg, 2012) andTTR (Cooper, 2005, 2012; Cooper andGinzburg, 2015).

TTR is a model-theoretic descendant of Martin-Löf Type Theory (Ranta,

1994) and of situation semantics (Barwise and Perry, 1983; Cooper and Poe-

sio, 1994; Ginzburg and Sag, 2000). TTR enables one to develop a semantic

ontology, including entities such as events, propositions, and questions. With

the same means TTR enables the construction of a grammatical ontology con-

sisting of utterance types and tokens and of an interactional domain in which

agents utilize utterances to talk about the semantic universe. A key ingredient

in what follows are conversational rules and the ability to internalize them in

the semantic representations.
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5.4.1 Records and Record Types

Key notions of TTR are the notion of a judgement and the notion of a record.

• The typing judgement: a :T classifying an object a as being of typeT .

• Records: A record is a set of �elds assigning entities to labels of the form

(9a), partially ordered by a notion of dependence between the �elds on

which their values depend. A concrete instance is exempli�ed in 9b.

Records are used here to model events and states, including utterances,

and dialogue gameboards.1

(9) a.


l1 = val1

l2 = val2

. . .

ln = valn


b.



x = -28

e-time = 2AM, Sept 17, 2018

e-loc = Hong Kong

ctemp−at−in = o1


• Record Types: a record type is simply a record where each �eld repre-

sents a judgement rather than an assignment, as in (10).

1Cooper and Ginzburg (2015) suggest that for events with even a modicum of internal

structure, one can enrich the type theory using the “String theory” developed byTimFernando

(e.g., Fernando (2007)). We return to this point in section 5.7.2.
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(10)


l1 : T1

l2 : T2

. . .

ln : Tn


The basic relationship between records and record types is that a record r

is of type RT if each value in r assigned to a given label li satis�es the typing

constraints imposed by RT on li . More precisely,

(11) The record

l1 = a1

l2 = a2

. . .

ln = an


is of type:



l1 : T1

l2 : T2

. . .

ln : Tn


i� a1 :T1, a2 :T2, . . . , an :Tn

To exemplify this, (12a) is a possible type for (9b), assuming the condi-

tions in 12b hold. Records types are used to model utterance types (Saus-

surean/Formal Grammar signs) and to express rules of conversational interac-

tion.

(12) a.


x : Ind

e-time : Time

e-loc : Loc

ctemp−at−in : temp_at_in(e-time,e-location,x)
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b. -28 : Ind; 2AM, Sept 17, 2018 : Time; Hong Kong : Loc; o1 :

temp_at_in(2AM, Sept 17, 2018, Hong Kong, -28)

Two closely related notions of merge will be useful in what follows. For

formal details, see Cooper (2016). The basic idea of (ordinary)merge for record

types is illustrated by the examples in (13).

(13) a.
[
f:T1

]
∧.
[
g:T2

]
=


f:T1

g:T2


b.

[
f:T1

]
∧.
[
f:T2

]
=

[
f:T1∧.T2

]
Asymmetric merge T1 ∧. T2 is like merge, but in case of con�icting speci�-

cation for the same labels, gives precedence to the rightmost junct:

(14)
[
f:T1

]
∧.

[
f:T2

]
=

[
f:T2

]
5.4.2 Dialogue Gameboards

On the approach developed in KoS, no single context exists—instead, analysis

is formulated at a level of information states, one per conversational partici-

pant. The type of such information states is given in (15a), which shows the

split into a dialogue gameboard and a private part of the information state. We

leave the structure of the private part unanalyzed here (for details on this, see

e.g., Larsson (2002) discussed in Chapter 2) and focus on the dialogue game-

board, which represents information that arises from publicized interactions.

Its structure is given in (15b):

(15) a. TotalInformationState (TIS):

dialoguegameboard : DGBType

private : Private
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b. DGBType =


spkr: Ind

addr: Ind

utt-time : Time

c-utt : addressing(spkr,addr,utt-time)

FACTS : Set(Proposition)

Pending : list(locutionary Proposition)

Moves : list(locutionary Proposition)

QUD : poset(Question)


In this view of context:

• The spkr/addr roles serve to keep track of turn ownership.

• FACTS represents the shared knowledge conversationalists utilize dur-

ing a conversation. More operationally, this amounts to information that

a conversationalist can use embedded under presuppositional operators.

We also assume that the conversational type classifying a given conver-

sation is represented here, just as the language used in the interaction

is.

• Pending: represents information about utterances that are as yet un-

grounded.2 Each element of Pending is, for reasons explained below, a

locutionary proposition, a proposition individuated by an utterance event

and a grammatical type that classi�es that event.

2Here grounding following Clark (1996)) refers to the process of establishing presupposi-

tions that utterances are mutually understood.
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• Moves: represents information about utterances that have been grounded.

The main motivation is to segregate from the entire repository of pre-

suppositions information on the basis of which coherent reactions to the

latest conversational move can be computed.

• QUD: (mnemonic for Questions Under Discussion) questions that con-

stitute a “live issue”. That is, questions that have been introduced for dis-

cussion at a given point in the conversation and remain active: A query

q updates QUD with q, whereas an assertion p updates QUD with p?.

There are additional, indirect ways for questions to get added into QUD,

the most prominent of which is during self/other repair (see below). Be-

ing maximal in QUD (MaxQUD) corresponds to being the current “dis-

course topic”.

A conversational state c1 is a record r1 such that (16) holds; in other words,

r1 should be as in (16a) and the constraints in (16b) need to be satis�ed:3

(16) a. r1 =


spkr = A

addr = B

utt-time = t1

c-utt = putt(A,B,t1)

FACTS = cg1

Moves = 〈m1,. . . ,mk〉

QUD = Q



: DGBType

3In the sequel we omit utterance times for simplicity.
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b. A: Ind, B: IND, t1: TIME, putt(A,B,t1) : addressing(A,B,t1),

cg1: Set(Proposition), 〈m1,. . . ,mk〉 : list(illocutionaryProposition), Q

: poset(Question)

5.4.3 Conversational Rules

Basic Rules

The basic units of change are mappings between dialogue gameboards that

specify how one gameboard con�guration can be modi�ed into another on the

basis of dialoguemoves. We call amapping betweenDGB types a conversational

rule. The types specifying its domain and its range we dub, respectively, the

preconditions and the e�ects, both of which are supertypes of DGBType:

(17) ConversationalRule = (DGBType)DGBType

We start with a simple case, the rule underpinning a greeting. An initiat-

ing greeting typically occurs dialogue initially. The primary contextual e�ect

of such a greeting is simply providing the addressee with the possibility of re-

ciprocating with a counter-greeting. The conversational rule associated with

greeting is given in (18). The preconditions state, given that this is the �rst

move of the conversation that both Moves and QUD need to be empty; the

sole e�ect is to initialize Moves with the illocutionary proposition greet(A, B),

A the speaker, B the addressee.
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(18) Greeting

pre :



spkr: Ind

addr: Ind

moves = elist : list(IllocProp)

qud = elist : list(Question)

facts = commonground1 : Prop



e�ects :



spkr = pre.spkr : Ind

addr = pre.addr : Ind

LatestMove = Greet(spkr,addr):IllocProp

qud = pre.qud : list(Question)

facts = pre.facts : Prop




In the sequel, we will employ a number of abbreviatory conventions to

formulate these rules. First, instead of specifying the full value of the list

Moves, in most cases we record merely its �rst member, which we call Lat-

estMove. Second, the preconditions can be written as a merge of two record

types DGBType− ∧. PreCondSpec, one of which, DGBType−, is a super-

type of DGBType and therefore represents predictable information common

to all conversational rules; PreCondSpec represents information speci�c to the

preconditions of this particular interaction type. Similarly,the e�ects can be

written as a merge of two record types DGBType0 ∧. ChangePrecondSpec,

where DGBType0 is a supertype of the preconditions andChangePrecondSpec

represents those aspects of the preconditions that have changed. So we can ab-

breviate conversational rules as in (19a); the unabbreviated version of Greeting

would be as in (19b):
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(19) a.

pre : PreCondSpec

e�ects : ChangePrecondSpec


b.


pre :


moves = elist : list(IllocProp)

qud = elist : list(Question)


e�ects :

[
LatestMove = Greet(spkr,addr):IllocProp

]


It should be emphasized that this is merely notational abbreviation, as the

labels in a record type need to be introduced before they can be the constituents

of a complex type. Given that turn taking is a key parameter in distinguish-

ing conversational types, we emphasize this and the convention we adopt for

such cases. There are generally three basic possibilities in 2-person interaction,

No Turn-change, Turn-change, and Turn-Underspecified, as in (20). Of these,

onlyNo turn change gets abbreviated away in the notational convention just in-

troduced.

(20) a. No-Turn-Change =


pre :


spkr : Ind

addr : Ind


e�ects :


spkr = pre.spkr : Ind

addr = pre.addr : Ind




b. Turn-Change =



pre :


spkr : Ind

addr : Ind


e�ects :


spkr = pre.addr : Ind

addr = pre.spkr : Ind
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c. Turn-Underspeci�ed =

pre :


spkr : Ind

addr : Ind



e�ects :



spkr : Ind

c1 : spkr = preconds.spkr ∨ preconds.addr

addr : Ind

c2: member(addr,
{
preconds.spkr,preconds.addr

}
)

∧ addr , spkr




We can now specify a number of distinct classes of rules. FirstMove update

rules, then QUD update rules in (21) we see rules where the value of MOVES

gets modi�ed in the e�ects, whereas in (22) we see rules where the value of

QUD gets modi�ed in the e�ects:

(21) a. QSPEC: this rule characterizes the contextual background of reactive

queries and assertions—if q is MaxQUD, then subsequent to this ei-

ther conversational participant may make a move constrained to be

q-speci�c (i.e., either About or In�uencing q).

pre :

[
QUD =

〈
q, Q

〉
: poset(Question)

]

e�ects : Turn-Underspeci�ed.e�ects ∧.



r : Question ∨ Prop

R: IllocRel

LatestMove = R(spkr,addr,r) : IllocProp

c1 : Qspeci�c(r,q)
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b. Accept move: speci�es that the background for an acceptance move

by B is an assertion by A and the e�ect is to modify LatestMove.

pre :



spkr : Ind

addr : Ind

p : Prop

LatestMove = Assert(spkr,addr,p) : IllocProp

QUD =
〈
p?,pre.QUD

〉
: poset(Question)


e�ects :


spkr = pre.addr : Ind

addr = pre.spkr : Ind

LatestMove = Accept(spkr,addr,p) : IllocProp




(22) a. Ask QUD-incrementation: given a question q and ASK(A,B,q) being

the LatestMove, one can update QUD with q as MaxQUD.
pre :


q : Question

LatestMove = Ask(spkr,addr,q) : IllocProp


e�ects :

[
QUD =

〈
q,pre.QUD

〉
: poset(Question)

]


b. Assert QUD-incrementation: a straightforward analogue for assertion

of 22a: given a proposition p and ASSERT(A,B,p) being the Latest-

Move, one can update QUD with p? as MaxQUD.
pre :


p : Prop

LatestMove = Assert(spkr,addr,p) : IllocProp


e�ects :

[
QUD =

〈
p?,pre.QUD

〉
: poset(Question)

]
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c. Fact Update/ QUD Downdate: given an acceptance of p by B, p can

be unioned into FACTS, whereas QUD is modi�ed by the function

NonResolve. NonResolve is a function that maps a partially ordered

set of questions poset(q) and a set of propositions P to a partially or-

dered set of questions poset′(q) which is identical to poset(q) modulo

those questions in poset(q) resolved by members of P .

pre :


p : Prop

LatestMove = Accept(spkr,addr,p) : IllocProp

QUD =
〈
p?,pre.QUD

〉
: poset(Question)


e�ects :


FACTS = pre.FACTS ∪

{
p

}
: Set(Prop)

QUD = NonResolve(pre.QUD,FACTS) : poset(Question)




We exemplify how these rules apply in (23), which involves discussion and

disagreement at the illocutionary level. A poses a query, which via Ask QUD-

incrementation updates QUD and via QSPEC licences B’s assertion, which in

turn updates Moves via Assertion QUD-incrementation. A rejects B’s assertion,

and then o�ers her own proposal, which B accepts. This licences acceptance,

incrementation of FACTS and downdating of QUD via Accept and Fact up-

date/QUD downdate, respectively:

(23) A(1): Who should we invite?

B(2): Pierre.

A(3): (3a) No, (3b) Maxine.

B(4): OK.
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(24) Utt. DGB Update Rule

(Conditions)

initial MOVES = 〈〉

QUD = 〈〉

FACTS = cg1

1 LatestMove := Ask(A,B,q0)

QUD : = 〈q0〉 Ask QUD-incrementation

2 LatestMove := Assert(B,A,p1) QSPEC

(About(p1,q0))

QUD : = 〈p1?, q0〉 Assert QUD-incrementation

3a LatestMove := Assert(A,B, ¬ p1) QSPEC

(About(¬p1,p1?))

QUD : = 〈¬p1?, p1?, q0〉 Assert QUD-incrementation

3b LatestMove := Assert(A,B, p2) QSPEC

(About(p2,q0))

QUD : = 〈p2?, ¬p1?, p1?, q0〉 Assert QUD-incrementation

4 LatestMove := Accept(A,B, p2) Accept

QUD := 〈q0〉 Fact update/QUD downdate

FACTS := cg1 ∪ {p2} ∪ {¬p1}

Clari�cation Context Update Rules

The �nal class of rules we consider before bringing in conversational types con-

cern the integration of an utterance in an information state. These are rules that

regulate the basic branching points available at most junctures of a dialogue,

grounding or self/other repair. Given an utterance u, its integration in an in-
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formation state is a potentially cyclic process. Instantiation of some, perhaps

all, contextual parameters will occur as soon as u has taken place, assuming the

grammatical typeTu used to classify u is uniquely speci�ed; if not, then clari�-

cation interaction can occur on that level. Parameter instantiation can also take

place subsequently, as when more information is provided as a consequence of

repair interaction. Given this, utterance integration can be broken into three

components:

1. Pending update: in the immediate aftermath of a speech event u, Pending

gets updated with a record of the form

sit = u

sit-type = Tu


2. Contextual extension: If Tu is uniquely speci�ed, try to instantiate the

contextual parameters ofTu relative to the context provided by the DGB:

�nd a record w that extends u and such that w contains a subrecord

of the dgb-param anchoring intended by u’s speaker; integrate w into

MaxPending: MaxPending :=

sit = w

sit-type = Tu


3. Move update/Pending downdate: ifMaxPending is true, update Moves,

so that LatestMove:=MaxPending , downdateMaxPending from Pend-

ing.

We exemplify the characterization of one class of clari�cation requests, specif-

ically intended content clari�cation requests, as in (25), since this is also the basis

for self-repair, as we will shortly see; analogous remarks apply to other types

of clari�cation requests. The non-sentential clari�cation requests in (25a) and
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(25b) are interpretable as in the parenthesized readings. This provides justi�ca-

tion for the assumption that the context that emerges in clari�cation interaction

involves the accommodation of an issue (Larsson (2002))—one that for A’s utter-

ance in (25), assuming the sub-utterance Bo is at issue, could be paraphrased

as (25c). The accommodation of this issue into QUD could be taken to licence

any utterances that are co-propositional with this issue, where Co-propositionality

is the relation between utterances de�ned in (26). This also includes as relevant

responses corrections, as in (25d):

(25) A: Is Bo leaving?

a. B: Bo? (‘Who do you mean Bo?’)

b. B: Who? (‘Who do you mean Bo?’)

c. Who do you mean Bo?

d. B: You mean Mo.

(26) Co-propositionality

a. Two utterances u0 and u1 are co-propositional i� the questions q0 and

q1 they contribute to QUD are co-propositional.

a. qud-contrib(m0.cont) is m0.cont if m0.cont : Question

b. qud-contrib(m0.cont) is ?m0.cont if m0.cont : Prop4

b. q0 and q1 are co-propositional if there exists a record r such that q0(r) =

q1(r).

4Recall from the assertion protocol that asserting p introduces p? into QUD.
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Co-propositionality for two questions means that, modulo their domain, the

questions involve similar answers. For instanceWhether Jo danced,Who danced,

and Which cleaner danced (assuming Jo is a cleaner) are all co-propositional. In

the current context co-propositionality amounts to either a CR which di�ers

from MaxQUD at most in terms of its domain, or a correction—a proposition

that instantiates MaxQUD.

Repetition and meaning-oriented clari�cation requests can be speci�ed by

means of a uniform class of conversational rules, dubbed Clari�cation Context

Update Rules (CCURs) in Ginzburg (2012). Each CCUR speci�es an accom-

modated MaxQUD built up from a sub-utterance u1 of the target utterance,

the maximal element of Pending (MaxPending). Common to all CCURs is a li-

cence to follow up MaxPending with an utterance which is co-propositional with

MaxQUD. (27) is a simpli�ed formulation of one CCUR, Parameter identi�ca-

tion, which allows B to raise the issue about A’s sub-utterance u0: what did A

mean by u0?

(27) Parameter identification

pre :


spkr : Ind

MaxPending : LocProp

u0 ∈MaxPending.sit.constits


e�ects :



MaxQUD =


q = λxMean(A,u0,x)

fec = u0

: InfoStruc
LatestMove : LocProp

c1: Copropositional(LatestMove.cont,MaxQUD.q)




The examples in (28) exemplify the MaxQUD.q speci�cation of some other
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CCURs:

(28) a. Utterance repetition: raises as MaxQUD.q

λxUtter(A,u1,x) (‘What did A utter in u1?’, ‘What did you say?’)

b. Utterance prediction: raises as MaxQUD.q

λxUtterAfter(A,u1,x) (‘What will A utter after u1?’, ‘What were you

going to say?’)5

(Ginzburg et al. (2014)) show how to extend this account to self-repair:

CCURs are underspeci�ed for turn change and PENDING is incrementalized,

so that it gets updated after each word utterance event, not move by move. pa-

rameter identification is used to analyze self-repair, whereas Utterance prediction

is used to deal with hesitation phenomena.

5.5 A formal theory of conversational types

We specify a conversational interaction in terms of three notions—a set of con-

versational rules, a conversational type, and a grammar. The type represents

a description of the initial and �nal dialogue gameboards of a completed in-

teraction of this type. Ginzburg (2012) assumed that variation across genres

(conversation types) is, essentially, related to subject matter. Hence, there were

no genre–speci�c conversational rules. However, given the range of conver-

sation types we consider here (for instance the range given in the BNC), this
5This proposal was �rst made in Purver (2004) for analyzing cases such as (i), which he

calls �llers:

(i) A: Are you . . .B: angry? (‘Did you mean to say angry after you?’)
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is not a viable assumption. In Game theoretic terms, the closest analogue to

what we describe here seem to beExtensive Games with Imperfect InformationOs-

borne and Rubinstein (1994)6—for brief discussion of the relationship with a

game theoretic approach, see section 5.7 and Chapter 6; the idea of integrating

the conversational rules in the conversational type descriptions was inspired by

the need to characterize clusters/neighbourhoods of conversational types (see

Chapter 4 and our discussion below) and also by recent work by Breitholtz and

Cooper (2018). The grammar is used to specify linguistic aspects of the moves

made; although we will not enter into this aspect here, this avails the possibility

of using somewhat distinct grammars across conversational types (‘jargon’).

How to specify initial and �nal states? For initial states, as we saw above in

the rule for greeting (18), there is a common core, given in (29):

(29) dgbinit =

spkr : Ind

addr : Ind

moves =
〈〉

: list(IllocProp)

qud =
{}

: poset(Question)

facts : set(Prop)


In addition to this there is information about the speech participants, some

of which is constant across conversational types, some of which is speci�c to a

given conversational type. The former we specify in terms of a type Interac-

tionGroup, as in (30), which merely speci�es the copresence of two individuals

6See in particular, Chapter 11 op cit..
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in a time interval:

(30) InteractionGroup =

A : IND

B : IND

t =
[
tinit, t f in

]
: TimeInterval

cIG : CoPresent(
{
A,B

}
,t)


What of the �nal state? At the end of a conversation given the view of

contextual evolution described in section 5.4 the �nal state of a conversational

participant will be a DGB of the type in (31):

(31) 

facts : Set(Prop)

qud =
{}

: poset(question)

pending =
〈〉

: list(LocProp)

moves : list(locProp)


But the issues that have been discussed during the conversation can be re-

covered by examining FACTS: we can introduce a simple re�nement of FACTS

update/QUD downdate such that every acceptance leads to the recording not

solely of the facts added but also which questions were resolved by these facts

(or not accepted for discussion) and downdated. One can implement this in

several ways: here, following Ginzburg (2012), we do so by introducing a �eld
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dubbed QNUD (‘questions no longer under discussion’) to keep track of such

questions.

Do we need both Q(N)UD information and MOVES? Strictly speaking, it

seems like everything can be encoded usingMOVES usingmultiple disjunction

and complex underspeci�cation concerning occurrence. However, QNUD en-

ables the subject matter to be underspeci�ed in a signi�cantly more straight-

forward way. On the other hand, MOVES allows �ne grained speci�cation of

particular moves, in line with data of the kind discussed in section 5.2. So we

will keep both dimensions, while being aware of the potential reducibility to

MOVES for purposes of cross–theoretical comparison.

Given this discussion and eliminating—for notational simplicity7—the la-

bels corresponding to empty repositories (QUD and PENDING), what re-

mains as the speci�cation of the �nal state is the following type:

(32) dgb f in =
facts : Set(Prop)

qnud : set(question)

moves : list(IllocProp)


With respect to QNUD and how it speci�es �nal states, we have two basic

options. We can distinguish a conversational type in which only a restricted set

of issues Ican be discussed from a conversational type in which I includes the

issues to be discussed, by using manifest �elds. The former case, strict QNUD,

will be as in (33a), whereas the latter, casual QNUD, as in (33b):

(33)
7Since the �nal DGB should indeed have both QUD and PENDING empty
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a.
[
qnud = I : list(question)

]
b.


qnud : list(question)

c : I⊂ qnud


It appears that we rarely want strict QNUD in speci�cations since in most

cases—apart from a class of cases we discuss under the rubric of non-interactive

conversational types in section 5.6.3—we would like, for instance, to allow for

the possibility of clari�cation interaction; in such cases the clari�cation question

would end up in QNUD. Similarly, questions that depend on the elements of

QNUD can get introduced, as responses, as a consequence of the rule QSPEC.

On the other hand, in various cases casual QNUDmight be too unrestrictive—

it requires discussion of the questions speci�ed, but allows for arbitrarily others

to also be raised. So we can re�ne strict QNUD to interactionally strict QNUD,

where neither clari�cation questions nor questions dependent on QNUD is-

sues emerge within the QNUD speci�cation.8 interactionally strict QNUD can

then be used to capture intuitions of conversational completion. casual QNUD,

on the other hand, does allow for subtyping, which is a potentially desirable

property (see section 5.3), as we will discuss below.

We can now specify a conversational type as in (34a), where each com-

ponent is further speci�ed in (34b-d); (34b-c) co-binds the labels from the

InteractionGroup speci�cation with those of the dgb spec. In practice, for ex-

pository simplicity, as with conversational rules, we will specify conversational

types using a type as in (34e), which lists those aspects of conversational types

8This can be implemented in several ways, via a reformulation of the rule of Fact Update

QUD Downdate, which is where QNUD gets updated.



5.5. A FORMAL THEORY OF CONVERSATIONAL TYPES 113

which are distinctive.

(34) a. A conversational typeG is a 4-tuple 〈ConvRules, InitState, FinState,G〉,

where ConvRules is a set of conversational rules, and G is a grammar.

b. InitState v InteractionGroup ∧. dgbinit ∧.

cspkr : In(
{
A,B

}
,spkr)

caddr : In(
{
A,B

}
,addr)∧ spkr , addr

ctime : address(spkr,addr,tinit)


c. FinState v InteractionGroup ∧. dgb f in ∧.

cspkr : In(
{
A,B

}
,spkr)

caddr : In(
{
A,B

}
,addr)∧ spkr , addr

ctime : address(spkr,addr,t f in)


d. ConvRules : set(ConversationalRule)

e. ConvTypeSum =
participants : InteractionGroup

qnud : poset(Question)

MOVES : list(LocProp)


We postulate one conversational rule that makes reference to conversa-

tional types. This is a projection principle originally proposed in Ginzburg

(2012), inspired by an earlier proposal in Larsson (2002) concerning question

accommodation. We o�er a streamlined modi�cation to the original formu-

lation, though the basic idea remains the same, namely that one can make an
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initiating—i.e., non–reactive– move m0 that relates to a question q0 relative

to the current DGB dgb0, and G0,9 the conversational type one assumes the

conversation to be, if and only if one believes that making move m0 given what

has happened so far (represented in dgb0) can be anticipated to conclude (i.e.,

there exists a �nite sequence of transitions using the conversational rules) as

�nal state dgb f in as classi�ed by G0. More speci�cally, one can make a move

relating to a question q0 i� m0 is closely related to q0 (in a sense we will elu-

cidate shortly) and the context incremented by q0 and then by m0 is one that

can be anticipated to conclude as speci�ed by G0.10

(35) a. dgb0 is projectable to G0 via m0 (Projectable(m0, G0, dgb0) i� there

exists dgb1 such that dgb0 can be updated via a �nite sequence of con-

versational moves to dgb1 and such that dgb1 : G0

9In fact, this rule can be generalized for moves that do not introduce an issue, but we will

not explore this here.
10There is an apparent technical question here: since conversational types on the de�ni-

tion we gave above make reference to conversational rules, do they make reference to this

conversational rule as well? In such a case there is the risk of circularity, which although not

necessarily technically malign Barwise andMoss (1996) seems uncalled for here. However, we

make reference here only to the �nal state associated with the conversational type, not the en-

tire conversational type. One could, nonetheless, claim that the predicate Pro jectable should

make explicit reference to the conversational rules that will be used to reach from the current

DGB to the �nal one. But this seems like an instance of the fallacy of misplaced concreteness,

where we assume that the agent is using the conversational rules posited here.



5.5. A FORMAL THEORY OF CONVERSATIONAL TYPES 115

b. Genre-based issue introduction

pre :



dgb : DGBType ∧.



qud = 〈〉: poset(Question)

q0 : Question

G0 : InteractionGroup ∧. dgb f in

∧.



cspkr : In(
{
A,B

}
,spkr)

caddr : In(
{
A,B

}
,addr)∧ spkr , addr

ctime : address(spkr,addr,t f in)


m0 : LocProp


private =


beliefs : Prop

c1 : →(beliefs,

Projectable(m0,dgb,G0)


: PRType


e�ects : TurnUnderspec ∧.

LatestMove = m0 : LocProp

qud =
〈
q0

〉
: poset(question)

c3: Copropositional(qud-contrib(m0),q0)




(35b) is an instance of a conversational rule where a question is accommo-

dated into QUD, exempli�ed previously in section 5.4 with respect to clari�-

cation context update rules. Just as with those cases one needs to ensure a very

high level of resemblance between the QUD accommodated entity q0 and the

content of m0. We will assume that the appropriate relation is, as in the rules

in section 5.4, co-propositionality .
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(35) has two important consequences we demonstrate below:

1. q0 is properly ordered with respect to other issues in QNUD.

2. Non sentential utterance potential is captured.

5.6 Applying the theory

The way we specify conversational types is inspired by the way grammatical

types like words and phrases are handled in grammatical theories like HPSG

Pollard and Sag (1994); Ginzburg and Sag (2000); Sag and Wasow (1999).

One speci�es general types that capture generalizations about the totality of

types and subclasses thereof. Thismeans that relatively little information needs

to be speci�ed about individual types.

The class of conversational types is open, given the in principle unbounded

class of distinct classes of questions specifying subject matter and moves spec-

ifying idiosyncratic utterances; in principle the class of conversation rules can

vary unboundedly, but here one might imagine variation is bounded (some-

what by analogy, say, with a class like prepositions that is bounded by the range

of possible spatio-temporal relations.).

The way we specify participants in conversational interactions means that,

in general, di�erences in the number of participants will not give rise to distinct

conversational types, a requirement we proposed above; at the same time, one

can exceptionally specify types with idiosyncratic cardinality requirements—

these would be marked in an analogous way to highly idiosyncratic words or

constructions.
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The set up here also enables polymorphism in type classi�cation imple-

mented in one of two ways, as we will illustrate below, for instance a bakery

purchase can in certain circumstances involve a casual chat. We will subse-

quently argue that there is data justifying the need for such combined types.

5.6.1 Free Interaction

We start with a class of conversational types that involve ‘free’ interaction, based

on the set of conversational rules speci�ed in previous sections.

The simplest type is one in which no subject matter is speci�ed:

(36) BriefEncounter =
participants : InteractionGroup

qnud-set ={}: poset(question)

moves : list(IllocProp)


Greeting can take place; given the lack of subjectmatter, no queries or asser-

tions are possible—since these would involve introducing a question, and hence

given the lack of signi�cant interaction, no parting can take place.11 Hence,

essentially the only interaction possible is an encounter exempli�ed in (37),

though there are a variety of forms greetings can take.

(37) A: Hi B: Hi.

(38) is an illustration of a commercial transaction conversational type in-

volving shopping in a bakery. QNUD in such a case is a list consisting of two

11Assuming the arguments given in Ginzburg (2012) that parting presupposes that at least

a minimal amount of interaction took place.
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questions—what the client is buying and how much that will cost, in this order

(hence the listhood). The participants’ roles are speci�ed, but beyond that who

initiates what is open, which allows both (39a,b). The potential for NSU use

as in (39(3),(5)) is captured as follows: both are licensed via the Genre-based

issue introduction conversation rule since given (38), after (2) and (4), respec-

tively, the DGB is projectable to conclude as (38). Since MaxQUD for (3) is

λx.InShopBuy(A,x) and for (5) λx.Pay(A,x), this licenses the respective short

answers. On the other hand, (39c) is not possible since it requires the issue

λx.Pay(A,x) to be introduced before λx.InShopBuy(A,x) and hence the DGB

will not project to (38). (39d) exempli�es a dialogue with a clari�cation se-

quence, which is permitted assuming the notion of strict interactivity relating to

QNUD, discussed above.

(38) Bakery =

participants : InteractionGroup ∧.


c1:customer(A)

c2:baker(B)


qnud-set =

〈
λx.InShopBuy(A,x),

λx.Pay(A,x)

〉
: list(question)

moves : list(IllocProp)


(39) a. A: (1) Hi B: (2) Hi. A: (3) Two croissants. B: (4) ok. (5) Two euros

forty. B: OK.

b. B: Hi. A: Hi. B: What do you want? A: Two croissants. B: ok. Two

euros forty. B: OK.

c. A: Hi B: Hi. B: # Two euros forty.
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d. A: Hi B: Hi. A: Two croissants. B: Two croissants? A: Yeah. B: Two

euros forty. B: OK.

(40) Utt. DGB Update Rule

(Conditions)

initial MOVES = 〈〉

QUD = 〈〉

FACTS = cg1

1 LatestMove := Greet(A,B) Greet

2 LatestMove := CounterGreet(B,A) CounterGreet

3 LatestMove := Assert(A,B, p1) Genre-based issue introduction

About(p1,λx.InShopBuy(A,x))

QUD : = 〈p1?, λx.InShopBuy(A, x)〉 Assert QUD-incrementation

4 LatestMove := Accept(A,B, p1) Accept

QUD : = 〈 〉 FUQD

QNUD : = 〈λx.InShopBuy(A, x)〉 FUQD

FACTS := cg1 ∪ {p1}

5 LatestMove := Assert(A,B, p2) Genre-based issue introduction

About(p2,λx.Pay(A,x))

QUD := 〈p2?, λx.Pay(A, x)〉 Assert QUD-incrementation

(41) speci�es CasualChat. This merely requires that there is a discussion of

how each participant is. But since the QNUD set is speci�ed casually, there is

no restriction on other topics being introduced. This allows for conversations

exempli�ed in (42):

(41) CasualChat =
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participants : InteractionGroup

qnud-set = QS : poset(question)

c1 :
{
λP .P(A), λP .P(B)

}
⊂ QS

moves : list(IllocProp)


(42) a. A: Hi How are you? B: OK. A: What have you been up to? B: Not

much. And you? B: I’m ok. A: Good. B: Bye. A: Bye.

Bakery Chat is a conversational type that combines the subject matter of

Bakery andCasual Chat—it requires that the commercial transaction issues and

the personal being issues be addressed and allows other issues as well. Bakery

Chat is a subtype of Casual Chat—any (completed) conversation of the former

type will include discussion of the personal being issues, and hence will be also

of type Casual Chat; it is not a subtype of Bakery, assuming the latter is speci-

�ed interactional strictness, though would be if the latter is speci�ed casually.

(43) Bakery Chat =

participants : InteractionGroup ∧.


c1:customer(A)

c2:baker(B)


qnud-set = QS : poset(question)

c1 :


λx.InShopBuy(A,x), λP .P(A),

λP .P(B), λx.Pay(A,x)

⊂ QS

moves : list(IllocProp)


Finally, we sketch a description of the medical examination conversation

type discussed in section 5.2.2. B is speci�ed to be A’s doctor. Three issues are
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speci�ed: the nature of A’s problem, her condition, and the treatment she is to

undergo, in that order. Two speci�c moves need to take place—an examination

of A by B,12 and a proposal by B concerning the treatment of A.

(44) Medical =

participants : InteractionGroup ∧.

[
cpart : doctor(B,A)

]
qnud-set =

〈
λx.Problem(A,x),

λx.Condition(A,x), q3 = λx.Treatment(A,x)

〉
: list(question)

moves : list(LocProp)

cmoves : Sublist(
〈
Examine(B,A),. . . ,Propose(B,p)

〉
, moves)

c3 : Resolve(p,q3)


5.6.2 Controlled Interaction

We now consider a di�erent class of conversational types, controlled conversa-

tional types, where interaction is mediated via a chair.

General Rules

In such a set up some of the conversational rules mentioned earlier are still

applicable, for instance the QUD update rules. However, certain of the con-

versational rules we have had so far are no longer operative. These include:

• QSPEC: QSPECunderspeci�es the turn once q becomesMaxQUD.But

here the turn must be controlled by the chair.

12This might be better viewed as a complex move.
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• Greeting/parting: the initiating party has to be the chair; a response need

not occur (though for greeting is expected e.g., in classroom interaction.)

A controlled greeting or parting rule seems straightforward to formulate,

for instance (45):

(45) ControlledGreeting

pre :



spkr : Ind

c1 : chair(spkr)

addr : Ind

moves =
〈〉

: list(IllocProp)

qud =
{}

: poset(Question)


e�ects :

[
LatestMove = Greet(spkr,addr) : IllocProp

]


In order to formulate the other rules that are operative we need to assume

the existence of two classes of conversational moves, TurnRequest and TurnAs-

signment. TurnRequest, given its frequent occurrence in parallel with another’s

turn is often performed gesturally, e.g., by raising one’s arm. TurnAssignment

can take place gesturally as well (Bavelas and Chovil (2000); Kendon (2004)),

but can also arise verbally, by using the intended turn recipient’s name. The

e�ects of such rules is described in (46):
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(46) Turn response:

pre :



spkr: Ind

c1 : Chair(spkr)

addr: Set(Ind)

j : Ind

c2 : member( j,addr)

LatestMove = TurnRequest( j,spkr):IllocProp


e�ects :

[
LatestMove = TurnAssign(spkr,j):IllocProp

]


Controlled QSpec is a variant on the earlier (Free) QSPEC: turn assign-

ment, normalQSpec e�ects (allows for self assignment): given that q isMaxQUD

and that a turn assignment move has taken place, a q–speci�c move by the as-

signed speaker can take place.

(47) Controlled QSPEC =


pre :



spkr: Ind

c1 : Chair(spkr)

addr: Set(Ind)

j : Ind

LatestMove = TurnAssign(spkr,j):IllocProp

qud =
〈
q, Q

〉
: poset(Question)



e�ects :



spkr = j : Ind

r : AbSemObj

R : IllocRel

LatestMove = R(spkr,addr,r) : IllocProp

c1 : Qspeci�c(r,q)
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We specify the class of controlled conversational types in (48): the partici-

pants always involve a chair and the addressee role is plural; the conversational

rules involved are listed in (48a), whereas (48b) speci�es that the �rst move is

a greeting by the chair and the last move similarly.

(48) a. ControlledRuleSet = { Controlled QSPEC, ControlledGreeting, QUD

update rules, CCURs . . . }

b. Controlled =

participants : InteractionGroup ∧.


A : Ind

B : Set(Ind)

cpart : Chair(A,B)


ConvRules : set(ConvRules)

crules : ConvRules ⊇ ControlledRuleSet

FinState :

InteractionGroup ∧. dgb f in ∧.



cspkr : In(
{
A,B

}
,spkr)

caddr : In(
{
A,B

}
,addr)∧ spkr , addr

ctime : address(spkr,addr,t f in)


∧.

[
moves =

〈
Greet(A,B),. . . ,Part(A,B)

〉]


Examples

As we noted in section 5.2.3, the characterizing features of interaction in a

classroom are asymmetric greeting and parting—the class is started and ended

by the teacher, who serves as the ‘chair’ of the conversation. These are captured
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by the speci�cation of the type Controlled; what one needs to specify, apart

from the teacher relationship between chair and other participants is that there

are no speci�c issues that characterize this conversational type, but a variety of

questions will be discussed. This gives rise to the type in (49):

(49) Classroom =

Controlled ∧.

participants :

[
cpart : teacher(A,B)

]
qnud-set : poset(question)


By the same token we exemplify two additional conversational types, spec-

i�ed primarily in terms of their settings but also in terms of a uniform subject

matter; the Formal interview involves a set including the chair that interview

B; subject matter is limited to issues relating to B’s career.

(50) a. ParliamentaryDiscussion =

Controlled ∧.

participants :

[
cpart : MembersParliament(B∪A)

]
qnud-set : poset(question)

cqnud : ∀ q ∈ QNUD,Political(q)


b. Formal interview =

Controlled ∧.


participants :



C : set(Ind)

c4 : In(C,A)

B: Ind

cpart1 : interviewing(C ,B)


qnud-set : poset(question)

cqnud : ∀q ∈ QNUD,CareerOriented(B)(q)
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5.6.3 Non-interactive conversational types

In non–interactive conversational types some principles are inherited from

controlled conversational types—asymmetric greeting and parting. There is

no turn assignment, however. Hence, neither of the two versions of QSPEC

we saw above are relevant. In its stead, we can posit the following turn preserv-

ing version:

(51) Non-interactive QSPEC =

pre :

[
qud =

〈
q, Q

〉
: poset(Question)

]

e�ects :



r : AbSemObj

R : IllocRel

LatestMove = R(spkr,addr,r) : IllocProp

c1 : Qspeci�c(r,q)




In non-interactive conversational types there is no other repair. But self-

repair is still operative. And so a turn preserving version of a CCUR like pa-

rameter identification can be used to account for this potential.

We specify NonInteractive, the type providing the main commonalities

that characterize such conversational types in (52); the crucial point here is

that the initial state has the speaker role assigned to the person who will be

speaking throughout; given that there are no turn changing rules, this ensures

that s/he will be the sole turn bearer.

(52) a. NonInteractiveRuleSet = { Non-interactiveQSPEC, ControlledGreeting,

QUD update rules, Non-interactive CCURs . . . }
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b. NonInteractive =

participants : InteractionGroup ∧.


A : Ind

B : Set(Ind)


ConvRules : set(ConvRules)

crules : ConvRules ⊇ NonInteractiveRuleSet

InitState : InteractionGroup ∧. dgbinit ∧.


A = spkr : Ind

B = addr : Set(Ind)

ctime : address(spkr,addr,tinit)


FinState :

InteractionGroup ∧. dgb f in ∧.

[
ctime : address(spkr,addr,t f in)

]
∧.

[
moves =

〈
Greet(A,B),. . . ,Part(A,B)

〉]


Parliamentary speech has a similar setting and subject matter to Parliamen-

tary Discussion, but they crucially di�er in the conversational rules which con-

trol them. Sermons (see e.g., Gerstenberg and Skupien-Dekens (2021) for the

SERMO database of sermons) di�er considerably from Parliamentary speech

in setting and subject matter, but share the interactional mechanisms.

(53) a. ParliamentarySpeech =

NonInteractive ∧.

participants :

[
cpart : MembersParliament(B∪A)

]
qnud-set : poset(question)

cqnud : ∀q ∈ QNUD,Political(q)


Sermon =
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NonInteractive ∧.


participants :


cpart : ReligiousO�cial(A)

cloc: InReligiousBuilding(B∪A):


qnud-set : poset(question)

cqnud : ∀q ∈ QNUD,Religious(q) ∨ Ethical(q)


5.7 ComplexDialogue Semantics and the nature of

Conversational Types

We conclude this chapter by considering brie�y two further topics on the na-

ture of conversational types. The �rst concerns clari�cation interaction and the

second the speci�cation of subject matter.

5.7.1 Conversational Types and Repair

In arguing for a synthesis between Game Theory and Dialogue Semantics Bre-

itholtz and Cooper (2018) argue that the latter can help in o�ering an account

of misunderstandings about which conversational type is being used. They

do not o�er a concrete example, but we do so here and explain the potential

consequences of such interaction. Consider (54) occurring when A who has

been summoned to an interview is asked the question in (54(1)). She poses the

clari�cation question (54(2)):

(54) A: Hi B: Hi . . .B (1): have you seen Blackklansman yet? A (2): Wait—

is this an informal chat or a formal interview? B: A bit of both.

This seems to be a concrete example of querying what conversational type

one is actually utilizing. ‘This’ seems to refer to the current conversation. What
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the example seems to show is the need for conversational types to be object

level semantic entities, as they are here, rather than metatheoretical entities, as

they are in standard Game Theory Osborne and Rubinstein (1994).

The basic analysis we can o�er is the following: A cannot update her DGB

with B’s utterance. She believed that she was coming to a formal interview

whose speci�cation is as in (50), repeated here as (55a)—a series of questions

concerning her professional quali�cations. B’s question does not seem to fall

under this rubric. The only other conversational type that could be relevant is

casual chat, which con�icts with A’s earlier belief. Given this, A has no con-

versational rule with which to integrate B’s utterance—this is a relevance clar-

i�cation question.13 B’s answer indicates that the relevant conversational type

is some sort of combined informal chat, formal interview type, we tentatively

o�er (55b), which adds as an issue to be discussed a question about B’s state;

A can accept B’s answer, removes (1) from Pending and can then update her

DGB using the rule Genre-based issue introduction.

(55) a. Controlled ∧.


participants :



C : set(Ind)

c4 : In(C,A)

B: Ind

cpart1 : interviewing(C ,B)


qnud-set : poset(question)

cqnud : ∀q ∈ QNUD, CareerOriented(B)(q)


13See discussion in Ginzburg (2012), section 8.3.
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b. Controlled ∧.


participants :



C : set(Ind)

c4 : In(C,A)

B: Ind

cpart1 : interviewing(C ,B)


qnud-set : poset(question)

cqnud : ∀q ∈ QNUD,[CareerOriented(B)(q) ∨ q = λP.P(B)]


5.7.2 Complex Subject Matter

Although we have typed QNUD as a partially ordered set (which can in certain

cases reduce to a simple list), we have not o�ered a systematic account of the

nature of this set. In Larsson’s work, domain plans were typically assumed to

consist of a small, clearly individuated set of questions, exempli�ed above by

Bakery andMedical. We have subsequently proposed speci�cations for conver-

sational types where the QNUD-set requires a description rather than a simple

enumeration. This applies to, for instance, ParliamentaryDiscussion, Forma-

lInterview, and Sermon, all of which involve a descriptor that restricts their

members to be all political or relating to the candidate’s professional activity,

or to be religious or ethical in nature. We are not aware of formal semantic

work classifying questions in this way, though in principle this could be done

using a taxonomy of the main relation underlying a given question.

This suggests that QNUD speci�cation is a non-trivial semantic problem,

which requires a rich semantic theory. We mention here two additional cases

and informally and brie�y sketch proposals, which further establish this general

point. Both cases illustrate that the QNUD speci�cation is strongly in�uenced
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by the structure of the associated conversational event.

The �rst case is the conversational type that one could call SportsLive, where

two or more commentators are describing an ongoing sports event.14 In the

BNC this type has low but non-zero NSU frequency.15 One could argue that

this type’s QNUD essentially involves a repeated question: what’s going on now?

(along with issues raised by answers to the di�erent tokens of this question).

Hence, a rough speci�cation of its QNUD-set is as in (56a). However, this ig-

nores temporal ordering, which is crucial. So the set mentioned in (56a) needs

to be assumed to be, more or less, ordered temporally, as has been claimed to

be needed for witness sets for NPs of the form ‘each N’ ?:16

(56) A set witnessing many/most questions of the form ‘what happened at

n’ where n is a moment in the interval covered by the sport event se

The second type we mention here, which we described informally in sec-

tion 5.2 is TennisMatch, which is almost the polar opposite of SportsLive—it is a

highly scripted conversational type, consisting almost entirely of NSUs. How-

ever, since the match itself is not predictably bounded—games can continue

14The remarks we o�er here apply to any such description of an ongoing event, like a mili-

tary march, a state funeral etc.
15Recall from Chapter 4: ack: 78 repack: 34 shortans: 9 RepA�Ans: 9 Reject: 9, HelpRe-

ject: 9 BareModPh: 9, Conj+Frag: 9, Filler: 9.
16In order to distinguish cases like (i) and (ii), noted by Vendler (1962):

(i) Every one of them rose at that moment (no one remained seated).

(ii) # Each of them rose at that moment.

Though Lucking et al’s claim involves a contextually–driven ordering, not necessarily a tem-

poral one.
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inde�nitely, as can sets (if no tie breakers are employed.)—the QNUD struc-

ture is also unbounded. Roughly speaking, what is needed is something like

(57a), using the Kleene–+ type constructor on types Fernando (2007); Cooper

and Ginzburg (2015). There are two problems with (57(a)), as it stands: as

with (56), one needs the questions to be ordered temporally. This could pre-

sumably be achieved in a similar fashion to (56) by making the event time of

the point/game played explicit. However, we need also to ensure that a se-

quence of ‘HowManyPoints’ continues just until a game is won and similarly

for this exactly until a set is won etc . This suggests a complex question in-

volving conditionalisation, as in (57) which is iterated using the Kleene–+ type

constructor.

(57) a. (((HowManyPoints(A,B)+ λxGameWon(x))+) λxSetWon(x))+

λxMatchWon(x)

b. 〈 (If game continues after n, HowManyPoints(A,B, at n);

otherwise, if set continues after n, λxGameWon(x));

otherwise, λxSetWon(x))+, λxMatchWon(x) 〉



Chapter 6

Conclusions and Future Work

6.1 The Main Results of the Thesis

In Chapter 3, we give the �rst detailed description of Chinese NSUs, based on

an empirical investigation using the NCCU Corpus of Spoken Mandarin (NC-

CUCSM). We put forward the �rst taxonomy for Chinese NSUs, building on

the one by Fernández and Ginzburg (2002) for English NSUs.

In Chapter 4, we develop a topological approach for classifying conversations.

We provide the �rst metricization of conversational space. The results of our

experiments indicate that clustering the BNC spoken conversational types us-

ing NSU distributions is ultimately more insightful than using uni/bi-grams,

though the mertics based on the latter yield reasonable results as well. This

goes against previous assumptions that subject matter is the main di�erentia-

tor between conversational types.

133
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In Chapter 5, we present a detailed theory of conversational types within the

framework of TTR. This is the �rst attempt at theoretical description of clus-

ters of conversational types and o�ers an account that tries to take into account

a wide range of requirements emanating from philosophy of language, soci-

olinguistics, linguistic pragmatics, and formal semantics. The emergent con-

versational types constitute underspeci�ed representations of completed con-

versations and are �rst class citizens of the semantic ontology—entities that can

be arguments of predicates, as exempli�ed in clari�cation interaction.

6.2 Future Work

(i) There have been few attempts at providing wide coverage of NSUs for

languages other than English and at investigating their variation across

genres. We plan to further pursue this line of work in other languages, in

particular Chinese, compare the results cross-linguistically, and use this

as a basis for formal grammatical description.

(ii) We plan to re�ne the NSU-based metric for conversational space to in-

clude additional interactional features such as dis�uencies or laughter,

which vary signi�cantly across conversational types Hough et al. (2016).

(iii) Game theory Osborne and Rubinstein (1994) has been in�uential in re-

cent work on natural language pragmatics (e.g., Asher et al. (2017); Bur-

nett (2017); Benz and Stevens (2018)). In particular, as emphasized by

Breitholtz and Cooper (2018), it o�ers solutions to problems we do not

address here such as how to choose among di�erent moves. On the other

hand, game theoretic approaches, as they stand, do not o�er resources
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for rich speci�cation of moves, for (exophoric) NSU resolution nor for

distinct turn taking regimes. Nor, given that the speci�cation of games is

not part of the object language, can they handle meta-game interaction

("Is this an informal chat or a real interview?"), as discussed in Chapter 5.

Synthesizing the two frameworks, as initiated in Breitholtz and Cooper

(2018), is an important avenue for development.
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