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Résumé 
Lors d’un accident nucléaire grave, plusieurs produits de fission peuvent être libérés dans 

l'environnement si des fissures apparaissent l’enceinte de confinement du réacteur nucléaire. 

Parmi ces produits, l'iode radioactif (131I) est un des produits les plus dangereux en raison de ses 

conséquences radiologiques élevées durant les premières semaines suivant l'accident. Cet iode 

radioactif va principalement former des aérosols (CsI et AgI) dans le système de refroidissement 

du réacteur. Ils pourront ensuite réagir dans une atmosphère oxydante et humide, résultant de la 

radiolyse de la vapeur d’eau entrainant la formation d'iode moléculaire gazeux I2. 

L'objectif de ce travail est d'étudier la réactivité des aérosols d'iodure afin de comprendre et 

identifier des voies chimiques possibles conduisant à la formation d'espèces d'iode volatiles. 

Nous avons mené une étude théorique basée sur la théorie fonctionnelle de la densité (DFT), 

comprenant les corrections de Van Der Waals, pour définir, à l'échelle moléculaire, les 

mécanismes des réactions chimiques se produisant à la surface des aérosols. Des corrections 

thermodynamiques ont également été utilisées pour déterminer l'effet de la température et de la 

pression sur cette réactivité. 

Les résultats montrent que l'adsorption de l'eau sur les particules CsI et AgI n'est possible qu’a 

basse des températures et pour des taux d’humidité élevées, non représentatives des conditions 

présentes dans l’enceinte de confinement mais pouvant être rencontrées à l’extérieur de cette 

même enceinte. Plusieurs voies de réaction conduisant à la formation d'espèces d'iode volatiles 

(I2, IOH et IH) ont été explorées. Ces travaux montrent que la formation de ces espèces nécessite 

une double oxydation de la surface pour libérer une espèce volatile. L’oxydant le plus réactif est 

OH°, résultant de la radiolyse à la vapeur. Dans ce cas, l'énergie d'activation pour formation d'I2 

est respectivement de 1,2 eV et 1,0 eV pour CsI et du AgI. 

Mots clés: Iodure de césium, iodure d'argent, DFT, énergie d'activation, terme source,  

d'iode, accident nucléaire. 
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Abstract 
If a nuclear severe accident happens to a nuclear power plant, fission products can be released in 

the environment by some leakages of the nuclear containment building. Among them radioactive 

iodine is one of the most dangerous species due to its high radiological consequences during the 

first weeks after the accident, mainly due to 131I isotope. Some iodide aerosols, formed in the 

reactor coolant system, are expected to reach the containment, typically CsI and AgI, and next 

can react in moist oxidizing atmosphere resulting from steam/oxygen radiolysis to form gaseous 

molecular iodine, I2.  

The aim of this work is to study the reactivity of iodide aerosols, it means understand/identify 

possible chemical pathways leading to the formation of volatile iodine species. Theoretical study 

based on density functional theory (DFT) including Van Der Waals corrections were performed 

to study at the molecular scale the chemical reactivity at the aerosol surfaces. Thermodynamic 

model was used also to determine the effect of temperature and pressure on the reactivity. 

The results show that adsorption of water on the CsI and AgI particles is only possible at low 

temperatures, not representative of severe accident conditions. Several reaction pathways leading 

to the formation of volatile iodine species (I2, IOH and IH) were explored. These works show that 

formation of these species requires the oxidation the surface twice. One type of oxidant were 

tested which is OH°, resulting from steam radiolysis and initially present in the containment after 

radiolysis of water. The activation energy of I2 formation using OH° oxidants is respectively 1.2 

and 1.0 eV for CsI and AgI oxidation processes. 

Keywords: cesium iodide, silver iodide, DFT, activation energy, iodine source term, nuclear 

accident. 
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General Introduction 
Motivation Electricity is one of the most important needs in our daily life beside its 

importance for developing artificial activities. Different sources were used to produce electricity 

like solar, thermal, chemical, etc. One of the modern methods is to convert nuclear energy to 

electricity in nuclear power plants by chain reactions. However, controlling the safety of these 

nuclear plants is of prime importance to prevent any non-controlled outside releases of volatile 

radioactive compounds. For safety reasons, nuclear power plants are secured by number of safety 

systems to control the chain reaction and consequently to cool down the fuel. Beside all safety 

procedures, some LOss of Coolant Accidents (LOCA) leading to severe accident were happened 

like Three Mile Island in 1979, Tchernobyl in 1986 and more recently Fukushima in 2011 in 

which an important amount of radioactive contamination were released into the environment.  

Number of experimental projects on nuclear safety were launched to understand the physical and 

chemical processes in the contamination after a severe accident. PHEBUS-FP program took place 

from 1988 to 2010 with some integral tests. Its purpose was to improve the understanding of the 

phenomena occurring during a core meltdown accident in a light water reactor and to validate the 

computational software used to represent these phenomena in reactor safety evaluations. Tests 

have shown/confirmed that during a severe accident, elements composed of caesium, boron and 

iodine were released in significant amounts and released in the primary circuit in gas or aerosol 

form and that which interacts between each other. The radiolytic reactions governs the chemical 

reactivity after fission products reached the nuclear containment building. Recently, experimental 

study done in the frame of OECD/STEM project (2011-2015, https://www.oecd-

nea.org/jointproj/stem.html) examined the release of volatile iodine species from caesium iodide 

(CsI) aerosols under irradiation for long time (30 hours). 

To predict the radiological consequences of a severe accident on population, the French Institute 

of radioprotection and nuclear safety (IRSN) is developing modelling codes called ASTEC 

(‘Accidental Source Term Evaluation Code) which models the scenario of severe accidents in 

different types of reactors. This code is composed of many modules which take into account the 



 

12 
 

phenomena that happen in different parts of pressurized water reactor in each stage of the 

accident  

Objectives In our project, we will perform a theoretical study to discover the reactional 

mechanism leading to the formation of iodine containing species especially I2 starting by some 

possible iodide metallic aerosols that may exist in the nuclear containment building after a severe 

accident like CsI and AgI. 

Approach This manuscript is composed of five chapters: 

Chapter I is constituted by the bibliography and presents wide range of experimental and 

theoretical data on aerosols and the context of the work carried out in this thesis. We present also 

the released species after a severe accident and its chemical properties. Later we present the 

liquid and gas phase chemistry of aerosols and at the end we showed chemistry of NaCl aerosols 

since its chemistry is quiet similar to that of CsI. 

Chapter II presents briefly the methods and techniques used in our calculation. Small description 

of many body theory is given. Next, we showed density functional theory (DFT) and its 

approximations and finally we presented briefly the used code (VASP). 

Chapter III shows all studies on CsI surface. 

Chapter IV shows all studies on AgI surface. 

Chapter V is constituted of conclusion and perspectives. 
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I.1 Severe accident in Pressurized Water Reactor 

(PWR) and its impacts 
Nuclear reactor is a facility used to produce electricity basing on fission chain reactions. The heat 

produced from this reaction is used to heat pressurized water which flow through the fuel rods 

surrounded by a zirconium alloy cladding. This pressurized water circulates in the reactor coolant 

system (RCS) and via a heat exchanger (called steam generator) heats the water secondary 

system which is at saturation. The secondary-side steam is delivered to the turbines to make 

electricity. The steam is subsequently condensed via cooled water from a tertiary loop and 

returned to the steam generator to be heated once again (see Figure I-1).  

Fission of heavy nucleus like uranium or plutonium, gives new fragments. Generally, at least one 

of these two daughter nuclei is radioactive, which will still disintegrate until it reaches a stable 

nucleus. All fission fragments and their daughters present in the fuel are called fission products 

(FP), which they constitute the major part of the nuclear wastes. 

 

Figure I-1: Schematic presentation of PWR1. 

I.2 Severe accident scenario 
One of the important issues during the normal functioning is the safety procedures. Three basic 

functions of nuclear safety must be ensured in all circumstances to have safe reactor: 
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 Control of the chain reactions, and thus the power produced by the fissions; This control 

is ensured by control rods and boric acid in the water. Both can capture neutrons. 

 Discharge of the energy released by the fuel elements after stopping the chain reaction 

(residual power). The residual power is evacuated by water cooling of the fuel rods ; 

 Confinement of the radioactive fission products. 

Confinement of radioactive materials is therefore a key element for the safety of the reactor. To 

ensure the confinement, the reactor has three containment barriers. The fuel pellets are first 

placed in sealed sheaths zirconium alloy, which prevents the release of radioactive products in the 

primary circuit. Next, the RCS as a whole is a sealed circuit which may retain the radioactive 

products. Finally, the entire primary circuit is placed in a sealed chamber formed of concrete, 

which can withstand high internal pressure, called the nuclear containment building. Thus, the 

radioactive products can only be released into the environment if all three containment barriers 

are broken. 

A severe accident can occur when the core is no longer cooled enough. Several scenarios can lead 

to partial or total loss of cooling systems. The fusion of the core leads to the formation of a 

complex mixture based on uranium dioxide UO2 (PuO2 for MOX fuels) and also consisting of all 

the materials present in the vessel (Fe and control rod materials for instance), this mixture is 

called corium. The non-submerged parts of the core undergo significant temperature rise (more 

than 1200°C), causing the occurrence of physicochemical phenomena leading core degradation 

until its merger. Since the beginning of the civilian usage of nuclear energy, three serious 

accidents industrial nuclear reactors took place. The first, March 28, 1979, on the second nuclear 

reactor of the Three Mile Island (TMI-2) generating station in the US; the second, April 26, 1986 

on the fourth reactor of the Chernobyl plant in Ukraine, and the last one, March 11, 2011, three of 

the six reactors at the Fukushima Daiichi plant in Japan. Chernobyl and Fukushima accidents 

were classified on level 7 the INES scale (Figure I-2), the TMI accident was classified at level 5. 
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Figure I-2. International Nuclear Events Scale (INES) (www.irsn.com). 

Severe nuclear accident can lead to significant radioactive elements and FP release into the 

environment. The main radiological significant FP are iodine, cesium and tellurium, strontium 

and to a lesser measurement, ruthenium, barium, molybdenum and the lanthanides. Among them, 

radioactive airborne iodine is of particular interest since it is produced in important amounts in 

air/steam in the presence of radiation. In the case of Chernobyl accident, the activity ratio of 131I 

relative to 137Cs in air is 7 2. However, the activity of 131I measured on dry soil from Fukushima 

Daiichi facility during the first 20 days after the accident is between 10 and 629 relative to 137Cs, 

and iodine has the highest activity of all other radioactive elements 3. 

I.3 Radiological effects of iodine and cesium 
Radiotoxic parameters of 131I and 137Cs presented in Table I-1. These two elements were reported 

to be of high toxicity4, also considered as the sources of the most important dose received by the 

human beings 5. 
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Table I-1: Physical and radiological properties of radionuclide 131I and 137Cs 6. * Dose Per 
Unit Intake (radiation) 

Isotope Emission Half-life Mass 

activity 

(Bq/g) 

DPUI* 

inhalation 

(Sv/Bq)  
(Thyroïde) 

DPUI 

ingestion 

(Sv/Bq) 

(Thyroïde) 
131I β-,  8.04 days 4.6 × 1015 2.92 × 10-7 4.76 × 10-7 
137Cs β- 30 years 3.22 × 1012 1.26 × 10-8 7.93 × 10-9 

 

The danger of these elements originates from its deposition ability to the lungs and all other body 

part. 131I releases in gaseous form which can travel at relatively low altitudes (400 – 1200 m)7, in 

which it will affect more the environment due to higher dispersion and some possibilities to react 

with the atmospheric species8. All these facts give an important motivation to understand deeply 

chemical and physical properties of concerning CsI particles. 

I.4 Physical properties of CsI 
CsI is of interest in our study because of its existence after an accident, also it’s volatile and 

reported to be the source of many iodine-containing volatile species. Some of its properties are 

presented in Table I-2. 

Table I-2. Physical properties of CsI9. 

Melting point 894.15 K 

Boiling point 1553.15 K 

Density at room T 4.51 g.cm-3 

Solubility 44 g/100 g H2O at 0°C 

∆Hf at 25°C* -80.5  kcal/mol 

∆Hdisso
* 100.0 kcal/mol 

∆Hvap (298)C* 46.7 kcal/mol 
*JANAF Thermochemical Tables. 
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I.5 Literature review on iodine properties 

I.5.1 General properties of iodine 
General properties of iodine element are presented in Table I-3. It’s widely used for treating 

thyroid cancer since it is adsorbed easily by the human organs, also it’s used for manufacturing 

some acids and polymers. The Iodine isotope with mass number 131 (molar masse of 130.906 

g.mol-1) was discovered in 1938 by Glenn Seaborg and John Livingood 10 and is used mainly for 

medical purposes. It is one of the major fission products of 235U and 239Pu.  

 

Table I-3. Physical and chemical properties of Iodine element. 

Electron configuration [ Kr ] 4d10 5s25p5 

Atomic number 53 

Melting point 386.85 K 

Boiling point 457.4 K 

Density at room T 4.933 g.cm-3 

Electronegativity (Pauling scale) 2.66 

Atomic radius 140 pm 

Van der Waals radius 198 pm 

Covalent radius 139±3 pm 

Triple point 386.65 K, 12.1 kPa 

Heat of vaporization (I2) 41.57kJ/mol 

 

I.5.2 Interaction of iodine with cesium 
Both aqueous and gas behavior should be studied to follow the evolution of iodine chemical 

speciation in the containment. Iodine can form some volatile species (organic and inorganic) 

during a severe accident, it can behave as airborne or it can interact and be deposited on 

containment surfaces (steels, concrete and paints) while some will be transferred to liquid phase, 

mainly by settling of the metallic iodide aerosol coming from the RCS. In addition, aqueous 

iodine forms can be considered after several chemical reactions as a source of gaseous iodine due 

to molecular iodine (I2) formation by radiolytic oxidation of iodides (I-). 
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US studies11 assumed that, after a sever accident, 95% of the iodine released into the containment 

from the reactor coolant system are in the form of cesium iodide aerosol (CsI) due to its high 

thermochemistry stability, while the rest are in the form of vapor species. Formation of bulk CsI 

is favored even in a steam environment due to the large amount of cesium released comparing to 

iodine (amount of iodine formed in the fuel during normal operation of power plant is 10 times 

less than the amount of cesium)12. So CsI will be formed by diatomic recombination:  

                          Cs + I  CsI                                                               I-1 

The behavior of Cesium is more complex. experimental studies 13–15 claims that Cs released 

mainly in the forms of cesium hydroxide which, in a second step, interacts in gas phase with 

boric acid 15,16 to form cesium borate according to the following equation: 

CsOH + H3BO3  CsBO2 + 2H2O                                             I-2 

In reductive conditions, Cesium hydroxide can also react with iodine and hydrogen to form 

CsI12,17 according to the following reaction:  

CsOH + ½ H2 + I  CsI + H2O                                                 I-3 

Understanding the long term evolution of CsI is a major challenge to be able of model correctly 

the possible outside releases.  

 

I.6 Formation of other iodine species 
In addition to formation of CsI aerosols, PHEBUS FP18 program showed the formation of other 

iodine species, possible candidates are for instance: silver iodide (AgI), rubidium iodide (RbI), 

indium iodide (InIx) and cadmium iodide (CdI2). Some of these chemical species may be formed 

after the interaction between silver indium cadmium control rod and the fuel. 

I.7 Effect of temperature on the formation of iodine 

species 
Several studies19–21 have showed the effect of fuel properties (temperature, pressure, power, 

surrounding environment) on the amount and rate of the released fission products. 

Thermodynamic equilibrium calculations predict that CsI is the most stable iodine species at low 

temperatures (< 1000K), while volatile forms of iodine such as HI, I2 and I are important at 



 

21 
 

higher temperatures. Calculations were done on three-node temperature system for 1500 K, 1000 

K and 750 K22. The results show a very quick formation of CsI and CsOH at 1500 K and 1000 K 

(time required to reach equilibrium about 10-3 sec for high concentrations while it’s about 10-2 sec 

for lower ones), while at 750 K, the system takes more than 1000 sec to reach equilibrium. 

Whatever the condition, CsI will be formed in less than 1 hours and may such be in important 

sources of iodine releases.  

I.8 OECD/STEM Project 
Recent experimental study 23 done in the frame of OECD/STEM project 

(https://gforge.irsn.fr/gf/project/stem/) examined volatilization of iodine species released from 

CsI under irradiation. In this study, the tests were done on three different surfaces which are 

stainless steel, quartz and EPOXY painted surfaces. The samples consisted in deposited CsI 

aerosols on the surfaces and next are irradiated for long time (30 hours). Schematic diagram of 

the setup (EPICUR) used is presented in Figure I-3. EPICUR is a -cell with a vessel of about 4.5 

L where are deposited the surfaces with CsI. 

 
Figure I-3. Schematic diagram of EPICUR setup. 

Figure I-4 shows the amount of iodine species released from CsI aerosols deposited on stainless 

steel irradiated at 50% relative humidity. The results shows early and fast release of I2 (pink 
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curve) during the first stages of irradiation (between 10 and 15 hours), while the release kinetics 

is slower after this time. Some other releases under aerosol for (grey curve) and organic iodides 

(blue curve) are observed but in a smaller extent. Aerosol can be attributed to iodine oxides 

whereas organic iodides are formed by reaction between I2 and organic pollutants present. 

Moreover, at relative humidity close to the deliquescence point of CsI (about 57%), the release of 

molecular iodine, I2, is high Two tests were made at 80 °C and 120 °C to study the effect of 

temperature on the kinetics, the results show that effect of the temperature on the quantity of I2 

released is small. 

 
Figure I-4. Quantity of iodine species transferred from the sample to the gas phase for 
AER6 test performed at 80°C, a stainless steel coupon and a dose rate of 3.7 kGy/h. 

 

I.9 Iodine Aerosol behavior in the containment 
Fission products reaching the containment can be characterized in terms of aerosol deposition and 

agglomeration processes. Reactor safety study (1985-1987)24 determined important 

physiochemical processes in the containment, and its effects on the transport of fission products 
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and aerosols. For the homogenous nucleation of CsI, they claim that aerosol particles will be 

smaller as temperature of the vapor decreased, also that liquid droplets are formed above 1150K.  

More recent study25 have been published on behavior of aerosol particles produced during a 

severe accident of nuclear reactor. The particle shape appeared to be spherical droplet in the 

presence of steam condensation, also it has been shown that aerosols in the containment are 

constituted by primary circuit particles and their agglomerates. 

It is worth noticing that Adachi et al.26 reported the release of radioactive Cs-bearing particles at 

early stages of the Fukushima nuclear accident. The aerosol composition is made in addition of 

Cs of Fe, Zn and other possible elements. The aerosols diameter are approximately 2µm and 

aerosols are insoluble in water. 

 

I.10 Chemistry of Iodine 
Wren et al.27 and Bosland et al.28 reviewed the literature on iodine chemistry in containment and 

showed its chemical reaction pathways (Figure I-5). Volatile molecular iodine I2 formed from 

oxidation by radiolysis of nonvolatile iodine I- under severe accident conditions, may oxidized 

again to form iodine oxides or reduced to return back to nonvolatile iodine I-. Presence of silver 

in aqueous allows the trapping of iodine under non soluble form AgI. Molecular iodine could also 

interact with some organic compounds either in the liquid phase or in the gas phase to form 

volatile organic iodides, noted RI. In the following section we will present aqueous and gas phase 

chemistry of iodine. 

Molecular iodine is also adsorbed by painted inner wall and iodine adsorbed can be partially 

released under RI(g) form. 
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Figure I-5. Simplified chemical reaction pathways for iodine in containment (Wren et al.) 
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I.10.1 Aqueous phase chemistry of iodine 

CsI is hygroscopic, so it will be easily dissolved in water droplets. In saturated steam atmosphere, 

this will lead to condensation droplets and forming Cs+ and I-  in solutions. For that, large number 

of studies, iodine is supposed to be initially present in the containment as I- 29, after metallic 

iodide aerosols settling, and after to be oxidized to form to I2(aq). Some experiments (Program 

PHEBUS FP) have shown that a part of iodine coming from the RCS can be under volatile 

formed, probably I2(g) due to some kinetic limitations. 

Number of studies have been performed on the effect water radiolysis of iodine chemistry30–32. 

Burns et al.32 measured experimentally yields of the radiolysis I2 and IO3
- production, starting by 

solutions of CsI and CsIO3 irradiated under varying factors like temperature, concentration and 

pH. In the Burns’s works, many tests were performed to investigate the molecular iodine 

formation as a function of experimental parameters. For instance, the results obtained for dose 

parameter with a initial iodide concentration fixed at 10-4 mol.l-1, are presented in Figure I-6. It 

shows initial formation of I2 till it stays in steady state between dose about 50 and 100 Gy value 

Figure I-6: Formation of iodine at low doses (Burns et al. 1990). 



 

26 
 

which is referred by the authors to the following oxidizing (rxn. 4-7) and reducing (rxn. 8) 

reactions:  

۷ି +   ۷ ۶۽ +  I-4                               ۶ି۽

۷ି + ۷  ۷૛
ି                                              I-5 

۷૛
ି + ۷૛

ି   ۷ି + ۷૜
ି                                  I-6 

۷ି + ۶૛۽૛  ۷ି۽ + ۶૛۽                       I-7 

۷૛ + ૛۽
ି  ۷૛

ି +  ૛                                 I-8۽

۷૛ + ૛۽
ି  ۷૛

ି +  ૛                                 I-9۽

with the complementary reactions: 

I2 + H2O ↔ HOI + ۷ି + ۶ା                                    I-10 

I2 + ۷ି ↔ ۷૜
ି                                                                        I-11 

HOI ↔ ۷ି۽ + H+                                                           I-12 

The concentration of H2O2 is enhanced by the radiolysis of water, this leads to the formation of 

large quantities of OH according to the following equation: 

e- + H2O2  OH + ۶ି۽                                                   I-13 

Then it proportionally decreases the amount of e- and increases the amount of oxidation of I- to I2.  

Temperature dependent investigations are also performed in this study, the conclusion drawn is 

that the initial rate of formation of I2 is independent on temperature, while the final steady state 

does. With respect to the pH effect on the iodine yield, it has been showed that iodine formation 

will decrease greatly as the pH increases slightly.  

I.10.2 Gas phase chemistry of iodine 
Beside liquid chemistry of iodine, gas phase chemistry was also studied widely for atmospheric 

and nuclear safety topics. Canneaux at al.33 presented reaction rate and transition state geometries 

of gas phase reactions of iodine atoms with H2, H2O, HI and OH using wide number of 

theoretical chemistry levels. Kanniche et al.34 reported theoretical study of iodine oxides 

chemistry where they concentrated on the gas phase reaction between pentoxide iodine and water 

vapor: 
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I2O5 + H2O  2 HOIO2                                        I-14 

Transition state of this reaction was discovered (Figure I-7b) in which we have water molecule 

dissociation into one OH and one Hydrogen, each one connected to different iodine atom as 

displayed in Figure I-7.  

 

Figure I-7. Molecular complex structures of the reactant(a), transition state(b) and 
product(c)(distances in Å) 34 

By transition state theory, forward and reverse rate constants were measured as function of T to 

be respectively: 

 3.61 × 10−22 × T2.05 exp (−32.3 (kJ mol−1)/RT) and 6.73 × 10−27 × T2.90 exp (−24.5 (kJ mol−1)/RT), 

respectively, k in cm3 molecule−1 s−1.  

Very recent publication for the same authors35 reported chemical properties of HIO3 isomers and 

claimed that iodic acid isomer (HOIO2) is the most stable one. Mono and di-hydration of HOIO2 

also were studied in details including lots of isomers/geometries. Iodine monoxide (IO) is also of 

great interest since it is produced after reaction between iodine atoms and ozone 35–38. Reaction of 

IO with HO2 has been studied by many references experimentally. Major product of this reaction 

is HIO as mentioned by 39–41. Then the studied reaction is 

                           IO + HO2  HOI + O2                                                 I-15 

Methods used, temperatures, references and the rate constants are sum-up in Table I-4. Moreover, 

temperature dependence rate constant was obtained by experiments done by Cronkhite et al.42, it 

was established that k (274-373 K) = 9.3 × 10-12 exp (680/T) in cm3 molecule-1 s-1. Other possible 

products may exist for this reaction such as OIO + OH and HOIO2. 
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Reactant method T ( K) Rate constant K 

( cm3 molecule−1 s−1) 

reference 

 

 

 

 

IO + HO2 

molecular modulation 

technique/UV-visible 

spectroscopy 

298 (6.4 ± 0.7) × 10-11 39 

discharge flow/mass 

spectrometry 

298 (1.03 ± 0.13) × 10-10 41 

discharged-flow 

tube/resonance 

fluorescence and 

chemiluminescence 

296 (7.1 ± 1.6) × 10-11 40 

flash photolysis/Vis-UV 

absorption 

298 (9.7 ± 2.9) × 10-11 42 

discharge-flow/mass 

spectrometry 

298 8.42 × 10-11 43 

Table I-4. Kinetic parameters for the (IO + HO2) reactant 

 

I.11 Chemical reactivity of CsI aerosol 
Behavior of CsI aerosols in water vapor-gas phase was studied by44. The CsI aerosols particles 

were produced by sublimation process from metallic surface and exposed to different gas mixture 

argon, air and water vapor-air mixture at 900-1570 K. Oxidative hydrolysis reaction of CsI were 

proposed in the presence of H2O and O2: 

 4CsI + 2 H2O + O2   4CsOH + 2I2                                             15 

This reaction is promoted by high temperature. The results show formation of large amounts of 

CsOH and I2 after vaporization in air. However, the ratio of Cs/I species formed in water vapor-

air mixture is greater by ~25% from that formed in air. This increase in ratio was attributed to the 

hydrolysis of CsI in water which forms CsOH aerosols.  
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Moreover, recent works by nks45 aimed to study the reactivity of iodine containing aerosols (CsI 

and IOx). These aerosols were deposited on different surface materials (paint films and metal 

surfaces such as Cu, Zn, Al and SS) and analysis with various methods. The aerosols were 

revaporized from the surfaces in the presence of humidity, with and without irradiation but 

irradiation increases the oxidative kinetics. XPS analysis shows that the deposited IOx particles 

were in the form of HIO3 on metallic and painted surfaces. However, CsI solid particles were 

observed on the metallic surfaces while nothing is observed on the painted ones which seems that 

they are dissolved in presence of moist atmosphere. Revaporisation process seems to be affected 

by the heat and irradiation. The painted surfaces reacts more with the iodine from CsI that that of 

the IOx.  

On the other hand, Lin et al46 investigated the effect of gamma radiation on the potassium iodine 

(KI) aerosols. They have shown that some iodine species like I2, HIO and organic additives can 

be produced after oxidization of iodide ions (I-) present in aerosols.  

I.12 Chemistry of NaCl 
Since literature about chemistry surface of CsI is scarce, it is relevant to look for other types of 

aerosols which they have similar chemistry like NaCl. Atmospheric aerosols are composed of 

chemical mixture with a great amount of salt47. For example, marine aerosols containing 

important amounts of chlorides and bromides48interact with NO2 and NO3. NaCl aerosol has been 

widely studied experimentally and theoretically since it is the major component of sea salt49,50, 

can be a good system to compare it with CsI since their chemistry will be quiet similar.  

 

I.12.1 Surface energy 
Sodium chloride is formed after interaction between sodium and chlorine atoms according to the 

following formula: 

Na+ + Cl-   NaCl                                                       I-16 

NaCl solid has a simple cubic structure51 with lattice parameter around 5.64 Å52 at room 

temperature, such that each chlorine atom has one type of neighbors which is sodium and vice 

versa. Bruno et al.51,52 studied surface energy and relaxation of (100), (110) and (111) planes of 
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NaCl. The two first are nonpolar surfaces which terminate with Na+ and Cl- ions, while the last is 

polar that ends up with only one type of ions. Among all low indices planes of NaCl, (100) plane 

seems to be the most stable one. The surface energies (calculated at T=0 K) is 160  mJ/m2. The 

(100) surface is formed of neutral layers each one contains alternating Na+ and Cl- ions. Surface 

energies were also calculated at T > 0, the calculations show that only (100) plane forms the 

equilibrium shape of crystal.  

I.12.2 Water adsorption and hygroscopicity 
Ab initio calculation were done by Yong et al. 53 to study water adsorption on NaCl (100) surface. 

They mentioned that adsorption of water molecules is due to two kinds of interaction, covalent 

and electrostatic. For the most favorable adsorption geometry, the oxygen located near Na+ while 

the hydrogen near Cl- such that O-Na+ interaction is dominant one (O-Na+ ≈ 2.4Å, H-Cl- ≈ 2.2Å 

and Eads = 0.37 eV) , in contrast to Meyer et al.54 which found that the most important 

contribution to adsorption energy is H-Cl- interaction. (Eads =0.44 eV) 

For the adsorption of more than one water molecule, other factors play a role in determining the 

favorable adsorption geometries which are inter molecules adsorption/repulsion and the attraction 

between molecules and the underlying substrate. Water molecules try to displace in a way to 

reduce water-water repulsion between neighboring molecules and to create hydrogen bonds. Pepa 

et al.55 studied adsorption of one monolayer water coverage over NaCl (100) substrate. 

Adsorption energy per molecule for the most stable geometry was calculated to be 0.41 eV with 

H-H bond about 3.1Å. They concluded that once we increase H-H bond distance between 

neighbor molecules, adsorption energy will be higher due to the decrease in water-water 

repulsion. Repulsion between adsorbed water molecules reduced by directing the hydrogen atom 

of one water toward the oxygen of the neighbor one, while the water surface attraction optimized 

when O is near Na and H pointed toward Cl on the surface54. After one monolayer adsorption, 

water molecules become close to each other resulting in hydrogen bonds thus the intermolecular 

interaction becomes more important than interaction with surface53. 

 
One of the interesting properties for aerosols is hygroscopic behavior after exposure to humidity. 

Deliquescence is a main property of aerosols since it calls for the solid-liquid phase transition 

once the relative humidity overcomes a threshold value which is proper for each salt[15], [16], 29. 

Hygroscopicity is larger for lower deliquescence relative humidity values [14]. Ewing et al.56–58 
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expressed adsorption of water on NaCl single crystal face considering different coverage regions; 

for low coverage case (less than half monolayer) they noticed formation of isolated islands of 

water on the surface interacting by hydrogen bonds, while in the transition region (between half 

and 2.5 monolayers) they reported the formation of isolated islands and multilayer thin films. 

Further at the high coverage (between 2.5 and 3.5 monolayers), multilayers thin-film formed little 

by little, while at very high coverage, we got NaCl salt solution. These results agree with many 

references56,59–61 which say that deliquescence takes place at ~75% relative humidity. This 

relative humidity corresponds to an adsorption of 3 monolayers of water. 

On the other hand, polycrystalline NaCl contains defects such as edges, corners, and steps which 

may be active sites and more sensitive to water adsorption62. Adsorption of water on NaCl 

polycrystalline at 298K was investigated by Barraclough and Hall[30], they reported that solution 

of NaCl was obtained only after adsorption of two monolayers of water.  

I.12.3 Formation of Cl-containing compounds 
Furthermore, Cabrera-Sanfelix et al.64 have studied possible release of Cl- from NaCl (100) 

crystal at low humidity (less than 40%). Chlorine anion supposed to move 2.4Å perpendicularly 

from the surface to a water monolayer that already exists on the surface. The dissolution of one 

chlorine is athermic and implies 0.12 eV which is almost negligible; same reaction on dry NaCl 

(100) is very endothermic and requires ~1.75 eV, it reflects the important role of water 

monolayer in the process (they refer this low energetic cost to the screening provided by the 

highly polarized water monolayer). 

Wide number of studies65–98 demonstrated heterogeneous reactions of NaCl for atmospheric 

chemistry interest. Some of these reactions produce chlorine containing compounds like: 

HNO3 + NaCl  NaNO3 + HCl                              I-17 

N2O5 + NaCl  NaNO3 + ClNO2                       I-18 

ClONO2 + NaCl  NaNO3 + Cl2                                     I-19 

Sea salt aerosols show chlorine deficits 99–105 which has been referred to the interaction with 

strong acids. Reaction HNO3 + NaCl  NaNO3 + HCl                              I-17 seems to be very 

important due to the large amounts of HCl formed 73,74,78,92,106.  
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HCl produces atomic chlorine after interaction with OH radicals according to the following 

reaction:  

OH + HCl  H2O + Cl                                       I-20 

Reaction of HNO3 has been studied with NaCl single crystals and with NaCl powders, it is much 

faster in the latter case than the former one. This difference results from water which is more 

favorably adsorbed in defects and steps more present in powders, their amounts control the 

reaction extent49. Moreover, Rachel107 has proposed a mechanism for reaction of HNO3 with 

NaCl crystal at two different sites, one on dry terrace while second one on water associated edge 

as shown in Figure I-8. HNO3 adsorbed beside edges forms HCl while NO3
- crystallizes to form 

NaNO3, so a new NaCl step is formed (see Figure I-8b). This reaction goes on and the surface 

will not be saturated since new steps are formed. However, on flat terrace HNO3 adsorbed leads 

to formation of HCl while chloride anion is replaced by NO3
-, this reaction doesn’t form NaNO3 

since NO3
- takes place of the released Cl anion (Figure I-8c). Terrace surface will be saturated as 

soon as all chlorine ions are released then the reaction will stop after that.   
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Figure I-8. Schematic diagram for reaction of HNO3 and NaCl crystal107 

 

I.13 Conclusion 
As detailed in this short literature review, metallic iodide aerosols (CsI, AgI etc) are important 

contamination products that may be released inside the nuclear containment building in case of 

severe accident and next potentially in the environment via containment leakages with high 

radiological consequences due to iodine and cesium radioactive isotopes. Before being released 

outside, these aerosols can chemically react in the containment, leading to gaseous iodine as 

recently shown by IRSN and NKS experiments.  Few studies in the literature are available 

concerning the reactivity of iodine aerosols. It is therefore essential to study the reactivity of 
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these aerosols to first understand potential mechanism of oxidation and next be able to 

extrapolate experimental results to a wide range of boundary conditions as well as to extend the 

results to other iodide metallic aerosols. In this PhD, we will study potential oxidation 

mechanism by theoretical chemistry, it means at the molecular scale and we will focus on their 

behavior after interacting with the existing chemical species in gas phase, mainly steam and 

radicals coming from steam radiolysis. However, some of these aerosols (CsI) are well known to 

be hygroscopic in the presence of water. In order to ensure this, we will extend the study to the 

behavior of CsI in liquid phase. 
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I.15 Appendix  
STEM experimental data about behavior of CsI under irradiation 

In this part we will show the two tables taken from the STEM/EPICUR tests synthesis report, 

which summarizes the experimental conditions used for these tests (Table I-5), while the second 

one shows the corresponding post-test results (Table I-6).  
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Table I-5: Experimental conditions used for the tests. 
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Table I-6: Post-test measurments. 
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II.1 Theoretical background 
This chapter contains theoretical background that set up the framework in which our work in this 

thesis has been done and will be presented in the coming chapters. Our purpose from this part is 

to present the fundamental concepts necessary for a good understanding of theoretical Chemistry 

work. 

II.1.1 Hamiltonian of many body system 
Einstein and Planck presented photons as quanta of energy (i.e. "light particles") in their work on 

the nature of light which leads to the well-known concept of wave-particle duality of light, where 

De Broglie wondered if this duality exist for all particles1. In this case, the electrons and nucleons 

obey the law of propagation of waves. Based on this assumption, Schrödinger built his equation2 

that governs the position and movement of these particles: 

ℏ࢏                                             ࣔѰ(࢘,࢚)
࢚ࣔ

= − ℏ૛

૛࢓
∆Ѱ(࢘, ࢚) + ,࢘)Ѱ(࢘)ࢂ ࢚)                                       II-1 

Where t is the time, r is position of the particle considered in Cartesian coordinate basis, Ψ its 

wave function, m its mass , V the potential energy of the particle, Δ the Laplace space operator, ħ 

the reduced Planck constant, and i such that i² = −1. This linear partial differential equation is 

valid for nonrelativistic system. If the particle moves in a potential independent of time, its 

potential energy becomes independent of time. In this context, Schrödinger tried to find solutions 

of equation (                                            ࢏ℏ ࣔѰ(࢘,࢚)
࢚ࣔ

= − ℏ૛

૛࢓
∆Ѱ(࢘, ࢚) + ,࢘)Ѱ(࢘)ࢂ ࢚)                           

II-1II-1) in the form of standing waves, for which Ψ can be written into a separated product of 

spatial and time components: 

Ѱ(࢘, ࢚) = ѱ(࢘)࣐(࢚) 

Substituting in equation (II-1) and dividing the whole equation by ѱ(ݎ)߮(ݐ), we get: 

ℏ࢏
࣐ࣔ(࢚)

࢚ࣔ
࣐(࢚) = −

ℏ૛

૛࢓
∆ѱ(࢘)
ѱ(࢘) +  (࢘)ࢂ

The two sides of the equation are related to independent variables, and such must be constant. 

This constant denoted by ϵ and it’s related to the energy of the considered particle. Then we 

obtain: 
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−
ℏ૛

૛࢓
∆ѱ(࢘)
ѱ(࢘) + (࢘)ࢂ = ࣕ 

Which can be rewritten as: 

− ℏ૛

૛࢓
∆ѱ(࢘) + (࢘)ѱ(࢘)ࢂ = ࣕѱ(࢘)                                         II-2 

We call Hamiltonian Ĥ the operator involving the Laplace operator and the potential: 

Ĥ = −
ℏ૛

૛࢓ ∆ +  ࢂ

Equation (II-2) is an eigenvalue equation, which can be solved if we specify the boundary 

conditions of the system. Solving such equation gives us the eigenvalues and the corresponding 

eigenvectors. 

The energy of an object is an intuitive concept present in classical physics, but it is interesting to 

specify how to interpret ψ which is purely quantum object. One postulate of quantum mechanics 

says that ψ contains all available information about the state of the considered particle, but this 

cannot be considered as great help for better understanding of its nature. However, from 

homogeneity considerations, it is also postulated that square modulus of the wave function 

represents the probability density. The value taken from ψ therefore gives an idea about the 

probability of the particle that considered to be present in an area of space. |ψ| ² is the probability 

density, the value of its integration over all the space should be 1, in this case we say ψ is  

normalized.  

Schrödinger equation (II-2) describes the behavior of any particle subject to an electric field. 

Then it is obvious and very interesting to obtain solution(s) to this equation. However, the 

expression of Hamiltonian as defined above depends on the considered system and the conditions 

in which the system operates. 

In quantum chemistry, the interesting system will be generally a molecule or a solid, which 

means a set of Ne electrons labeled by i = 1, 2, ..., Ne (negatively charged) and Nn atomic nuclei 

labeled by k = 1,2, ..., Nn (positively charged).  
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The Hamiltonian of such a global system is the sum of individual operators of each system of 

particles. 

෡ࡴ = ෡ࢀ +  ෡ࢂ

The Laplace operator corresponding to the general case is here the kinetic energy operator ෠ܶ, 

which decomposed into an operator applied to Nn cores (noted ௡ܶ෢) and other one applied to Ne 

electrons (noted ௘ܶ෡  ): 

෡ࢀ = ෢ࢋࢀ + ෢࢔ࢀ  

෢ࢋࢀ = − ෍
ℏ૛

૛ࢋ࢓
࢏∆

ࢋࡺ

ୀ૚࢏

 

෢࢔ࢀ = − ෍
ℏ૛

૛࢑ࡹ
∆࢑

࢔ࡺ

࢑ୀ૚

 

The index i labels the electrons of the system and k for the nuclei, ݉e and ܯk being respectively 

the mass of an electron and the mass of the k-th core. 

Similarly, in the simplest cases, the corresponding operator of potential energy ෠ܸ  consists of the 

sum of several electrostatic terms which are attractive or repulsive depending on the sign of 

charges on the involved particles. 

෡ࢂ = ෢ࢋࢋࢂ + ෢࢔࢔ࢂ + ෢࢔ࢋࢂ  

Then V contains two repulsive terms: 

෢࢔࢔ࢂ = ෍ ෍
࢒ࢆ࢑ࢆ૛ࢋ

࢒࢑ࡾ

࢔ࡺ

வ࢑࢒

࢔ࡺ

࢑ୀ૚

෢ࢋࢋࢂ             ࢊ࢔ࢇ              = ෍ ෍
૛ࢋ

࢐࢏࢘

ࢋࡺ

࢐வ࢏

ࢋࡺ

ୀ૚࢏

 

Operator ௡ܸ௡෢  applied between core pairs and  ௘ܸ௘෢  between electron pairs where ݅ is another 

indication pass through all the electrons and ݈ another index through all the cores. 

At these repulsive terms we add an attractive one noted ௘ܸ௡෢  that applies to electron-core 

interaction: 
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௘ܸ௡෢ = − ෍ ෍
݁ଶܼ௞

௜௞ݎ

ே೙

௞ୀଵ

ே೐

௜ୀଵ

 

Then the overall Hamiltonian of the system is the sum of all these terms: 

෡ࡴ = − ෍
ℏ૛

૛ࢋ࢓
࢏∆

ࢋࡺ

ୀ૚࢏

− ෍
ℏ૛

૛࢑ࡹ
∆࢑

࢔ࡺ

࢑ୀ૚

+ ෍ ෍
࢒ࢆ࢑ࢆ૛ࢋ

࢒࢑ࡾ

࢔ࡺ

வ࢑࢒

࢔ࡺ

࢑ୀ૚

+ ෍ ෍
૛ࢋ

࢐࢏࢘

ࢋࡺ

࢐வ࢏

ࢋࡺ

ୀ૚࢏

− ෍ ෍
࢑ࢆ૛ࢋ

࢑࢏࢘

࢔ࡺ

࢑ୀ૚

ࢋࡺ

ୀ૚࢏

 

 

II.1.2 Born-Oppenheimer approximation 
For a medium size molecule, the number of nuclei can be estimated to several tens and for 

electrons to several hundreds. Equation (II-2) applied on such systems is impossible to solve 

analytically and very complex to solve numerically. Approximations will then be done to solve it. 

The so-called Born-Oppenheimer3 approximation states that nuclei move much slower than 

electrons because of the large difference in masses between each other, and offers to consider 

fixed nuclei for calculating the electronic energy. 

In practice, this allows to simplify equation (II-2): the operator ࢔ࢀ෢  becomes zero and the operator 

෢࢔࢔ࢂ  becomes a constant. 

 Equation (II-2) then takes the form:  

− ෍
ℏ૛

૛ࢋ࢓
࣒࢏∆

ࢋࡺ

ୀ૚࢏

+ ෍ ෍
૛ࢋ

࢐࢏࢘
࣒

ࢋࡺ

࢐வ࢏

ࢋࡺ

ୀ૚࢏

− ෍ ෍
࢑ࢆ૛ࢋ

࢑࢏࢘

࢔ࡺ

࢑ୀ૚

ࢋࡺ

ୀ૚࢏

࣒ =  ࣒ࡱ

Or 

෢܍ࡴ ࣒ =  II-3                                                                 ࣒ࡱ

The equation is simpler compared to equation (II-2), but it’s still complicated for large systems 

due to the electron-electron interactions. 

II.2 Density Functional Theory 
Density Functional Theory (DFT) is based on solving the Schrödinger equation from the 

knowledge of the total electron density of the system, denoted by ρ. This quantity represents the 



 

49 
 

quantity of electrons present per unit volume and it is easier to handle than wave function 

presentation. The first property of the electron density is that its integration over all space is equal 

to the total number of electrons of the system: 

න ࢘ࢊ(࢘)࣋ =  ࢋࡺ

We first present the basic principles of the DFT and the theoretical foundations on which it rests, 

then we will show and explain different types of available functional.  

II.2.1 Hohenberg-Kohn theorems 
Hohenberg and Kohn (H-K) theorems4 were established to allow using electron density for 

solving Schrödinger equation. The first H-K theorem states that for a system for interacting 

particles in a given external potential, the electron density is uniquely determined, which means 

that the total energy and then any electronic property is a density functional. To prove this, they 

assumed that a given electron density ρ associates two external potentials V and V'. ܪ෡ and ܪ෡' are 

the Hamiltonians corresponding to V and V' respectively, also Ψ and Ψ' are the normalized 

eigenvectors of the ground state of each Hamiltonian respectively. 

According to that, we have: 

E' < ൻશหࡴ෡ ′หશൿ 

Because Ψ is not eigenvector of ܪ෡'. We can mathematically decompose ܪ෡ ' in the following form: 

ൻશหࡴ෡ ′หશൿ = ൻશหࡴ෡ หશൿ + ൻશหࡴ෡ ′ − ෡ࡴ หશൿ = ࡱ + න ૉ(ܚ)[܄ᇱ(ܚ) −  ܚ܌[(ܚ)܄

Also we can do the same thing for E instead of E': 

۳ < ൻશᇱหࡴ෡ หશᇱൿ = ൻશᇱหࡴᇱ෢หશᇱൿ + ൻશᇱหࡴ෡ − ᇱ෢หશᇱൿࡴ = ۳ᇱ + න ૉ(ܚ)[(ܚ)ࢂ −  ܚ܌[(ܚ)ᇱ܄

Adding the two previous inequalities, we get: 

۳ᇱ + ࡱ < ۳ + ۳ᇱ 

Which is impossible! 
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This means that our postulate was wrong, and that we have unique external potential associated 

with the ground state electron density. 

A Second H-K theorem states the existence of a variational principle for calculating the ground 

state energy using electron density. 

 

II.2.2 Kohn-Sham approach 
DFT attempts to calculate the energy of interacting particles as functional of the density, but is 

limited by the lack of accurate kinetic energy functional for example.  Kohn and Sham proposed 

to replace the system of interacting particles (mainly electrons) by a fictitious non-interacting one 

in a way that its density is the same as that of the interacting particles.  The problem now is to 

find the fictitious system of non-interacting particles which has the same density and the same 

energy as the interacting particles instead of finding the universal H-K functional. Following this 

approach, the expression of kinetic energy of non-interacting particles is known which allows us 

to build more accurate DFT calculations.  

For N non-interacting electrons moving in an external potential Vs (its fictitious external potential 

in which non-interacting particles move called Kohn-Sham potential), the Hamiltonian is sum of 

all one-electron Hamiltonian: 

 

෢࢙ࡴ =  −
૚
૛ ෍ (࢏)૛ࢺ

ࡺ

ୀ૚࢏

+ ෍ ࢙ࢂ

ࡺ

ୀ૚࢏

 (࢏)

The density is constructed as function of Kohn-Sham orbital߮௜  :(ݎ)

 

࣋(࢘) = ෍|࣐࢏(࢘)|૛
ࡺ

ୀ૚࢏

 

Where ݅ passes over the occupied orbitals. 

We can write the Kohn-Sham total energy of the system as a functional of charge density: 
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ࡿࡷࡱ = [࣋]࢙ࢀ + [࣋]࢚࢞ࢋࡱ + [࣋]ࡴࡱ +  II-4                                    [࣋]࡯ࢄࡱ

 ௦ܶ  is the Kohn-Shan kinetic energy that can be expressed in terms of the Kohn-Sham orbitals: 

[࣋]࢙ࢀ = ෍ න ࢏࣐࢘ࢊ
∗

ࡺ

ୀ૚࢏

(࢘) ቆ−
ℏ૛

૛࢓
૛ቇࢺ  (࢘)࢏࣐

The second term of the K-S energy arises from the fictitious potential Vs: 

[࣋]࢚࢞ࢋࡱ = න (࢘)࢙ࢂ  ࢘ࢊ(࢘)࣋ 

ுܧ  is the Hartree energy which represents the electrostatic repulsion energy between pair 

electrons: 

[࣋]ࡴࡱ =  
૛ࢋ

૛ න ࢘ࢊ න ′࢘ࢊ
࣋(࢘)࣋(࢘′)

|࢘ − ࢘′|  

௑஼ܧ  is the exchange correlation terms which is the only one unknown terms in the Kohn-Sham 

energy equation (II-4), it will be  explicated in the coming paragraph.  

To have accurate and efficient solution, Kohn-Sham equations must be solved numerically using 

an iterative process. The following diagram shows the different steps of the iteration process. 
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Figure II-1. Iterative solution to Kohn-Sham equations 

 

II.2.3 Approximations to exchange correlation potential 
The problem is to build the exchange-correlation energy ܿݔܧ. In particular, the dependence of ܿݔܧ 

on ρ can be expressed as follows:  

[(࢘)࣋]࡯ࢄࡱ = න  ࢘ࢊ[(࢘)࣋]ࢉ࢞ࢿ(࢘)࣋

Where ߝ௫௖  is the exchange-correlation energy density, it represents the energy per electron 

depending also on ρ. 
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In the following paragraphs, we will present different expressions of the energy density ߝ௫௖  using 

different methods developed in order to perform DFT calculations.  

 

 Local Density Approximation (LDA) 
The simplest approximation is considering ߝ௫௖   to depend locally on density, it means that the 

value of ߝ௫௖  depends only on the value of electron density at the coordinate where the functional 

is evaluated, this approach is known by Local Density Approximation (LDA) which has been 

introduced originally by Kohn and Sham5. It can be used in systems where the density doesn’t 

vary much (slow variation) for homogenous electron gas, such that we can treat it like uniform 

electron gas (UEG). 

In this context the LDA exchange correlation energy can be written in the following way: 

ࢉ࢞ࡱ
[(࢘)࣋]࡭ࡰࡸ = න ࢉ࢞ࢿ(࢘)࣋

 ࢘ࢊ[(࢘)࣋]ࡳࡱࢁ

Now ߝ௫௖
௎ாீ  is the exchange correlation energy density of a uniform electron gas of density ρ. 

The problem is now simplified in knowing the exchange energy per particle for uniform electron 

gas of density ρ. It is useful to separate ߝ௫௖
௎ாீ  into correlation ߝ௖

௎ாீ  and exchange ߝ௫
௎ாீ  potentials. 

The exchange energy is determined by Slater6 and Dirac7: 

࢞ࢿ
[(࢘)࣋]ࡳࡱࢁ = −

૜
૝

൬
૜࣋(࢘)

࣊
൰

૚/૜

 

For the correlation part, an exact expression is not determined. Analytical expressions for ߝ௖
௎ாீ  

obtained by quantum Monte-Carlo calculations8. The most famous approximation for ߝ௖
௎ாீ  is 

done by Wang and Perdew9. 

Local spin density approximation (LSDA) is an extended version of LDA which takes into 

account the spin of electrons. Then the electron density is splitted into spin up and spin down 

density: 

࣋(࢘) = ࣋(࢘, ↑) + ࣋(࢘, ↓) 

And the exchange-correlations energy in this context is: 
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ࢉ࢞ࡱ
↑࣋ൣ࡭ࡰࡿࡸ , ࣋↓൧ = න ,࢘)࣋]ࢉ࢞ࢿ(࢘)࣋ ↑), ࣋(࢘,  ࢘ࢊ[(↓

 

 Generalized Gradient Approximation (GGA) 
LDA functional type does not lead to accurate results for the description of gaseous molecules 

and solids since considering the electron density as uniform electron gas for such systems is a 

rough approximation. To consider the inhomogeneity of the electronic density in the calculation 

of exchange and correlation energy, it is convenient to introduce the dependence of ߝ௫௖  on the 

gradient of the density.  

Generalized gradient approximation is an improved version of LDA (second order correction) to 

have a better description of systems that can’t be described as uniform electron gas like in solids 

and molecules.  

In this context, the expression of ߝ௫௖  will depend also on the gradient of the density at the point of 

calculation, so we write the exchange correlation energy in the following way: 

ࢉ࢞ࡱ
[(࢘)࣋]࡭ࡳࡳ = න ,(࢘)࣋]ࢉ࢞ࢿ(࢘)૜࢘࣋ࢊ  ࢘ࢊ[(࢘)࣋ࢺ

The results given by the functional GGA are generally much better than those given by LSDA 

functional. However, to improve the accuracy, functionals including Laplace of the electronic 

density (third order correction) have been also developed which are called "meta-GGA." 

 

II.2.4 Van der Waals interactions 
Density functional theory is a successful method for computing electronic structure in condensed 

matter and quantum chemistry10–12. Several works have been developed recently to improve and 

parametrize the functions used in order to take into account other physical aspects and to 

investigate more complex systems. This approximation cannot adequately describe long-range 

non-local interactions which are originated from the weak forces of Van der Waals (VdW). 

However, the absence of Van der Waals interactions may lead to badly describe systems 

including adsorption of molecules on surfaces.  
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Grimme 13 proposed a semi-empirical approach in adding a dispersion term to the total energy: 

࢖࢙࢏ࢊࡱ = ૟ࡿ−  ෍
૟࡯

࢐࢏

࢐࢏ࡾ
૟ ,࢐൯࢏ࡾ൫࢖࢓ࢊࢌ

࢚ࢇࡺ

ஷ࢐࢏

 

Where ௔ܰ௧  refers to the number of atoms in the system, ܥ଺
௜௝  is the dispersion coefficient for pair 

of atoms i and j, ௜ܴ௝  is the distance between atoms, ௗ݂௠௣ is a damping factor and ܵ଺ is an 

empirical scaling factor. 

However, Tkatchenko and Scheffler 14 (DFT-TS) proposed a method for calculating the 

dispersion coefficients (C6) between interacting atoms. This approach allows to express these 

coefficients in terms of an effective volume of atoms in molecule or solid: 

࢏࢏૟࡯ = ࢏࢜
૛࡯૟࢏࢏

 ࢋࢋ࢘ࢌ

 Where the dispersion coefficients ܥ଺௜௜  and ܥ଺௜௜
௙௥௘௘ are related to the atom in its environment and 

isolated, respectively. TS is based on the atomic polarizability to calculate the C6 coefficients of 

the isolated atoms. (ܥ଺௜௜  coefficients are calculated starting by individual ܥ଺௜ ones) 

This method is improved recently by Bucko et al.15,16 to describe better the energy of ionic solids, 

in which they proposed appropriate partitioning based on Hirshfeld algorithm. This method 

denoted (DFT-TS/HI) will be used in this PhD. 

 

II.3 Bloch’s theorem 
The eigenstates of the Schrödinger equation for an independent particle, in a system where the 

electrons are moving in an effective potential ௘ܸ௙௙(ݎ) as in Kohn and Sham approach, satisfy the 

eigenvalue equations: 

෡ࡴ (࢘)࢏࣒(࢘)ࢌࢌࢋ = ቂ− ℏ૛

૛ࢋ࢓
૛ࢺ + ቃ(࢘)ࢌࢌࢋࢂ (࢘)࢏࣒ =  II-5                    (࢘)࢏࣒࢏ࢿ

In the periodic systems like in crystals, the effective potential of the periodicity of the crystal can 

be expressed using Fourier series: 
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(࢘)ࢌࢌࢋࢂ = ෍ ࢓ࡳ࢏ࢋ(࢓ࡳ)ࢌࢌࢋࢂ .࢘

࢓

, 

Where ܩ௠ are the reciprocal lattice vectors, then: 

(ࡳ)ࢌࢌࢋࢂ =
૚
ࢹ න ࢘ࢊ࢘.ࡳ࢏ିࢋ(࢘)ࢌࢌࢋࢂ

ࢹ
 

Where ߗ is the volume of the primitive cell. 

If we have translational symmetry in the system, the states are orthogonal and governed by the 

boundary conditions of the crystal (infinite volume). In this case, the K-S eigenfunctions are 

governed by Bloch theorem 17: they have two quantum numbers; the wave Vector k in the 

Brillouin zone (BZ) and the band index i (plus spin in case of magnetic material), and thus they 

can be expressed as product of a plane wave ݁௜௞.௥  and a periodic function: 

߰௜(ݎ) = ݁௜௞.௥ݑ௜,௞(ݎ) 

(ݎ)௜,௞ݑ is the periodic function which has the periodicity of the lattice with (ݎ)௜,௞ݑ = ݎ)௜,௞ݑ + ሬܴ⃑ ) 

and R represents the translational vector in the lattice.  

The Bloch wave function is in general solution to the stationary Schrodinger equation including a 

periodic potential ܸ(ݎ + (ܮ =  while L is any translation vector of the lattice under ,(ݎ)ܸ

consideration. Within Bloch theorem, the problem is simpler by calculating finite number of 

electronic wave functions instead of infinite ones. 

 

II.4 Pseudopotential 
The useful chemical and physical properties of a crystal are determined generally by valence 

electrons which contribute to the chemical bonds, while other electrons, located in the core, are 

not involved in the chemical bonds. From this point, we do an approximation by taking only the 

valence electrons into account in the ab initio calculations to optimize the computation cost. 
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The core electrons are considered as in frozen states in their fundamental states during the 

calculation. Near the core, the coulomb potential V (in Figure II-2 the blue dashed line) is then 

replaced by a pseudopotential Vpseudo (red line) which is identical after a certain radius rc (cutoff 

radius). The pseudopotential generates a pseudo wave function Ѱpseudo which is also the same as 

the real one after rc, which is smoother near the core and it requires less plane waves to describe 

it. 

 

II.5 Molecular dynamics 
Molecular dynamics (MD) is used to model systems at the atomic level. It is an efficient method 

for modeling solvent effects and studying physical parameter, noticeably temperature. Newton’s 

equation of motion is integrated to determine the atomic positions depending on the forces 

applied on each atom.  

II.5.1 Classical MD formalism 
The time evolution of a system of N particles described by momentum (p i) and coordinates (qi) is 

given by the following equations 18,19: 

ቐ
̇࢖ = − ࡴࣔ

ࢗࣔ

̇ࢗ = + ࡴࣔ
࢖ࣔ

                                                              II-6 

Figure II-2. Comparison between original potentials (blue) and 
pseudopotentials (red). 
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Then we can write the Hamiltonian as the sum of kinetic and potential energies which depends on 

coordinates and momentum: 

ࡴ = (࢖)ࡷ +  II-7                                                     (ࢗ)ࢁ

In which the kinetic term is expressed as follows: 

(࢖)ࡷ = ૛࢖

૛࢓
                                                           II-8 

Substituting equations II-7 and II-8 in II-6, we get 

ቐ
̇࢖ = − ࢁࣔ

ࢗࣔ

̇ࢗ = ࢖   
࢓

,                                                            II-9 

Which gives  

̈࢘࢓ = − ࢁࣔ
ࢗࣔ

                                                         II-10 

Which is Newton’s second equation of motion with the force expressed as the negative gradient 

of the potential. 

Molecular dynamics works by solving this Newton’s equation numerically for all the atoms in the 

system. Then we can write the equation for atom i as: 

࢏ࢇ = ࢘ଙ̈ = ࢏ࡲ
࢏࢓

                                                        II-11 

Verlet algorithm is used to integrate this equation numerically over a time step ∆t. the atomic 

positions and velocities can be computed in the following way: 

(࢚)࢏ࡲ = −સࢂ൫࢏ࡾ(࢚)൯      II-12 

࢚)࢏ࡾ + ∆࢚) = (࢚)࢏ࡾ + ࢚∆(࢚)࢏࢜ + ૚
૛࢏࢓

 ૛                           II-13࢚∆(࢚)࢏ࡲ

࢚)࢏ࡲ + ∆࢚) = −સ࢏ࡾ)ࢂ(࢚ + ∆࢚))                                       II-14 

࢚)࢏࢜ + ∆࢚) = (࢚)࢏࢜  + ૚
૛࢏࢓

(࢚)࢏ࡲ] + ࢚)࢏ࡲ + ∆࢚)]∆࢚                          II-15 
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Where V(r) is the potential containing all the interactions between atoms in the system. For this 

algorithm; the input is the initial positions of the atoms and the potentials to calculate forces 

between atoms. 

 

II.5.2 Born-Oppenheimer MD  
Practically, several approaches are applied to combine electronic structure calculations with MD. 

The main are: Ehrenfest, Born-Oppenheimer and Car-Parrinello molecular dynamics.  

For our concern, the Born-Oppenheimer (BO) approach will be used since it is implemented in 

our simulation tool, the VASP software. In BO approach, the nuclear positions evolve in the 

manner of classical molecular dynamics while the electronic structure is obtained by solving time 

independent Schrödinger equation. The time dependence of the electronic structure becomes a 

result of the nuclear motion which is not intrinsic as in the case of Ehrenfest. So, we define the 

following relations according to the Hellmann-Feynman theorem: 

ሬሬሬሬ̈⃗ࡵࡾࡵࡹ = ࡵࢺ− ܖܑܕ
࣒૙

{⟨࣒૙|ࢋࡴ|࣒૙⟩} 

૙࣒ࢋࡴ =  ૙࣒૙ࢿ

Where ߰଴  is the fundamental state and ܪ௘  the electronic Hamiltonian.  

 

II.5.3 Thermostat 
In many molecular dynamic calculations, it is essential to impose boundary conditions to 

compute thermodynamic parameters. Therefore, it is necessary to force the trajectory to be 

compatible with some chosen statistical ensembles. Each ensemble is defined by the conserved 

quantities such as: the number of atoms N, volume V, pressure P and temperature T. In molecular 

dynamic simulations, three main canonical ensembles are defined:  

 Microcanonical ensemble: NVE in which the energy is fixed constant. 

 Canonical ensemble: NVT in which the temperature is fixed constant. 
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 Isothermal–isobaric ensemble: NPT in which the pressure and temperature are fixed 

constant. 

Sophisticated methods are used normally to impose the conditions of the ensembles, such as 

thermostat to fix the temperature, barostat to fix the pressure, etc… Only the thermostats have 

been used in our molecular dynamics. 

The temperature is a parameter which used to measure the instantaneous kinetic energy of a 

molecular system. It can be written in the following formula: 

ࢀ =
∑ ࢏࢜࢏࢓

૛ࡺ
ୀ૚࢏

૜࡮ࡷࡺ
 

While ݉௜  and ݒ௜ are the mass and velocity of the particle i, respectively, ܭ஻  is the Boltzmann 

constant. The thermostat is a device used to maintain the temperature constant in a molecular 

system. In our molecular system, we have used Nose-Hoover thermostat which will be detailed 

hereafter. 

The Nose-Hoover thermostat introduced by Nose (1984) 20 and improved by Hoover (1985) 21 is 

a deterministic thermostat which characterizes well the canonical ensembles.  

In practice, equations of motion were modified by a new term: 

ሬ࢘⃗ࢊ ࢏

࢚ࢊ =
ሬሬ⃗࢖ ࢏

࢏࢓
 

ሬሬ⃗࢖ࢊ ࢏

࢚ࢊ = ሬሬ⃗ࡲ ࢏ − ࢿ ∗ ሬሬ⃗࢖  ࢏

ࢿ̇ =
૚
ࡽ

൥෍
࢏࢖

૛

࢏࢓
− ૙ࢀ࡮࢑ࢌࡰ

ࡺ

ୀ૚࢏

൩ 

While ⃗݌௜  is the momentum of the atom ݅, ݉௜ the mass of the atom ݅, ܦ௙  in the number of degrees 

of freedom, ଴ܶ is the temperature of the thermostat and ܳ is un adjustable parameter called virtual 

mass. Note that the parameter ε is identical for all the particles in the system. When the 

temperature of the system is higher than ଴ܶ , � increases and subtracts a positive value. However, 
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when the instantaneous temperature of the system is lower than ଴ܶ, ε decreases and becomes 

negative value, so that the energy will increase. 

The parameter Q fixes the oscillation frequency of the temperature. If the Q-value is very high, 

the fluctuations of temperature are very large, on the other hand, if the Q-value is very low, the 

temperature converges correctly, but the sampling of the micro-states are insufficient and the 

canonical ensemble is not correct anymore. 

 

II.6 Nudged Elastic Band (NEB)  
Studying the reactivity of the surface requires discovering the minima on the free energy surface 

and also the transition state (TS) of surface reactions. Nudged elastic band 22,23 is a method for 

determining the Minimum Energy Path (MEP) between two minima i.e. reactants and products. 

This method is very effective to find the transition state of a chemical reaction, or the diffusion of 

molecule or atom on a metallic surface. 

Figure II-3. Schematic diagram of the nudged elastic band theory [16]. 
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The idea of NEB is to take number of images (around 10) between the initial and final states as 

displayed in Figure II-3. A spring interaction is added between neighboring images to prevent it 

from falling down toward initial and final states during the simultaneous geometry optimization 

of the images to define the MEP. 

Consider an elastic band of N+1 images, labeled R0, R1, R2, …, RN, where the extreme points, R0 

and RN are fixed and correspond to initial and final states. The N-1 intermediate states are 

determined by linear interpolation between initial and final states. 

To find MEP by the NEB method, the relaxation of the images is done by force projection; the 

potential forces applied perpendicular to the band while the spring elastic forces are applied along 

the band (tangent to the path ߬̂௜ on the Figure II-3). ߬̂௜ seems to be the tangent at image i given in 

ref.22: 

ො࣎࢏ =
࢏ࡾ − ૚ି࢏ࡾ

࢏ࡾ| − |૚ି࢏ࡾ +
ା૚࢏ࡾ − ࢏ࡾ

ା૚࢏ࡾ| −  |࢏ࡾ

According to ref.23, the NEB force acting on some image i is the addition of the parallel and 

perpendicular forces: 

࢏ࡲ
࡮ࡱࡺ = ࢏ࡲ

⟘ + ࢏ࡲ
 ,∥ࡿ

where ܨ௜
⟘ acts perpendicular to the band due to the potential: 

࢏ࡲ
⟘ = (࢏ࡾ)ࢺ− + .(࢏ࡾ)ࢺ ො࣎࢏ ො࣎࢐, 

and ܨ௜
ௌ∥ due to spring forces: 

࢏ࡲ
∥ࡿ = ା૚࢏ࡾ)]࢑ − (࢏ࡾ − ࢏ࡾ) − .[(૚ି࢏ࡾ ො࣎࢏ ො࣎࢏. 

k is the spring constant and ௜ܴ  refers to the position of image i. 

The NEB method developed firstly according to the above equation for ܨ௜
ோ஻  and ߬̂௜ , can form 

kinks along the path for a 2-D LEPS potential22.  
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II.7 Application in VASP 
Vienna Ab-initio simulation package (VASP.5.4) is a quantum chemistry periodic code which 

uses DFT and plane waves bases to define the solid state properties. VASP uses pseudo-potential 

and Projector Augmented Wave (PAW)24 to describe electrons. Different iterative algorithms are 

implemented in VASP to optimize the wave functions such as conjugate gradient 25, Davidson 

diagonalization26 method and the RMM-DIIS method27. After each electronic cycle, we check if 

the convergence of energy is attained. The algorithm is self-consistent which is shown briefly in 

the diagram of Figure II-4. The choice of the number of points in reciprocal space plays 

important role in the resolution of the sampling. The number of points used impact the resolution, 

and it is necessary to get sufficient points to better describe the energy bands as well as compute 

the total energy. However, the convergence will slow down by increasing the number of matrix 

elements. On the other hand, if the sampling point is too low, the band structure will not be 

described correctly leading to a bad estimation of the total energy. We must test the correct 

number of points, usually we start from 1 (mesh 1×1×1) up to 1000 points (mesh 10 × 10 × 10) 

and sometimes more if we found the energy still changing after increasing the size. 

Other important parameter is the cutoff energy, which is used to fix the number of plane waves 

around our basis set. Normally default value is specified in the VASP (in POTCAR file). Some 

tests calculations on the bulk are recommended and performed to check if the default value is 

true.  
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Figure II-4. Brief preview of the VASP algorithm. [21] 

Four input files were required to perform calculation in VASP which are INCAR, POSCAR, 

KPOINTS and POTCAR.  

 INCAR: it contains input parameters to make calculations and methods (type of 

pseudopotentials, number of steps, type of the algorithm, speed of calculation, spin-

polarization specification, converging criteria and others). Also, it contains calculation 

parameters concerning the system like cutoff energy. 

 POSCAR: it contains the size of the cell and position of atoms. In this file we specify 

which atoms have to be relaxed, the others being fixed.  
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 KPOINTS: number of k points used. 

 POTCAR: this file contains pseudopotentials of atoms listed in same way as in POSCAR 

file.  

The main output files: 

 OUTCAR: it prints all the information during the computation. 

 CONTCAR: this file contains the last geometry of the system after optimization. 

 OSZICAR: in this file, we find all data about energies from the beginning to the end of 

the simulation. 

Other output file may exist depending on the type of calculation we are performing like 

DOSCAR, PROCAR and others. 

 

II.8 Cutoff Energy  

 

Figure II-5. Total energy as function of cutoff energy (eV). 

The wave function is developed as a set of plane waves. Calculations were done by varying 

energy cutoff from 200 to 600 eV to find the energy convergence (Figure II-5). From this 

evaluation, all the bulk and surface calculations were performed with cutoff energy 450 eV for 

the plane waves describing the valence electrons. The total energy converges more rapidly for 

iodine and cesium atoms or ions but this value is needed to correctly describe oxygen atoms.  
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II.9 Conclusion 
In our work, density functional theory (DFT) were implemented to perform our calculations. This 

method is well known in computational chemistry science which can be considered as accurate 

method in describing systems at the atomic level. The calculations were carried out with VASP 

(Vienna Ab initio Simulation Package). The wave function is developed as a set of plane waves 

and the electron-ion interactions are described using the method PAW. Atomic positions were 

optimized using GGA where atomic forces and total energy are minimized. Self-consistent 

solving of the Kohn−Sham equations until the energy difference between two successive ionic 

steps is lower than 10−5 eV and the atomic positions were optimized with a convergence 

criterion for the forces less than 0.03 eV/Å. Bulk and surface calculations were performed with 

cutoff energy 450 eV for the plane waves basis set describing the valence electrons. The k-points 

mesh were chosen according to the system size, varying from 3 × 3× 3 for bulk and 3 × 3 × 1 for 

surface calculations. 
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Chapter III: Reactivity of CsI aerosols 
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III.1 Introduction 
As experimentally observed and theoretically established, iodine can be transported in a large 

amount as CsI aerosols inside the RCS in severe accident conditions1. These aerosols can react 

with oxidants in gas phase, like OH produced by steam radiolysis, O2, O3, leading first to the 

formation of molecular iodine and next iodine oxides 2,3. However, these aerosols may also be 

deposited onto inner walls (like painted surfaces, stainless steel and others) after reaching the 

nuclear containment leading to possible oxidation to formed volatile iodine. The chemical 

reactivity under radiolysis of CsI deposited aerosols were investigated in the frame of 

STEM/EPICUR 4 ; results are discussed in the first chapter. However, the chemical ageing of CsI 

aerosols in the gas phase is still poorly understood. Therefore, the purpose of this work is to 

study/understand the chemical pathways of these metallic iodide aerosols under irradiation. 

In this chapter, theoretical study is performed in order to understand the chemical process leading 

to the formation of molecular iodine (I2) coming from CsI aerosol oxidation. The first part is a 

submitted paper under title: “CsI surfaces reactivity: A DFT study”, in which four main issues 

were addressed: 1- general properties of CsI aerosols, 2- most stable surfaces of CsI crystal, 3- 

interaction of CsI with water in gas phase, and 4-formation of iodine species after interaction 

between CsI and radiolysis products. 

However, in reality all surfaces contain some defects. This point is taken into account in the 

second part of this chapter in order to compare the reactivity on defect surfaces with flat surfaces 

(ideal surfaces).  
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III.2 CsI surfaces reactivity: A DFT study 

(submitted article) 
In the present study, we investigate CsI surface stability by periodic DFT (PBE) calculations 

including van der Walls corrections (TS-HI). Based on these calculations, the (011) surface is the 

more stable and the only one exposed on small aerosols in the gas phase. Even if CsI is 

considered as a hygroscopic compound, its interaction with water is weak (between 0.51 eV and 

0.72 eV per molecule depending on the coverage) and no water will be adsorbed at room 

temperature (RT) if the humidity is low. The I2 gaseous release from the surface is only possible 

if a strong oxidizing molecule is involved in the reaction. For example, the reaction with OH° 

that may be produced by water radiolysis is exothermic. The I2 formation activation energy is 1.2 

eV. The oxidation rate will be controlled either by OH° formation or by OH° diffusion into the 

interface boundary layers. 

Keywords: CsI, DFT surfaces, reactivity, water adsorption. 

III.2.1 Introduction 
Iodine and Cesium arising from fission reactions are released in significant amounts into the 

nuclear containment building in the case of severe accident. These compounds are of particular 

interest since they contribute to radiological consequences at short and middle terms (few weeks 

after the accident for iodine and few years for cesium). Both have serious impact on health and 

ecosystems. Cesium Iodide (CsI) is the most likely iodine aerosol species that may be formed. It 

was considered that iodine entering the containment was at least 95% CsI, as documented in 

NUREG/CR-57325. These particles may lead to the formation of gaseous iodine (I2) after 

chemical reactions on their surfaces or after dissolving in aqueous phase and such may be an 

important source of radioactive contamination6–10. Both theoretical and experimental work11–13 

has been carried out to identify and understand chemical processes involving iodine reactivity in 

the frame of nuclear accidents. Detailed knowledge of CsI reactivity is essential to develop 

predicting models of iodine release into the environment and to have a clear understanding of its 

behavior in presence of oxidative steam atmosphere.  



 

73 
 

Release of iodine after a severe accident from nuclear fuel was mainly studied experimentally in 

the 80’s and 90’s14. The total amount of iodine released in the nuclear containment building can 

reach up to 70% of the reactor iodine core inventory depending on the type of nuclear accident15. 

Formation of bulk CsI is favored in the reactor coolant system at high temperature (1300 K) due 

to the high thermochemical stability of this compound9and the large amount of cesium released 

when compared to iodine (amount of iodine formed in the fuel during normal operations of power 

plant is 10 times less than the amount of cesium)15.  

Recently, Sudolská et al.16 performed theoretical studies on the structure and the thermodynamic 

properties (standard enthalpies of formation and Gibbs free energies) of gaseous cesium species 

of nuclear safety interest (Cs, CsOH, CsI and its dimer Cs2I2) in order to refine thermodynamic 

data that are implemented in simulation tools17 used to predict radiological consequences in case 

of a severe accident occurring in a pressurized water reactor (PWR). They have shown that CsOH 

is the most stable cesium compound followed by CsI and that CsI and CsOH can co-exist in 

steam atmosphere in the Reactor Cooling System (RCS). Earlier Badawi et al.9 also computed a 

thermodynamic data study on 12 gaseous cesium-containing species: Cs2, CsH, CsO, Cs2O, CsX, 

and Cs2X2 (X = OH, Cl, Br, and I) while Šulková et al.18 computed gas phase rate constants for a 

network of iodine and cesium reactions. Both studies demonstrated that CsI(g) is stable in 

presence of water. Iodide in aqueous solution is rapidly oxidized by OH° (formed by radiolysis) 

to lead to iodine radical. Recent experimental works1,19,20 show that CsI particles oxidized by �-

irradiation formed gaseous molecular iodine. As already mentioned CsI particles are a possible 

source of volatile iodine but the nature of the reaction occurring on their surfaces is still poorly 

understood. The knowledge of the chemical processes of I2 formation is fundamental to be able to 

evaluate with confidence the kinetic of iodine released in severe accident conditions. Some data 

may be extrapolated from systems with similar chemical properties such as NaCl aerosols that 

have been studied to evaluate the chlorine production near the seas21. On NaCl surfaces, two 

types of reactions may happen: i) the reaction of the chloride with a strong acid produces HCl 

that may be released in the gas phase. ii) The reaction of chloride with strong oxidizing agent 

such as nitric acid will produce Cl2(g) via indirect processes involving chlorine oxides. The 

interaction of water with the perfect NaCl surfaces have been studied22. These Density Functional 

Theory (DFT) calculations concluded that the adsorption is molecular and that the water 

molecules form a hydrogen bond network above the solid surface. In this project, theoretical 
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calculations have been carried out to investigate the mechanism of iodine formation from CsI 

surfaces. In the first part, we studied the stability of the surface in dry atmosphere and determined 

the shape of the aerosol nanoparticles. In a second part, we first studied the role of water and 

next, mechanisms that may be responsible for the release of iodine in gaseous phase, taking into 

account the possible role of oxidizing agent formed under radiation.  

III.2.2 Theoretical methods 

 Computational parameters 
All DFT calculations were carried out with VASP (Vienna Ab initio Simulation Package)23,24. 

The wave function is developed on a set of plane waves and the electron-ion interactions were 

described using the PAW method (Projector Augmented Wave)25. The energy is calculated using 

generalized gradient approximation as parameterized by Perdew et al.,26 and PBE functional was 

employed with a 0.1 eV gaussian27 smearing. PBE have been shown to give good results on ionic 

systems if the Van der Walls corrections are taken into account28. In this study, as the iodine 

oxidation state will change during reactions, the Van der Walls corrections are calculated 

according to the iterative Tkatchenko Scheffler model29 which is also well adapted to ionic 

systems30,31. The self-consistent solving of the Kohn−Sham equations is performed until the 

energy difference between two successive electronic steps is lower than 10−5 eV. The atomic 

positions were optimized until the forces being less than 0.03 eV/Å. The electron configurations 

[Xe] 6s1, [Kr] 4d10 5s2 5p5, [He] 2s2 2p4 and 1s1 were used for cesium, iodine, oxygen and 

hydrogen respectively. Test Calculations were done by varying cut-off energy from 200 to 600 

eV and the k-points mesh from 1× 1× 1 to 11x11x11 following Mokhorst-Pack32 schemes to 

define calculation parameters (cf SI). From these evaluations, all the bulk and surface 

calculations were performed with a 450 eV cut-off energy, a 3x3x3 kpoint mesh for bulk 

calculations, and 3x3x1 one for all surface calculations. 

CsI crystal has a simple cubic structure which belongs to the Pm3m group, with two atoms in the 

unit cell, Cesium at (0, 0, 0) and iodine at (a/2) (1, 1, 1) while ‘a’ being the lattice constant 

(456.67 pm)33 kept fixed in the calculation at the experimental value. This constraint has only a 

very small effect on the reaction energy (cf SI)  



 

75 
 

A supercell composed of eight CsI layers was used for all surfaces (Figure III-1). The four 

outermost layers were allowed to relax to take into account the surface formation, while the rest 

layers were kept fixed to mimic bulk constraints. We added 15 Å of vacuum between two 

consecutive slabs to avoid interactions between them. The following non-equivalent low index 

surfaces: (001), (011), (111), (210) and (211) were optimized. 

 

 

Figure III-1: Top and side view of the used unit cell for the 011 surface..  

Surface energies for symmetric surfaces were calculated as  

γ= (Eslab – nEbulk)/2A                                               III-1 

where ܧ௦௟௔௕  is the slab energy, nEbulk denotes the energy of n unit cells of CsI (n represents the 

number of unit cells in the given slab), and A is the area of the considered surface unit cell. The 
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relaxation energy was added to the average surface energy to include surface relaxation in the 

calculations. In order to describe low adsorption coverage to investigate the reactivity of the 

stable surfaces, larger cells (1x2 or 2x2) were used. Tests calculations on (3x3) and (4x4) surface 

cells were performed to confirm that reaction energies do not depend on the surface cell size (cf 

SI). 

The adsorption energy is defined by the following formula (III-2): 

Eads= ECsI + n*E(H2O)gas –E(CsI+ nH2O)                              III-2 

Where ECsI, E(H2O)gas, E (CsI+ nH2O) are, respectively, the energies of the relaxed CsI substrate, the 

energy of one water molecule in gas phase and the energy of the total system, ‘n’ being the 

number of water molecules in adsorbed on the surface, per cell. Using this definition, a positive 

adsorption energy is related to an exothermic adsorption. 

 Thermodynamics model 
Atomistic thermodynamic models were used to describe water adsorption on the CsI surfaces at 

defined pressure and temperature. Gas phase presents the reservoir in equilibrium with the 

surface and the adsorbed molecules. Then we define Gibbs free energy of the adsorption reaction 

(reaction (R1)) (∆rG) as a function of temperature, pressure and the gas phase chemical potential 

using the following expression (III-3): 

Surface + n.Gas   Surface(Gas)n     (R1) 

∆rG = [∆E0 + ∆Ezpe - n∑∆µ(T,p)]                                      III-3 

Where ∆E0 is the adsorption energy obtained from DFT energies, ∑∆µ(T,p) is the chemical 

potential difference between the gas phase and adsorbed molecules, while ∆Ezpe is the zero point 

energy difference. Temperature and pressure dependent chemical potential of the water molecule 

can be expressed as following (III-4): 

∆µ(T, p) = ∆µ0(T) +RTln [P/P0]                                     III-4 

Where ∆µ0(T) = ∆[Evib + Erot + Etrans ] + RT – T.(Svib + Srot + Strans). This expression includes 

thermal contributions of the change in vibrational, rotational and translational degrees of 

freedom34,35 and is evaluated using perfect gas partition functions. 
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 Transition state calculations 
Using Climbing Image Nudged Elastic Band (CI-NEB)36,37, we determine the minimum energy 

path (MEP) between two minima i.e. reactants and products. In our case, 8 images, located 

between the reactants and the products of elementary reactions defined the reaction path. The 

highest point on the reaction path is optimized to be saddle point. After optimization the saddle 

point is characterized by vibrational frequency analysis to know if it is a transition state (TS).  

III.2.3 Results and discussion 
In order to study the surface reactivity of CsI particles, we will determine in a first step the most 

stable surface that will be exposed on gas phase and define its shape. The water adsorption will 

be considered in a second part while the reactivity will be discussed in the third one.  

 Exposed Surface  
Low index surfaces are shown in Figure III-2. Before relaxation, surfaces (111) and (001) are 

polar i.e. they end up with only one type of atoms, either Cs or I, while others ((011), (210) and 

(211)) are non-polar. In order to cancel this surface polarity, we considered the classical 2x1 

reconstruction, by displacing half layer from the bottom to the top of the slab.  

 

001 011 211 
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111 210  

 

 

 

 

 
Figure III-2. Top and side view of different CsI surfaces. (I:  purple spheres, Cs : yellow 

spheres) 

Both the surface energies of the relaxed and rigid planes increase in the following order: (011) << 

(210) < (211) < (111) < (001) (see Table III-1). The (011) surface optimization does not lead to 

significant relaxation. A similar result is obtained for the other surfaces, even if they are stepped. 

According to the Wulff model38, it is possible to define the shape of the particle based on the 

relaxed surface energies. Since there is a large difference between the surface energy of (011) 

plane and the others (surface energy is doubled), the (011) planes will be the only one exposed on 

CsI particle. The particle will be rhombic dodecahedron as represented in Figure III-3. The (011) 

surfaces are composed of alternated line of I and Cs ions that may favor I2 formation since there 

are no caesium between two neighboring iodine. 
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Table III-1: Surface energy of the exposed planes. 

 

 

 

 
Figure III-3. Calculated Wulff shape of the CsI particle 39. 

 

 Water adsorption 

III.2.3.2.1 First water molecule adsorption 
Water adsorption process was studied by adding successive water molecules on the surface until 

one monolayer was reached. Dissociative and molecular adsorptions of water molecule were 

studied to define the most probable adsorption mode. Figure III-4 shows both mentioned cases: 

the molecular ones ‘A1,2’ in which a water molecule adsorbs on the surface, while in ‘B’ we 

dissociated the water molecule into one OH group on the top of Cs and H atom interacting with I.  

Exposed plane (011) (111) (210) (211) (001) 

γ(mJ/m2) 

rigid surface 

200 540 435 520 650 

γ(mJ/m2) 

relaxed surface 

193 520 365 417 615 

Relative relaxation 

Energy (%) 

4 4 16 20 5 
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In the molecular case, we tested two possible orientations for the water molecule on the surface. 

First the main interaction is the electrostatic one between oxygen atom and the Cs cation. The 

water molecule lays flat, 3 Å above and is almost parallel to the surface (A1). In second, 

hydrogen bond is formed between the hydrogen atom and the iodide. The water molecule is 

perpendicular to the surface (A2) with H atom pointing toward I anion such that the oxygen atom 

minimized its distance with the Cs cation. The Cs-O and H-I distances are respectively 3.16 and 

2.45 Å. In both cases the geometry of the water molecule is similar to the gas phase one, the H-

O-H angle is 105° and O-H bond lengths are 0.99 Å. These geometries are characteristic of weak 

interaction with the surface. The top layer of CsI does not relax, as almost no change in the 

positions of atoms was induced by the water adsorption. Adsorption energies are respectively 

0.31 and 0.51 eV for the two configurations (flat and hydrogen bond). 

Calculation of the electronic density difference corresponding to the electronic transfer between 

the molecule and the surface is very weak. The main interaction is due to hydrogen bond 

formation. The strength of H-I hydrogen bonding is two times larger than the O-Cs+ bonding. 

This result is in agreement with previous study on NaCl surfaces40. In this study the authors 

assume same type of adsorption for NaCl. Pepa et al. 41 calculated 0.40 eV for the molecular 

water adsorption parallel mode to the surface, on top of the Na+ cation on the NaCl (100) surface. 

A1   Eads= 0.31 eV A2   Eads= 0.51 eV 

B   Eads=-3.54 eV 

 
Figure III-4: molecular and dissociative adsorptions of water molecule on CsI surface 

geometries and energies (eV).( I: Purple, Cs : Yellow, O: red, H; white) 
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We also investigated the dissociative adsorption mode on CsI (011) surface. After optimization, 

the OH group is located at 2.87 Å above the Cs+ cation in top position and the proton is placed on 

the top of an I anion with a I-H distance equal to 1.77 Å. This distance is larger than the distance 

in the HI gaseous molecule (1.75 Å). The adsorption energy for this case is -3.54 eV associated to 

a very endothermic adsorption. Furthermore, when the proton is adsorbed on the iodide 

neighboring the cesium on which the OH group is placed, H moves toward the OH group to form 

the water molecule without any activation barrier. The H+ and the OH- must be adsorbed on non-

neighboring atoms to avoid the spontaneous water formation. This result means that no 

spontaneous dissociation of an adsorbed water molecule can happen on CsI and thus the 

formation of IH molecule on the surface is not possible. This result is important since it 

enlightens that release of iodine as HI acid from CsI surfaces is not probable since its formation 

on the surface is not possible in the absence of strong acid in the gaseous phase.  

In order to take into account the temperature effect, Gibbs free energy plots (see Figure III-5) at 

different temperatures and pressures were obtained starting from the adsorption energy of one 

water molecule on CsI surface. The plots show that water can only be adsorbed at low 

temperatures (i.e. 200 K) even at low pressure and that at room temperature, partial pressure 

larger than 0.01 bar is needed to stabilize the water on the surface, due to the weak interaction 

between the molecule and the surface. This value is close to the water saturation vapor pressure 

(0.03 bar at 298 K) and explains that humidity of 80% is needed to observe the CsI 

deliquescence4,42. Similar results have been observed on NaCl43–45. 
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Figure III-5. Gibbs free energy plots for associative adsorption of H2O on CsI surface at 

different temperatures. 

 

III.2.3.2.2 Adsorption of H2O molecules layer on (1x2) unit cell of CsI (011) 

surface  
In order to estimate the water coverage effect on the adsorption, water molecules were added to 

(1x2) CsI (011) surface successively until one monolayer is achieved. Figure III-6 shows the 

geometry of half and one monolayer of H2O adsorbed on the surface (011).  

A systematic study of possible adsorption geometries has been performed, adding water molecule 

on top of Cs and on top of I to determine the most stable geometries depending on the coverage 

extent. When more than one water molecule is adsorbed on the surface, two types of interaction 

compete to define the most stable configuration: water-surface (Ew-s) and water-water (Ew-w) 

interactions.  

These interactions energies were computed according to the following formulas (III-5, III-6): 

Ew-w = Ewater-polymer - nxE(H2O)gas    III-6 

Ew-s = Eads - Ew-w  III-7 
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Ewater-polymer is the energy of water molecules in the geometry of the adsorbed ones but without 

solid substrate. Due to the large number of degrees of freedom when eight water molecules are 

adsorbed on the surface, we performed ab-initio molecular dynamic to scan the potential energy 

surface at 350 K. We fully optimized the energetic minima to compute the adsorption energy.  

Table III-2. Adsorption energy at different coverages for associative mode 

 1 ML 

(8 H2O) 

0.5 ML 

(4 H2O) 

0.125 ML 

(1 H2O) 

Eads(eV) 5.89 2.19 0.51 

Ew-w(eV) 3.18 0.59 - 

Ew-s(eV) 2.71 1.60 0.51 

 

In Table III-2 we present adsorption and interaction energies for the investigated cases. Starting 

with the case of half monolayer (ML) of water (Figure III-6A), the distances between the water 

molecules on the surface are small leading to water-water interaction. These hydrogen bonds are 

strong enough to favor the clustering of the water molecule on one side of the surface cell and the 

formation of a water chain.  

A 

 

 

 

B 

 

Figure III-6. Adsorption of half (A) and one monolayer of water (B) on (2x1) CsI (011) 
surface. ).( I: Purple, Cs : Yellow, O: red, H: white) 

Furthermore, we notice that only half of the water molecules are interacting directly with the 

surface and in this case, with one proton only, one molecule is on top of a Cs cation while the last 
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water molecules are forming only water-water hydrogen bonds. The distance between neighbor 

water molecules is about 2.8 Å from each other which is in the range of the typical distance for 

an interacting water dimer46. Adsorption energy of this configuration is 2.19 eV in which the 

water-surface part is 1.60 eV. The water-surface interaction is only multiplied by three compared 

to the single molecule adsorption. The formation of the hydrogen bond between the water 

molecules prevents then to be placed on the most favorable position to interact with the Cs cation, 

but the interaction energy by molecule increases with the number of adsorbed molecules. For the 

one monolayer case (i. e. eight water molecules), the interaction energy is 5,89 eV, and the 

interaction energy by molecule (0,72eV) still increases. The larger part of the interaction is now 

due to the water-water interaction as the larger molecular density allows the formation of an 

hydrogen bond network that includes all the molecules (Figure III-6B). The water surface 

interaction is only 2.71 eV, (i.e. 0,33 eV par molecule). For coverage lager than one monolayer 

(see S.I.), water molecules are oriented to interact preferentially with other water molecules. 

 

 Iodine species desorption 

III.2.3.3.1 Reaction without oxidant 
Release of iodine gaseous molecules from CsI surface was studied for the most stable surface. 

We have considered the formation of different iodine molecules such as I2, HI and IOH. 

Starting from clean CsI surface, we first study the iodine release without any oxidizing agent. 

When one I2 molecule from the surface is extracted, the surface is reduced while the iodides are 

oxidized. This reaction is very endothermic (∆rE = 7.40 eV), which, thermodynamically, is non-

possible. From a chemical point of view, the Cs atoms are too electropositive to be reduced. To 

oxidize the iodide, the presence of a strong oxidant is mandatory.  

In a second step, we have investigated the participation of water molecules and the possible 

formation of HI in an acid-base reaction or the formation of IOH in a redox reaction. In the first 

case, the water molecule is dissociated on the surface: one proton is bonded to one iodide on the 

surface while the OH is attached to cesium one. This step is endothermic (∆rE = 3.54 eV). 

Removing HI molecule from the surface is also endothermic (∆rE = 0.50 eV). The final 

displacement of the OH group into the vacancy is exothermic (∆rE = -0.30 eV). The departure of 
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the HI molecule is very endothermic (∆rE = 4.04 eV) and not possible from a thermodynamic 

point of view. 

The second case: i.e. the formation of IOH leaving one hydride on the surface draws same 

conclusion as the previous case, it is not possible. The water dissociation is 4.20 eV (Figure III-7) 

and inhibits the IOH formation. 

 

Figure III-7. Formation of IOH on the surface starting by dissociating one water molecule. 

Simply removing iodine species from surface is not favored. As the formation of I2(g) is observed 

experimentally20 other processes involving the participation of oxidant molecules are required, as 

it’s mandatory to oxidize the surface before removing iodine. In the accidental conditions, the gas 

phase is composed of a large excess of water. The radiation produced by the radioactive material 

may dissociate the water and produce OH° radical which is very oxidizing. 

III.2.3.3.2 Reaction with one OH° radical 
We have followed reaction pathways leading to formation of I2(g) or IOH(g) using one OH° as 

oxidizing agent. A first mechanism leading to the formation of IOH(g) is studied. The adsorption 

of one OH° radical on the surface is followed by the displacement of one iodine to form one IOH 

group. The addition of the OH° is exothermic (∆E = -0.88 eV) but the desorption of the IOH 

species is endothermic (∆E = 2.35 eV) and not probable. From a chemical point of view, the 

oxidation state of iodine in the IOH is +I. Since it is –I in the CsI solid, the IOH formation is a 

two electrons oxidation reaction and is then non possible if only one OH° is involved in the 

mechanism. The departure of I2 from surface is, after one OH° addition, also endothermic (∆E = 

4.18 eV (step ‘d’ to ‘e’ in  Figure III-8) for the most endothermic step and (∆E = 2.50 eV for the 

total reaction) due to similar chemical reasons. The second electron released by the I2 formation 

must be localized on the surface which is not favorable.  
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Figure III-8: Reaction pathway including one OH group before releasing I2.(I purple, Cs, 

yellow, O red, H, grey). 

III.2.3.3.3 Reaction with two OH° radicals 
It is mandatory to introduce a second OH° in the reaction mechanism to accommodate the second 

electron. From the thermodynamic point of view, the I2 formation reaction is, as expected, very 

exothermic ∆rE = -3.17eV and thermodynamically favored. The possible limitation for the I2(g) 

production will only be kinetics. Various reaction mechanisms have been investigated but we will 

focus on the reaction paths with the lowest endothermic steps: (a). The first two steps of the 

reaction are similar to the previous one. The first step is the displacement of one iodide on top of 

a cesium cation. This step is an endothermic step with an activation energy of 1.3 eV. The 

transition state geometry is very similar to the final geometry. In order to avoid the reduction of 

the surface, the second step must be the adsorption of the OH° radical. This is an exothermic step 

(∆E = -2.41 eV). This type of elementary step is non-activated and its rate will be limited by 

either OH° formation or OH° diffusion at the CsI-gas interface layer.  

The addition of the second radical (see Figure III-9:  First reaction pathway including two OH 

groups. .(I purple, Cs, yellow, O red, H, grey). intermediate d’ in which second OH° on the top of 

Cs) is exothermic (∆rE = -1.05 eV). The following step is the formation of I2 on the surface. The 
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diiodine molecule formed is in interaction with nearing OH (step e’); this reaction step is 

activated. Transition state was characterized and shown in Figure III-10. The activation barrier 

for this step is 0.41 eV. The next step is the displacement of I2 on the surface which breaks the 

bond between OH and the I2 (f’). The activation barrier is 0.72 eV (Figure III-11)  

The I2 Removing step (f’ to g’) requires 1.2 eV. The activation energy is also 1.2 eV as the I2 

adsorption on the surface is not activated. Last step (g’ to h’) is the displacement of the OH on 

the surface to fill the vacancy created by the displacement of the second iodine. 

 

 
Figure III-9:  First reaction pathway including two OH groups. .(I purple, Cs, yellow, O 

red, H, grey). 
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Figure III-10: Activation energy for step d’ to e’. .(I purple, Cs, yellow, O red, H, grey). 

 
Figure III-11: Activation energy for step e’ to f’ .(I: purple, Cs: yellow, O: red and H: grey).  

In order to avoid the first step of the previous mechanism, which is associated to the highest 

activation energy, it is possible to adsorb two OH° radicals directly on the bare surface. The 

whole reaction path is presented on Figure 12. The surface is oxidized and the displacement of 
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the I atom (either as I° or I+) is an exothermic step. The activation energy for the formation of one 

IOH species is only 0.42 eV (Figure III-13: Activation energy for step b'' to c''. .(I purple, Cs, 

yellow, O red, H, grey). The iodide oxidation before its displacement reduces its negative charge 

and its strong electrostatic interactions with the Cs+ network. The I2 formation is only slightly 

activated (∆E =0 .77 eV) (see Figure III-14: Activation energy for step c'' to d''. .(I purple, Cs, 

yellow, O red, H, grey).). Following this reaction pathway, the highest activation energy is 1.20 

eV for the I2(g) release as for the alternative mechanism. 

An alternative pathway leads to the formation of IOH after the second step (c”). The IOH can be 

released to the gas phase. The activation energy is 0.70 eV. This value is almost equal to the I2 

formation activation energy on the surface. As a consequence, the two molecules should be 

formed at a similar rate. However due to the presence of OH° in the gas phase, further oxidation 

reactions are expected and the two species may lead to the same products as IOH is not a stable 

molecule, just an intermediate product.  

 
Figure III-12: Second reaction pathway including two OH groups. .(I purple, Cs, yellow, O 

red, H, grey). 
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Figure III-13: Activation energy for step b'' to c''. .(I purple, Cs, yellow, O red, H, grey). 

 
Figure III-14: Activation energy for step c'' to d''. .(I purple, Cs, yellow, O red, H, grey). 

III.2.4 Conclusion 
In this work, we have studied the chemistry of CsI nanoparticles in dry and moist atmospheres. 

To the best of our knowledge, it is the first time that the chemistry of CsI is investigated at the 

DFT level. The CsI aerosol deposited on inner walls may be an important source of I2(g) 

production in case of severe nuclear accident and its chemistry is of great importance to make 
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some accurate simulations of radioactive iodine outside releases, called iodine source term. The 

Wulff construction of the particle shape based on low index surface energies is a rhombic 

dodecahedron with the (011) surface.  

The water adsorption on this surface is a molecular process and the adsorption energy is 0.51 eV. 

The adsorption of the first water molecule is relatively weak. The main interaction is a hydrogen 

bond between the water and an iodide. A monolayer of water may be adsorbed at low 

temperature (about room temperature) due to the formation of hydrogen bond network, but the 

water molecules desorb at higher temperature. This result indicated that the hygroscopic character 

of CsI is not due to the direct interaction between the water and the surface but may be mainly 

due to the very high solubility of the salt and the large Cs+ and I- solvation energies.  

As the dissociation of water on the surface is not favored, it is not possible to product HI or IOH 

from the particle only in presence of water molecules. The rapid formation of gaseous molecular 

iodine from CsI particle has been evidenced experimentally under radiolysis but the direct 

formation of I2 (without radiolysis) at the surface is very endothermic and not possible at 

temperature around 100 °C, representative of the nuclear containment temperature in severe 

accident conditions.  Similar to the reaction mechanisms proposed to explain the Cl2 formation 

from NaCl47–51 , it is necessary to introduce a strong oxidant (in our case mostly the OH radical) 

to explain the formation of I2. The proposed reaction mechanism includes only low activation 

energy (Eact =1,2 eV) elementary steps. In this condition, the reaction rate will be limited either 

by the OH formation or by its diffusion. OH formation depends on dose rates whereas diffusion is 

linked to thermal effect. Anyway oxidation process is quite fast, in few hours CsI deposited onto 

stainless steel coupons is completely oxidized. 
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III.3 Supplementary data corresponding to the 

paper 

III.3.1 KPOINTS as function of energy 
Tests were done to find the best mesh size. We performed calculations for different mesh sizes at                            

same cutoff energy (300 eV). Table III-3 shows the variation of total energy depending on the 

mesh size. It can be shown in the table that the energy is the same in all systems except in 3x3x3 

mesh, it means that this mesh is not enough to describe the system. In our calculations we have 

used the lowest possible cell (5x5x5) to save time. 

Table III-3. Total energy as function of Mesh size. 

 

 

 

 

 

 

 

III.3.2 Lattice constant and bulk volume 
Plot of the energy versus the volume of unit cell is presented in Figure III-15 in order to 

compare the optimized value of the bulk constant with the experimental one. 

The lattice parameter is calculated at the equilibrium volume as a= (Vequilibrium)1/3. The calculated 

value then is 4.665 Å while the experimental one is 4.567 Å. Our calculated value is greater than 

the experimental one by 2.1%  

 

Mesh size Total energy (eV) 

3x3x3 -5,419 

5x5x5 -5,438 

7x7x7 -5,438 

9x9x9 -5,438 

11x11x11 -5,438 
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Figure III-15. Plot of the energy versus the lattice parameter of the unit cell. 

III.3.3 Formation of I2 starting by optimized and experimental 

lattice constant 
To see the effect of the 2.1% difference between our optimized cell volume and the experimental 

one, we calculated energy of one reaction using different cell volumes. The reaction considered is 

the formation of I2 from the surface without any oxidant. Schematic presentation of this reaction 

and the corresponding energies for both cases are presented in the following figure: 

                                                                                                                                                                                    

Energy using experimental lattice constant (eV):        -162.78                                           -155.38 

Energy using our optimized lattice constant (eV):       -162.98                                          -155.53 

- 5,5

- 5,3

- 5,1

- 4,9

- 4,7

- 4,5

- 4,3

60 110 160 210

En
er

gy
 (e

V
)

Volume (Å3)



 

94 
 

The reaction energies for the former and latter cases are 7.40 eV and 7.45 eV, respectively. 

Therefore, the difference is reaction energy is about 0.7%. Based on this result, we have used the 

experimental value in all our calculations. 

III.3.4 Formation of I2 on a doubled cell in two directions 
To study the effect of the cell size on the energy, we calculated the reaction energy of I2 

formation from a doubled cell in two directions (x and y). 

Energy of formation of I2 from our first cell used is 7.40 eV. 

Energy of formation of I2 from the doubled cell in a and b directions (Figure III-16) is 7.53 eV. 

Then the difference is 0.13 eV, which means that the cell size has only a small effect the reaction 

energy. The size of the cell doesn’t affect iodine formation and so the reduction on the defect 

coverage does not favor I2 formation. 

 
Figure III-16. Top view of the doubled cell before and after removing I2. 
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III.3.5 Adsorption of one monolayer of water using different 

geometries 
To study the most stable adsorption geometries of one water monolayer , we ran molecular 

dynamics (MD) at 350 K. In MD, we follow atoms trajectories on the surface, in which most 

stable geometries will have the lowest energies. We performed about 1.4 picoseconds of 

dynamics which permits to draw the evolution of energy. For some minima on the energy profile, 

we calculate the adsorption energy and compare it to the most stable adsorption geometry 

obtained. Figure III-17 shows the evolution of energy with some minima and their 

corresponding geometries. Table III-4 presents the adsorption (ads), water-water (ww) and 

surface-water (sw) interaction energies. We notice that all interaction energies are quite similar 

between the different geometries. 

 
Figure III-17. Evolution of energy during the MD and the corresponding geometries for 

some minima. 
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Table III-4. Interaction energies between the surface and one water monolayer. 

 Geo 1 Geo 2 Geo 3 

Eads(eV) -5.62 -5.69 -5.89 

Eww(eV) -2.86 -2.91 -3.18 

Esw(eV) -2.76 -2.78 -2.71 

 

III.3.6 Effect of temperature and pressure on the adsorption of 

one water monolayer  

 
Figure III-18. Gibbs free energy plot for one monolayer adsorption of H2O on CsI surface 

at different temperatures. 

In order to study the effect of temperature and pressure on the adsorption of one water 

monolayer, Gibbs free energy plot were obtained starting by the adsorption energy of one 

monolayer of water on CsI surface. The plots shows that the one monolayer of water can be 

-0,04

-0,03

-0,02

-0,01

0

0,01

0,02

0,03

0,04

-14 -12 -10 -8 -6 -4 -2 0 2 4

log(PH2O/Po)

ΔrG/eV/Å2

T=200
T=300
T=400
T=100
bare surface



 

97 
 

adsorbed at low temperatures ( i.e. lower than 200 K) at low pressure also, while at room 

temperature (300 K), only at partial pressure higher than 10-5 bar needed. Almost similar results 

for the adsorption of one water molecule has been obtained and discussed in the paper. 

III.3.7 Adsorption of more than one water monolayer on (011) 

CsI surface  
In the paper, it was mentioned than once we add more water, the water-water interactions will be 

more important than the surface-water ones, and also that the water molecules start to form 

hexagonal network on the surface. To see clearly this fact, we studied the adsorption of more than 

one water monolayer i.e. ten water molecules. Top view of the corresponding geometry is 

presented in Figure III-19, in which we see the hexagonal network which appears as expected. 

 
Figure III-19. Top view of adsorption of 1.25 monolayer of water. 

The calculated adsorption energy of this geometry is 7.28 eV in which the w-w and w-s 

interactions are respectively 3.44 and 3.84 eV. W-s energy participates with about 53% of the 

total adsorption enegy while it is 56% for one monolayer layer case. These results confirm our 

conclusion in the paper that the w-s interactions will be lower if the number of the adsorbed 

molecules are larger. 
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III.4 Reactivity of defected surfaces 
Beside reactivity on flat perfect surfaces, it is important to study the reactivity on surfaces with 

defects. In periodic DFT calculations, these defects can be generated by removing part of the 

upper layer, or by creating surfaces with lager miller indexes as the 012 surface to generate step 

surfaces. A cell doubled in y-direction is presented in Figure III-20. In some calculations we use 

single cell, however, in other calculations we need to use double cell to have more atoms on the 

surface. The size of the used cell is 18.267 x 10.212 x 38.486Åଷ, which contains 48 atoms of each 

element. The upper 24 atoms were fixed while the lower ones were relaxed.  

 
Figure III-20. Side view of the (012) stepped surfaces. The cell represented is doubled in the 

y direction. 
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III.4.1 Oxidation by one OH° 

 Formation of IOH 

 
Figure III-21. Formation of IOH after oxidizing the surface with one OH°. 

As for CsI perfect surface, we start studying the reactivity by oxidizing the surface by one OH°. 

In the first step, one OH interacts with I on the surface (step ‘b’ in Figure III-21). As for the 

perfect surface, this adsorption is exothermic (Eads = -2.74 eV). Finally, we remove the formed 

IOH into the gas phase. This process is endothermic and requires 1.74 eV. It can be concluded 

that the formation of IOH after oxidizing the surface by one OH is not very favorable. 
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 Formation of I2  

 
Figure III-22: Formation of I2 after oxidizing the surface with one OH°. 

Formation of I2 from defected surface was studied also after the addition of an OH° on the 

surface. In the second step we remove I2 to the gas phase (from ‘b’ to ‘c’ in Figure III-22). This 

step is very endothermic and requires 2.36 eV, which means that I2 formation is also not 

probable.  

III.4.2 Oxidation by two OH° 
knowing that formation of gaseous iodine species from the surface after oxidation by only one 

OH° is not efficient,  we extend the study by oxidizing the surface with two OH radical before 

removing IOH or I2. 
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 Formation of IOH 
 

 
Figure III-23: Formation of IOH after oxidizing the surface with two OH°. 

In the first step (“b’” in Figure III-23), we added two OH° on the surface. The first one interacts 

with I- and the another interacts with cesium. These steps are exothermic with total reaction 

energy close to -5.0 eV (∆rE = -4.93 eV). In the following step, IOH is formed from the surface 

and the second OH° moves to the vacancy formed by the released iodine. This step is 

endothermic (1.06 eV) and associated to activation energy is also 1.06 eV. We see now that 

removing IOH in presence of two OH° is easier than that with only one OH° which requires 1.74 

eV (see section III.4.1.1).  
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 Formation of I2 

 
Figure III-24: Formation of I2 after oxidizing the surface with two OH°. 

In this part we study the surface oxidation by two OH° groups before formation of I2. Figure 

III-24 shows the corresponding reaction pathway. In the first step, we oxidize the surface by two 

OH°, this reaction is exothermic with total reaction energy ∆E= -4.3 eV (in this step the OH° 

interacts with Cs while in the previous part was interacting with iodine in which the reaction 

energy -4.93 eV). However, we form I2 in the following step with activation energy of 0.5 eV, the 

transition state is shown in Figure III-25 . In the last step, I2 is formed with reaction energy of ∆E 

= 1.18 eV. Since the I2 adsorption on the vacancy is non-activated, the I2(g) released activation 

energy is 1.18 eV. 

As for the perfect surface, neither the formation of I2 nor IOH is favored on the defects and both 

molecules will be formed due to OH radical reaction.  

-5

-4

-3

-2

-1

0

1

0 0,5 1 1,5 2 2,5 3 3,5 4 4,5 5 5,5 6 6,5 7 7,5 8 8,5 9 9,5 10 10,5 11 11,5 12

En
er

gy
 (e

V
) a

b"' c"'

d"'



 

103 
 

 
Figure III-25: Activation energy for the formation of I2 on the surface after oxidizing it two 

times. 

 

III.5 Conclusion 
In this chapter, chemistry of CsI, under aerosol form, has been studied in dry and moist 

atmospheres. The nanocrystal shape of this particle is rhombic dodecahedron, deduced from the 

Wulff construction. Water adsorbs on the surface associatively with a corresponding energy 0.51 

eV. The main interaction is via H-I bond. Thermodynamic analysis shows that water may be 

adsorbed at low temperatures (up to roughly room temperature). 

Formation of gaseous iodine species (I2, IOH and HI) is studied on perfect surface as well as on 

surfaces including defects. The results show that in both cases, the formation of iodine species 

without oxidants is very endothermic. Moreover, same conclusion is drawn after oxidizing the 

surface by adding only one-electron oxidizing species such as OH°. 
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From a chemical point of view, it is mandatory to oxidize the surface twice before removing 

iodine species. So, we assume that the surface was oxidized by two OH° at the beginning of each 

proposed reaction pathways. In this case, formation of IOH requires respectively 0.70 eV and 

1.06 eV for ideal and with defects CsI surfaces; while for the I2 formation, the activation energy 

amounts respectively to 1.2 and 1.18 eV. Then the defects will favor the formation of I2 and not 

the formation of IOH. 
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IV.1 Introduction 
Silver iodide (AgI) is an inorganic compound, which is used widely in cloud seeding and also in 

manufacturing photosensitive materials. Beside these applications, AgI is one of the possible 

iodide aerosols produced after a severe accident in a nuclear power plant. Unlike the CsI 

compounds AgI is almost insoluble which may induce a different behavior. 

Large number of studies investigates theoretically and experimentally the electronic structure and 

properties of silver halides1–8. Gordienko et al.1 performed theoretical study, using linear response 

method, on lattice dynamics of three silver halides including AgI. Two phase of AgI has been 

studied which are γ- (a zinc blende structure6) and β-phases (wurtzite structures). Catti5 

performed theoretical study in order to understand the phase transitions of AgI. A transition from 

the blende to tetragonal antilitharge structure is observed at room temperature and pressure of 0.3 

GPa. A second transition to a wurtzite structure occurs when pressure increases to 0.4 GPa, while 

inverse transformation from wurtzite to zinc blende occurs at normal pressure and temperature of 

420 K. Hull et al.7 observed a transformation to AgI rocksalt (KOH type) at higher pressure (11.3 

GPa). On the other hand, Waldbaum9 deduced experimentally that β-AgI structure is the most 

stable one at RT and 1 atm.  Experimental work10, in 1964, compared the adsorption of water 

vapor on AgI prepared either by direct reaction (between metallic silver and iodine) or by 

precipitation (starting by AgNO3 and NH4I) at 30 °C. The results show huge amount of water 

molecules adsorbed on AgI prepared by precipitation which contains hygroscopic impurities, and 

only with small amounts adsorbed on the AgI prepared by direct reaction without any 

hygroscopic impurities demonstrating the importance of the AgI purity on its properties as well 

as low chemical affinity of H2O with pure AgI. In the RCS in case of nuclear severe accident, 

AgI is probably formed at high temperature (around 1000 °C) by reactions between metallic 

and/or oxidized silver particles and iodine atoms and/or HI. It means that nuclear AgI aerosol 

should be close to pure AgI. 

Shevkunov8 used classical molecular dynamics to study the behavior of steam filled in flat split in 

β-AgI crystal. Crystal surface model on one side contains Ag+ cations while the other one 

contains I- anions. Interaction of water molecules with the surfaces differs between the two 

terminations. On the former, the cohesion between water molecules and crystal surface takes 

place by interaction between hydrogen atoms and iodine anions located in the second layer, 
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whereas in the latter one, it takes place by interaction between oxygen atoms and silver cations in 

the second layer also. It means that water molecules are held on the surface by interaction with 

the second layer of the substrate not the first one. This result is relatively unexpected. Higher 

level calculations are needed to confirm this point. In this chapter, theoretical calculations have 

been carried out to investigate the mechanism of iodine formation from AgI surfaces. In the first 

part, we studied the stability of the surface in dry atmosphere and determined the shape of the 

aerosol nanoparticles. In a second part, we first studied the role of water and next mechanisms 

that may be responsible for the release of Iodine in gaseous phase, taking into account the 

possible role of oxidizing agent formed under radiation. 

 

IV.2 Theoretical parameters of AgI 
Calculation method in this part is the same as the previous one, as well as the efficiency criteria. 

The electron configurations [Kr] 4d10 5s1, [Kr] 4d10 5s2 5p5, [He] 2s2 2p4 and 1s1 were used for 

silver, iodine, oxygen and hydrogen respectively. Test Calculations were done by varying cut-off 

energy from 200 to 600 eV and the k-points mesh from 1× 1× 1 to 11x11x11 following 

Mokhorst-Pack32 schemes to define calculation parameters (cf SI). From these evaluations, all 

the bulk and surface calculations were performed with a 450 eV cut-off energy, a 5x5x5 kpoint 

mesh for bulk calculations, and 5x5x1 one for all surface calculations. 

AgI crystal has a hexagonal structure which belongs to the P63mc S space group, with four atoms 

in the unit cell (see Figure IV-1). The volume of the cell is 137.2 Å3 (cell size is 4.59 Å *4.59 Å 

*7.52 Å while α, β and γ are 90°, 90°and 120°, respectively). 
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Figure IV-1: Unit cell of AgI crystal (Ag and I are respectively colored in bright blue and 

purple). 

A supercell composed of eight AgI layers was used for our calculations. The four outermost 

layers were allowed to relax to take into account the surface formation, while the rest layers were 

kept fixed to mimic bulk constraints. We added 15 Å of vacuum between two consecutive slabs 

to avoid interactions between them. Unit cell of AgI crystal (Ag and I are respectively 

colored in bright blue and purple). 

IV.3 Surface energy 
According to the calculated surface energies (Table IV-1) the most stable low index planes for 

AgI are (100), (110), (120) and (001). All these surfaces are non-polar surfaces and end up with 

the two types of ions Ag+ and I-. After relaxation, we noticed large reconstruction in some planes 

(110, 120 and 100) for atoms on the surface unlike the CsI case where we didn’t notice any 

relaxation on the surface. 
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Table IV-1: Surface energy of the exposed surfaces. 

 

Figure IV-2 shows side view of the studied surfaces before and after relaxation. All surfaces were 

modeled by orthorhombic cell except for (001) surface which was studied in a hexagonal 

(γ=120°) cell. The non-polar. (110), (100) and (001) surfaces contain four atoms (two silver and 

two iodine atoms) while the (120) has six atoms on the surface. 

 

Plane Rigid Relaxed 

(110) 

  

(120) 

  

  (110) (120) (100) (001) 

Rigid  

γ(mJ.m-2) 

300 307 286 416 

Relaxed 

 γ(mJ.m-2) 

109 119 114 413 

Relaxation 
Percentage (%) 

64 61 60 1 
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(100) 

  
(001) 

  

Figure IV-2. Side view of the low index surfaces of AgI. (Ag and I are respectively 

colored in bright blue and purple). 

 

Table IV-2. Atomic displacements after relaxation in Å. 

Direction Label x y z 

(110) 

 

 

 

Ag1 

Ag2 

I1 

I2 

-0.29 

-0.29 

0.03 

0.03 

0.53 

0.53 

-0.11 

0.11 

-0.65 

-0.65 

-0.34 

-0.34 

(120) Ag1 

Ag2 

Ag3 

I1 

I2 

I3 

-0.41 

0.04 

0.66 

0.04 

0.01 

0.17 

-0.31 

0.28 

-0.30 

0.02 

0.13 

0.02 

0.76 

-0.19 

0.56 

-0.32 

-0.19 

-0.32 

(100) Ag1 

I1 

0.23 

-0.11 

-0.45 

-0.09 

0.93 

-0.43 
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The (110) surface was modeled in a 1x1 cell (7.514 Å x 7.96397 Å x 57.59 Å). Surface relaxation 

analysis (cf. Table IV-2) shows that silver atoms relax inward by 0.65 Å whereas iodine atoms 

relax outward by 0.34 Å. Less important relaxations appeared in x and y directions. The cell size 

used to model the (120) surface are: 12.165 Å x 7.51 Å x 41.07 Å. Like the (110) case, two silver 

atoms relax inwardly by almost half angstrom whereas two iodine atoms relax outwardly by 0.32 

Å. More important relaxation in x and y directions for silver atoms than in the (110) case. The 

(100) and (001) surfaces are respectively modeled in cells of 9.196 Å x 7.514 Å x 40.332 Å and 

9.195 Å x 4.598 Å x 50.055 Å. For (100), upper silver atom relaxes inwardly by about one 

angstrom while the iodine atom relaxes inwardly by 0.43 Å. In (001), all surface atoms relax 

outward by the same distance 0.3 Å and with almost no relaxation in x and y directions.  

For these surfaces we calculate the surface energy in similar way as for the CsI crystal. In Table 

IV-1, the energies of the rigid and relaxed surfaces are reported, and the relative relaxation 

energy percentages. Surface energy of the relaxed planes range in the following order: (110) < 

(100) < (120) < (001). (110), (100) and (120) are stable surfaces of AgI. These surfaces show 

high relaxation energy percentage (~ 60%), which is in agreement with our previous discussion 

that reported great surface relaxation for these planes.  

Nanocrystal shape of AgI will be formed mainly from (110), (120) and (100) planes which are of 

lower energy, while (001) has very high surface energy which means its existence is not very 

probable. Figure IV-3 presents the shape of the particle according to Wulff model, (110) and 

(100) are the main planes. (001) plane has the highest energy while it exists in the particle shape, 

this  
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Figure IV-3. Wulff shape of the AgI particle (110, 100 and 001 are respectively colored in 

yellow, blue and violet, while 120 plane doesn’t exist). 

 

IV.4 Water adsorption on AgI surfaces. 
To study surface reactivity, we started by adsorbing one water molecule on the surfaces. 

Molecular and dissociative adsorption modes were tested on the three stable surfaces of AgI. For 

each adsorption mode, different starting geometries were tested to get the most favored optimized 

geometry. In the second step, we have added water molecules successively until we reach one 

monolayer of water on top of the surfaces. We present in this part the geometries for one 

molecule, half and one monolayer of water with their corresponding adsorption and interaction 

energies. 
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IV.4.1 Associative adsorption of one water molecule on AgI 

surfaces 
Starting by molecular adsorption of one water molecule on the surface, we tested different 

interaction types. For the first one, hydrogen atom of the water molecule interacts with iodine ion 

(H-I) on the surface while, in the second case, we study the interaction between oxygen atom of 

the water molecule with one silver ion (O-Ag) from the surface. H-I interaction has been studied 

by sitting the water molecule almost normal to the surface with an H-I distance around 2.9Å for 

all surfaces with H atom pointing toward I- ion on the surface. For the O-Ag interaction, the water 

molecule is parallel to the surface with an O-Ag distance of about 2.6 Å, the O atom being in top 

position of Ag+ ion. Geometrical parameters of the optimized water molecule are very similar to 

the gas phase ones (H-O-H angle about 105° and H-O bond about 0.98 Å). Hydrogen bonded 

water molecule adsorption on the surfaces does not induce important relaxation in the upper layer 

of AgI crystal. While in the other case, interacting Ag+ ion moved up around 0.5 Å in the three 

surfaces reflecting the high flexibility of the surfaces already noted on the bare surfaces. 

Adsorption energy for the H-I interaction is about 0.1 eV for the three surfaces (Figure IV-4) 

while they are higher than 0.2 eV for the second orientation. It means that the main interaction is 

O-Ag+. 

Surface direction (110) (100) (120) 

 

 

H-I interaction  

(in eV) 

 

 
 

 

0.10 

 

 
 

0.12 

 

 
 

0.10 
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O-Ag interaction  

(in eV) 

 

 
 

 

0.32 

 

 
 

0.24 

 
 

0.20 

Figure IV-4. Molecular adsorption geometries and energies of one water molecule on the 
stable surfaces of AgI (Ag, I, H and O are respectively colored in bright blue, purple, red 

and white). 

 

IV.4.2 Dissociative adsorption of one water molecule on AgI 

surfaces 
Dissociative adsorption has been also studied for the three surfaces. Before optimization, one 

proton placed about 1.6 Å on top of I while the OH group set on top of Ag at distance around 2.6 

Å. After optimization, the calculated adsorption energy is almost about -3.0 eV, see Figure IV-5, 

for all surfaces which indicated an highly endothermic adsorption that is non-favored. So 

dissociation of water on AgI stable surfaces is not probable.  

 

Surface direction (110) (100) (120) 

Energy of 
dissociative 
adsorption 

(in eV) 

 

 
-3.21 

 

 
-2.79 

 
-2.83 

Figure IV-5. Dissociative adsorption geometries and energies of one water molecule on the 
stable surfaces of AgI (Ag, I, H and O are respectively colored in bright blue, purple, red 

and white). 
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IV.4.3 Temperature and pressure dependence on the associative 

adsorption of water on AgI surfaces 
In order to study the effect of temperature and pressure on the adsorption of water on AgI 

surfaces, we have calculated Gibbs free energy using as input the adsorption energy of one water 

molecule on (110) surface in the case of Ag-O interaction (Eads= 0.32 eV). The stability plot, 

including the thermodynamic correction (cf Chapter III.2.2.2), plot is shown in. Figure IV-6, 

adsorption can happen only at very low temperature (200 K curve) while it is not possible at 

room temperature and standard pressure. These results demonstrate that no water will be 

adsorbed on the AgI surface at temperature pressure representatives of the containment in severe 

accident conditions. 

 

 
Figure IV-6. Gibbs free energy plot for associative adsorption of water on AgI (110) 

surface. 
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IV.4.4 Half and one monolayer adsorption of water on AgI 

surfaces 
Water molecules were added successively on each AgI surfaces to reach half and one monolayer. 

All the configurations are presented in Figure IV-7. The adsorption interaction energies were 

calculated according to the following equation: 

Eads = E(AgI+ n H2O) – nEH2O –EAgI 

Whereas E(AgI+H2O), n  EH2O, EAgI are the energies of the adsorption cell, ‘n’ separate water 

molecules in gas phase and  energy of AgI substrate respectively. Moreover, water-water and 

surface-water interactions were calculated according to the following formulas respectively: 

Ew_w = Ewater polymer – n*E(H2O)gas 

Es_w = Eads - Eww 

 

 Half monolayer One monolayer 

(110) a 

 

b 

 
(100) c 

 

d 

 

(120) e f 
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Figure IV-7. Adsorption of half and one monolayer of water on the stable surfaces of AgI 
(Ag, I, H and O are respectively colored in bright blue, purple, red and white). 

 

 Half monolayer 

(2 H2O) 

One monolayer 

(4 H2O) 

Surface (110) (100) (120) (110) (100) (120) 

Eads(eV) 0.60 0.71 0.41 1.74 2.09 1.50 

Ew-w(eV) 0.25 0.22 0.18 1.36 1.37 1.33 

Es-w(eV) 0.35 0.49 0.23 0.38 0.72 0.17 

Table IV-3. Adsorption and interaction energies for half and one monolayer coverage on 
the stable surfaces of AgI. 

Table IV-3 contains the calculated energies for half and one monolayer adsorption on water for 

the stable surfaces of AgI with the corresponding geometries in Figure IV-7. 

Starting by the half monolayer case, we have two water molecules on the surface which interact 

together and with the surface in the same time. Adsorption on (100) is the most favored one (∆rE 

= 0.71 eV) and followed by (110) and (120) with interaction energies equal to 0.60 and 0.41 eV, 

respectively. Water-water interaction energy is almost the same for the three surfaces with energy 

close to 0.20 eV; the differences appear to be due to the surface-water interaction contribution.  

On the other hand, adding more water molecules on the surface will favor the water-water 

interaction instead of the surface-water part. This fact appears in the water-water interaction 

which is the dominant part of the interaction energy. The (100) surface has the lowest interaction 

energy (2.09 eV, i.e. larger adsorption energy) with a water-water energy of 1.37 eV and a 

surface water one of 0.72 eV, which means that interactions between water molecules are the 

most important one. Same conclusion can be drawn for all other surfaces since the energies are 

comparable with (100) surface. Orientation of water molecules presented in Figure IV-7 (d, b 
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and f) shows that each proton of a water molecule is directed toward oxygen of the neighboring 

one with distance about 1.8 Å which is the typical distance between interacting water molecules. 

IV.4.5 Conclusion concerning adsorption of water on AgI 

surfaces  
From all our previous results it can be concluded that interactions between water molecule and 

AgI surfaces are very weak. Adding more water molecules on the surface will enhance 

interaction between water molecules itself instead of interaction with the surface (Ew-w is about 

40% of the Eads for the half-monolayer case while it’s about 80% of Eads in the one monolayer 

adsorption). So we can say that chemistry of AgI crystal happen in severe accident conditions on 

the bare surface without any water molecules. 

IV.5 Reactivity of AgI 
In the second part of our study, we investigate the possible formation of volatile iodine species 

from the stable surfaces of AgI. As for the CsI case, the formation of different species, i.e.  AgI, 

HI, IOH and I2were taken into account in our studies. In this part, we will restrict this study on 

AgI (110) surface since all stable surfaces are similar and lead to similar chemistry processes. We 

will discuss the formation of chemical species from clean surface and later by oxidizing it 

(irradiation conditions) separately to draw a general conclusion at the end. 

IV.5.1 Reactivity without oxidant 

 Formation of AgI and I2 molecules from clean surface 
Starting from bare surfaces, AgI molecule is released from the surface directly to the gas phase. 

In this process, the iodine atoms on the surface are oxidized while the silver atoms are reduced. 

As expected, this reaction is very endothermic (∆rE= 2.38 eV in Figure IV-8) which is not 

probable thermodynamically. For I2, a similar result is obtained with no possibility to form 

directly I2(g) (∆rE= 3.5 eV presented in Figure IV-9). 
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Figure IV-8. Formation of AgI molecule from clean AgI(110) surface (Ag and I are 

respectively colored in bright blue and purple). 

 
Figure IV-9. Formation of I2 molecule from clean AgI(110) surface (Ag and I are 

respectively colored in bright blue and purple). 

 

0

0,5

1

1,5

2

2,5

3

3,5

4
En

er
gy

 (e
V

)

2.38 eV

0

1

2

3

4

5

6

En
er

gy
 (e

V
)

3.5 eV



 

124 
 

 Formation of HI after dissociating water molecule on the surface 
In second step, we studied the participation of one water molecule in the mechanism that could 

lead to HI formation by acid-base reaction. From the dissociated water molecule, one hydrogen 

interacts with iodide on the surface at a distance of 1.63 Å while the OH group on top of silver 

atom is located at 2.16 Å. Dissociation of water in this way on the surface is very endothermic 

(∆rE= 3.0 eV as shown in Figure IV-10) while the formation of HI molecule in the second step is 

exothermic reaction (∆rE= -0.38 eV). Thermodynamically, this reaction is not possible due to the 

first step (water dissociation). 

 

 
Figure IV-10. Formation of HI molecule after dissociation of one water molecule on 

AgI(110) surface (Ag, I, H and O are respectively colored in bright blue, purple, red and 
white). 

 

IV.5.2 Reactivity with oxidants 
In absence of oxidants, we have showed that formation of iodine species from the surface is not 

favored. Thus we will oxidize the surface one and two times in order to have a possible reaction 
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pathway without high endothermic steps. From a chemical point of view, it’s mandatory to 

oxidize the surface before removing I2. One of the possible oxidants that may exist after a severe 

accident is the OH° radicals, produced from water radiolysis. 

 Formation of I2 after oxidizing the surface with one OH° radical 
Starting with a clean surface, one OH° radical adsorbed on top of Ag atom at 2.07 Å is used to 

oxidize it. After that, I2 is formed from the surface and released into the gas phase. Addition of 

OH° group on the surface is exothermic (∆rE= -1.52eV as shown in Figure IV-11) while the 

departure of I2 is a very endothermic step which requires 2.20 eV, for the same reasons as CsI 

(when we remove I2 we leave two electrons on the surface which requires two OH°). Then the 

departure of I2 in presence of one OH° is not probable since its mandatory to oxidize the surface 

twice during the reaction. 

 
Figure IV-11. Formation of I2 molecule after oxidizing the AgI(110) surface by one OH° 

(Ag, I, H and O are respectively colored in bright blue, purple, red and white). 
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 Formation of IOH and I2 after oxidizing the surface with two OH° 

radicals 

IV.5.2.2.1 Formation of I2 

In this section, reaction pathways including two OH are investigated to avoid the Ag+ oxidation 

on the surface. Different mechanisms have been examined to find the one with the lowest 

endothermic steps.  

Figure IV-12 shows the identified pathway in which we oxidize the surface twice in a first step 

(A to B pictures) which is exothermic (∆E= -2.83 eV). The second step corresponds to the 

displacement of one iodine from the surface to form IOH on top of Ag atom (B to C pictures). 

Transition state of this step, shown in Figure IV-13, was found by Nudged Elastic Band theory 

(NEB) already described. The activation energy is 0.45 eV. The next step is to form I2 on the 

surface. I2 interacts in one side with OH and on the other side with Ag atom on the surface 

(geometry D). Activation energy of this step is 0.39 eV while the transition state of this step is 

described in Figure IV-14. Next step is the displacement of I2 on the surface such that it breaks 

the bond with Ag and positioned almost perpendicularly to the surface (geometry E). The 

activation energy of for step D to E is 0.15 eV as shown in Figure IV-15. 

 The I2 departure from the surface (E to F) requires activation energy of 0.43 eV in which its 

adsorption on the surface is not activated. Finally, F to G corresponds to the displacement of OH 

from top of the surface in order to fill the vacancy created by the missing iodine. 
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Figure IV-12. Reaction pathway leading to the formation of I2 including oxidizing the surface twice with two OH° (Ag, I, H and 
O are respectively colored in bright blue, purple, red and white). 
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Figure IV-13. Transition state for B to C steps (Ag, I, H and O are respectively colored in 

bright blue, purple, red and white). 

 
Figure IV-14. Transition state for step C to D (Ag, I, H and O are respectively colored in 

bright blue, purple, red and white). 
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Figure IV-15: Transition state for step D to E (Ag, I, H and O are respectively colored in 

bright blue, purple, red and white). 

 

IV.5.2.2.2 Formation of IOH 
The formation of IOH after oxidizing the surface twice has also been considered. The reaction 

pathway is presented in Figure IV-16 in which the first two steps are the same as the previous 

case (Figure IV-12). Formation of IOH, in step D’, such that the molecule desorbed from the 

surface by breaking the bond with the iodine on the surface. Activation energy of this step is 0.21 

eV while the transition state geometry is very similar to the final step (D’). Finally, as before, the 

second OH° on the surface takes the place of the displaced iodine. Then the activation energy for 

the formation of IOH is 0.45eV.  

-0,4

-0,2

0

0,2
En

er
gy

 (e
V

)

ts3
0.15 eV

D

E



 

131 
 

 
Figure IV-16. Reaction pathway leading to the formation of IOH including oxidizing the 

surface twice with two OH° (Ag, I, H and O are respectively colored in bright blue, purple, 
red and white). 

IV.6 Conclusion 
In the present chapter, we studied the chemistry of AgI nanocrystal in dry and moist atmospheres 

with the same organization and methods as for CsI. The Wulff construction of AgI particles, 

based on the relaxed energies of the low indices surfaces (100), (110) and (120) surfaces, has 

been established. 

 Water adsorbed associatively on the surface by interaction mainly between oxygen and silver on 

the surface with adsorption energy of 0.32, 0.24, 0.20 eV for respectively (110), (100) and (120) 

planes. Adsorption of half and one monolayer of water tends to show that water-water 

interactions are more important than water-surface interactions and it highlights that interactions 

between water layer and surface are very weak. Water can only be adsorbed at very low 

temperature. It can be noticed the formation of hydrogen bonds network between the adsorbed 

water molecules which tend to stabilize water layer on the surface. 

Release of iodine species from AgI (110) surface was studied. Formation of I2 and AgI is not 

directly possible. Moreover, dissociating of water molecule on surface is very endothermic, thus 

HI formation is also not favored from a thermochemistry point of view. On the other hand, 
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formation of I2 after oxidizing the surface once by OH° requires high energy (∆E= 2.20 eV). 

Finally, oxidation mechanism involving the participation of two OH° seems to be the easier 

pathway. The activation energy for the formation of I2(g) and IOH is similar (0.45 eV). It worth 

noticing that formation of IOH from AgI requires lower activation energy than that from CsI 

surfaces (0.45 eV and 1.06 eV for ideal and with defects, respectively). IOH is well known to be 

an intermediate state in iodine chemistry, with a +I oxidation state and under irradiation it may 

react to form iodine oxides which nucleate into fine particles.  

In absence of experimental data, we can expect that deposited AgI aerosol onto the containment 

inner walls should be oxidized as the same way that CsI, at least for the gas phase mechanism. In 

the STEM2 OECD project (2016-2019), a test of AgI under irradiation is planned to check this 

assessment but qualification tests are needed to make and label AgI aerosol with 131I in order to 

monitor online release of gaseous iodine.   
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Chapter V: Reactivity in liquid phase 
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V.1 Introduction 
CsI aerosols is well known to have a hygroscopic nature (while AgI is almost insoluble in water), 

so that part of its reactivity may be linked to aqueous reactivity phase. Thus it is important to 

study its reactivity in liquid phase and its dissolution in order to determine the potential relative 

contribution of the liquid/gas reactivities responsible of the I2 release. Molecular dynamics 

calculations were performed to study the interaction of the CsI surface with water. This study will 

provide us some information about the activation energy needed to dissolve iodide in liquid 

phase, characterizing by some interesting steps at all stages of the dynamics. 

Three different methods can be used to perform this study: either implicit solvent or explicit 

solvent. For explicit solvent, we can use both classical or ab initio methods. In the next parts, the 

three methods are discussed, and finally ab initio molecular dynamics was used to perform some 

computations. 

 

V.2 Classical molecular dynamics 
Classical molecular dynamics had been performed at the beginning to model our system due to 

its advantages (very fast, large numbers of molecules can be included). These calculations were 

carried out using General Utility Lattice Program (GULP)1. In this classical approach, potentials 

constructed by using empirical parameters are used to describe, with the same accuracy, the solid 

and liquid phase. Once the parameters are set, various statistical ensembles can be used in this 

model. Test calculations were done on a primitive cell containing one Cs and one I atom.  

Due to the lack of parameters for Cs and I ions in the literature, we try to develop a new set of 

parameters but we did not succeed to build a coherent set of parameter for the two phases. The 

main issue is due to the geometry of the solid phase in which the I/I electrostatic repulsion is not 

screened by Cs+ cations. In a second try, we tried to use interaction parameters like those for 

NaCl 2, but again it doesn’t work. 
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V.3 Implicit solvent model 
Another approach has been applied which can be quite fast and well known to model the solid-

liquid interfaces (ref need not so common with vasp). Implicit solvent methods in VASP was 

deeply investigated by Mathew et al.3. They have demonstrated the importance of considering the 

solvent and ions effects on the calculation of adsorption and activation energy. In this method, 

the solvent molecules were considered as a continuous medium. A cell consists of 8 layers 

contenting 64 atoms were used (its size 9.134Å x12.917Å x60.599Å). 

This method also was not able to represent our system due to the very low electronic density 

between the ions in the solid CsI. As a consequence, the implicit model introduces implicit 

solvent between the ions in the solid phase leading to, after optimization, a dissolution of the 

solid in the calculation cell and a dispersion of the Cs/I ions the whole cell (see Figure V-1). 
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Figure V-1: The geometry of the cell after optimisation (Cs and I are respectively 

 colored in green and purple). 

V.4 Ab initio molecular dynamics 

After testing various methods with no success, we concluded that an ab initio method is required 

even if it involves very large CPU time. In the present chapter, ab initio calculation were 

performed with the VASP program 

Molecular dynamic simulations were realized with the projector augmented wave potentials 

(PAW)4. The functional of theses potentials are implemented in the code VASP 5. The equations 
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of motion resolved numerically using Verlet algorithm6 which solves Newton’s equation of 

motion using time step of 1 fs.  

Initial configuration is composed with a given number of atoms in a cell, while the water 

molecules were distributed randomly on the top of the surface with a density about 1 g/cm3. The 

cell of our study is presented in Figure V-2, in which we have a 6Å layer of water on the surface 

corresponding to 23 water molecules. 

 

Figure V-2. Used system in MD, one layer of water on the top of the surface (Cs, I, O and H are respectively 

 colored in green, purple, red and white). 

A first dynamics were performed during 50 ps at temperature of 350 K in the frame of canonical 

ensemble (NVT). First 5 ps of the dynamics have been used to thermalize the system at the 

specified temperature. Note that we tested the effect of thermostat by doing calculation by micro 

canonical ensemble (NVE). The obtained results in both ensembles (NVT and NVE) are very 

similar as function of the geometry during the simulation. Therefore, we chose to do our analysis 

on the NVT system. 
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V.4.1 Free energy diagram and dynamics evolution 

 

Figure V-3. Variation of temperature during the dynamics. 

In NVT dynamics, temperature is always oscillating around the target value (350 K), as shown in 

Figure V-3.  

 

Figure V-4. Variation of energy during the dynamics. 

Figure V-4 presents the variation of energy during the dynamics. The energy is oscillating and 

showing different stages, with the first 5000 steps dedicated to thermalize the system. 
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Geometries of the system after 5 and 15 picoseconds are presented in Figure V-5. At 5 ps, the 

energy (electronic or total) is -419.51 eV. We see that the water molecules are still far from the 

surface. After 15 ps, the water molecules start approaching the surface with one water molecule 

almost located on the surface and disorder appears on the crystal surface. The energy of this step 

is lower than the previous one (∆E= -0.89 eV). The formation of water/ion interaction 

compensate the decrease of the ion/ion ones 

 

5 ps 

E= -419.51 eV 

15 ps 

 
E= -420.40 Ev 

Figure V-5: geometry of the system after 5 and 15 picoseconds. 

After this stage, water molecules starts to diffuse under the first layer of the surface. Figure V-6 

shows the geometry after 28 ps (highest energy in the diagram, Figure V-4), in which we notice 

that the surface is in direct contact with the water molecules and some defects are created in the 

surface.  
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Figure V-6. Geometry of the highest energy point. 

Once one defect is created (i.e. when one water molecule diffuses below an ion), more water 

molecules are inserted in the solid, screening the electrostatic interaction and destabilizing the 

crystal surface layer. Later on the surface is dislocated with the ion transfer towards the liquid 

phase (Figure V-7). 

 

Figure V-7. Geometry of the final point of the dynamics. 

 

V.4.2 Pair correlation function and coordination number 
In this part, we will examine the local order in the direct space by considering the pair correlation 

functions and the associated coordination numbers.  
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 One layer of water on the top of the surface 
Radial distribution function (RDF) and its integration (represents the coordination number during 

the simulation) were calculated for the previous system (Figure V-2) at 350K. Figure V-8 shows 

the RDF and its integration after 10 ps between one iodine ion on the surface and the oxygen 

ions. The position of the first peak in g(r) corresponds to the average bonding distance between 

the iodine ion and the surrounding oxygen atoms. This average distance measured to be 3.6 Å. 

Therefore, the distance between the specified iodine ion and the surrounding water molecules is 

about 2.6Å (we subtract the distance of the O-H bond which is about 1 Å) in which the 

coordination number is 1.5.  

 

Figure V-8: Radial distribution function, g(r), between one I on the surface and O at 350 K 
at 10ps (black line) and its integration (red line). 

However, same analysis were made after 35 ps of simulation (starting time of the RDF 

calculation). Figure V-9 shows the RDF and its integration between the iodide anion moved 

above the surface and oxygen atoms. The average bonding distance between the iodine ion and 

the surrounding oxygen atoms measured to be same as the previous case (3.6 Å). However, the 

coordination number increase up to 3 which means that three water molecules are interacting 

with this iodine ion. This step is the beginning of the iodide solvatation process. This indicates 
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that without adding any energy, we succeed in dissolving the surface of CsI particle by 

interacting with water molecules. 

 

 

Figure V-9: Radial distribution function, g(r), between one I on the surface and O at 350 K 
after 35 ps (black line) and its integration (red line). 

 Starting by one iodine in liquid phase 
To assure our conclusion, we performed a dynamics starting by one I- in the liquid layer. Figure 

V-10 shows the correlation function between the considered iodide ion and the oxygen atoms 

which presents the water molecules at 350K and its integration.  
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Figure V-10. Radial distribution function, g(r), between I and O at 350 K over 50 ps (black line) and its 
integration (red line). 

The average bonding distance between the iodine ion and the surrounding oxygen atoms 

measured to be the same (3.6 Å), while the coordination number is 5. However, a second 

solvation layer can be detected between 5 and 5.5 Å. The total coordination number is around 12. 

From this analysis we can conclude that we observed a dissolution of the particle surface after 

few ps. 

V.4.3 Diffusion coefficient of water 
Diffusivity of water has also be determined. The calculated diffusion coefficient for water on top 

of the surface is 2x10-5 cm2/s which is in good agreement with the experimental value (2.3x10 -5 

cm2/s) 7.  

After that, water molecules after 30 ps can diffuse inside the vacancies and move inside the first 

layer. The calculated diffusion coefficient for the bulk diffusion is 4.6x10 -5 cm2/s, value higher 

than the experimental one. This increase of diffusion coefficient is expected since the water 

molecules motion is greater because vacancies have been created in the first surface layers. 
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V.4.4 Iodide reactivity in liquid phase 
Iodide dissolved in liquid phase can be oxidized into molecular iodine in solution under 

irradiation. The first step is a OH radical reacting with I- to form atomic iodine, I° which can later 

recombine with another I° to product I2. As molecular iodine is quite volatile, I2 in the liquid 

phase can be transferred towards the gas phase with a kinetics depending on interface area 

between liquid and gas and some mass transfer parameters.  

This iodide oxidation under radiation is well referenced in the literature, for further details it can 

be referred to Burns et al.8 and 9,10 

V.5 Conclusion 
In this chapter, we examined the reactivity of CsI aerosols in liquid phase. The results show fast 

solvation of the surface in water (after 40 ps). However, we notice from the dynamics that once 

we have some vacancy on the surface, everything will be in liquid phase and we will not have 

any defined surface anymore.  

The classical mechanism proposed for the dissolution of an ionic solid in water is decomposed in 

three main step: Displacement of an ion pair above the surface; solvation of the ion pair and 

finally separation of the pair due to the individual solvation of the ions (ref need). The CsI 

behavior seems peculiar. Indeed, the formation of the ion pair does not seem mandatory (Fig 

XX). Ions are moved one by one in the liquid. This can be due to the crystal geometry in which 

the I/I interaction are not screened by the Cs+ cation. A small displacement of the I- above the 

surface allows the insertion of one water molecule between the iodide and reduce the electrostatic 

repulsion. Once the first vacancy is created in few ps at room temperature, water molecules 

diffuse into the vacancy and between the ions. These molecules force more ion into the liquid 

phase. The process is such irreversible as soon as a defect is created. We observed the dissolution 

of the surface in the 3 MD performed during the study (NVE or NVT) which indicate that the 

process is easy and that the activation energy must be very small. Its estimation will be done 

using constraint MD.  

Associate to a large solubility of the Cs and I ions, previous process may explain the hygroscopic 

behavior of the solid. However, due to the weak interaction between the CsI surfaces and isolated 

water molecules, the dissolution can only occur if the humidity is large enough to allow the 
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formation of a thin water layer (some angstroms) on the surface. In these conditions, the liquid 

phase process can contribute to the gaseous molecular iodine formation observed experimentally.  
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Chapter VI: General conclusion and 

perspectives 
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General conclusion and perspectives 
During the nuclear reactor life, complementary safety systems were implemented in order to 

prevent/mitigate the consequences of a severe accident. Beside all the existing safety systems and 

management guides, some LOCA were happened like Three Mile Island in 1979, Tchernobyl in 

1986 and recently Fukushima in 2011, in which significant amounts of radioactive elements 

released to the environment. Therefore, studies relative to evaluate the potential releases are of 

prime importance to estimate radiological consequences and define just after the accident some 

possible suitable counter-measurements for population. 

One of the main issues is the radioactive releases into the environment. Radionuclides may 

release via some leakages in the nuclear containment building in significant amounts to the 

environment. Radioactive iodine is of interest due to its radiological consequences on the human 

being at short and middle term. Iodine containing aerosols (like CsI and AgI) may reach the 

containment and can be oxidized in moist atmosphere leading to formation of gaseous iodine I2. 

Recent experimental works (OECD/STEM project) have exhibited the formation of volatile 

iodine species from CsI aerosols deposited on coupons under an irradiation phase (30 hours). The 

results show fast and large amounts of molecular iodine released. From that, understanding the 

mechanism leading to this volatile iodine formation is of importance to be capable to extrapolate 

these data to a large range of conditions as well as other types of metallic iodide aerosol. The aim 

of this PhD work is to identify theoretically possible reaction pathways leading to the I2(g) 

formation starting by CsI and AgI aerosols which can be formed in the reactor coolant system. 

These Theoritical studies were performed using VASP package in using DFT with a periodic 

approach. VASP is the reference software, well known to model some condensed chemical 

systems at atomic level. The wave function is developed as a set of plane waves and the electron-

ion interactions are described using the PAW method.  

First part of the study was made on the bulk properties of CsI crystal. The calculated lattice 

constant is 4.665 Å which is in good agreement with the experimental value (4.567 Å). However, 

stability studies were performed on low indices surfaces. The stability order was (011) > (210) > 

(211) > (111) > (001), (011), the most stable one, is composed of alternating I and Cs ions. Wulff 

shape of CsI depending on the calculated surface energies at 0 K were constructed, which shows 
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only (011) surface due to the large difference in surface energies with the other planes. Different 

water adsorption modes were studied on the most stable surface (i.e. (011)). Dissociative 

adsorption was shown to be very endothermic (Eads = -3.54 eV) and thus not possible. However, 

two different orientation of the water on the surface were tested. Water molecule in the most 

favored case oriented such that OH group is located on the top of Cs and H atom interacts with I, 

the corresponding adsorption energy is equal to 0.51 eV. Moreover, Gibbs free energy were 

plotted to consider the effect of temperature on the adsorption. It can be concluded that 

adsorption can happen only at low T (less than 200 K), far away from severe accident conditions. 

Going further the adsorption of more than one water molecule were taken into account. The 

calculations show that once we increase the number of water molecules, the interaction is lower 

with the surface whereas the water molecules strongly interact between themselves.  

The second part of this study was to identify reaction pathway leading to the formation of volatile 

iodine species. At first, formation of I2 from clean CsI surface were considered. This reaction is 

very endothermic (rE = 7.40 eV). Also the formation of IOH and IH with the participation of 

one water molecule was shown to be endothermic. However, participation of an oxidant was 

taken into account. OH° radical seems to be a good oxidant which can be formed by radiolysis of 

water. Oxidation of the surface by one OH° radical is an exothermic step (E = -0.88 eV). 

Formation of IOH after this step is endothermic (E = 2.35 eV), also the formation of I2 

(E = 4.18 eV). After these endothermic steps, the participation of two OH° radicals in 

the mechanism is needed. Activation energy of all the steps were calculated. The 

activation energy for the formation of I2 and IOH are respectively 1.2 eV and 0.70 eV. 

Reactivity on the defected surfaces were studied. As for the flat surface case, formation of 

I2 and IOH is not possible without the participation of two OH° radicals. The activation 

energy for the formation of I2 and IOH are respectively 1.18 eV and 1.06 eV. We 

conclude that the defects will favor the formation of I2(g). 

Same studied were performed on the AgI crystal, not soluble at the opposite of CsI. Surface 

energy calculations show the following stability order for the low indices surfaces: (110) > (100) 

> (120) > (001). (110), (100) and (120) are stable surfaces of AgI which have quiet similar 

surface energies. Wulff shape show (110), (100) and (001) planes constituing the surface particle 

; (001) plane exists even its not stable surface but only to close the crystallographic shape of the 
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particle. Dissociative adsorption of water on the stable surfaces was very endothermic while the 

associative process is exothermic such as the water molecule oriented in a way to enhance the O-

Ag interaction. The plot of Gibbs free energy shows that adsorption can happen only at low 

temperature, lower than 293 K. Adding more water molecules will enhance the interactions 

between water molecules instead of the surface, which is the same as the conclusion drawn on 

CsI surface. Formation of iodine species were studied as in the case of CsI i.e. with and without 

the presence of oxidants. Formation of AgI and I2 molecules from flat surface is very 

endothermic (∆rE = 2.38 eV and 3.5 eV, respectively) thus not possible without oxidants. 

However, dissociation of one water molecule on the surface is endothermic too (∆rE= 3.0 eV), 

this means that the formation of HI is also not probable. The departure of I2 after oxidizing the 

surface once is very endothermic (∆rE= -2.20 eV), which is not probable as in CsI case. In the 

last step, AgI surface were oxidized twice by two hydroxyl radicals. The activation energy for the 

formation of I2 and IOH is 0.45 eV for both cases. We notice that the formation of IOH from AgI 

requires lower activation energy than that from CsI surfaces (defected 1.06 eV and flat 0.70 eV). 

In the last part, ab initio moleculer dynamic simulations were perfomed on the CsI particle since 

its well known to be hygroscopic (unlike AgI) and its reactivity linked to aqueous phase 

reactivity, so its interesting to study it in liquid phase. The calculations were performed during 50 

ps around 350K in the frame of canonical ensemble (NVT). The results showed that CsI aerosols 

solves quickly in water and once we creat a vacancy on the surface, everything will be in the 

liquid phase.  

To sump up the results, the oxidation of CsI can result from two possible pathways: i) a 

formation of a water layer stabilised by water interactions and next CsI will be solved in this 

water layer. I- formed can react with OH in solution to form I2(g) which will be transferred 

towards the gas phase ii) a direct pathway in gas phase involving two OH° with possible release 

of I2(g) and IOH(g) with some calculated energetic barriers around 1.0 eV. The oxidation of AgI 

can only happen with the oxidation by two OH°. The energetic barrier is lower than for CsI for 

IOH formation, it can be expected that IOH(g) will be quickly oxidised into I2 in gas phase.   

In 2018 in the frame of the follow-up of STEM project, a test with AgI aerosol under irradiation 

will be performed and it will be possible to consolidate these pathways with regards to the 

experimental result, noticeably if some I2(g) formation is observed.  
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