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Abstract

The class of quasi-median graphs is a generalisation of median graphs, or equivalently
of CAT(0) cube complexes. The purpose of this thesis is to introduce these graphs in geo-
metric group theory. In the first part of our work, we extend the definition of hyperplanes
from CAT(0) cube complexes, and we show that the geometry of a quasi-median graph
essentially reduces to the combinatorics of its hyperplanes. In the second part, we exploit
the specific structure of the hyperplanes to state combination results. The main idea is
that if a group acts in a suitable way on a quasi-median graph so that clique-stabilisers
satisfy some non-positively curved property P, then the whole group must satisfy P as
well. The properties we are interested in are mainly (relative) hyperbolicity, (equivari-
ant) `p-compressions, CAT(0)-ness and cubicality. In the third part, we apply our general
criteria to several classes of groups, including graph products, Guba and Sapir’s diagram
products, some wreath products, and some graphs of groups. Graph products are our
most natural examples, where the link between the group and its quasi-median graph is
particularly strong and explicit; in particular, we are able to determine precisely when a
graph product is relatively hyperbolic.

Résumé

La classe des graphes quasi-médians est une généralisation des graphes médians, ou
de manière équivalente, des complexes cubiques CAT(0). L’objectif de cette thèse est
d’introduire ces graphes dans le monde de la théorie géométrique des groupes. Dans
un premier temps, nous étendons la notion d’hyperplan définie dans les complexes cu-
biques CAT(0), et nous montrons que la géométrie d’un graphe quasi-médian se réduit
essentiellement à la combinatoire de ses hyperplans. Dans la deuxième partie de notre
texte, qui est le cœur de la thèse, nous exploitons la structure particulière des hyper-
plans pour démontrer des résultats de combinaison. L’idée principale est que si un groupe
agit d’une bonne manière sur un graphe quasi-médian de sorte que les stabilisateurs de
cliques satisfont une certaine propriété P de courbure négative ou nulle, alors le groupe
tout entier doit satisfaire P également. Les propriétés que nous considérons incluent :
l’hyperbolicité (éventuellement relative), les compressions `p (équivariantes), la géométrie
CAT(0) et la géométrie cubique. Finalement, la troisième et dernière partie de la thèse
est consacrée à l’application des critères généraux démontrés précédemment à certaines
classes de groupes particulières, incluant les produits graphés, les groupes de diagrammes
introduits par Guba et Sapir, certains produits en couronne (permutationnels), et certains
graphes de groupes. Les produits graphés constituent notre application la plus naturelle,
où le lien entre le groupe et son graphe quasi-médian associé est particulièrement fort
et explicite; en particulier, nous sommes capables de déterminer précisément quand un
produit graphé est relativement hyperbolique.
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1 Introduction
CAT(0) cube complexes were introduced by Gromov in his seminal paper [Gro87]

as a convenient source of examples of CAT(0) and CAT(-1) groups. But their strength
really appeared with the recognition of the central role played by the combinatorics of
their hyperplanes, initiated by Sageev in his thesis [Sag95]. Since then, several still open
conjectures for CAT(0) spaces were verified for CAT(0) cube complexes, including the
(bi)automaticity of cubulated groups [NR98a], the Tits Alternative for groups acting
freely on finite-dimensional CAT(0) cube complexes [SW05], and the Rank Rigidity
Conjecture [CS11]. Recently, CAT(0) cube complexes were also crucial in the proof of
the famous virtual Haken conjecture [Ago13].

Independently, Roller [Rol98] and Chepoï [Che00] realised that the class of CAT(0)
cube complexes can be naturally identified with the class of the so-called median graphs.
These graphs were known by graph theoretists for a long time since they were introduced
by Nebeský in 1971 [Neb71]. Since then, several classes of graphs were introduced as
generalisations of median graphs (see for instance [CCHO14] and references therein),
including the main subjet of this article, quasi-median graphs, which were introduced by
Mulder in 1980 [Mul80] and more extensively studied by Bandelt, Mulder and Wilkeit
in 1994 [BMW94]. The ambition of this article is to introduce quasi-median graphs into
the world of geometric group theory as natural and powerful objects.

The first part of our work consists in extending the definition of hyperplanes from
CAT(0) cube complexes to quasi-median graphs, and then showing that the geometry of
quasi-median graphs essentially reduces to the combinatorics of their hyperplanes. The
results we prove are quite similar to those which hold for CAT(0) cube complexes. The
main difference is that cutting along a hyperplane in a quasi-median graph may produce
arbitrarily many connected components (but always at least two), whereas cutting along
a hyperplane in a CAT(0) cube complex produces exactly two connected components. In
fact, the analogy between quasi-median graphs and CAT(0) cube complexes is so strong
that a precise dictionnary is possible, allowing to translate any statement which holds
for CAT(0) cube complexes into a statement which is expected to hold for quasi-median
graphs; Table 1 is an attempt for such a dictionnary. For instance, we prove:

Proposition 1.1. Let X be a quasi-median graph.

• A hyperplane separates X into at least two connected components, called sectors;
they are gated subgraphs.

• The carrier of a hyperplane decomposes as a Cartesian product of a clique and a
quasi-median subgraph.

• For every finite collection of pairwise transverse hyperplanes, there exists a prism
whose dual hyperplanes are precisely those hyperplanes.

• A path in X is a geodesic if and only if it intersects each hyperplane at most
once; as a consequence, the distance between two vertices is equal to the number
of hyperplanes separating them.

• If a vertex x does not belong to a gated subgraph C, then there exists a hyperplane
separating x from C.

Therefore, if one keeps CAT(0) cube complexes in mind, we do not prove any surpris-
ing result, but this is precisely this similarity which turns out to be surprising. In fact,
several results we prove are already known by graph theorists, possibly in a different
language. The main objective of the first part of our work is to introduce a common
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CAT(0) cube complexes / Median graphs Quasi-median graphs
Hyperplanes Hyperplanes [2.14]
Halfspaces Sectors [2.17, 2.19]

Combinatorially convex subcomplexes Gated subgraphs [2.2]
Finite subcomplexes Cubically finite subgraphs [2.70, 2.81]

Cubes Prisms [2.72]
Median vertex Quasi-median triangle [2.82]

Pocsets Popsets [2.41]
Spaces with walls Spaces with partitions [2.59]

Table 1: Dictionnary between quasi-median graphs and CAT(0) cube complexes

formalism as the foundation of the rest of our work, but also of our current knowledge
about quasi-median graphs.

Once quasi-median graphs are studied, our purpose is to find information on groups
acting on them. However, by considering pairs {S, Sc} where S is a sector, quasi-median
graphs are naturally spaces with walls, so that a CAT(0) cube complex is associated to
any quasi-median graph. As a consequence, admitting a “nice” action (eg. a geometric
action) on a quasi-median graph produces a similar action on a CAT(0) cube complex
(see Proposition 4.16 for a precise statement). So why do we care about quasi-median
graphs? The first reason is that their geometries may be easier to handle than those
of the corresponding CAT(0) cube complexes, allowing us to exploit the action further
in order to deduce interesting properties of the group. Graph products are the typical
examples where such a situation happens; more details will be given below. The second
reason is that “suitable” actions on quasi-median graphs, which are far from being
proper, lead to combination theorems. More precisely, given a group G acting on some
quasi-median graph X, our strategy is the following:

Step 1. Fix a convenient set C of representatives of cliques of X.

Step 2. For every C ∈ C, use the action stab(C) y C to transfer structures from
stab(C) to C (eg. a metric). The most convenient situation is when this action
is transitive and free, so that an orbit map provides a bijection. Typically, C
decomposes into two parts C = C1tC2: in the first one, the actions we are interested
in are indeed transitive and free; and in the second part, we have no control on the
actions, but the cliques are finite. Therefore, we are able to define structures on
the cliques of C1 from their stabilisers, and usually we put trivial structures (eg.
discrete metrics) on the cliques of C2; because they are finite, this does not cause
any trouble.

Step 3. Next, if the action of G on X is “well-behaved”, it is possible to extend our
collection of structures defined on the cliques of C to a system of structures, defined
on each clique of X, which is compatible with the graph structure and which is
G-invariant. This is not always possible, so we need to define carefully what a
“suitable action” means, but when the extension is possible, it is unique.

Step 4. From such a system, we define a global structure on X which extends the “local
structures”, and study how the global structure inherits its properties from the
local ones.

Step 5. Use the action of G on X endowed with the global structure to find information
about G (eg. existence of a good action on some metric space).
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We introduce C-transitive actions on quasi-median graphs in order to make the ex-
tension mentionned in Step 2 possible; and similarly, topical actions for the extension
mentionned in Step 3.

Remark 1.2. In fact, C-transitive actions are stronger than what it is described in Step
2, because we require some control on the finite cliques of C2. The first reason for this
choice is that this generality is sufficient to cover all our applications, so we chose to give
a presentation as simple as possible. As a consequence, the results proved in Section
5 hold in a framework which is slightly more general. The second reason is that with
our stronger hypotheses, we get a canonical way to identify an arbitrary clique of X to
a clique of our set of representatives C, and this will be fundamental in a construction
described below, we call inflating the hyperplanes.

The second part of our work develops this strategy. Typically, the results we obtain
have the following form: given a property of groups P and a group G acting topically-
transitively on a quasi-median graph, such that the action satisfies some convenient
finiteness conditions (depending on P), if clique-stabilisers satisfy P then so does G. The
structures we are interested in are mainly metrics and collections of walls, in order to
study the geometry of a group and its cubical properties; but we also consider measured
wallspaces, spaces with labelled partitions and Lipschitz maps to Lp-spaces in order
to study a-T-menability, a-B-menability and (equivariant) `p-compressions respectively.
Thus, we proved criteria for

• acting metrically properly on a CAT(0) cube complex (Proposition 5.22);

• acting geometrically on a CAT(0) cube complex (Proposition 5.23);

• being a-T-menable (Proposition 5.25);

• being a-B-menable (Proposition 5.26);

• bounding below `p-compressions (Proposition 5.37);

• being relatively hyperbolic (Theorem 5.17).

However, our strategy does not work for many interesting properties, because in Step
2 we define structures on cliques from their stabilisers. But many properties cannot be
read directly from the group, for instance being CAT(0). The trick is the following. Let
G be a group acting on a quasi-median graph X. If a clique-stabiliser stab(C) acts on
another space YC (with a point of trivial stabiliser and such that the action stab(C) y C
is transitive and free), then we can identify C with a subset of YC . Next, we add to
C the missing points of YC , and doing this process in a suitable way for every clique
of X produces a new quasi-median graph Y on which G acts. Now, the cliques of Y
are naturally identified with some spaces, so that they are naturally endowed with the
corresponding structures. Finally, reproducing our strategy from Step 3 produces other
combination results. We find criteria for:

• acting properly discontinuously on a CAT(0) cube complex (Proposition 7.4);

• acting geometrically and virtually specially on some CAT(0) cube complex (Propo-
sition 7.5);

• being CAT(0) (Theorem 7.7).

The third and last part of this work is dedicated to the application of the previous
criteria to specific classes of groups, which we now describe.
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Graph products. Given a simplicial graph Γ and a collection of groups G = {Gu |
u ∈ V (Γ)} indexed by the vertices of Γ, Green [Gre90] defined the graph product ΓG as
the quotient (

∗
u∈V (Γ)

Gu

)
/〈〈[g, h] = 1, g ∈ Gu, h ∈ Gv if (u, v) ∈ E(Γ)〉〉.

For instance, the geometry and the combinatorics of graph products were studied in
[Alo96, AD13, BM15, Bou97, JS01, HM95, HW99b, Mei96, Mei94, Kim12, Mei95,
AM15]. In our work, we are interested in the Cayley graph X(Γ,G) defined from the
generating set

⊔
G, which turns out to be a quasi-median graph. Moreover, thanks to

the normal form proved by Green in her thesis, we understand precisely the geodesics
of X(Γ,G), making X(Γ,G) a very convenient geometric model of ΓG. It is worth notic-
ing that, for graph products of finitely many finite groups, X(Γ,G) is a Cayley graph
obtained from a finite generating set, so that it turns out to be a complete geometric
realisation of the graph product ΓG. Although we deduce from this observation that ΓG
must act geometrically on some CAT(0) cube complex, the precise description ofX(Γ,G)
allows us to prove easily that ΓG is virtually cocompact special, that it embeds quasi-
isometrically into a product of χ(Γ) trees (see Theorem 8.30), and also to determine
exactly when it is hyperbolic, so that we are able to reprove [Mei96, Theorem A] which
characterizes the hyperbolic graph products (of arbitrary groups). In fact, applying our
general criterion on relative hyperbolicity allows us to determine when a graph product
is hyperbolic relatively to its factors. Thanks to our description of X(Γ,G), the argu-
ment can be improved further, by following our argument in [Gen16b, Theorem 5.24],
in order to characterize precisely when a graph product is relatively hyperbolic. More
precisely, we associate to any finite simplicial graph Γ and to any collection of groups
G labelled by V (Γ), a collection I(Γ,G) of subgraphs of Γ. We emphasize the fact that,
the construction of I(Γ,G) is explicit, algorithmic, and does not depend heavily on the
vertex-groups: we only need to know which groups of G are finite, other information
about the vertex-groups being unnecessary. Then

Theorem 1.3. Let Γ be a finite graph and G a collection of finitely generated groups
indexed by V (Γ). The graph product ΓG is relatively hyperbolic if and only if I(Γ,G) 6=
{Γ}. If so, ΓG is hyperbolic relatively to {ΛG | Λ ∈ I(Γ,G)}.

Next, by applying our general criteria, we immediately find that the properties of

• being CAT(0) (Theorem 8.20);

• acting geometrically on a CAT(0) cube complex (Theorem 8.17);

• acting geometrically and virtually specially on a CAT(0) cube complex (Theorem
8.17);

are stable under graph products along finite graphs; that the properties of

• acting metrically properly on a CAT(0) cube complex (Proposition 8.18);

• being a-T-menable (Corollary 8.19);

• being a-B-menable (Corollary 8.19);

are stable under graph products along countable graphs; and finally that acting properly
discontinuously on a CAT(0) cube complex is stable under arbitrary graph products
(Theorem 8.16). By applying our criterion about `p-compressions, we are also able to
reprove [AD13, Corollary 4.4]:
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Theorem 1.4. Let Γ be a finite simplicial graph and G a collection of finitely generated
groups indexed by V (Γ). For every p ≥ 1,

α∗p(ΓG) ≥ min
(1
p
,min
G∈G

α∗p(G)
)
.

Some of the results we prove are already known, but the point is that we are able to
include all of them in a unique point of view, the study of quasi-median graphs, and that
we are sometimes able to simplify or even improve them. In our opinion, quasi-median
geometry is the most natural way to study graph products.

Wreath products. The wreath product of two groups G and H is defined as the
semidirect product

G oH =

⊕
h∈H

G

oH,
where H acts on the direct sum by permuting the coordinates. Wreath products are
important in geometric group theory because they lead to interesting counterexamples
[Dyu00, dC06, Akh08, Dym10], but their geometries remain widely unknown appart
from a few particular cases [EFW13]. Motivated by the cubulation of Z oZ as a diagram
group (see [GS99, Example 10] and [Far03]), we associate to any action of H on a
CAT(0) cube complex (containing a vertex of trivial stabiliser) a quasi-median graph
W, called the graph of wreaths, on which G oH acts topically-transitively. We refer to
the introduction of Section 9 for a description of the idea of the construction. First of
all, by applying our criterion producing proper actions on cube complexes, we are able
to reprove [Cor13, Theorem 5.C.3]:

Theorem 1.5. Acting properly discontinuously on a CAT(0) cube complex is stable
under wreath products.

It is worth noticing that, contrary to Cornulier’s proof, we get an explicit construction
of the CAT(0) cube complex on which the wreath product acts (see Remark 9.30). But
the new results on wreath products we prove in this paper concern equivariant `p-
compressions. The paper [AGS06] written by Arzhantseva, Guba and Sapir, where they
show (in particular) that the Hilbert space compression of Z o Z belongs to the interval
[1/2, 3/4], motivated a lot of works on finding estimates on the `p-compressions of wreath
products; see for instance [NP08, NP11, Li10, Tes11, ANP09]. In this paper, we adapt
ideas from [CN05a], which were formulated for CAT(0) cube complexes, to quasi-median
graphs, and in particular to the graph of wreaths W for the study of wreath products.
Our main result is the following:

Theorem 1.6. Let G,H be two finitely generated groups. Suppose that H acts on a
CAT(0) cube complex X with an orbit map which has compression α. Then

α∗p(G oH) ≥ α · TS(X) ·min
(1
p
, α∗p(G)

)
.

This result is not an immediate application of our general criterion, because wreath
products may not be quasi-isometrically embedded into the geometric models we con-
struct. Understanding the distorsion of this embedding leads to the introduction of the
constant TS(X), depending on the geometry of the CAT(0) cube complex X. By notic-
ing that TS(X) = 1 for any uniformly locally finite hyperbolic CAT(0) cube complex
X (see Proposition 9.45), we deduce our main application:
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Corollary 1.7. Let H be a hyperbolic group acting geometrically on some CAT(0) cube
complex. For every finitely generated group G and every p ≥ 1,

α∗p(G oH) ≥ min
(1
p
, α∗p(G)

)
,

with equality if H is non elementary and p ∈ [1, 2].

Diagram products. In [GS99], Guba and Sapir defined a diagram product D(P,G, w)
as the fundamental group of a 2-complex of groups associated to a semigroup presenta-
tion P = 〈Σ | R〉, a collection of groups G indexed by the alphabet Σ, and a base word
w ∈ Σ+. By noticing that diagram products can be described as diagrams whose edges
are labelled by a new alphabet Σ(G) = {(s, g) | s ∈ Σ, g ∈ Gs}, we generalize the con-
struction due to Farley of CAT(0) cube complexes associated to diagram groups [Far03]
in order to produce a quasi-median graph on whichD(P,G, w) acts topically-transitively.
This allows us to apply our different combination results.

So let P = 〈Σ | R〉 be a semigroup presentation, G a collection of groups indexed by
Σ and w ∈ Σ+ a base word.

• If the groups of G act properly on CAT(0) cube complexes, then so does the
diagram product D(P,G, w).

Moreover, assuming that P is a finite presentation,

• if the groups of G act metrically properly on CAT(0) cube complexes, then so does
the diagram product D(P;G, w);

• if the groups of G are a-T-menable, then so is the diagram product D(P,G, w);

• if the groups of G are a-B-menable, then so is the diagram product D(P,G, w).

And finally, assuming that P is a finite presentation and that the class [w]P of w modulo
P is finite,

• if the groups of G act geometrically on CAT(0) cube complexes, then so does the
diagram product D(P,G, w);

• if the groups of G are CAT(0), then so is the diagram product D(P,G, w).

We are also able to estimate the `p-compressions of diagram products when the class
of the base word is finite; we will refer to this class of diagram products as cocompact
diagram products, because this assumption amounts to say that the the quasi-median
graph we define contains only finitely many orbits of cliques.

Theorem 1.8. Let P = 〈Σ | R〉 be a semigroup presentation, G a collection of groups
indexed by Σ and w ∈ Σ+ a base word. Suppose that P is a finite presentation, that [w]P
is finite, and that the groups of G are finitely generated. For every p ≥ 1, the diagram
product D(P,G, w) satifies

α∗p(D(P,G, w)) ≥ min
(1
p
,min
G∈G

α∗p(G)
)
.

We also deduce from our general combination results a characterisation of hyper-
bolic cocompact diagram products. We suspect that our statement holds without the
cocompactness assumption; see Question 12.24 and the related discussion.
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Theorem 1.9. Let P = 〈Σ | R〉 be a semigroup presentation, G a collection of finitely
generated groups indexed by Σ, and w ∈ Σ+ a base word whose class [w]P is finite.
The diagram product D(P,G, w) is hyperbolic if and only if, for every non empty words
u, v ∈ Σ+ such that w is equal to uv modulo P, at least one of the two diagram products
D(P,G, u) and D(P,G, v) is finite.

Finally, in order to better understand the structure of diagram groups, we introduce
and study another type of actions on quasi-median graphs, called rotative actions. Our
main result shows that a group admitting such an action decomposes as a semidirect
product with a normal factor which is a graph product (see Theorem 10.54 for a precise
statement). This structure result is of independent interest, and applies to our other
classes of groups acting on quasi-median graphs, but in these cases we do not get new
information. Once applied to diagram products, we prove

Theorem 1.10. Let P = 〈Σ | R〉 be a semigroup presentation, G a collection of finitely
generated groups indexed by Σ, and w ∈ Σ+ a base word. The diagram product decom-
poses as

D(P,G, w) = Γ(P,G, w)oD(P, w),

where D(P, w) is the underlying diagram group and Γ(P,G, w) a graph product whose
vertex-groups are elements of G.

We refer to Section 10.6 for a precise description of the graph product Γ(P,G, w).
As a consequence, when the underlying diagram group is trivial and when the groups of
G are either trivial or infinite cyclic, our theorem produces new examples of right-angled
Artin groups which are also diagram groups; concrete examples are given at the end of
Section 10.6. The general question of determining which right-angled Artin groups are
diagram groups remains open.

Right-angled graph of groups. Our last class of groups acting on quasi-median
graphs generalises the graph products. A right-angled graph of groups is a graph of
groups G whose vertices are graph products, whose edges are “subgraph products”, and
whose monomorphisms are canonical embeddings (see Section 11 for a precise definition).
Concrete examples are given in Section 11.4. We use the normal form of fundamental
groupoids of graph of groups proved in [Hig76] to deduce that a natural (connected
component of a) Cayley graph of the fundamental groupoid of G turns out to be a quasi-
median graph. Thus, we make the fundamental group of G act on a quasi-median graph.
In particular, if all the factors of this product are finite, we find that the fundamental
group acts geometrically on a CAT(0) cube complex, and we are able to determine
precisely when it is hyperbolic (see Proposition 11.41 for a precise statement). When
some factors are infinite, we would like to show that the action is topical-transitive
and then apply our criteria. However, it turns out that our action may not be topical-
transitive. This is also a motivation for introducing this class of groups: having examples
to test possible future extensions of our work. The obstruction for the action to be
topical-transitive is clearly identified: by concatenating monomorphisms of our graph of
groups, every factor G arises with a collection of automorphisms Φ(G), and our action
is topical-transitive precisely when Φ(G) is reduced to {Id} for every factor G. Loosely
speaking, the dynamics of the action of the fundamental group of G on its associated
quasi-median graph is related to the dynamics of collections of automorphisms on factors,
and the topical-transitive situation corresponds to the simplest case. We suspect that
our results extend to the situation where the Φ(G)’s are finite collections of finite-order
automorphisms.

Let G be a right-angled graph of groups such that Φ(G) = {Id} for every factor G.
By applying our criteria, we prove that
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• if the factors act properly on CAT(0) cube complexes, then so does the fundamen-
tal group of G;

assuming that the underlying abstract graph is locally finite and that the simplicial
graphs defining the graph products are finite, we are able to deduce that:
• if the factors act metrically properly on CAT(0) cube complexes, then so does the

fundamental group of G;

• if the factors are a-T-menable, then so is the fundamental group of G;

• if the factors are a-B-menable, then so is the fundamental group of G;
and finally, if the underlying abstract graph and the simplicial graphs defining the graph
products are all finite, then
• If the factors act geometrically on CAT(0) cube complexes, then so does the fun-

damental group of G;

• if the factors are CAT(0), then so is the fundamental group of G.
(All these statements are proved in Section 11.2.) Moreover, because the orbit map from
the fundamental group of G to its associated quasi-median graph turns out to be a quasi-
isometric embedding, it is also possible to estimate the equivariant `p-compressions of
the group. More precisely,
Theorem 1.11. Let G be a right-angled graph of groups such that Φ(G) = {Id} for
every factor G. Suppose that the underlying abstract graph and the simplicial graphs
defining the graph products are all finite, and that the factors are finitely generated. For
every p ≥ 1, the fundamental group Fω of G satifies

α∗p(Fω) ≥ min
(1
p
, min
G factor

α∗p(G)
)
.

Finally, we exploit the quasi-median geometry of the fundamental group of G in
order to determine precisely when it is hyperbolic. The characterisation we obtain is
the following (we refer to Section 11.1 for a definition of the link of a factor).
Theorem 1.12. Let G be a right-angled graph of groups such that Φ(G) = {Id} for
every factor G. Suppose that the factors are finitely generated, and that the underlying
abstract graph and the simplicial graphs defining the graph products are all finite. The
fundamental group of G is hyperbolic if and only if the following conditions are satisfied:
• any simplicial graph defining one of our graph products is square-free;

• there do not exist a loop p in the abstract graph, based at some vertex v ∈ V , and
two non adjacent vertex-groups G,H in the graph product Gv, such that ϕGp (G) =
G and ϕHp (H) = H;

• the link of every factor is finite;

• the factors are hyperbolic.

Organization of this paper. Section 2 contains the first part of our work, dedicated
to the study of quasi-median graphs from hyperplanes. Section 3 and Section 4 describe
how to perform the fourth step of the strategy described above for metrics and wallspaces
respectively, while the second and third steps are described in Section 5, in which we
also state and prove our first general criteria. Section 6 describes how to inflate the
hyperplanes of a quasi-median graph, and we use this construction in Section 7 to find
our second family of general criteria. The next four sections are dedicated to applications
to graph products, wreath products, diagram groups, and right-angled graph of groups.
We conclude this paper by some open problems and questions in Section 12.
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Figure 1: The triangle and quadrangle conditions.
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2 Cubical-like geometry of quasi-median graphs
In this section, we introduce quasi-median graphs and study their geometries. The main
idea we want to stress out is that one may define hyperplanes in quasi-median graphs
so that arguments holding for CAT(0) cube complexes can be naturally translated to
quasi-median graphs.

2.1 Quasi-median graphs

Quasi-median graphs are the main objects studied in this work. Among all the equivalent
definitions of these graphs, it seems that the more convenient definition for our purposes
is to see quasi-median graphs as particular weakly modular graphs. Weakly modular
graphs were introduced in [Che89] and [BC96]; see also [CCHO14]. Quasi-median graphs
appeared independently under different definitions in several places in the litterature;
see [BMW94] and references therein for more information.

Definition 2.1. A graph is weakly modular if it satisfies the following two conditions:

(triangle condition) for any vertex u and any two adjacent vertices v, w at distance
k from u, there exists a common neighbor x of v, w at distance k − 1 from u;

(quadrangle condition) for any vertices u, z at distance k appart and any two neigh-
bors v, w of z at distance k − 1 from u, there exists a common neighbor x of v, w
at distance k − 2 from u.

A graph is quasi-median if it weakly modular and does not contain K−4 and K3,2 as
induced subgraphs (see Figure 2).

In the context of CAT(0) cube complexes, combinatorially convex subcomplexes play
an important role. For quasi-median graphs, this role will be played by gated subgraphs.

Definition 2.2. Let X be a graph and Y ⊂ X a subgraph. Fixing a vertex x ∈ X,
we say that a vertex p ∈ Y is a gate for x if, for every y ∈ Y , there exists a geodesic
between x and y passing through p. If any vertex of X admits a gate in Y , we say that
Y is gated.
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Figure 2: The graphs K−4 and K3,2.

It is worth noticing that:

Fact 2.3. Let X be a graph and Y ⊂ X a subgraph.

• A gate in Y of some vertex x ∈ X, when it exists, is the unique vertex of Y
minimising the distance to x.

• If Y is gated, then it is convex.

Proof. Fix a vertex x ∈ X, and suppose that it admits a gate y ∈ Y . For every z ∈ Y ,
we know that

d(x, z) = d(x, y) + d(y, z) ≥ d(x, y).

Therefore, y minimises the distance to x in Y . It also follows from this inequality that,
if z ∈ Y is another vertex minimising the distance to x, necessarily d(y, z) = 0, ie.,
y = z. This proves the first assertion of our lemma. Now, suppose that Y is gated, and
fix three vertices x, y, z ∈ X such that x, y are vertices of Y and z belongs to a geodesic
between x, y. If p ∈ Y denotes the gate of z, then

d(x, y) = d(x, z) + d(z, y) = d(x, p) + 2d(p, z) + d(p, y).

On the other hand, we know from the triangle inequality that d(x, y) ≤ d(x, p) +d(p, y).
Consequently, d(p, z) must be zero, so that z = p ∈ Y .

In general, it is difficult to determine whether or not a subgraph is gated just by applying
the definition. Therefore, our first goal is to find a criterion which is easy to verify. We
begin with a few definitions.

Definition 2.4. Let X be a graph and Y ⊂ X a subgraph. If any triangle of X, ie.,
any three pairwise adjacent vertices of X, which shares an edge with Y is contained into
Y , we say that Y contains its triangles.

Definition 2.5. Let X be a graph and Y ⊂ X a subgraph. We say that Y is locally
convex if any square in X with two adjacent edges contained in Y is necessarily included
into Y .

The following proposition is our main criterion to prove that a subgraph is gated. The
statement also follows from different results proved in [Che89]. We give a direct proof
for completeness.

Proposition 2.6. Let X be a weakly modular graph and Y ⊂ Y a connected subgraph.
Then Y is gated if and only if it is locally convex and contains its triangles.

We begin by proving a weaker statement.
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Lemma 2.7. Let X be a weakly modular graph and Y ⊂ X a connected subgraph. If
Y is locally convex and contains its triangles, then it is geodesic (ie., between any two
vertices of Y there exists a geodesic in X lying in Y ).

Proof. Because Y is connected, it is sufficient to prove that, for every vertices x, y, z ∈ Y
with y, z adjacent in Y such that there exists a geodesic between x and y lying in Y ,
necessarily there exists a geodesic between x and z lying in Y . We will argue by induction
on d(x, y). Of course, for d(x, y) = 0, there is nothing to prove.

Let γ ⊂ Y be a geodesic between x and y. For convenience, set ` = d(x, y). Notice that
|d(x, z)− d(x, y)| ≤ 1, so three cases may happen.

1. Suppose that d(x, z) = ` + 1. Then, the concatenation of γ with the edge (y, z)
between y and z defines a geodesic between x and z lying in Y .

2. Suppose that d(x, z) = `. By the triangle condition, there exists a vertex a ∈ X
adjacent to both y and z such that d(x, a) = ` − 1. Notice that, because Y
contains its triangles, the triangle defined by y, z, a must be included into Y .
Since d(x,m) < d(x, y), we can apply our induction hypothesis to a find a geodesic
between x and a which lies in Y ; if we concatenate it with the edge (a, z), we find
a geodesic between x and z lying in Y .

3. Suppose that d(x, z) = ` − 1. Let a be the vertex of γ defined by d(x, a) =
` − 1. Notice first that, if a = z, then taking a subsegment of γ suffices to
produce a geodesic between x and z lying in Y . So we will suppose that a 6=
z. Then the quadrangle condition implies that there exists a vertex m ∈ X
adjacent to both a and z such that d(x,m) = `− 2. Notice that, since Y is locally
convex, the square defined by a,m, y, z must be included into Y . By applying our
induction hypothesis, there exists a geodesic between x and m lying in Y , so that,
by concatenating it with the edge (m, z), we find a geodesic between x and z which
lies in Y .

We conclude that Y is indeed geodesic.

Proof of Proposition 2.6. It is clear that a gated subgraph must be locally convex and
must contain its triangles. So we assume that our subgraph Y is locally convex and that
it contains its triangles, and we want to prove that it turns out to be a gated subgraph.

Suppose by contradiction that Y is not gated. Let x ∈ X be a vertex which has no
gate in Y . Thus, if y ∈ Y denotes a vertex minimizing in Y the distance to x, there
exists a vertex z ∈ Y such that no geodesic between x and z passes through y. Without
loss of generality, we may require our counterexample to minimize the quantity d(y, z),
so that, for every w ∈ Y satisfying d(y, w) < d(y, z), there exists a geodesic between
x and w passing through y. In particular, if we fix a geodesic (u1, . . . , ur, ur+1) from
u1 = y to ur+1 = z, then d(x, ui) = d(x, y) + d(y, ui) for every 1 ≤ i ≤ r. According
to the previous lemma, we can choose our geodesic between y and z in Y . Because
|d(x, z)− d(x, ur)| ≤ d(z, ur) = 1, three cases may happen.

Suppose that d(x, z) − d(x, ur) = 1. Then the concatenation of a geodesic between x
and y with (u1, . . . , ur+1) would produce a geodesic between x and z passing through y,
contradicting our choice of z.

Suppose that d(x, z) − d(x, ur) = −1. Because d(x, ur+1) = d(x, ur) − 1 = d(x, ur−1),
the quadrangle condition implies that there exists a vertex vr adjacent to both ur−1 and
ur+1 such that d(x, vr) = d(x, ur) − 2. Moreover, since Y is locally convex, the square
defined by ur, ur+1, vr, ur−1 must be included into Y , so that vr ∈ Y . Similarly, because
d(x, vr) = d(x, ur)− 2 = d(x, ur−2), the quadrangle condition implies that there exists a
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vertex vr−1 adjacent to both ur−2 and vr such that d(x, vr−1) = d(x, ur−1)−2; moreover,
since Y is locally convex, the square defined by ur−1, vr, vr−1, ur−2 must be included into
Y , so that vr−1 ∈ Y . Then, it is possible to iterate the argument with ur−3 and vr−1,
and so on. Thus, we have constructed a sequence of vertices v2, . . . , vr ∈ Y satisfying
d(x, vi) = d(x, ui)− 2. It is worth noticing that, because y minimizes the distance to x
in Y , necessarily r ≥ 2, so at least v2 exists. But then

d(x, v2) = d(x, u2)− 2 = d(x, u1)− 1 = d(x, y)− 1,

contradicting the choice of y.

Finally, suppose that d(x, z) − d(x, ur) = 0. So d(x, ur) = d(x, ur+1), and we deduce
from the triangle condition that there exists a vertex m ∈ X adjacent to both ur and
ur+1 such that d(x,m) = d(x, ur) − 1. Notice that, since Y contains its triangles,
necessarily m ∈ Y . Finally, we get a contradiction by replacing ur+1 with m in the
previous argument.

We conclude this section by proving some general properties of quasi-median graphs
which will be useful in the sequel. We begin by noticing that gated subgraphs satisfy
the Helly’s property.

Proposition 2.8. Let X be a graph and Y1, . . . , Yn ⊂ X a collection of gated subgraphs.
If Yp ∩ Yq 6= ∅ for every 1 ≤ p, q ≤ n, then

n⋂
i=1

Yi 6= ∅.

Proof. We will suppose that n = 3. The general case follows by induction. Fix some
vertices x ∈ Y1 ∩ Y2, y ∈ Y2 ∩ Y3, z ∈ Y3 ∩ Y1, and let m ∈ Y3 be the gate of x in
Y3. Because m belongs to a geodesic between x and y, we deduce from the convexity
of Y2 that m ∈ Y2; similarly, because m belongs to a geodesic between x and z, we
deduce from the convexity of Y1 that m ∈ Y3. Thus, m belongs to Y1 ∩ Y2 ∩ Y3, so that
Y1 ∩ Y2 ∩ Y3 6= ∅.

The following lemma follows easily from the definition of quasi-median graphs. We leave
the proof as an exercice.

Lemma 2.9. Let X be a quasi-median graph and Y ⊂ X a subgraph. If Y is a convex
subgraph, then it is a quasi-median graph on its own right.

For our next lemma, recall that a clique is a maximal complete subgraph.

Lemma 2.10. In a quasi-median graph, a clique contains its triangles.

Proof. Let C be a clique, and x, y, z three pairwise adjacent vertices with x, y ∈ C. If
C contains no other vertices than x, y and possibly z, then in fact z must belong to C
since x, y, z define a complete subgraph containing C. Otherwise, suppose that there
exists some vertex v ∈ C different from x, y, z. Then the subgraph generated by v, x, y, z
contains a K−4 ; since this subgraph cannot be induced by the definition of quasi-median
graphs, we deduce that v and z must be adjacent. Thus, we conclude that z is ajdacent
to any vertex of C, which implies that z belongs to C.

In the next section, we will use this lemma to deduce that cliques are gated subgraphs
(see Lemma 2.16).

Lemma 2.11. In a quasi-median graph, the intersection between two different cliques
is either empty or a single vertex.
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Proof. Let C1, C2 be two cliques intersecting along an edge e. Fix two vertices x1 ∈ C1,
x2 ∈ C2 which are not endpoints of e. The subgraph generated by e, x1 and x2 contains
a K−4 ; since such a subgraph cannot be induced by definition of a quasi-median graph,
we deduce that x1 and x2 must be adjacent. Therefore, the vertices of C1 and C2 are
pairwise adjacent, hence C1 = C2.

A direct consequence of the previous lemma is:

Corollary 2.12. In a quasi-median graph, there exists a unique clique containing a
given edge.

Essentially, our last lemma states that two cliques containing parallel edges must be
parallel themselves.

Lemma 2.13. Let C1, C2 ⊂ X be two distinct cliques. Suppose that there exist two
edges e1 ⊂ C1, e2 ⊂ C2 which are opposite sides of some square in X. Then the
subgraph generated by C1 ∪ C2 is isomorphic to C1 × [0, 1], where C1 = C1 × {0} and
C2 = C1 × {1}.

Proof. Let ei = (xi, yi) for i = 1, 2, where x1 and x2 (resp. y1 and y2) are adjacent in
the square defined by e1 and e2.

First, notice that C1 and C2 are disjoint. Indeed, suppose that there exists a vertex
v ∈ C1 ∩ C2. Then the vertices v, x1 and x2 are pairwise adjacent, hence x2 ∈ C1.
Similarly, we show that y2 ∈ C1, so that the edge e2 belongs both to C1 and C2. We
deduce from Corollary 2.12 that C1 = C2. Therefore, because we supposed C1 and C2
distinct, they are necessarily disjoint.

Then, we notice that any vertex of C1 is adjacent to some vertex of C2. Let v ∈ C1
be a vertex, which we will suppose different from x1 and y1 since we already know that
x1 and y1 are adjacent to some vertices of C2. We claim that d(v, x2) = d(v, y2) = 2.
Indeed, if v is adjacent to x2 or y2, say to x2, then the vertices v, x1, x2 define a triangle
which must be included into C1 since a clique contains its triangles; however, we know
that C1 and C2 are disjoint, so this is impossible. Thus, the triangle condition implies
that there exists a vertex m ∈ X adjacent to both x2 and y2 such that d(v,m) = 1.
Because C2 contains its triangles, the triangle defined by the vertices m,x2, y2 must be
included into C2, and in particular m ∈ C2. We have proved that v is adjacent to some
vertex of C2.

On the other hand, because C2 contains its triangles according to Lemma 2.10 and that
C1 and C2 are disjoint, a vertex of C1 may be adjacent to at most one vertex of C2.
Therefore, any vertex of C1 is adjacent to exactly one vertex of C2. Similarly, we prove
by symmetry that any vertex of C2 is adjacent to exacly one vertex of C1. Our claim
follows.

2.2 Hyperplanes and sectors

In this section, we define a notion of hyperplanes in quasi-median graphs by following
the definition introduced by Sageev in [Sag95] for CAT(0) cube complexes. Our goal is
to prove that hyperplanes in CAT(0) cube complexes and hyperplanes in quasi-median
graphs have essentially the same behaviour. A posteriori, we know that our definition
coincides with the transitive closure of the θ-equivalence introduced by Djokovic in
[Djo73]; in particular, a few of the results proved in this section were also proved in
[BMW94] using the θ-equivalence.
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Figure 3: The carrier and the sector-decomposition of a hyperplane.

Definition 2.14. A hyperplane is an equivalence class of edges, where two edges e and e′
are said equivalent whenever there exists a sequence of edges e0 = e, e1, . . . , en−1, en = e′

such that, for every 1 ≤ i ≤ n− 1, either ei and ei+1 are opposite sides of some square
or they are two sides of some triangle.
Alternatively, if we say that two cliques are parallel whenever they respectively contain
two opposite sides of some square, then a hyperplane is the collection of edges of some
class of cliques with respect to the transitive closure of being parallel.
One says that an edge or a clique is dual to a given hyperplane if it belongs to the asso-
ciated class of edges. Of course, because two distinct equivalence classes are necessarily
disjoint, an edge or a clique is dual to a unique hyperplane.

From Lemma 2.13, we know that two cliques C1, C2 are parallel if and only if there
exists an induced subgraph C × [0, 1] where C × {0} = C1 and C × {1} = C2.

We sum up the results of this section in the next proposition (see also Figure 3); the
needed definitions are given progressively below. The third point is contained in Corol-
lary 2.21 and Corollary 2.22; the first point is contained in Lemma 2.24 and Lemma
2.28; and finally the second point is contained in Lemma 2.29. We also use these results
to characterize geodesics, see Proposition 2.30.

Proposition 2.15. Let X be a quasi-median graph and J a hyperplane.

• The carrier N(J) of J is a gated subgraph isomorphic to F (J) × C, where F (J)
is the main fiber of J and C is a clique.

• Every connected component of ∂J , called a fiber, is a gated subgraph isomorphic
to F (J); in particular, F (J) is a quasi-median graph on its own right.

• The hyperplane J separates X into at least two connected components, called sec-
tors. They are gated subgraphs.

First, we want to define what is a sector.

Lemma 2.16. In a quasi-median graph, any clique is gated.
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Proof. Let X be a quasi-median graph and C ⊂ X a clique. According to Proposition
2.6 and Lemma 2.10, it is sufficient to prove that C is locally convex in order to deduce
that C is gated.

Let Π be a square in X with two adjacent edges in C. Because C is complete, this
implies that Π admits a diagonal in X, defining a subgraph isomorphic to K−4 ; then,
since such a subgraph cannot be induced, the second diagonal of Π must exist in X, so
the subgraph generated by Π is complete. Because we already know that C contains its
triangles, we deduce that Π ⊂ C. Therefore, C is locally convex.

Definition 2.17. Let X be a quasi-median graph, C ⊂ X a clique and v ∈ C a vertex.
The subgraph [C, v] generated by the set of all the vertices of X whose gate in C is v is
a sector. We refer to the collection {[C, v] | v ∈ C} as the sector decomposition defined
by C.

Lemma 2.18. Let C1, C2 ⊂ X be two cliques. If C1 and C2 are dual to the same
hyperplane, their sector decompositions are the same.

Proof. If C1 = C2 there is nothing to prove. Otherwise, there exists a sequence of cliques
between C1 and C2 such that any two successive cliques are parallel. We will assume
that C1 and C2 are parallel, the general case following by induction.

We want to prove the following statement, which is sufficient to conclude. For every
vertex x ∈ C1, if p denotes the vertex of C2 opposite to x, then [C1, x] = [C2, p]. In
fact, we only need to prove the inclusion [C1, x] ⊂ [C2, p], the reverse inclusion following
by symmetry. More precisely, for any a ∈ [C1, x] and q ∈ C2\{p}, we claim that
d(a, p) < d(a, q), meaning that p is the gate of a in C2.

Let y ∈ C1 denote the vertex opposite to q. Notice that neither x and q nor y and p
are adjacent, since a clique must contain its triangles and that C1 and C2 are disjoint.
For convenience, let k = d(a, x). Because |d(a, p)− d(a, x)| ≤ d(p, x) = 1, we know that
d(a, p) ∈ {k − 1, k, k + 1}. Notice moreover that

d(a, x) + 1 = d(a, x) + d(x, y) = d(a, y) ≤ d(a, q) + d(q, y) = d(a, q) + 1

implies d(a, q) ≥ d(a, x) = k. Therefore, if we suppose that d(a, q) ≤ d(a, p), only three
cases may happen.

Suppose that d(a, p) = k and d(a, q) = k. Because d(a, x) = k = d(a, q) and d(a, y) =
k + 1, the quadrangle condition implies that there exists a vertex m ∈ X adjacent to
both x and q such that d(a,m) = k − 1. In particular, d(a,m) = k − 1 implies that
m /∈ {p, q}. Notice that the vertices x, y, p, q,m define a subgraph isomorphic to K2,3,
so it cannot be induced. However, we know that x and q are not adjacent, and

k + 1 = d(a, y) ≤ d(a,m) + d(m, y) = k − 1 + d(m, y)

implies d(m, y) ≥ 2, ie., m and y are not adjacent. Therefore, either y and p or m
and p must be adjacent. If y and p are adjacent, then the vertices p, q, x, y define an
induced subgraph isomorphic to K−4 ; similarly, if m and p are adjacent, then the vertices
p, q, x,m define an induced subgraph isomorphic to K−4 . Thus, we get a contradiction.

Suppose that d(a, p) = k + 1 and d(a, q) = k. Because d(a, x) = k = d(a, q) and
d(a, y) = k + 1, the quadrangle condition implies that there exists a vertex m ∈ X
adjacent to both x and q such that d(a,m) = k − 1. Then exactly the same argument
as above produces a contradiction.

Suppose that d(a, p) = k + 1 and d(a, q) = k + 1. By applying the triangle condition,
we find a vertex r adjacent to both p and q such that d(a, r) = k. Since the clique C2
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contains its triangles, necessarily r ∈ C2. Let s denote the vertex of C1 opposite to r.
A fortiori, d(a, s) = d(a, x) + d(x, s) = k + 1. Thus, by replacing y and q with s and
r respectively, we produce the siutation that occurs in our first case. In particular, we
deduce a contradiction as well.

As a consequence, we conclude that necessarily d(a, q) > d(a, p).

Definition 2.19. Let X be a quasi-median graph and J a hyperplane. If C is a clique
dual to J , the sectors delimited by J are the sectors delimited by C.

According to Lemma 2.18, this definition does not depend on the choice of the clique C.

Lemma 2.20. Let X be a quasi-median graph, J a hyperplane and e ⊂ X an edge. The
endpoints of e belong to the same sector delimited by J if and only if e /∈ J .

Proof. Let C be a clique dual to J , x, y ∈ X the endpoints of e, and a, b ∈ C their gates
in C respectively. Suppose that x and y does not belong to the same sector, so that a
and b are two distinct adjacent vertices. Notice that

1 + d(x, a) = d(x, b) ≤ d(x, y) + d(y, b) = 1 + d(y, b),

hence d(x, a) ≤ d(y, b). Similarly, we show that d(y, b) ≤ d(x, a), hence d(x, a) = d(y, b);
let ` denote this common value. Let x0, x1, . . . , xm be a geodesic between x0 = x and
xm = a, and set y0 = y. Notice that x1 6= y because x1 and y have different gates in C,
d(b, y) = `, d(b, x) = `+ 1 and

d(b, x1) = d(b, a) + d(a, x1) = 1 + `− 1 = `,

so the quadrangle condition implies that there exists a vertex y1 ∈ X adjacent to both
x1 and y such that d(b, y1) = d(b, x) − 2 = d(b, y) − 1. Morever, the gate of y1 in C is
again b. Indeed,

1 + d(y1, b) = d(y, b) = d(y, C) ≤ 1 + d(y1, C),

so b minimizes in C the distance to y1. Then, we can define y2 similarly from x2 and
y1, and so on. Thus, we have constructed a sequence y0, y1, . . . , ym ∈ X such that the
gate of yi in C is b, and xi, yi, yi+1, xi+1 define a square, and d(b, yi) = d(b, y) − i. In
particular, (xm, ym) = (a, b) so we conclude that the edge e = (x, y) is dual to J .

Conversely, suppose that e ∈ J . Let C ′ denote the unique clique containing the edge
(x, y). Clearly, x and y belong to different sectors delimited by C ′, so, because J is dual
to C ′, they have to belong to different sectors delimited by J .

Corollary 2.21. Let X be a quasi-median graph and J a hyperplane. Let X\J denote
the graph obtained from X by removing the interiors of the edges of J . The connected
components of X\J are precisely the sectors delimited by J .

Proof. Let C be a clique dual to J . According to Lemma 2.20, we know that any edge
of X either belongs to a sector delimited by C or is dual to J , so we only have to show
that two sectors delimited by C are separated by J and that a sector is connected.

Let u, v ∈ C be two distinct vertices. If γ is a path between two vertices of [C, u] and
[C, v], then there necessarily exists an edge e ⊂ γ whose endpoints have different gates
in C. It follows from Lemma 2.20 that e is dual to J , hence γ * X\J . Therefore, two
sectors delimited by C are separated by J .

The connectedness of a sector follows from the observation that any vertex can be joined
by a geodesic to its gate in C, and any vertex of this geodesic has necessarily the same
gate in C. Such a path does not contain any edge of J according to Lemma 2.20.
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Corollary 2.22. In a quasi-median graph, a sector is gated.

Proof. Let C be a clique and v ∈ C a vertex, and let J denote the hyperplane dual to
C. According to Proposition 2.6, it is sufficient to prove that [C, v] is locally convex and
contains its triangles in order to deduce that it is gated.

Let (a, b, c) be a triangle with (a, b) ⊂ [C, v]. Because a and b belong to the same sector
delimited by J , it follows from Lemma 2.20 that (a, b) /∈ J . Necessarily, (a, c) /∈ J .
Lemma 2.20 implies that a and c belong to the same sector delimited by J , hence
c ∈ [C, v], and finally (a, b, c) ⊂ [C, v].

Let (a, b, c, d) be a square with (a, b), (b, c) ⊂ [C, v]. Because a and b belong to the same
sector delimited by J , it follows from Lemma 2.20 that (a, b) /∈ J . A fortiori, (c, d) /∈ J .
Therefore, Lemma 2.20 implies that c and d belong to the same sector delimited by J ,
hence d ∈ [C, v], and finally (a, b, c, d) ⊂ [C, v].

Definition 2.23. The carrier of a hyperplane J of X, denoted by N(J), is the subgraph
generated by the endpoints of the edges which belong to J . The boundary of J , denoted
by ∂J , is the graph obtained from N(J) by removing the interiors of the edges which
belong to J .

Lemma 2.24. In a quasi-median graph, the carrier of a hyperplane is gated.

We begin by proving two preliminary lemmas. Using the vocabulary of CAT(0) cube
complexes, the first lemma below states that hyperplanes do not self-intersect nor self-
osculate.

Lemma 2.25. Let C1, C2 ⊂ X be two distinct cliques dual to the same hyperplane.
Either C1 = C2 or C1 ∩ C2 = ∅.

Proof. Suppose that there exists some vertex u ∈ C1 ∩C2. Let v ∈ C1\{u} be a vertex;
or course, u and v are adjacent. If d(v, C2) = 1, then u must be the gate of v in C2,
so that u and v belong to the same sector delimited by C2, contradicting Lemma 2.20
because the edge (u, v) is dual to the same hyperplane as the clique C2. Therefore,
d(v, C2) = 0. This implies that the edge (u, v) is included into C1 ∩ C2, hence C1 = C2
as a consequence of Lemma 2.11.

Lemma 2.26. Let C1, C2 ⊂ X be two distinct cliques dual to the same hyperplane. If
there exists an edge between C1 and C2, then C1 and C2 are parallel.

Proof. Let u ∈ C1 and v ∈ C2 be two adjacent vertices and let w ∈ C1\{u}. Notice
that, as a consequence of Lemma 2.25, C1 and C2 must be disjoint. First, we claim that
d(v, w) = 2. Indeed, because C1 ∩ C2 = ∅, necessarily d(v, w) ≥ 1; moreover, because
a clique contains its triangles, d(v, w) = 1 would imply v ∈ C1 ∩ C2. Thus, we have
d(v, w) = 2, and in particular d(w,C2) ≤ 2. On the other hand, once again because C1
and C2 are disjoint, necessarily d(w,C2) ≥ 1; and d(w,C2) = 2 would imply that v is
the gate of u and w in C2, so that u and w would belong to the same sector delimited
by C2, contradiction Lemma 2.20. Therefore, d(w,C2) = 1, ie., there exists some vertex
x ∈ C2 adjacent to w. This proves that C1 and C2 are parallel according to Lemma
2.13.

Proof of Lemma 2.24. According to Proposition 2.6, it is sufficient to prove that N(J)
is locally convex and contains its triangles in order to deduce that it is gated.

Let (a, b, c) be a triangle with (a, b) ⊂ N(J). If (a, b) ∈ J then (a, c) ∈ J , which
implies c ∈ N(J). So we will suppose that (a, b) /∈ J . Thus, there exist two edges
(a, e), (b, f) ∈ J . Notice that, because (a, b) /∈ J , necessarily a and f , and similarly b
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and e are not adjacent. A fortiori, (a, e) and (b, f) belong to distinct cliques of J , and
Lemma 2.26 implies that e and f are adjacent. Once again because (a, b) /∈ J , we know
that c and e, and similarly c and f , are not adjacent. Therefore, d(c, e) = d(c, f) = 2.
The triangle condition implies that there exists a vertex m ∈ X adjacent to e, f, c.
Clearly, (c,m) ∈ J hence c ∈ N(J), and finally (a, b, c) ⊂ N(J).

Let (a, b, c, d) be a square with (a, b), (b, c) ⊂ N(J). If (a, b) ∈ J then (d, c) ∈ J , which
implies d ∈ N(J); similarly, if (b, c) ∈ J then (a, d) ∈ J , which implies d ∈ N(J). So
we suppose that (a, b), (b, c) /∈ J . In particular, we know that there exist three edges
(a, e), (b, f), (c, g) ∈ J . Notice that, because (a, b) /∈ J , necessarily a is not adjacent to
f and b is not adjacent to e. Therefore, (a, e) and (b, f) belong to distinct cliques of J
so that Lemma 2.26 implies that e and f are adjacent. Similarly, we show that f and g
are adjacent. Now, notice that (b, c) /∈ J implies that d and e are not adjacent, hence
d(e, d) = 2; similarly, we show that d(g, d) = 2. Let J1 denote the hyperplane dual to
(a, b) and J2 the hyperplane dual to (b, c). Because (a, b) /∈ J and (b, c) /∈ J , we know
that J1 6= J and J2 6= J . If J1 = J2, then this hyperplane is dual to the two edges
(c, d) and (c, b), and we deduce from Lemma 2.25 that these edges must belong to the
same clique, so that b and d must be adjacent. On the other hand, we already know
that N(J) contains its triangles, so (a, b) ⊂ N(J) implies d ∈ N(J). So suppose that
J1 6= J2. It is worth noticing that d and f are separated by at least three (distinct)
hyperplanes, namely J, J1, J2. Indeed, it follows from Lemma 2.20 that d and b belong
to the same sector delimited by J and that b and d belong to different sectors delimited
by J , so that J must separate f and d; similarly, J1 and J2 separate d and f . As a
consequence, necessarily d(f, d) ≥ 3, and in fact d(f, d) = 3 since there exists a path
of length three between d and f by construction. Now we are able to deduce from the
quadrangle condition that there exists a vertex m ∈ X adjacent to d, e, g. Clearly, the
edge (d,m) belongs to J , hence d ∈ N(J). Consequently, (a, b, c, d) ⊂ N(J).

Definition 2.27. The main fiber of a hyperplane J , denoted by F (J), is the graph
whose vertices are the cliques of J and whose edges link two parallel cliques.

Since any vertex of N(J) belongs to a unique clique of J , as a consequence of Lemma
2.25, there exists a canonical projection c : N(J)→ F (J). Furthermore, if we fix some
clique C dual to J and denote by p : X → C the application which associates to a vertex
of X its gate in C, we can define a natural map

Ψ :
{
N(J) −→ F (J)× C
v 7−→ (c(v), p(v))

Lemma 2.28. Ψ defines an isomorphism between the graphs N(J) and F (J)× C.

Proof. First, we prove that Ψ sends adjacent vertices to adjacent vertices. Let e =
(x, y) ⊂ N(J) be an edge. If e ∈ J then x and y belong to the same clique of J , ie.,
c(x) = c(y); moreover, Lemma 2.20 implies that p(x) 6= p(y), so that p(x) and p(y) are
necessarily adjacent. A fortiori, Ψ(x) and Ψ(y) are adjacent. If e /∈ J , Lemma 2.20
implies that p(x) = p(y). Moreover, x and y necessarily belong to distinct cliques of J ,
which are linked by an edge since x and y are adjacent; so it follows from Lemma 2.26
that these cliques are parallel, ie., c(x) and c(y) are adjacent in F (J). A fortiori, Ψ(x)
and Ψ(y) are adjacent.

We claim that Ψ is injective. Let u, v ∈ N(J) be two distinct vertices. If c(u) 6= c(v),
necessarily Ψ(u) 6= Ψ(v), so we suppose that c(u) = c(v), ie., u and v belong to the
same clique of J . In particular, u and v are adjacent, and the edge (u, v) belongs to J .
It follows from Lemma 2.20 that p(u) 6= p(v). A fortiori, Ψ(u) 6= Ψ(v).
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We claim that Ψ is surjective. Let (C ′, x) ∈ F (J)×C. According to Lemma 2.18, there
exists a vertex u ∈ C ′ such that [C ′, u] = [C, x]. In particular, we know that u ∈ [C, x],
hence p(u) = x. Finally, Ψ(u) = (C ′, x).

In order to conclude that Ψ is an isomorphism, it remains to verify that, if u, v ∈ N(J)
are vertices, then Ψ(u) adjacent to Ψ(v) implies that u is adjacent to v. So suppose that
Ψ(u) and Ψ(v) are adjacent. Two cases may happen. First, suppose that c(u) = c(v)
and that p(u) is adjacent to p(v). Then u and v belong to the same clique of J , and
p(u) 6= p(v) implies u 6= v, so that u is adjacent to v. Now, suppose that p(u) = p(v)
and that c(u) is adjacent to c(v). Thus, u and v belong to the same sector delimited by
J , and to two parallel cliques of J , say u ∈ C1 and v ∈ C2. Let x denote the vertex of C1
opposite to v. According to Lemma 2.25, the edge (x, v) does not belong to J , so that
x and v belong to the same sector delimited by J according to Lemma 2.20. A fortiori,
u and x necessarily belong to the same sector delimited by J . Because u and x belong
to the same clique of J , we deduce from Lemma 2.20 that u = x. As a consequence, u
and v are adjacent.

Lemma 2.29. Let F be a connected component of ∂J . Then F is a gated subgraph
isomorphic to the main fiber F (J). More precisely, there exists a vertex v ∈ C such that
F = Ψ−1(F (J)× {v}).

Proof. Noticing that Ψ(J) =
⋃

K∈F (J)
{K}×C, we deduce that Ψ(∂J) =

⋃
v∈C

F (J)×{v}.

As a consequence, there exists a vertex v ∈ C such that F = Ψ−1(F (J) × {v}). In
particular, F is clearly isomorphic to F (J). Moreover, it is worth noticing that the
vertices of F are precisely the vertices of N(J) whose image by p is v, ie., F = N(J) ∩
[C, v]. Since the intersection of two gated subgraphs is gated, we deduce from Corollary
2.22 and Lemma 2.24 that F is a gated subgraph.

All the results above imply Proposition 2.15, as already mentionned. Now, we want
to characterize geodesics from the hyperplanes they intersect. The analogue result for
CAT(0) cube complexes is fundamental.

Proposition 2.30. Let X be a quasi-median graph. A path in X is a geodesic if and
only if it intersects any hyperplane at most once. In particular, the distance between two
vertices of X is equal to the number of hyperplanes separating them.

Proof. Let p be a path which intersects a hyperplane J twice. Let u be the first vertex
of p which belongs to N(J), and similarly v the last vertex of p which belongs to N(J).
Let q denote the subpath of p between u and v. Since N(J) is convex, according to
Lemma 2.24, if q * N(J) then p cannot be a geodesic. So suppose that q ⊂ N(J). Let
Ψ : N(J) → F (J) × C denote the isomorphism given by Lemma 2.28. Clearly, Ψ(q)
is not a geodesic in F (J) × C since q contains two edges dual to J , so q = Ψ(Ψ−1(q))
cannot be geodesic in X. A fortiori, p cannot be a geodesic as well. Thus, we have
proved that a geodesic must intersect any hyperplane at most once.

Let x, y ∈ X be two vertices and γ a geodesic between them. If J is a hyperplane
which does not separate x and y, it follows from the convexity of the sectors given by
Corollary 2.22 that γ must be disjoint from J . Therefore, any hyperplane intersecting γ
necessarily separates x and y. On the other hand, we know that γ intersects at most once
each of these hyperplanes, so its length is bounded above by the number of hyperplanes
separating x and y. Conversely, γ necessarily intersects any hyperplane separating x
and y, so its length is bounded below by the number of hyperplanes separating x and
y. Therefore, the distance between x and y is precisely the number of hyperplanes
separating them.
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Now, let p be a path between two vertices x, y ∈ X such that p intersects any hyperplane
at most once. If J is a hyperplane which does not separate x and y, necessarily p must be
disjoint from J since otherwise it would have to intersect it at least twice because x and
y lie in different sectors delimited by J . Therefore, p intersects only the hyperplanes
separating x and y. Because p intersects any hyperplane at most once, we deduce
that its length is bounded above by the number of hyperplanes separating x and y,
which correponds exactly to the distance between x and y. Therefore, p has to be a
geodesic.

Remark 2.31. Most of the results contained in this section were proved for CAT(0)
cube complexes by Sageev in his thesis [Sag95]. See also [Hag08].

2.3 Projections onto gated subgraphs

In this section, we generalize the results proved in [Gen16c, Section 2] on combinatorial
projections in CAT(0) cube complexes.

Definition 2.32. Let X be a quasi-median graph and Y ⊂ X a gated subgraph. The
application projY : X → Y which sends a vertex of X to its gate in Y will be referred
to as the projection onto Y .

Our first main result describes the hyperplanes separating the projections of two vertices.

Proposition 2.33. Let Y ⊂ X be a gated subgraph and let p : X → Y denote the
projection onto Y . For every vertices x, y ∈ X, the hyperplanes separating p(x) and
p(y) are precisely the hyperplanes which separate x and y and intersect Y .

Our proposition will be a consequence of the following lemma:

Lemma 2.34. Let Y ⊂ X be a gated subgraph and x ∈ X a vertex. Any hyperplane
separating x and its projection onto Y separates x and Y .

Proof. Suppose by contradiction that there exists a hyperplane separating x and its
projection p onto Y which intersects Y . In particular, J must separate p from some
vertex y ∈ Y . As a consequence, if we fix a geodesic γ between x and y passing through
p, necessarily γ has to intersect γ at least twice. This contradicts Proposition 2.30.

Proof of Proposition 2.33. Let J be a hyperplane separating p(x) and p(y). In particu-
lar, J intersects Y . Because the previous lemma implies that any hyperplane separating
x and p(x) or y and p(y) must be disjoint from Y , we deduce that J separates neither x
and p(x) nor y and p(y). Thus, J must separate x and y. Conversely, suppose that J is
a hyperplane which separates x and y and intersects Y . The same argument shows that
J cannot separate x and p(x) or y and p(y), so that J must separate p(x) and p(y).

Corollary 2.35. Let Y ⊂ X be a gated subgraph and let p : X → Y denote the projection
onto Y . Then p is 1-Lipschitz, ie., d(p(x), p(y)) ≤ d(x, y) for every vertices x, y ∈ X.

Proof. It follows from Proposition 2.30 and Proposition 2.33 that

d(p(x), p(y)) = #{hyperplanes separating p(x) and p(y)}
≤ #{hyperplanes separating x and y} = d(x, y),

which concludes the proof.

Although Lemma 2.34 has been introduced to prove Proposition 2.33, it will turn out
to be quite useful on its own right. For instance, it leads to the following result:
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Lemma 2.36. Let Y1, Y2 ⊂ X be two gated subgraphs. If x ∈ Y1 and y ∈ Y2 are two
vertices minimizing the distance between Y1 and Y2, then the hyperplanes separating x
and y are precisely the hyperplanes separating Y1 and Y2.
Proof. Let p : X → Y1 and q : X → Y2 denote respectively the projections onto Y1 and
Y2. In particular, we have y = p(x) and x = q(y). By applying Lemma 2.34 twice,
we deduce that any hyperplane separating x and y must be disjoint from Y1 and Y2;
a fortiori, it has to separate Y1 and Y2. Conversely, it is clear that any hyperplane
separating Y1 and Y2 must separate x and y.

Our second main result is the following:
Proposition 2.37. Let Y1, Y2 ⊂ X be two gated subgraphs, and let p : X → Y2 denote
the projection onto Y2. Then p(Y1) is a geodesic subgraph of Y2, and the hyperplanes
intersecting p(Y1) are precisely the hyperplanes intersecting both Y1 and Y2.
Proof. According to Corollary 2.35, p is 1-Lipschitz, so p sends an edge to either an
edge or a vertex; in particular, p sends a path to a path. Fix two vertices x, y ∈ X
and a geodesic γ between them; let γ̄ ⊂ p(Y1) be the path which is the image of γ by
p. According to Proposition 2.30, it is sufficient to prove that no hyperplane intersects
twice γ̄ in order to justify that γ̄ is a geodesic. If e1 and e2 are two edges of γ̄, choose
two lifts f1, f2 ⊂ γ. It follows from Proposition 2.33 that the hyperplane dual to e1
(resp. e2) is also dual to f1 (resp. f2). Therefore, a hyperplane dual to both e1 and e2
would be dual to both f1 and f2, and so would intersect γ twice, which contradicts the
fact that γ is a geodesic. Thus, we have proved that p(Y1) is a geodesic subgraph.
If a hyperplane intersects p(Y1) ⊂ Y2, it cleary intersects Y2 and it must intersect Y1
according to Proposition 2.33. Conversely, if a hyperplane J intersects both Y1 and Y2,
it is dual to an edge e ⊂ Y1, and it follows from Proposition 2.33 that J separates the
projections onto Y2 of the endpoints of e; a fortiori, J intersects p(Y1).

We conclude this section by proving the following result which will be useful later.
Lemma 2.38. Let X be a quasi-median graph and Y1, Y2 ⊂ X two intersecting gated
subgraphs. Then projY2 ◦ projY1 = projY1∩Y2.
We begin by proving the following observation.
Lemma 2.39. Let X be a quasi-median graph, Y1, Y2 ⊂ X two intersecting gated sub-
graphs, and y ∈ Y1 a vertex. If z denotes the projection of y onto Y2, then z ∈ Y1 ∩ Y2.
Proof. If we fix some vertex w ∈ Y1∩Y2, then z must belong to a geodesic between y and
w, hence z ∈ I(y, w). On the other hand, because Y1 is convex, necessarily I(y, w) ⊂ Y1,
hence z ∈ Y1. We already know that z ∈ Y2, so z ∈ Y1 ∩ Y2.

Proof of Lemma 2.38. Let x ∈ X be a vertex. Let y denote its projection onto Y1 and z
the projection of y onto Y2. We want to prove that z is the projection of x onto Y1 ∩Y2.
Notice that z belongs to Y1 ∩ Y2 according to the previous lemma.
Now, let w ∈ Y1 ∩ Y2 be any vertex. Noticing that

d(x,w) = d(x, y) + d(y, w)
= d(x, y) + d(y, z) + d(z, w)
≥ d(x, y) + d(y, z) = d(x, z),

we deduce that z is the vertex of Y1 ∩ Y2 minimizing the distance to x, ie., z is the
projection of x onto Y1 ∩ Y2.

As an immediate corollary, we deduce the following statement.
Corollary 2.40. Let X be a quasi-median graph and Y1 ⊂ Y2 two gated subgraphs.
Then projY1 ◦ projY2 = projY1.
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2.4 Quasi-cubulating popsets

Based on works of Dunwoody and Sageev [Sag95], Roller describes in [Rol98] how to
construct CAT(0) cube complexes from some special class of posets, called pocsets;
see also [Sag14]. We generalize the construction to obtain quasi-median graphs. It is
worth noticing that, in this paper, quasi-cubulating popsets will be used only to prove
Proposition 2.63, from which we will prove Corollary 2.65, Lemma 2.74 and Lemma
2.110 below; and later to show how to cubulate a space with walls containing duplicates
(which can also be done using pocsets). Therefore, the technicalities below can be
skipped in a first lecture.
Before giving the definition of a popset, let us mention an important example to keep in
mind. Let X be a quasi-median graph, and let S(X) denote the set of the sectors of X.
For every hyperplane J of X, let P(J) denote the set of sectors delimited by J . Notice
that P = {P(J) | J hyperplane} defines a partition of S(X). The data (S(X),⊂,P) is
an example of what we call a popset.

Definition 2.41. A popset (X,<,P) is the data of a poset (X,<) with a partition P
of X such that:

• for every P ∈ P, #P ≥ 2;

• for every P ∈ P, no two elements of P are <-comparable;

• for every P1,P2 ∈ P, if there exist A1 ∈ P1 and A2 ∈ P2 such that A1 < A2, then
there exists some B1 ∈ P1 such that A < A2 for every A ∈ P1\{B1} and B < B1
for every B ∈ P2\{A2}. If so, we say that P1 and P2 are nested. (Notice that
being nested is a symmetric relation.)

An element of P is referred to as a wall, and an element of a wall as a sector ; notice
that a sector is an element of X. Two walls which are not nested are transverse. If
P1,P2 ∈ P are two nested walls and A1 ∈ P1 is a sector, we say that A1 is a sector
delimited by P1 which contains P2 if there exists some A2 ∈ P2 such that D < A1 for
every D ∈ P2\{A2}.

First, let us notice that there exists a unique sector of P1 which contains P2 when P1
and P2 are nested.

Lemma 2.42. Let P1,P2 ∈ P be two nested walls and A1 (resp. A2) a sector delimited
by P1 (resp. P2) which contains P2 (resp. P1). Then A1 and A2 are not <-comparable.

Proof. Suppose by contradiction that A1 < A2. Then D < A2 for every D ∈ P1, and
there exists a sector B1 ∈ P1 such that A < B1 for every A ∈ P2\{A2}. Therefore, if
D ∈ P2\{A2}, then D < B1 < A2, which is impossible since two sectors of P2 are not
<-comparable.

Corollary 2.43. Let P1,P2 ∈ P be two nested walls. There exists a unique sector
delimited by P1 which contains P2.

Proof. Let A1 (resp. A2) be a sector delimited by P1 (resp. P2) which contains P2
(resp. P1). If A ∈ P1\{A1}, then A < A2. We deduce from the previous lemma that A
cannot be a sector delimited by P1 which contains P2.

An orientation σ, as defined below, may be thought of as “choice function”: given a wall
P ∈ P, σ chooses the sector σ(P) delimited by P. Our definition mimic the definition
of ultrafilters introduced in [Rol98].

Definition 2.44. Let (X,<,P) be a popset. An orientation is a map σ : P→ X such
that
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• σ(P) ∈ P for every P ∈ P;

• if A1 ∈ P1 and A2 ∈ P2 satisfy A1 < A2, then A1 = σ(P1) implies A2 = σ(P2).

Definition 2.45. Given a popset (X,<,P), we define its quasi-cubulation C(X,<,P)
as the graph whose vertices are the orientations of (X,<,P) and whose edges link two
orientations which differ only on a single wall.

Our purpose is first to show that this construction yields quasi-median graphs, and next
to understand the combinatorics of its hyperplanes (see Theorem 2.56). The first step,
which is Proposition 2.46 below, needs several preliminary lemmas.

Proposition 2.46. Let (X,<,P) be a popset. Any connected component of its quasi-
cubulation C(X,<,P) is a quasi-median graph.

For convenience, we introduce some notation. If σ is an orientation and D a sector of
some wall P ∈ P, we define the map

[σ,D] :


P −→ X

Q 7−→
{
σ(Q) if Q 6= P
D otherwise

.

In particular, two orientations σ1 and σ2 are adjacent in C(X,P) if and only if σ2 =
[σ1, D] for some sector D 6= σ1(P) (if so, notice that we also have σ1 = [σ2, σ1(P)] where
P denotes the wall delimiting D). For convenience, we will write [σ,D1, D2] instead of
[[σ,D1], D2], [σ,D1, D2, D3] instead of [[σ,D1, D2], D3], and so on.

Thought of as choice functions, a crucial property satisfied by any orientation is that, if
it is possible to modify the choice on some wall to get an orientation, then choosing any
sector will produce an orientation. This statement is made precise by Corollary 2.48.

Lemma 2.47. Let σ be an orientation and A 6= σ(P) a sector delimited by some wall
P. Then [σ,A] defines an orientation if and only if σ(P) is minimal in σ(P).

Proof. Suppose that σ(P) is minimal in σ(P). To prove that [σ,A] defines an orientation,
it is sufficient to show that, if A1, A2 are two sectors, respectively delimited by the walls
P1,P2, satisfying A1 < A2 and A1 = [σ,A](P1), then A2 = [σ,A](P2). Notice that P1
and P2 must be nested, and that A2 is the sector delimited by P2 which contains P1;
let B1 denote the sector delimited by P1 which contains P2. Three cases may happen.

Suppose that P = P1. If σ(P1) 6= B1, then σ(P1) < A2 which implies that A2 = σ(P2)
because σ is an orientation. If σ(P1) = B1, notice that, for every D ∈ P2\{A2}, we
have D < B1 = σ(P1) = σ(P), so that, since σ(P) is minimal in σ(P) by assumption,
we deduce that D 6= σ(P2). A fortiori, σ(P2) = A2. We conclude that A2 = σ(P2) =
[σ,A](P2) since P2 6= P1 = P.

Suppose that P = P2. We have A1 = [σ,A](P1) = σ(P1) since P1 6= P2 = P. Therefore,
because σ is an orientation, A1 < A2 implies A2 = σ(P2). We deduce that σ(P1) = A1 <
A2 = σ(P2) = σ(P), which is impossible since σ(P) is minimal in σ(P) by assumption.

Suppose that P 6= P1,P2. Then A1 = [σ,A](P1) = σ(P1), so, because σ is an orientation,
A1 < A2 implies A2 = σ(P2) = [σ,A](P2).

Thus, we have proved that [σ,A] defines an orientation. Conversely, if σ(P) is not
minimal in σ(P), then there exists some Q ∈ P\{P} satisfying σ(Q) < σ(P). Noticing
that [σ,A](Q) = σ(Q) < σ(P) but [σ,A](P) = A 6= σ(P), we deduce that [σ,A] does
not define an orientation.

As an immediate consequence, we deduce the following statement.
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Corollary 2.48. Let σ be an orientation and D 6= σ(P) a sector delimited by some
partition P. If [σ,D] defines an orientation, then so does [σ,D′] for every D′ ∈ P.

The first step in understanding the geometry of C(X,<,P) is to understand its geodesics.
This is the purpose of Lemma 2.50 below, but before we need a technical preliminary
result.

Lemma 2.49. Let σ be an orientation and D1, . . . , Dn a collection of sectors delimited
by P1, . . . ,Pn respectively, such that [σ,D1, . . . , Dk] defines an orientation for every 1 ≤
k ≤ n. If Pn is transverse to P1, . . . ,Pn−1, then [σ,D1, . . . , Dn] = [σ,Dn, D1, . . . , Dn−1]
and [σ,Dn, D1, . . . , Dk] defines an orientation for every 1 ≤ k ≤ n− 1.

Proof. Notice that, for every 1 ≤ k ≤ n− 1 and P ∈ P, we have

[σ,Dn, D1, . . . , Dk](P) =
{

[σ,D1, . . . , Dk](P) if P 6= Pn
Dn if P = Pn

= [σ,D1, . . . , Dk, Dn](P),

hence [σ,Dn, D1, . . . , Dk] = [σ,D1, . . . , Dk, Dn]. In particular, if we set µk = [σ,D1, . . . , Dk],
it is sufficient to prove that [µk, Dn] defines an orientation to deduce that [σ,Dn, D1, . . . , Dk]
defines an orientation as well, since µk is an orientation by assumption and [µk, Dn] =
[σ,Dn, D1, . . . , Dk] by our previous observation. Precisely, we want to prove that, if
A1 ∈ Q1 and A2 ∈ Q2 satisfy A1 < A2 and A1 = [µk, Dn](Q1), then A2 = [µk, Dn](Q2).
Notice that our assumption implies that Q1 and Q2 are nested. Two cases may happen.

Suppose thatQ1 6= Pn. As a consequence, A1 = [µk, Dn](Q1) = µk(Q1), so thatA1 < A2
implies A2 = [σ,D1, . . . , Dk](Q2). If Q2 6= Pn, then A2 = [σ,D1, . . . , Dk, Dn](Q2), and
we are done. So suppose that Q2 = Pn. In particular, since Q2 = Pn is not transverse
to Q1, we deduce that Q1 6= Pi for every 1 ≤ i ≤ n, hence A1 = [σ,D1, . . . , Dn](Q1).
Since [σ,D1, . . . , Dn] is an orientation, A1 < A2 implies that A2 = [σ,D1, . . . , Dn](Q2) =
Dn = [σ,D1, . . . , Dk, Dn](Q2).

Suppose that Q1 = Pn. Then A1 = [σ,D1, . . . , Dk, Dn](Q1) = Dn. Noticing that Q1 =
Pn is not transverse to Q2, necessarily Q2 6= Pi for every 1 ≤ i ≤ n. On the other hand,
[σ,D1, . . . , Dn](Q1) = Dn = A1 < A2 implies A2 = [σ,D1, . . . , Dn](Q2). Therefore,
A2 = [σ,D1, . . . , Dn](Q2) = σ(Q2) = [σ,D1, . . . , Dk, Dn](Q2). This concludes the proof.

Lemma 2.50. Let σ be an orientation and D1, . . . , Dn a collection of sectors, delimited
by the walls P1, . . . ,Pn respectively, such that

σ, [σ,D1], [σ,D1, D2], . . . , [σ,D1, . . . , Dn]

defines a path in C(X,P). This path is a geodesic if and only if, for every i 6= j, Pi 6= Pj
and Di 6= σ(Pi).

Proof. Suppose that there exist some 1 ≤ i < k ≤ n such that Pi = Pk. We choose i
and k such that Pr 6= Ps for every 1 ≤ r < s ≤ k − 1.

Suppose by contradiction that there exists some i < j < k such that Pj and Pi are
nested; let A be the sector of Pi = Pk which contains Pj , and B the sector of Pj which
contains Pi = Pk. If Di = Dk, then the fact that Pr 6= Ps for every 1 ≤ r < s ≤ k − 1
implies that [σ,D1, . . . , Dk](P) = [σ,D1, . . . , Dk−1](P) for every wall P ∈ P, hence
[σ,D1, . . . , Dk] = [σ,D1, . . . , Dk−1]. As a consequence, we can shorten our path as

σ, [σ,D1], . . . , [σ,D1, . . . , Dk−1], [σ,D1, . . . , Dk−1, Dk+1], . . . , [σ,D1, . . . , Dk−1, Dk+1, . . . , Dn].
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Similarly, if Dj = σ(Pj), then [σ,D1, . . . , Dj ] = [σ,D1, . . . , Dj−1] so that we are able to
shorten out path. The same argument holds if Di = σ(Pi). From now on, we suppose
that Di 6= Dk, Di 6= σ(Pi) and Dj 6= σ(Pj). Now, we distinguish two cases.
Suppose that Di 6= A. Then Di < B with Di = [σ,D1, . . . , Di](Pi), hence B =
[σ,D1, . . . , Di](Pj) = σ(Pj). On the other hand, Dj 6= σ(Pj) = B implies Dj < A,
so that we deduce from Dj = [σ,D1, . . . , Dj ](Pj) that A = [σ,D1, . . . , Dj ](Pi) = Di, a
contradiction.
Suppose that Di = A. In particular, Dk 6= A so Dk < B. On the other hand, we know
that Dk = [σ,D1, . . . , Dk](Pk) hence B = [σ,D1, . . . , Dk](Pj) = Dj . But σ(Pj) 6= Dj =
B implies σ(Pj) < A, so that we deduce that Di = A = σ(Pi), a contradiction.
Thus, we have proved that Pk is transverse to Pj for every i < j < k. As a consequence
of Lemma 2.49, we deduce that

[σ,D1, . . . , Dk] = [σ,D1, . . . , Di, Dk, Di+1, . . . , Dk−1] = [σ,D1, . . . , Di−1, Dk, Di+1, . . . , Dk−1]

and that [σ,D1, . . . , Di−1, Dk, Di+1, . . . , Di+s] defines an orientation for every 0 ≤ s ≤
k − i. Thus, it is possible to shorten our path by replacing the subsegment

σ, [σ,D1], [σ,D1, D2], . . . , [σ,D1, . . . , Dk]

with

σ, [σ,D1], . . . , [σ,D1, . . . , Di−1], [σ,D1, . . . , Di−1, Dk, ], [σ,D1, . . . , Di−1, Dk, Di+1], . . . ,

[σ,D1, . . . , Di−1, Dk, Di+1, . . . , Dk−1]
Thus, we have prove that, if there exist 1 ≤ i, j ≤ n such that Pi = Pj , then our path
is not a geodesic. Now, suppose that Pi 6= Pj for every i 6= j but σ(Pi) = Di for some
1 ≤ i ≤ n. Then

[σ,D1, . . . , Di−1](Pi) = σ(Pi) = Di = [σ,D1, . . . , Di](Pi),

hence [σ,D1, . . . , Di−1] = [σ,D1, . . . , Di]. Therefore, we can shorten our path as

σ, [σ,D1], . . . , [σ,D1, . . . , Di−1], [σ,D1, . . . , Di−1, Di+1], . . . , [σ,D1, . . . , Di−1, Di+1, . . . , Dn].

In particular, our path was not a geodesic.
Conversely, it is clear that the distance between two orientations is at least equal to the
number of walls on which they differ. On the other hand, if we suppose that, for every
i 6= j, Pi 6= Pj and Pi 6= σ(Pi), then σ and [σ,D1, . . . , Dn] differ precisely on P1, . . . ,Pn,
so that our path must be a geodesic.

Notice that we have proved, in the last paragraph of the previous proof, that:

Corollary 2.51. The distance between two vertices of C(X,P) is equal to the number
of walls on which they differ.

The following lemma will be fundamental in the proof of Proposition 2.46.

Lemma 2.52. Let σ ∈ C(X,P) be an orientation and D1, . . . , Dn some sectors such
that

σ, [σ,D1], [σ,D1, D2], . . . , [σ,D1, . . . , Dn]
defines a geodesic in C(X,P). Fix some 1 ≤ i ≤ n. If there is no 1 ≤ j ≤ n different
from i such that Dj < Di, then there exists a permutation ϕ of {1, . . . , n} such that

σ, [σ,Dϕ(1)], [σ,Dϕ(1), Dϕ(2)], . . . , [σ,Dϕ(1), . . . , Dϕ(n)]

defines a geodesic as well, with ϕ(n) = i.
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Proof. Let P1, . . . ,Pn denote the walls delimiting the sectors D1, . . . , Dn respectively.
We argue by induction over n. If n = 1, there is nothing to prove. From now on, suppose
that n ≥ 2.
First, we claim that there exists some k 6= i such that σ(Pk) is minimal in σ(P).
Suppose by contradiction that this is not the case. Because we already know that σ(P1)
is minimal in σ(P), since [σ,D1] defines an orientation, necessarily i = 1. Then, notice
that, for every wall Q ∈ P and any 1 ≤ j ≤ n, σ(Q) < σ(Pj) implies Q ∈ {P1, . . . ,Pn}.
Indeed, if Q /∈ {P1, . . . ,Pn}, we deduce from [σ,D1, . . . , Dn](Q) = σ(Q) < σ(Pj) that
σ(Pj) = [σ,D1, . . . , Dn](Pj) = Dj , which is impossible according to Lemma 2.50. As a
consequence, since for every 2 ≤ j ≤ n the sector σ(Pj) is not minimal in σ(P), we have
σ(P1) < σ(Pj).
In particular, P1 and Pj must be nested; let Aj denote the sector delimited by P1 which
contains Pj , and notice that σ(Pj) is the sector delimited by Pj which contains P1. If
Aj = D1, then, because we know that σ(Pj) 6= Dj thanks to Lemma 2.50, we deduce
that Dj < Aj = D1, which is impossible. Otherwise, if Aj 6= D1, we have D1 < σ(Pj), so
that [σ,D1, . . . , Dn](P1) = D1 < σ(Pj) implies that σ(Pj) = [σ,D1, . . . , Dn](Pj) = Dj ,
which is impossible according to Lemma 2.50.
Thus, we have proved that there exists some k 6= i such that σ(Pk) is minimal in σ(P).
As a consequence, σ′ = [σ,Dk] is an orientation. To conclude the proof by applying our
induction hypothesis, it is sufficient to show that the path

σ′, [σ′, D1], . . . , [σ′, D1, . . . , Dk−1], [σ′, D1, . . . , Dk−1, Dk+1], . . . , [σ′, D1, . . . , Dk−1, Dk+1, . . . , Dn]

defines a geodesic in C(X,<,P). We first need to verify that it defines a path in
C(X,<,P). Notice that, for every 0 ≤ r ≤ n− k and every P ∈ P,

[σ′, D1, . . . , Dk−1, Dk+1, . . . , Dk+r](P) =


σ′(P) = σ(P) if P /∈ {P1, . . . ,Pk+r}

Dj if P = Pj , j ∈ {1, . . . , k + r}\{k}
σ′(Pk) = Dk if P = Pk

= [σ,D1, . . . , Dk+r](P),

so [σ′, D1, . . . , Dk−1, Dk+1, . . . , Dk+r] is an orientation. Similarly, if i < k, we have
[σ′, D1, . . . , Di] = [σ,D1, . . . , Di, Dk]. Because we know that [σ,D1, . . . , Di] is an orienta-
tion, it is sufficient to show that [σ,D1, . . . , Di](Pk) = σ(Pk) is minimal in [σ,D1, . . . , Di](P)
in order to deduce that [σ′, D1, . . . , Di] defines an orientation. So let Q ∈ P be a wall
satisfying [σ,D1, . . . , Di](Q) < σ(Pk), and suppose by contradiction that Q 6= Pk. Be-
cause σ(Pk) is minimal in σ(P), necessarily Q ∈ {P1, . . . ,Pi}, so that Dj < σ(Pk)
for some 1 ≤ j ≤ i. Now, we deduce from [σ,D1, . . . , Dk](Pj) = Dj < σ(Pk) that
σ(Pk) = [σ,D1, . . . , Dk](Pk) = Dk, contradicting Lemma 2.50.
Finally, we can apply Lemma 2.50 to conclude that our path is a geodesic. Indeed,
we know that Pi 6= Pj for every i 6= j, and, for every i ∈ {1, . . . , n}\{k}, we have
σ′(Pi) = σ(Pi) 6= Di. This concludes the proof.

It is clear from the definition of C(X,<,P) that any of its edges is naturally labelled by
a wall of P. Our last step before proving Proposition 2.46 is to understand how behave
these labels in the triangles and squares of C(X,<,P).

Lemma 2.53. The edges of a triangle in C(X,<,P) are labelled by the same wall.

Proof. Let α, β, γ ∈ C(X,<,P) be three pairwise adjacent vertices. Let A,B, C denote
the walls labelling the edges (β, γ), (α, γ), (α, β) respectively. If A 6= B, then α and β
differ on two walls, but this is impossible according to Corollary 2.51 since d(α, β) = 1.
Therefore, A = B. Similarly, we show that B = C, concluding the proof.
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Lemma 2.54. Two opposite edges of some square in C(X,<,P) are labelled by the
same wall of P. Moreover, the two walls labelling the edges of some induced square are
transverse.

Proof. Let (σ, µ, ν, ξ) be a square in C(X,<,P). If µ and ξ, or σ and ν, are adjacent,
then we deduce from Lemma 2.53 that all the walls labelling the edges of our square are
identical. From now on, we will suppose that our square is induced. As a consequence,
σ, µ, ν and σ, ξ, ν define two geodesics between σ and ν. According to Lemma 2.50, there
exist A1 ∈ P1, A2 ∈ P2, B1 ∈ Q1 and B2 ∈ Q2 such that µ = [σ,B1], ν = [σ,B1, B2],
ξ = [σ,A1] and ν = [σ,A1, A2], with P1 6= P2, Q1 6= Q2, A1 6= σ(P1), A2 6= σ(P2),
B1 6= σ(Q1) and B2 6= σ(Q2). In particular, we deduce that σ and ν = [σ,A1, A2] =
[σ,B1, B2] differ on the walls {P1,P2,Q1,Q2}. On the other hand, we know that they
differ on only two walls according to Corollary 2.51 since d(σ, ν) = 2, so we deduce that
{P1,P2} = {Q1,Q2}. Next, we know similarly that µ and ξ must differ on exactly two
walls, so we deduce from

[σ,A1](P) =
{
σ(P) if P 6= P1
A1 if P = P1

and [σ,B1](P) =
{
σ(P) if P 6= Q1
B1 if P = Q1

that P1 and Q1 must be different. Therefore, Q1 = P2 and Q2 = P1. As a consequence,
notice that

B1 = [σ,B1, B2](P2) = ν(P2) = [σ,A1, A2](P2) = A2,

and similarly B2 = A1. Thus, [σ,A1, A2] = [σ,A2, A1].

Now, suppose by contradiction that P1 and P2 are nested, and let C1 (resp. C2) denote
the sector delimited by P1 (resp. P2) which contains P2 (resp. P1). Two cases may
happen.

Suppose that A1 = C1 and A2 = C2. Then σ(P1) 6= A1 implies σ(P1) < C2 = A2, hence
σ(P2) = A2, a contradiction.

Suppose that either A1 6= C1 or A2 6= C2. Because the two possibilities are sym-
metric, say that A2 6= C2. We deduce from [σ,A1, A2](P2) = A2 < C1 that C1 =
[σ,A1, A2](P1) = A1. As a consequence, σ(P1) 6= A1 = C1 implies σ(P1) < C2, hence
C2 = σ(P2). But σ(P1) < σ(P2) is impossible since σ(P2) must be minimal in σ(P).

Proof of Proposition 2.46. First, we want to prove that C(X,<,P) satisfies the triangle
condition. Let µ, ν ∈ C(X,<,P) be two adjacent orientations and σ ∈ C(X,<,P) a
third orientation satisfying d(σ, µ) = d(σ, ν) = k. Because d(µ, ν) = 1, the orientations
µ and ν differ on a single wall P0, say ν = [µ,D] where D is a sector delimited by P0.
We write µ = [σ,D1, . . . , Dk], where

σ, [σ,D1], [σ,D1, D2], . . . , [σ,D1, . . . , Dk]

defines a geodesic between σ and µ. Notice that there exists some 1 ≤ i ≤ k such that
the underlying wall of Di is P0, since otherwise the path

σ, [σ,D1], . . . , [σ,D1, . . . , Dk], [σ,D1, . . . , Dk, D]

would define a geodesic of length k + 1 between σ and ν, according to Lemma 2.50.
Notice that

ν = [µ,D] = [σ,D1, . . . , Dk, D].

In particular, because Di and D have the same underlying wall (and P0 is not the under-
lying wall of any otherDj),Di = [σ,D1, . . . , Dk](P0) must be minimal in [σ,D1, . . . , Dk](P)

30



according to Lemma 2.47, so that Dj ⊂ Di for no j 6= i. It follows from Lemma 2.52
that there exists a permutation ϕ of {1, . . . , k} satisfying ϕ(k) = i such that

σ, [σ,Dϕ(1)], [σ,Dϕ(1), Dϕ(2)], . . . , [σ,Dϕ(1), . . . , Dϕ(k)]

defines a geodesic between σ and µ. Let ξ = [σ,Dϕ(1), . . . , Dϕ(k−1)]. Then d(σ, ξ) =
d(σ, µ) − 1 = k − 1, and [ξ,Di] = µ, and [ξ,D] = ν. Therefore, ξ is the orientation we
are looking for.

Now, we want to prove that C(X,<,P) satisfies the quadrangle condition. Let α, β ∈
C(X,<,P) be two orientations both adjacent to a third one γ ∈ C(X,<,P), and let
σ ∈ C(X,<,P) be a last orientation satisfying d(σ, α) = d(σ, β) = k, d(σ, γ) = k + 1.
Because we already know that the triangle condition holds, we will suppose that α and
β are not adjacent, ie., d(α, β) = 2. Fix some geodesic

σ, [σ,D1], [σ,D1, D2], . . . , [σ,D1, . . . , Dk] = α

between σ and α. Let S1, S2 be some sectors such that γ = [α, S1] and β = [γ, S2], and
let P1 and P2 denote the walls delimiting S1 and S2 respectively. Because d(σ, γ) = k+1,
the concatenation of a geodesic between σ and α with the edge between α and γ must
be a geodesic, so we deduce from Lemma 2.50 that, for every 1 ≤ i ≤ k, the underlying
wall of Di is different from P1. Now, concatenating this geodesic with the edge (γ, β)
produces a path which cannot be a geodesic, so that Lemma 2.50 implies that P2 is the
underlying wall of S1 or of some Di. Notice that, because α and β are not adjacent,
P1 6= P2, so there exists some 1 ≤ j ≤ k such that the underlying wall of Dj is P2. Since
we know that

β = [γ, S2] = [α, S1, S2] = [σ,D1, . . . , Dk, S1, S2],

and that β and γ are two orientations, necessarily Dj = [σ,D1, . . . , Dk, S1](P2) is mini-
mal in [σ,D1, . . . , Dk, S1](P). As a consequence, ifDj is not minimal in [σ,D1, . . . , Dk](P),
necessarily

σ(P1) = [σ,D1, . . . , Dk](P1) < Dj ,

hence Dj = σ(Qj), where Qj denotes the underlying wall of Dj , which contradicts
Lemma 2.50. Therefore, Dj is minimal in [σ,D1, . . . , Dk](P), so that Dj > Di does not
hold for any 1 ≤ i ≤ k. According to Lemma 2.52, there exists a permutation ϕ of
{1, . . . , k} satisfying ϕ(k) = j such that

σ, [σ,Dϕ(1)], [σ,Dϕ(1), Dϕ(2)], . . . , [σ,Dϕ(1), . . . , Dϕ(k)]

defines a geodesic between σ and β. Set ξ = [σ,Dϕ(1), . . . , Dϕ(k−1)]. Notice that d(σ, ξ) =
k− 1 and that ξ is adjacent to α since [ξ,Dj ] = α. To conclude that ξ is the orientation
we are looking for, it is sufficient to show that ξ and β are adjacent.

We know that d(σ, γ) = k + 1, ie., σ and γ differ on k + 1 walls, so, because β =
[γ, S2], σ(P2) 6= S2 would imply that σ and β differ on k + 1 walls, contradicting the
fact that d(σ, β) = k. Therefore, σ(P2) = S2. As a consequence, [ξ, S1] is equal to
β = [α, S1, S2] = [ξ,Dj , S1, S2]. Indeed, these two orientations may only differ on P1
and P2, but

[ξ, S1](P1) = S1 = [ξ,Dj , S1, S2](P1),

and
[ξ, S1](P2) = ξ(P2) = σ(P2) = S2 = [ξ,Dj , S1, S2](P2).

This concludes the proof of the quadrangle condition.

Finally, we need to verify that C(X,<,P) does not contain induced subgraphs isomor-
phic to K−4 or K2,3. If Y ⊂ X is a subgraph isomorphic to K−4 , it follows from Lemma
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2.53 that all its edges are labelled by the same wall, which implies that all its vertices
must be pairwise adjacent; in particular, Y is not an induced subgraph. Next, if Y
is a subgraph isomorphic to K2,3, we deduce from Lemma 2.54 that there exist two
non-adjacent vertices of Y which share a common neighbor along two edges labelled by
the same wall; necessarily, these two vertices have to be adjacent in X, so that Y is not
an induced subgraph. This concludes the proof that any connected component of the
quasi-cubulation C(X,<,P) is a quasi-median graph.

It is worth noticing that C(X,<,P) is in general not connected. Even worse, it may
happen that no natural choice of a connected component is possible. The example to
keep in mind is the following. Let S be an infinite set. We consider the partition P of
the power set 2S containing the walls

{{A ⊂ S | x ∈ A}, {A ⊂ S | x /∈ A}}

for every x ∈ S. The quasi-cubulation C(2S ,⊂,P) is naturally isometric to the graph
whose vertices are the sequences which belong to {0, 1}S and whose edges link two
sequences which differ on a single coordinate, and its connected components are all
isomorphic. Nevertheless, we show below that some specific connected components, if
they exist, are more strongly related to the initial popset than others.

Definition 2.55. Let (X,<,P) be a popset. An orientation σ is well-founded if, for
every wall P ∈ P, the set {Q ∈ P | σ(Q) < σ(P)} is finite.

Unfortunately, a popset does not always admit a well-founded orientation; see [Rol98,
Example 9.7]. Nevertheless, following respectively [Rol98, Theorem 9.6] and [Rol98,
Proposition 9.4], it can be proved that a well-founded orientation exists whenever our
popset (X,<,P) is countable and discrete (ie., for every A,B ∈ X, the set {C | A < C <
B} is finite) or whenever it is discrete and ω-dimensional (ie., every wall P ∈ P is finite
and there does not exist an infinite collection of pairwise transverse walls). Moreover,
in the latter case, the well-founded orientations correspond precisely to the orientations
satisfying the descending chain condition, as introduced in [Sag14] for pocsets.

Theorem 2.56. Let (X,<,P) be a popset admitting a well-founded orientation, and let
Y denote a connected component of the quasi-cubulation C(X,<,P) which contains such
an orientation. Then Y is a quasi-median graph, and there is a natural bijection between
the walls of P and the hyperplanes of Y which respects transversality and tangency.

The following definition gives a precise meaning of tangent walls, extending the notion
of tangent hyperplanes in CAT(0) cube complexes.

Definition 2.57. Let (X,<,P) be a popset. Two walls P1,P2 ∈ P are tangent if they
are nested and if there do not exist A1 ∈ P1, A2 ∈ P2, P ∈ P and A ∈ P such that
A1 < A < A2 or A2 < A < A1.

Proof of Theorem 2.56. We already know that Y is a quasi-median graph thanks to
Proposition 2.46.

Notice that Lemma 2.53 and Lemma 2.54 imply that the edges of a given hyperplane of
C(X,<,P) are labelled by the same wall of P, so that the hyperplanes of C(X,<,P)
are naturally labelled by the walls of P.

We claim that two distinct hyperplanes of C(X,<,P) are labelled by distinct walls of
P. More precisely, we will prove that two edges labelled by the same wall of P are dual
to the same hyperplane.
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Let e, f ′ be two edges such that e = (µ, [µ,A]) and f ′ = (ν ′, [ν ′, B]) for some A,B ∈ P
and P ∈ P. Notice that, setting ν = [ν ′, µ(P)], the edge f = (ν, [ν,A]) is dual to the
same hyperplane as f ′, since the edges

f ′ = (ν ′, [ν ′, B]), (ν ′, [ν ′, µ(P)]), ([ν ′, µ(P)], [ν ′, µ(P), A]) = f

successively belong to the same triangle. Thus, it is sufficient to prove that e and f are
dual to the same hyperplane. Let

µ, [µ,D1], [µ,D1, D2], . . . , [µ,D1, . . . , Dn] = ν

be a geodesic between µ and ν. For convenience, let Pi denote the underlying wall of
Di for 1 ≤ i ≤ n. According to Lemma 2.50, Pi 6= Pj for every i 6= j; moreover, because
µ(P) = ν(P), necessarily P 6= Pi for every i.

We argue by induction on n. If n = 0, then e = f and the hyperplanes dual to e and f
are obviously the same. From now on, suppose that n ≥ 1 and set σ = [µ,D1, . . . , Dn−1].
Let Q ∈ P satisfy σ(Q) < σ(P). If Q 6= Pn, then

ν(Q) = [σ,Dn](Q) = σ(Q) < σ(P) = [σ,Dn](P) = ν(P).

Because we already know that ν(P) is minimal in ν(P), we deduce that Q = P. On the
other hand,

σ(Pn) = [µ,D1, . . . , Dn−1](Pn) = µ(Pn) ≮ µ(P) = [µ,D1, . . . , Dn−1](P) = σ(P)

since we already know that µ(P) is minimal in µ(P). Therefore, σ(P) must be minimal
in σ(P), so that [σ,A] defines an orientation. Now, notice that, for every Q /∈ {P,Pn},
we have [σ,A](Q) = σ(Q) and

[ν,A](Q) = ν(Q) = [σ,Dn](Q) = σ(Q);

and [σ,A](P) = A = [ν,A](P); and finally, using Lemma 2.50,

[σ,A](Pn) = µ(Pn) 6= Dn = ν(Pn) = [ν,A](Pn).

Therefore, [σ,A] and [ν,A] differ on a single wall of P, so that they must be adjacent.
Thus, we have proved that the edges (σ, [σ,A]) and f = (ν, [ν,A]) are opposite sides of
some square; on the other hand, our induction hypothesis implies that e and (σ, [σ,A])
are dual to the same hyperplane. A fortiori, e and f , and so e and f ′, are dual to the
same hyperplane, concluding the proof of our claim.

We claim that any wall P ∈ P labels some edge of Y . Let σ denote a well-founded
orientation which belongs to Y . Because σ is well-founded, the set

I = {Q | σ(Q) < σ(P)}\{P}

is finite, say I = {Q1, . . . ,Qn}. Notice that, for every 1 ≤ i ≤ n, σ(Qi) < σ(P) implies
that Qi and P are nested; let Ai denote the sector delimited by Qi which contains P.
Notice that, for every 1 ≤ i ≤ n, σ(P) is the sector delimited by P which contains Qi.

Setting µ = [σ,A1, . . . , An], we want to prove that µ is an orientation. So let B1 ∈ R1
and B2 ∈ R2 be two sectors respectively delimited by two walls R1,R2, satisfying
B1 < B2 and B1 = µ(R1). Our goal is to show that B2 = µ(R2). We distinguish two
cases.

Suppose that R1 /∈ {Q1, . . . ,Qn}. Then we deduce from σ(R1) = µ(R1) = B1 < B2
that B2 = σ(R2). If R2 /∈ {Q1, . . . ,Qn}, we conclude that B2 = σ(R2) = µ(R2).

33



Otherwise, say R2 = Qi, we deduce from σ(R1) = B1 < B2 = σ(R2) = σ(Qi) < σ(P),
hence R1 ∈ {Q1, . . . ,Qn}, a contradiction.
Suppose that R1 = Qi for some 1 ≤ i ≤ n. Notice that Ai = µ(Qi) = µ(R1) = B1 < B2.
Therefore, for every D ∈ P\{σ(P)}, we have D < Ai < B2, so that B2 is the sector of
R2 which contains P. If R2 = Qj for some 1 ≤ j ≤ n, this means that B2 = Aj , hence
B2 = Aj = µ(Qj) = µ(R2). Now, suppose that R2 /∈ {Q1, . . . ,Qn}, ie., σ(R2) ≮ σ(P).
Therefore, σ(R2) must be the sector of R2 which contains P, hence B2 = σ(R2) =
µ(R2).
Thus, we have proved that µ is an orientation. Now, we notice that µ(P) = σ(P)
is minimal in µ(P). Indeed, if Q ∈ P is a wall satisfying µ(Q) < σ(P), then either
Q /∈ {Q1, . . . ,Qn}, so that σ(Q) = µ(Q) < σ(P) which implies Q = P; or Q = Qi
for some 1 ≤ i ≤ n, so that Ai = µ(Qi) = µ(Q) < σ(P), which is impossible since Ai
and σ(P) are not <-comparable according to Lemma 2.42. Therefore, if we fix some
D ∈ P\{σ(P)}, then the two orientations µ and [µ,D] define two vertices of Y linked
by an edge, which is clearly labelled by P. This concludes the proof of our claim.
We claim that two hyperplanes J1, J2 of C(X,<,P) are transverse if and only if the
walls P1,P2 which label them are transverse as well.
Suppose that J1 and J2 are transverse. Then there exists some square whose dual
hyperplanes are J1 and J2. We deduce from Lemma 2.54 that P1 and P2 must be
transverse. Conversely, suppose that P1 and P2 are transverse. Let σ be a well-founded
orientation which belongs to Y . Using exactly the same argument as above, we show
that the set

I = {Q | σ(Q) < σ(P1)}\{P1}

is finite, say I = {A1, . . . ,An}, that µ = [σ,A1, . . . , An] is an orientation if Ai denotes
the sector of Ai containing P1 for every 1 ≤ i ≤ n, and finally that σ(P1) is minimal in
µ(P). Applying this argument once again, we show that the set

J = {Q | µ(Q) < µ(P2)}\{P2}

is finite, say J = {B1, . . . ,Bm}, that ν = [µ,B1, . . . , Bm] is an orientation if Bi denotes
the sector of Bi containing P2 for every 1 ≤ i ≤ m, and finally that µ(P2) is minimal
in ν(P). Notice that, because P1 and P2 are transverse, they do not belong to I ∪ J .
As a consequence, ν(P2) = µ(P2) is minimal in ν(P). Now, we want to prove that
ν(P1) = σ(P1) is minimal in ν(P).
First, we notice that I ∩ J = ∅. Indeed, suppose by contradiction that there exists a
wall Q ∈ P\{P1,P2} satisfying σ(Q) < σ(P1) and µ(Q) < µ(P2). Let D ∈ P1\{σ(P1)}.
Because µ(Q) is the sector delimited by Q which contains P1, we deduce that D <
µ(Q) < µ(P2), so that P1 and P2 must be nested, a contradiction.
Let Q ∈ P be a wall satisfying ν(Q) < σ(P1). Our goal is to prove that Q = P1. If
Q /∈ J , then we deduce from µ(Q) = ν(Q) < σ(P1) that Q = P1 because we already
know that σ(P1) is minimal in µ(P). Now, suppose that Q ∈ J . Let D ∈ P1\{ν(P1)}.
From ν(Q) < σ(P1), we deduce that ν(P1) = σ(P1) is the sector delimited by P1 which
contains Q, so that D must be included into the sector delimited by Q which contains
P1. On the other hand, we observed that I ∩ J = ∅, so that Q /∈ I, hence µ(Q) =
σ(Q) ≮ σ(P1) = ν(P1). A fortiori, µ(Q) is the sector delimited by Q which contains P1,
hence D < µ(Q). But Q ∈ J implies µ(Q) < µ(P2), so that D < µ(Q) < µ(P2). We
conclude that P1 and P2 must be nested, a contradiction. Thus, we have proved that
σ(P1) is minimal in ν(P).
We conclude that, if we fix two sectors D1 ∈ P1\{ν(P1)} and D2 ∈ P2\{ν(P2)}, then
[ν,D1] and [ν,D2] are two orientations. Moreover, since P1 and P2 are transverse, we
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deduce that ν(P1) is minimal in [ν,D2](P), so that [ν,D1, D2] is an orientation as well.
Finally, the four orientations ν, [ν,D1], [ν,D2] and [ν,D1, D2] = [ν,D2, D1] define a
square in Y whose dual hyperplanes are J1 and J2. A fortiori, J1 and J2 must be
transverse.
Finally, we want to prove that two hyperplanes of C(X,<,P) are tangent if and only if
the walls labelling them are tangent as well.
First of all, let us notice that, if J is a hyperplane of C(X,<,P) labelled by some wall
P ∈ P, then the sectors delimited by J are precisely the {σ | σ(P) = A}, where A ∈ P.
Indeed, fix two orientations µ, ν and some geodesic

µ, [µ,A1], [µ,A1, A2], . . . , [µ,A1, . . . , An] = ν

between them. If P1, . . . ,Pn are the walls underlying A1, . . . , An respectively, we deduce
from Lemma 2.50 that the walls on which µ and ν differ are precisely P1, . . . ,Pn. On the
other hand, µ and ν belong to the same sector delimited by J if and only if J intersects
this geodesic, which is equivalent to P = Pi for some 1 ≤ i ≤ n. Therefore, µ and ν
belong to the same sector delimited by J if and only if µ(P) = ν(P). This proves our
claim.
As a consequence, we are able to prove that, if P1 and P2 are two walls which are
not tangent, then the associated hyperplanes J1 and J2 respectively are not tangent
as well. Indeed, if P1 and P2 are not tangent, either P1 and P2 are transverse or
there exist A1 ∈ P1, A2 ∈ P2, P ∈ P and A ∈ P such that A1 < A < A2 (up to
switching P1 and P2). In the former case, we know that J1 and J2 must be transverse,
so that they cannot be tangent. In the latter case, we deduce that S1 ⊂ S ⊂ S2, where
S1 = {σ | σ(P1) = A1} is a sector delimited by J1, S2 = {σ | σ(P2) = A2} a sector
delimited by J2 and S = {σ | σ(P) = A} a sector delimited by J , which proves that J1
and J2 are not tangent. Indeed, if σ ∈ S1, then σ(P1) = A1 < A implies that σ(P) = A,
ie., σ ∈ S; and similarly, if σ ∈ S, then σ(P) = A < A2 implies that σ(P2) = A2, ie.,
σ ∈ S2.
Conversely, we claim that, if S1 ( S2 are two sectors of C(X,<,P) such that S1 = {σ |
σ(P1) = A1} and S2 = {σ | σ(P2) = A2} for some P1,P2 ∈ P, A1 ∈ P1 and A2 ∈ P2,
then A1 < A2. For this purpose, notice that P1 and P2 must be nested and let B1 (resp.
B2) denote the sector of P1 (resp. P2) containing P2 (resp. P1). Fix three orientations
σ ∈ S1, µ ∈ S2\S1 and ν /∈ S2. We distinguish three cases.

• Suppose that A1 6= B1. Then σ(P1) = A1 < B2, which implies that B2 = σ(P2) =
A2. Therefore, A1 < B2 = A2.

• Suppose that A1 = B1 and A2 = B2. Then ν(P2) 6= A2 = B2 implies that
ν(P2) < B1 = A1, hence A1 = ν(P1), which is impossible since ν /∈ S1.

• Suppose that A1 = B1 but A2 6= B2. Then µ(P2) = A2 6= B2 implies that
µ(P2) < B1 = A1, hence A1 = µ(P1), which is impossible since µ /∈ S1.

This concludes the proof of our claim.
As a consequence, if P1 and P2 are two walls labelling two hyperplanes J1 and J2 which
are not tangent, then P1 and P2 cannot be tangent. Indeed, if J1 and J2 are not tangent,
either they are transverse or there exists a third hyperplane J delimiting some sector S
satisfying S1 ⊂ S ⊂ S2 for some sectors S1, S2 delimited by J1, J2 respectively. In the
former case, we know that P1 and P2 must be transverse as well, so that they cannot
be transverse. In the latter case, if P denote the wall labelling J , we deduce from our
previous claim that there exist A1 ∈ P1, A2 ∈ P2 and A ∈ P satisfying A1 < A < A2.
A fortiori, P1 and P2 are not tangent.
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Remark 2.58. Suppose that a group G acts on X by preserving the order < and the
partition P. Then G naturally acts on the quasi-cubulation C(X,<,P) by isometries.
Unfortunately, if Y denotes a connected component of C(X,<,P) which contains a
well-founded orientation, then Y is not necessarily G-invariant. Nevertheless, if this is
the case, then the bijection between the walls of P and the hyperplanes of Y produced
by the previous theorem is G-equivariant.

Besides cubulating pocsets, a related method to construct CAT(0) cube complexes is
cubulating spaces with walls; see [Nic04, CN05b]. We also generalize this construction.
Before defining what we call a space of partitions, we need to introduce some terminology.
Fix some set X and some collection of partitions P. Elements of P will be referred to
as partitions and elements of a partition will be referred to as sectors. Two elements
P1,P2 are

• indistinguishable if they represent the same partition of X, otherwise they are
distinguishable;

• nested if there exist two sectors A1 ∈ P1 and A2 ∈ P2 such that D ⊂ A1 for every
D ∈ P2\{A2} and D ⊂ A2 for every D ∈ P1\{A1}.

Finally, we say that a partition P ∈ P separates two points of X if they belong to
different sectors delimited by P.

Definition 2.59. A space with partitions (X,P) is the data of a set X and a collection
of partitions P satisfying the following conditions:

• every P ∈ P satisfies #P ≥ 2 and ∅ /∈ P;

• for every distinguishable partitions P1,P2 ∈ P, if there exist two sectors A1 ∈ P1,
A2 ∈ P2 such that A1 ⊂ A2, then P1 and P2 are nested.

• two points of X are separated by finitely many partitions of P.

The third assumption allows us to define the pseudo-distance dP on X, counting the
number of partitions separating two points of X. A quasi-median graph X is naturally
a space with partitions, without indistinguishable partitions: for the set of partitions P,
consider the sector-decompositions induced by the hyperplanes of X. In this case, the
associated pseudo-distance coincides with the initial distance defined on X.

We associate to any space with partitions (X,P) a popset in the following way. Let
D denote the set of all the sectors delimited by the partitions of P; by convention, a
sector delimited by two distinct partitions is counted twice. In particular, P defines a
partition of D. The order < we define on D is: for every sectors D1, D2 ∈ D, we set
D1 < D2 if D1 ⊂ D2 and if the underlying partitions of D1 and D2 are distinguishable.
Then it essentially follows from the definition of spaces with partitions that (D, <,P)
is a popset. An orientation of (D, <,P) can be thought of as a map which chooses, for
each partition of P, a sector it delimits in such a way that, whenever P1 and P2 are two
distinguishable partitions delimiting respectively two sectors A1, A2 satisfying A1 < A2,
then A1 = σ(P1) implies A2 = σ(P2). A simple example of a space with partitions and
the quasi-cubulation of its associated popset is given in Figure 4.

If x ∈ X, we can define the orientation σx associating to any partition of P the sector
which contains x. Such an orientation is called a principal orientation. These orienta-
tions will allow us to choose a canonical connected component of our quasi-cubulation.

Lemma 2.60. Any principal orientation defines a well-founded orientation.
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Figure 4: Two partitions on the square, and the associated quasi-cubulation.

Proof. Let x ∈ X be a point and let σx denote the associated principal orientation.
Fixing some partition P ∈ P, we want to prove that the set {Q ∈ P | σx(Q) < σx(P)}
is finite. Because #P ≥ 2 and ∅ /∈ P, there exists a point y ∈ X which does not
belong to σx(P). Notice that, if Q belongs to our set, then x ∈ σx(Q) but y /∈ σx(Q).
Therefore, Q separates x and y. Since there exist only finitely many partitions of P
separating two given points of X, this concludes the proof.

Lemma 2.61. Two principal orientations differ only on finitely many partitions.

Proof. Let x, y ∈ X be two points and let σx, σy denote the associated principal orien-
tations. If P ∈ P is a partition satisfying σx(P) 6= σy(P), then x and y must belong
to different sectors delimited by P, ie., P separates x and y. Because there exist only
finitely many partitions separating two given points of X, we conclude that σx and σy
differ on only finitely many partitions.

Thus, there is a canonical choice of a connected component of the quasi-cubulation of
the popset associated to a space with partitions (X,P). Namely, this is the connected
component which contains all the principal orientations, which we denote by C(X,P).
It is worth noticing that, if a group G acts on X leaving P invariant, then G naturally
acts on C(X,P) by isometries, since the set of principal orientations is G-invariant
(indeed, if x ∈ X and g ∈ G, then g · σx = σg·x). Moreover, according to the following
lemma, the canonical map (X, dP) ↪→ C(X,P) defined by x 7→ σx is a (pseudo-)isometric
embedding.

Lemma 2.62. For every x, y ∈ X, we have dC(X,P)(σx, σy) = dP(x, y).

Proof. The partitions on which σx and σy differ are precisely the partitions separating
x and y. Therefore, our equality follows from Corollary 2.51.

Important examples of spaces with partitions, as already mentionned, are quasi-median
graphs themselves. Our next result characterize their quasi-cubulations.

Proposition 2.63. Let X be a quasi-median graph. The quasi-cubulation of X, viewed
as a space with partitions, is isometric to X.

Our proposition will be essentially a consequence of the following lemma.

Lemma 2.64. Let (X,P) be the space with partitions canonically associated to a quasi-
median graph X. Any orientation σ ∈ C(X,P) is principal.

Proof. For convenience, we will identify P with the set of the hyperplanes of X. It is
worth noticing that two hyperplanes are transverse as elements of P if and only if they
are transverse as hyperplanes of X. Fix an arbitrary vertex x ∈ X, and let σx denote
its associated principal orientation. Because σ ∈ C(X,P), there exist finitely many
hyperplanes J1, . . . , Jn of X on which σ and σx differ. Let y denote the projection of x
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onto C =
n⋂
i=1

σ(Ji) (which is non empty because σ is an orientation, thanks to Helly’s

property 2.8). Notice that J1, . . . , Jn separate x and y. We claim that σ = σy.

Let J be a hyperplane of X. If J does not separate x and y, then σ(J) = σx(J) = σy(J).
Otherwise, J separates x from C according to Lemma 2.34. On the other hand, because
σ is an orientation, σ(J) ∩ σ(Ji) 6= ∅ for every 1 ≤ i ≤ n, so that Helly’s property 2.8
implies that σ(J) ∩ C 6= ∅. As a consequence, σ(J) must be the sector delimited by J
which contains C; hence σ(J) = σy(J).

Thus, σ = σy. We have proved that σ is a principal orientation.

Proof of Proposition 2.63. Suppose that X is a quasi-median graph and that P is the
collection of the sector-decompositions its the hyperplanes. Consider the map

Σ :
{
X −→ C(X,P)
x 7−→ σx

which sends each vertex of X to the associated principal orientation. Because, for every
vertices x, y ∈ X, the distance between σx and σy in C(X,P) is equal to the number
of hyperplanes separating x and y in X, which is equal to the distance between x and
y in X, we know that Σ defines an isometric embedding X ↪→ C(X,P). Moreover, the
surjectivity of Σ follows from Lemma 2.64, so X and C(X,P) are isometric.

Proposition 2.63 will be useful to prove some results on quasi-median graphs. Let us
mention a first application.

Corollary 2.65. Let X be a quasi-median graph and Y ⊂ X a subgraph. Then Y is
finite if and only if the set of the sectors separating two vertices of Y is finite.

Proof. The implication is clear, so suppose the set of the sectors separating two vertices
of Y is finite. Fix some vertex x ∈ Y . For every y ∈ Y , let D(y) denote the set of the
sectors containing y but not x. Set D =

⋃
y∈Y

D(y). Notice that any sector of D separates

two vertices of Y , hence #D < +∞ because Y is finite and that there exist only finitely
many sectors separating two given vertices of Y . On the other hand, the map{

Y −→ 2D
y 7−→ D(y)

is injective, since σy = [σx, D(y)] for every y ∈ Y . Therefore, the finiteness of D implies
the finiteness of Y .

Remark 2.66. Pocsets are popsets where all the walls have cardinality two, and spaces
with walls are spaces with partitions whose partitions all have cardinality two. In these
cases, our quasi-cubulation coincides with the usual cubulations, as introduced respec-
tively in [Sag14] and [Nic04, CN05b], and so produces a median graph. Alternatively,
we can notice that the quasi-median graph produced by quasi-cubulating a pocset is
triangle-free. Indeed, as a consequence of Lemma 2.53, the edges of a triangle are la-
belled by a common wall, so that this wall necessarily delimits at least three sectors.
Therefore, it follows from Corollary 2.92 that the quasi-median graph we obtain turns
out to be a median graph.
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2.5 Gated hulls

In this section, we notice that gated subgraphs of quasi-median graphs behave like com-
binatorially convex subcomplexes of CAT(0) cube complexes; see for instance [Hag08,
Paragraph 2.3].

Definition 2.67. Let X be a graph and S ⊂ X a set of vertices. The gated hull of S
is the smallest gated subgraph of X containing S; alternatively, this is the intersection
of all the gated subgraphs of X which contain S.

The main result of this section is the following proposition.

Proposition 2.68. Let X be a quasi-median graph and S ⊂ X a subset. The hyper-
planes of the gated hull Y of S are precisely the restrictions to Y of the hyperplanes of
X separating two vertices of S. Moreover, two hyperplanes of Y are transverse if and
only if their extensions are transverse in X.

We begin by proving the following lemma, which is well-known for CAT(0) cube com-
plexes.

Lemma 2.69. The gated hull of a subset S ⊂ X is the intersection of all the sectors
containing S.

Proof. Let Y denote the intersection of all the sectors containing S. Because the in-
tersection of gated subgraphs is gated, it follows from Corollary 2.22 that Y is gated.
Now, we want to prove that, for any gated subgraph Z containing S, necessarily Y ⊂ Z.
Suppose by contradiction that there exists a vertex x ∈ Y \Z. In particular, there exists
a hyperplane J separating x from its projection onto Z, and we deduce from Lemma
2.34 that J separates x from Z. A fortiori, since S ⊂ Z, J separates x and S, producing
a sector containing S but not x ∈ Y . This contradicts the definition of Y .

Proof of Proposition 2.68. It is clear that a hyperplane of Y extends to a hyperplane
of X. However, we need to verify that two distinct hyperplanes of Y extends to two
distinct hyperplanes of X. More precisely, we want to prove that, if e, f are two edges
of Y which are dual to the same hyperplane J in X, then they are dual to the same
hyperplane in Y . In fact, using the isomorphism given by Lemma 2.28, it is clear that
the gated hull of e ∪ f in N(J), which must be included into Y , contains a sequence of
edges between e and f such that two consecutive edges either are two opposite sides of
the same square or belong to the same triangle. A fortiori, e and f are dual to the same
hyperplane in Y .

Now, in order to conclude the proof of the first assertion in our proposition, it is sufficient
to show that a hyperplane of X separates two vertices of Y if and only if it separates
two vertices of S. If J is a hyperplane which does not separate two vertices of S, then S
must be included into a sector delimited by J , and it follows from Lemma 2.69 that J is
disjoint from Y . Conversely, since S ⊂ Y , it is obvious that any hyperplane separating
two vertices of S separates two vertices of Y .

Let J1, J2 be two hyperplanes of Y , which we identify with their extensions to X for
convenience. Clearly, if they are transverse in Y then they are transverse in X. Con-
versely, we suppose that J1, J2 are transverse in X and we want to prove that they are
transverse in Y as well.

Fix two edges (a, b), (c, d) ⊂ Y dual to J1, J2 respectively. Let a′, b′ denote the projec-
tions onto N(J2) of a, b respectively. Since (a, b) is not dual to J2, the vertices a, b belong
to the same sector delimited by J2 according to Lemma 2.20, so that a′, b′ belong to the
same connected component ∂1 of ∂J2. Let ∂2 be a connected component of ∂J2 which
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contains either c or d and which is different from ∂1. Let a′′, b′′ denote the projections
onto ∂2 of a, b respectively. Notice that, according to Corollary 2.40, a′′, b′′ are also the
projections onto ∂2 of a′, b′ respectively, so that a′ and b′ must be adjacent to a′′ and b′′
respectively. Then, because J1 separates a and b and intersects N(J2), Proposition 2.33
implies that a′ 6= b′ and a′′ 6= b′′; on the other hand, as a consequence of Corollary 2.35,
a′ and b′, and a′′ and b′′, must be adjacent. Therefore, the vertices a′, a′′, b′, b′′ define
some square Q whose hyperplanes are J1 and J2. Now, since a′ (resp. b′) belongs to a
geodesic between a and c (resp. between b and c), the convexity of Y implies a′ ∈ Y
(resp. b′ ∈ Y ). Similarly, a′′ (resp. b′′) belongs to a geodesic between a and {c, d} ∩ ∂2
(resp. between b and {c, d} ∩ ∂2), hence a′′ ∈ Y (resp. b′′ ∈ Y ). Therefore, Q ⊂ Y , and
we conclude that J1 and J2 are transverse in Y .

In CAT(0) cube complexes, the convex hull of a finite set is finite. Although we men-
tionned that gated subgraphs in quasi-median graphs are the analogue of convex sub-
complexes in CAT(0) cube complexes, this assertion does not hold in the world of
quasi-median graphs, ie., the gated hull of a finite set may be infinite. Indeed, the gated
hull of two vertices which belong to an infinite clique will be the whole infinite clique.
Nevertheless, some finiteness property can be deduced from the previous proposition.

Definition 2.70. A quasi-median graph is cubically finite if it contains finitely many
hyperplanes.

The terminology is justified by the observation that a CAT(0) cube complex is finite if
and only if it contains finitely many hyperplanes. Corollary 2.81 will give an equivalent
characterization of cubically finite quasi-median graphs.

Corollary 2.71. The gated hull of a finite subset is cubically finite.

Proof. Let S ⊂ X be a finite subset, and let Y denote its gated hull. We deduce from
Proposition 2.68 that there exists a bijection between the hyperplanes of Y and the
hyperplanes of X which separate at least two vertices of S. Because S is finite and that
only finitely many hyperplanes separate two given vertices, we conclude that Y contains
finitely many hyperplanes, ie., it is cubically finite.

2.6 Prisms

Recall that a weak Cartesian product of graphs is a connected component of the Cartesian
product of these graphs.

Definition 2.72. Let X be a graph. An induced subgraph Y ⊂ X is a prism if it is a
weak Cartesian product of cliques of X. In particular, X is a prism if it is isomorphic
to a weak Cartesian product of complete graphs.

In this section, we want to show that cubes in CAT(0) cube complexes are replaced with
prisms in quasi-median graphs. Our first main result is the following proposition.

Proposition 2.73. Let X be a quasi-median graph. If J1, . . . , Jn is a collection of
pairwise transverse hyperplanes, then X contains a prism whose dual hyperplanes are
precisely J1, . . . , Jn.

We begin by proving the following lemma.

Lemma 2.74. Let X be a quasi-median graph whose hyperplanes are pairwise trans-
verse. Let J denote its collection of hyperplanes, and for every J ∈ J, let K(J) be the
complete graph whose vertices are the sectors delimited by J . Then X is isometric to a
connected component of the Cartesian product

∏
J∈J

K(J). In particular, X is a prism.
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Proof. According to Proposition 2.63, we can identify X with the quasi-cubulation
C(X,P) of the canonical space of partitions (X,P) associated to X. In particular,
the vertices of

∏
J∈J

K(J) can be naturally thought of maps associating to any hyperplane

one of its sectors. If x ∈ X is a base vertex, we denote by P the connected component of∏
J∈J

K(J) which contains σx, ie., the connected component containing all the principal

orientations, since two principal orientations differ only on finitely many hyperplanes
according to Lemma 2.61. Now, we defined

Ψ :
{
X −→ P
y 7−→ σy

.

Notice that Ψ defines an isometric embedding, since, for every vertices y, z ∈ X,

d(Ψ(y),Ψ(z)) = d(σy, σz)
= #{hyperplanes on which σy and σz differ}
= #{hyperplanes separating y and z}
= d(y, z)

Now, we want to prove that Ψ is surjective. Let p ∈ P be a vertex. Because p and
σx belong to the same connected componenent of

∏
J∈J

K(J), p differ from σx on finitely

many coordinates p1, . . . , pk. Set

σ = [σx, p1, . . . , pk].

We claim that σ defines an orientation. Notice that, if µ is an orientation and D a sector,
because the hyperplanes of X are pairwise transverse, no two elements of (µ(P),⊂) are
comparable, so that any element turns out to be minimal; It follows from Lemma 2.47
that [µ,D] always defines an orientation. By applying this observation successively to
σx, to [σx, p1], to [σx, p1, p2], and so on, it follows that σ defines an orientation.

Thus, we deduce from Lemma 2.64 that σ = σy for some vertex y ∈ X. By construction,
we have Ψ(y) = p, which concludes the proof.

Proof of Proposition 2.73. Because J1, . . . , Jn are pairwise transverse, we deduce from
Helly’s property 2.8 that

n⋂
i=1

N(Ji) 6= ∅. Let x ∈
n⋂
i=1

N(Ji) be a vertex. For every
1 ≤ i ≤ n, fix some sector Di delimited by Ji which does not contain x, and let xi ∈ Di

be a vertex adjacent to x (such a vertex exists because x ∈ N(Ji)). Finally, let C denote
the gated hull of {x, x1, . . . , xn}. We claim that C is the prism we are looking for. In
fact, we are going to prove the following statement:

Fact 2.75. If J1, . . . , Jn is a collection of pairwise transverse hyperplanes, x ∈
n⋂
i=1

N(Ji)
a vertex, and, for every 1 ≤ i ≤ n, xi a vertex adjacent to x separated from it by Ji,
then the gated hull of {x, x1, . . . , xn} is a prism whose dual hyperplanes are J1, . . . , Jn.

According to Proposition 2.68, the hyperplanes of C are naturally identified to the
hyperplanes of X separating x and xi or xi and xj for some 1 ≤ i, j ≤ n. In particular,
J1, . . . , Jn are hyperplanes of C. Now, notice that, if for some 1 ≤ i, j ≤ n the vertices
xi and xj are adjacent, then Ji = Jj , which is impossible; so d(xi, xj) = 2. As a
consequence, if i 6= j, the concatenation (xi, x) ∪ (x, xj) is a geodesic, so that any
hyperplane separating xi and xj must separate either x and xi or x and xj . We deduce
that the hyperplanes of C are precisely J1, . . . , Jn.

Moreover, we know from Proposition 2.68 that two hyperplanes are transverse in a
gated subgraph if and only if they are transverse in the whole graph. Therefore, the
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hyperplanes of C are pairwise transverse, and it follows from Lemma 2.74 that C is a
prism on its own right. We conclude that C is a prism of X because, as C is a gated
subgraph, it has to be a induced and a clique in C must be a clique in X.

Remark 2.76. Proposition 2.73 does not hold for infinite collections of pairwise trans-
verse hyperplanes. For instance, there exist CAT(0) cube complexes containing infinite
collections of pairwise transverse hyperplanes but containing no infinite cubes. See
[HW12, Figure6] for a simple explicit example, or [Gen16c, Section A.1] for examples
admitting interesting group actions.

It is worth noticing that, during the proof of Lemma 2.74, the hypothesis on the hyper-
planes of X was not used to prove that Ψ is an isometric embedding. Therefore, any
quasi-median graph embeds isometrically into a prism. Let us give an alternative proof
of this observation, which will be useful later.

Lemma 2.77. Let X be a quasi-median graph. Let J denote the collection of the hy-
perplanes of X, and, for every J ∈ J, fix a clique C(J) dual to J . The map

x 7→
(
projC(J)(x)

)
J∈J

defines an isometric embedding X ↪→
∏
J∈J

C(J).

Proof. Let x, y ∈ X be two vertices. For every J ∈ J, we know that projC(J)(x) 6=
projC(J)(y) if and only if J separates x and y. Therefore, the number of coordinates
on which

(
projC(J)(x)

)
J∈J

and
(
projC(J)(y)

)
J∈J

differ is equal to the number of hyper-
planes separating x and y. This precisely means that our map is an isometric embedding,
concluding the proof.

In particular, Proposition 2.73 justifies the following definition.

Definition 2.78. The cubical dimension of a quasi-median graphX, denoted by dim�X,
is the maximal number of pairwise intersecting hyperplanes.

We conclude this section by our second and last main result.

Proposition 2.79. Let X be a quasi-median graph of finite cubical dimension. The map
J 7→

⋂
J∈J

N(J) defines an Aut(X)-equivariant bijection between the maximal collections

of pairwise transverse hyperplanes and the maximal prisms of X.

To prove this proposition, the following lemma will be needed.

Lemma 2.80. In a quasi-median graph, a prism is gated.

Proof. Let X be a quasi-median graph. Let S be a collection of cliques of X and C ⊂ X
a prism which is a weak Cartesian product of the cliques in S.

First, we claim that any edge e of C belongs to a clique of C which is a clique of X. This
is clear if there exists some S ∈ S such that e ⊂ S. Otherwise, C contains a subgraph
isomorphic to S × [0, 1], for some S ∈ S, such that S × {0} = S and e ⊂ S × {1}. It
follows from Lemma 2.13 that, because S is a clique in X, necessarily S×{1} has to be
a clique in X as well. This proves our claim.

Now, we can prove that C contains its triangles. Indeed, if (a, b, c) is a triangle with
(a, b) ⊂ C, then, according to our previous claim, there exists some clique Y of C
which is a clique of X and which contains (a, b). Because X does not contain induced
subgraphs isomorphic to K−4 , necessarily c ∈ Y , hence (a, b, c) ⊂ Y ⊂ C.
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Finally, we prove that C is locally convex, which is sufficient to conclude that C is gated
according to Proposition 2.6. Let (a, b, c, d) ⊂ X be a square with (a, b) ∪ (b, c) ⊂ C.
If a and c are adjacent, we conclude that (a, b, c, d) ⊂ Y because we already know
that C contains its triangles. From now on, we suppose that a and c are not adjacent.
Because C is a weak Cartesian product of complete graphs, two adjacent edges generate
either a triangle or a square in C, so that there exists a vertex x ∈ C defining a square
(a, b, c, x) ⊂ C. If d = x, we conclude that (a, b, c, d) ⊂ C and we are done. Suppose
by contradiction that d 6= x. In particular, the vertices a, b, c, d, x define a subgraph
isomorphic to K2,3. Because X does not contain induced subgraphs isomorphic to K−4
and that we supposed that a and c are not adjacent, we deduce that neither b and d,
nor b and x, nor d and x, are adjacent, so that we find an induced subgraph in X which
is isomorphic to K2,3.

Proof of Proposition 2.79. Let J1, . . . , Jn a maximal collection of pairwise transverse
hyperplanes, and set C =

n⋂
i=1

N(Ji). Notice that, if J is a hyperplane intersecting C,

then, for every 1 ≤ i ≤ n, either J = Ji or J is transverse to Ji since J intersects N(Ji).
By maximality of our collection, we deduce that no hyperplane different from J1, . . . , Jn
intersects C; in particular, we deduce from Lemma 2.74 that C is a prism. Conversely,
it follows from Fact 2.75 that J1, . . . , Jn intersect C, so that the hyperplanes dual to C
are precisely J1, . . . , Jn. Finally, the maximality of our collection J1, . . . , Jn implies that
C cannot be strictly contained in a larger prism, so that C is indeed a maximal prism
of X.

The injectivity of our application is clear, because the hyperplanes dual to the final
maximal prism are precisely the initial collection of hyperplanes.

Now, if C is a maximal prism of X, and if J1, . . . , Jn are the hyperplanes dual to C,
we claim that C =

n⋂
i=1

N(Ji), proving that our application is surjective. The inclusion

C ⊂
n⋂
i=1

N(Ji) is clear. If we prove that J1, . . . , Jn defines a maximal collection of
pairwise transverse hyperplanes, then the reverse inclusion will be a consequence of
the maximality of C, since we already noticed that

n⋂
i=1

N(Ji) defines a prism in this
case. More precisely, we will prove that, if C is a prism of X and J1, . . . , Jn its dual
hyperplanes, and if there exists a hyperplane J transverse to J1, . . . , Jn, then C is
included into a larger prism, and in particular it is not maximal.

Let x ∈ C and y ∈ N(J) be two vertices minimizing the distance between C and N(J).
Because C is gated according to Lemma 2.80, we apply Lemma 2.36 to deduce that the
hyperplanes separating x and y are precisely the hyperplanes separating C and N(J).
Let J0 denote the hyperplane dual to the first edge of some fixed geodesic γ from x to y.
In particular, J0 separates x and y so that it must separate C and N(J). On the other
hand, the hyperplanes J1, . . . , Jn intersect both C and N(J), so we deduce that J0 has
to be transverse to J1, . . . , Jn. For every 1 ≤ i ≤ n, let xi ∈ C be a vertex adjacent to
x and separated from it by Ji; and let x0 denote the vertex of γ adjacent to x, so that
J0 is the hyperplane separating x and x0. If C ′ denote the gated hull of {x, x1, . . . , xn}
and C ′′ the gated hull of {x, x0, x1, . . . , xn}, we have C ⊆ C ′ ( C ′′. On the other hand,
because J0, J1, . . . , Jn are pairwise transverse, we deduce from Fact 2.75 that C ′′ is a
prism.

Corollary 2.81. Let X be a quasi-median graph. The following assertions are equiva-
lent:

(i) X is cubically finite;
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(ii) dim�(X) < +∞ and X contains finitely many maximal prisms.

(iii) every prism of X is contained in a maximal prism and X contains finitely many
maximal prisms;

Proof. Suppose that X is cubically finite. Of course, the cubical dimension of X is
necessarily finite (and bounded above by the number of hyperplanes of X). As an
immediate consequence of Proposition 2.79, it also follows that X contains finitely many
maximal prisms. This proves (i)⇒ (ii). Next, suppose (ii). If X contains a prism which
is not contained in a maximal prism, then there must exist an increasing sequence of
prisms in X, and looking at the hyperplanes dual to this sequence of prisms, we find an
infinite collection of pairwise transverse hyperplanes, contradicting the finiteness of the
cubical dimension. Therefore, (ii) implies (iii). Finally, suppose (iii). If X is covered
by N maximal prisms and if D is the maximal cubical dimension of these prisms, then
necessarily X contains at most N ·D hyperplanes. A fortiori, X is cubically finite, hence
(iii)⇒ (i).

2.7 Quasi-medians

Since quasi-median graphs may contain triangles, the median point of a triple of vertices
is generally not well-defined. In this section, we prove nevertheless that any triple admits
a quasi-median. In fact, quasi-median graphs were essentially defined in [BMW94] in
terms of quasi-medians, where various equivalent definitions are given, including the
definition we use in this paper.

Definition 2.82. Let X be a graph and x, y, z ∈ X three vertices. A median triangle
of (x, y, z) is a triple of vertices (x′, y′, z′) satisfying

d(x, y) = d(x, x′) + d(x′, y′) + d(y′, y)
d(x, z) = d(x, x′) + d(x′, z′) + d(z′, z)
d(y, z) = d(y, y′) + d(y′, z′) + d(z′, z)

.

The quantity min(d(x′, y′), d(y′, z′), d(z′, x′)) will be referred to as the size of the median
triangle. A quasi-median of (x, y, z) is an equilateral median triangle (x′, y′, z′) (ie.,
d(x′, y′) = d(x′, z′) = d(y′, z′)) of minimal size.

It is worth noticing that any triple (x, y, z) admits at least one median triangle, namely
(x, y, z) itself. Also, if (x′, y′, z′) denotes a median triangle of some triple (x, y, z), then,
for any choice of geodesics [x, x′], [x′, y′], [y′, y] respectively between x and x′, x′ and y′,
y′ and y, the concatenation [x, x′] ∪ [x′, y′] ∪ [y′, y′] turns out to be a geodesic. And a
similar statement holds for x, x′, z′, z and y, y′, z′, z.

Definition 2.83. A graph is median if any triple of vertices admits a unique quasi-
median of size zero, which we refer to as the median vertex.

The main result of this section is the following:

Proposition 2.84. In a quasi-median graph X, any triple of vertices x, y, z admits a
unique quasi-median. Moreover, its size is equal to the number of hyperplanes separating
the three vertices x, y, z and its gated hull is a prism of finite cubical dimension.

We begin by proving the following technical lemma.

Lemma 2.85. Let X be a quasi-median graph, S a finite collection of pairwise inter-
secting sectors, and x ∈ X a vertex. Any hyperplane separating x from its projection
onto

⋂
S delimits a sector which contains an element of S.
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Figure 5: A quasi-median triangle.

Proof. Let us define inductively a finite sequence of vertices (xi) as follows. Set x0 = x.
Suppose now that xi is defined for some i ≥ 0. If xi ∈

⋂
S, then xi is the last term of

our sequence. Otherwise, there exists some Si ∈ S such that xi /∈ Si, and we define xi+1
as the projection of xi onto Si. Let x0, . . . , xn ∈ X be the sequence defined in this way
(and S0, . . . , Sn−1 ∈ S the corresponding sequence of sectors). Notice that xn ∈

⋂
S

First of all, let us notice that

Fact 2.86. For every 0 ≤ i ≤ n− 1 and 1 ≤ k ≤ n− i, the vertex xi+k belongs to Si.

We fix i and argue by induction on k. Because xi+1 is by construction the projection
of xi onto Si, of course xi+1 belongs to Si. Now, suppose that xi+k belongs to Si. As a
consequence of Lemma 2.40, we have

xi+k+1 = projSi+k(xi+k) = projSi+k ◦ projSi(xi+k)

= projSi+k∩Si(xi+k) ∈ Si

which concludes the proof of our fact.

For every 0 ≤ i ≤ n − 1, fix a geodesic [xi, xi+1]. We claim that the concatenation
[x0, x1]∪ · · · ∪ [xn−1, xn] is a geodesic. Indeed, if J is a hyperplane intersecting [xi, xi+1]
for some 0 ≤ i ≤ n − 1, then, since xi+1 is the projection of xi onto Si, it follows
from Lemma 2.34 that J separates xi from Si. On the other hand, we know from our
previous fact that xj belongs to Si for every j ≥ i + 1, so that J cannot intersect
[xi+1, xi+2] ∪ · · · ∪ [xn−1, xn]. This proves that our concatenation turns out to be a
geodesic. As a consequence, any hyperplane separating x0 and xn must separate xi and
xi+1 for some 0 ≤ i ≤ n− 1.

Now, we claim that xn is the projection of x = x0 onto
⋂
S. Let p denote this projection.

Because xn ∈
⋂
S, there exists a geodesic between x and xn passing through p, so that

any hyperplane separating xn and p must separate xn and x, and finally xi and xi+1
for some 0 ≤ i ≤ n − 1. Because xi+1 is the projection of xi onto Si, it follows from
Lemma 2.34 that J separates xi from Si. On the other hand,

⋂
S is included into Si,

so it follows that J must be disjoint from
⋂
S, which is impossible since it separates

two of its vertices, namely xn and p. As a consequence, there do not exist hyperplanes
separating xn and p, ie., xn = p is the projection of x onto

⋂
S.

We are finally ready to prove our lemma. So let J be a hyperplane separating x and
xn. We know that J must separate xi and xi+1 for some 0 ≤ i ≤ n − 1. And once
again because xi+1 is the projection of xi onto Si, we deduce from Lemma 2.34 that J
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separates xi from Si. Therefore, Si ∈ S is included into a sector delimited by J , which
concludes the proof.

Our previous lemma allows us to prove the following characterisation of median triangles:

Lemma 2.87. Let X be a quasi-median graph and x, y, z ∈ X three vertices. Set S the
set of the sectors S satisfying |S ∩{x, y, z}| = 2. A triple (x′, y′, z′) is a median triangle
of (x, y, z) if and only if there exists some subcollection S0 ⊂ S such that x′, y′, z′ are
respectively the projections of x, y, z onto

⋂
S0.

Proof. Let S0 ⊂ S be a subcollection and let x′, y′, z′ denote respectively the projections
of x, y, z onto

⋂
S0. We want to prove that (x′, y′, z′) is a median triangle of (x, y, z). By

symmetry, it is sufficient to prove that d(x, y) = d(x, x′)+d(x′, y′)+d(y′, y). Equivalently,
fixing some geodesics [x, x′], [x′, y′], [y′, y] respectively between x and x′, x′ and y′, y′
and y, we will show that the concatenation [x, x′] ∪ [x′, y′] ∪ [y′, y] is a geodesic.

Let J be a hyperplane intersecting [x, x′]. It follows from Lemma 2.85 that J delimits
a sector S such that S0 ⊂ S for some S0 ∈ S0. Because S0 ∈ S0, we know that y ∈ S0,
hence y ∈ S. Moreover,

⋂
S0 ⊂ S0 ⊂ S, so x′, y′ ∈ S. Thus, the sector S delimited by

J contains x′, y′, y, and it follows by convexity of S that [x′, y′] ∪ [y′, y] ⊂ S. A fortiori,
J does not intersect [x′, y′] ∪ [y′, y]. Similarly, one shows that a hyperplane intersecting
[y, y′] cannot intersect [x, x′] ∪ [x′, y′]. Therefore, [x, x′] ∪ [x′, y′] ∪ [y′, y] is a geodesic.

Conversely, suppose that (x′, y′, z′) is a median triangle of (x, y, z). Let Sx (resp. Sy,Sz)
denote the collection of the sectors which are delimited by the hyperplanes separating
x and x′ (resp. y and y′, z and z′) and which contain x′ (resp. y′, z′). Finally, set
S0 = Sx ∪ Sy ∪ Sz. We want to show that x′, y′, z′ are respectively the projections of
x, y, z onto

⋂
S0. By symmetry, it is sufficient to prove this statement for x.

First of all, fix some geodesics [x, x′], [x′, y′], [x′, z′], [y′, z′], [y, y′], [z, z′]. If J is a hy-
perplane separating x and x′, we know that, since a geodesic cannot intersect twice a
hyperplane, necessarily J must be disjoint from [x′, y′] (resp. [x′, z′], [y′, y], [z′, z]), so
that y′ (resp. z′, y, z) must belong to the same sector delimited by J as x′. Otherwise
saying, we have proved the following statement, which we record for future use:

Fact 2.88. Given a median triangle (x′, y′, z′) of a given triple (x, y, z) and a hyperplane
J separating x and x′, the vertices x′, y′, z′, y, z all belong to a common sector delimited
by J .

A similar statement holds for hyperplanes separating y and y′, and for those separating
z and z′, for the same reason. Consequently, the vertices x′, y′, z′ all belong to

⋂
S0.

Now, let p denote the projection of x onto
⋂
S0. Since x′ ∈

⋂
S0, there exists a geodesic

between x and x′ passing through p. If J is a hyperplane separating p and x′, then J
must separate x and x′, so that J delimits a sector S which belongs to Sx ⊂ S0 (namely,
the sector which contains x′). But the inclusion

⋂
S0 ⊂ S implies that J must be disjoint

from
⋂
S0, which is impossible since J separates two vertices of this intersection, namely

x′ and p. Thus, we have proved that no hyperplanes separate x′ and p, hence x′ = p.
Therefore, x′ is the projection of x onto

⋂
S0, concluding the proof.

Proof of Proposition 2.84. Denote by S the set of the sectors S satisfying |S∩{x, y, z}| =
2. We claim that, if x′, y′, z′ denote respectively the projections of x, y, z onto

⋂
S, then

(x′, y′, z′) is a quasi-median of (x, y, z). First of all, we know that this is a median
triangle according to Lemma 2.87.

Now, we claim that a hyperplane J separates x′ and y′ if and only if it separates x, y, z.
Suppose first that J separates x′ and y′. Because (x′, y′, z′) is a median triangle, this
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implies that J separates x and y. If z belongs to the same sector S delimited by J as x
or y, then we deduce that

⋂
S ⊂ S cannot contain x′ or y′, which is absurd. Therefore,

J separates x, y, z. To prove the converse, we will show the following more general
assertion:

Fact 2.89. Let (x′′, y′′, z′′) be any median triangle of (x, y, z). If a hyperplane J sepa-
rates x, y, z, then it must separate x′′ and y′′.

According to Lemma 2.87, there exists some S0 ⊂ S such that x′′, y′′, z′′ are respectively
the projections of x, y, z onto

⋂
S0. Since it follows from Lemma 2.85 that a hyperplane

separating x and x′′ does not separate y and z, we know that J cannot sepate x and x′′.
Similarly, it cannot separate y and y′′. On the other hand, we know that J separates x
and y, so we deduce that J must separate x′′ and y′′. This concludes the proof of our
fact, and also of our claim.

Similarly, one shows that the hyperplanes separating x′ and z′, or y′ and z′, are precisely
the hyperplanes separating x, y, z. Thus, we have proved that (x′, y′, z′) is an equilateral
median triangle of (x, y, z) of size the number of hyperplanes separating x, y, z, which
we denote by µ(x, y, z). On the other hand, it follows from Fact 2.89 that the size of
any median triangle is at least µ(x, y, z). Thus, we have proved that (x′, y′, z′) is a
quasi-median of (x, y, z).

We record the following assertion which we have proved for future use:

Fact 2.90. For every triple (x, y, z), its quasi-median (x′, y′, z′) satisfies the following
property: a hyperplane separates x′ and y′ if and only if it separates x′, y′, z′ if and only
if it separates x, y, z.

Now, we want to prove that it is the unique quasi-median of (x, y, z). So let (x′′, y′′, z′′)
be another equilateral median triangle of (x, y, z). According to Lemma 2.87, there
exists some S0 ⊂ S such that x′′, y′′, z′′ are respectively the projections of x, y, z onto⋂
S0. If

⋂
S0 =

⋂
S, then (x′′, y′′, z′′) = (x′, y′, z′), so suppose that

⋂
S *

⋂
S0. By

considering a hyperplane separating a vertex of
⋂
S0\

⋂
S from its projection onto S, we

find a hyperplane J intersecting
⋂
S0 which is disjoint from

⋂
S. By applying Lemma

2.85, it follows that J delimits a sector S which contains an element of S′ ∈ S; say that
y, z ∈ S′ and x /∈ S′. Let J ′ denote the hyperplane delimiting the sector S′. Notice
that y′′ ∈

⋂
S0 ⊂ S′, and similarly z′′ ∈ S′. On the other hand, we claim that x′′ /∈ S′.

Otherwise, J ′ separates x and x′′ because x /∈ S′, and it follows from Lemma 2.34 that
J ′ separates x from

⋂
S0. Therefore, it is sufficient to show that J ′ intersects

⋂
S0. But

S′ ⊂ S implies that
Sc ∩

⋂
S0 ⊂ (S′)c

⋂
S0,

and because J intersects
⋂
S0, we know that the left-hand side is non empty. Our claim

follows. Thus, we have proved that J ′ separates x and {y, z}, but does not separate
y and z. On the other hand, we know from Fact 2.89 that any hyperplane separating
x, y, z separates x′′ and y′′. Therefore, d(x′′, y′′) ≥ µ(x, y, z) + 1. A fortiori, the size
of our equilateral median triangle must be strictly larger than the size of (x′, y′, z′), so
(x′′, y′′, z′′) is not a quasi-median of (x, y, z). This proves that (x′, y′, z′) is the unique
quasi-median of (x, y, z).

Finally, let P denote the gated hull of {x′, y′, z′}. As a consequence of Fact 2.89, any hy-
perplane separating x, y, z must separate x′, y′, z′. Since d(x′, y′) = d(y′, z′) = d(z′, x′) =
µ(x, y, z), we deduce that no other hyperplane can separate two vertices of {x′, y′, z′}.
Therefore, it follows from Proposition 2.68 that the hyperplanes of P correspond to the
hyperplanes of X separating x, y, z. In particular, they must be pairwise transverse,
so that Lemma 2.74 implies that P is a prism. This proves the last statement of our
proposition.
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Remark 2.91. It can be proved that the convex hull of the quasi-median of any triple
of vertices is a product of triangles. Indeed, it follows from the description of convex
hulls given in Section 2.8 that the sectors of the convex hull of some set of vertices
S ⊂ X, viewed as a quasi-median graph on its own right, correspond to the sectors of
X separating two vertices of S; as a consequence, the hyperplanes of the convex hull of
our quasi-median delimits exactly three sectors, so that it follows from Lemma 2.74 that
this convex hull is isomorphic to a product of triangles. This statement was originally
proved by Mulder in his thesis [Mul80, (25) p. 149] (see also [BC08, Proposition 3]).

Corollary 2.92. A graph is median if and only if it is quasi-median and triangle-free.

Proof. Proving that a median graph is quasi-median and triangle-free is left as an exer-
cice. Conversely, ifX is a quasi-median graph which is triangle-free, then any hyperplane
delimits exacly two sectors. In particular, no hyperplane can separate three vertices at
the same time. Therefore, the unique quasi-median given by Proposition 2.84 has size
zero, ie., it produces a unique median vertex.

Next, let us prove the following application of Corollary 2.92. Recall that, given a graph
X and two vertices x, y ∈ X, the interval I(x, y) is defined as the union of all the
geodesics between x and y.

Proposition 2.93. In a quasi-median graph, an interval is median.

We begin by proving a technical lemma.

Lemma 2.94. Let X be a quasi-median graph, x, y ∈ X two vertices and a, b ∈ I(x, y)
two adjacent vertices. Then d(x, a) 6= d(x, b).

Proof. Suppose by contradiction that d(x, a) = d(x, b) = k. We deduce from the triangle
condition that there exists some vertex p ∈ X adjacent to both a and b such that
d(x, p) = k − 1. Similarly, noticing that

d(y, a) = d(x, y)− d(x, a) = d(x, y)− d(x, b) = d(y, b),

we know that there exists some vertex q ∈ X adjacent to both a and b such that
d(y, q) = d(y, a)− 1 = d(x, y)− d(x, a)− 1 = d(x, y)− k − 1. Now,

d(x, p) + d(y, q) + 2 = d(x, y) ≤ d(x, p) + d(p, q) + d(q, y),

hence d(p, q) ≥ 2. On the other hand d(p, q) ≤ d(p, a) + d(a, q) = 2, so d(p, q) = 2. As
a consequence, the vertices a, b, p, q define an induced subgraph which is isomorphic to
K−4 , a contradiction.

The previous lemma has several interesting consequences on the structure of intervals.

Corollary 2.95. In a quasi-median graph, an interval is an induced subgraph.

Proof. Let X be a quasi-median graph and x, y ∈ X two vertices. If a, b ∈ I(x, y) are
two vertices adjacent in X, we want to prove that they are adjacent in I(x, y). First,
the previous lemma implies that d(x, a) 6= d(x, b); say d(x, a) = d(x, b)−1. Let γ denote
the concatenation of the subsegment between x and a of some geodesic between x and
y passing through a, followed by the edge (a, b), and then followed by the subsegment
between b and y of some geodesic between x and y passing through b. Now, notice that

d(x, y) = d(x, b) + d(b, y) = d(x, a) + 1 + d(b, y) = d(x, a) + d(a, b) + d(b, y),

which is precisely the length of γ. Therefore, γ defines a geodesic between x and y
containing the edge (a, b). A fortiori, (a, b) ⊂ I(x, y).
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Corollary 2.96. In a quasi-median graph, an interval is triangle-free.

Proof. Let X be a quasi-median graph, x, y ∈ X two vertices and a, b, c ∈ I(x, y) three
vertices such that d(x, b) ≤ d(x, a), d(x, c) and b is adjacent to both a and c. Because a
and b are adjacent, and that d(x, b) ≤ d(x, a), we deduce that either d(x, b) = d(x, a) or
d(x, b) = d(x, a) − 1; but the former case is impossible according the previous lemma,
hence d(x, b) = d(x, a) − 1. Similarly, we show that d(x, c) = d(x, b) + 1, so that
d(x, c) = d(x, a). It follows from the previous lemma that a and c cannot be adjacent,
so that the vertices a, b, c cannot define a triangle.

The following lemma is the last step to prove Proposition 2.93.

Lemma 2.97. In a quasi-median graph, an interval is a convex subgraph.

Proof. LetX be a quasi-median graph and x, y ∈ X two vertices. We want to prove that,
if c is a vertex which belongs to some geodesic [a, b] between two vertices a, b ∈ I(x, y),
then c ∈ I(x, y), ie., there exists some geodesic between x and y passing through c.
More precisely, if we fix two geodesics [x, c] and [c, y], we claim that the concatenation
[x, c]∪ [c, y] defines a geodesic. For convenience, we will denote by [x, a] (resp. [a, y]) the
subsegment between x and a (resp. a and y) of some geodesic between x and y passing
through a; and similarly for [x, b] and [b, y].

Suppose by contradiction that [x, c] ∪ [c, y] is not a geodesic, so that there exists some
hyperplane J intersecting both [x, c] and [c, y]. We will use the following observation:

Fact 2.98. Let [p, q]∪ [q, r]∪ [r, p] be a geodesic triangle and J a hyperplane intersecting
[p, q]. Then J has to intersect either [q, r] or [r, p].

Indeed, because J intersects the geodesic [p, q], necessarily J separates [p, q]. Therefore,
if the path [q, r]∪ [r, p] does not meet J , it defines a path between p and q which lies in
some sector delimited by J , which is impossible. Consequently, J has to intersect either
[q, r] or [r, p] (or both), proving our fact.

Let [a, c] (resp. [b, c]) denote the subsegment of [a, b] between a and c (resp. b and c).
By applying our fact to the triangle [a, x]∪[x, c]∪[c, a], we deduce that J has to intersect
either [x, a] or [a, c]; and by applying our fact to the triangle [a, y]∪[y, c]∪[c, a], we deduce
that J has to intersect either [y, a] or [a, c]. On the other hand, because [x, a] ∪ [a, y]
is a geodesic, J intersects it at most once. Therefore, J must intersect [a, c]. Similarly,
we show that J intersects [b, c]. However, [a, c] ∪ [c, b] = [a, b] is a geodesic, so J cannot
intersect it twice, hence a contradiction.

Proof of Proposition 2.93. Let X be a quasi-median graph and x, y ∈ X two vertices.
Because I(x, y) is a convex subgraph ofX, the interval I(x, y) is a quasi-median graph on
its own right. Moreover, we know thanks to Corollary 2.96 that I(x, y) is triangle-free,
so we conclude from Corollary 2.92 that I(x, y) is a median graph.

Remark 2.99. The uniqueness of quasi-medians stated in Proposition 2.84 was proved
in [BMW94], as well as the gatedness of intervals and Proposition 2.93; and Corollary
2.92 was proved in [Mul80]. It is interesting to notice that our langage of hyperplanes
turns out to define a common framework to prove all these results.

2.8 Convex hulls

Definition 2.100. Let X be a graph and S ⊂ X a set of vertices. The convex hull of S
is the smallest convex subgraph of X containing S; alternatively, this is the intersection
of all the convex subgraphs of X which contain S.
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In this section, we are interested in characterizing the convex hull of a given set of
vertices. In CAT(0) cube complexes, the convex hull of some subspace coincides with
the intersection of all the halfspaces containing it. However, according to our dictionnary
given by Table 1, the translation of this statement is precisely Lemma 2.69. So we need
to introduce another family of specific subgraphs.

Definition 2.101. Let X be a quasi-median graph. A multisector M is the subgraph
generated by a union D1∪· · ·∪Dn, where D1, . . . , Dn are sectors delimited by a common
hyperplane. In particular, if D is a sector delimited by a hyperplane J , we refer to the
multisector generated by the sectors delimited by J which are different from D as the
cosector associated to D.

As a consequence of the following lemma, a proper multisector is never gated.

Lemma 2.102. Let J be a hyperplane and D1, . . . , Dk some sectors delimited by J ,
with k ≥ 2. Let M denote the multisector defined by D1, . . . , Dk. The gated hull of M
is N(J) ∪D1 ∪ · · · ∪Dk.

Proof. Let G denote the gated hull of M , so that we want to prove that

G = N(J) ∪D1 ∪ · · · ∪Dk.

Let C be a clique dual to J . Because k ≥ 2, M contains an edge of C, so that G must
contain C since any gated subgraph contains its triangles. Therefore, N(J)∪D1 ∪ · · · ∪
Dk ⊂ G. To conclude, it is sufficient to notice that N(J)∪D1 ∪ · · · ∪Dk is gated. This
is proved by the following fact, which is slightly more general than what we need here
since we allow k = 1.

Fact 2.103. Let J be a hyperplane and D1, . . . , Dk some sectors delimited by J with
k ≥ 1. Then N(J) ∪D1 ∪ · · · ∪Dk is a gated subgraph.

For convenience, set L = N(J) ∪D1 ∪ · · · ∪Dk. Let x ∈ X\L be a vertex. Because J
separates x from D1, . . . , Dk, any geodesic between x and some vertex of D1 ∪ · · · ∪Dk

must intersect N(J). Therefore, d(x, L) = d(x,N(J)). As a consequence, the gate of x
in N(J) defines a gate of x in L. We deduce that L must be gated.

The main result of this section is the following statement.

Proposition 2.104. The convex hull of a set of vertices S coincides with the intersection
of all the multisectors containing S

Our proposition will be essentially a consequence of the following two preliminary lem-
mas.

Lemma 2.105. A multisector is convex.

Proof. Let M be a multisector generated by some sectors D1, . . . , Dk delimited by a
hyperplane J . If x, y ∈ M are two vertices, we want to prove that any geodesic γ
between x and y belongs to M . Let 1 ≤ i, j ≤ k be such that x ∈ Di and y ∈ Dj . If
i = j, then γ ⊂ Di ⊂M by convexity of Di, and we are done. Now, suppose that i 6= j.
In particular, J separates x and y, so that γ must contain an edge e dual to J . Let us
write γ as the concatenation γ1 ∪ e ∪ γ2, where γ1 is the initial segment of γ whose last
vertex is the initial point of e and γ2 the final segment of γ starting from the terminating
vertex of e. We know that, because γ is a geodesic, J intersects it once, hence γ1 ⊂ Di

and γ2 ⊂ Dj ; in particular, γ1, γ2 ⊂M . Moreover, because the endpoints of e belong to
M , we necessarily have e ⊂M . A fortiori, we have γ ⊂M , concluding the proof.
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Lemma 2.106. Let C be a convex subgraph and x /∈ C a vertex. There exists a sector
D satisfying x ∈ D and D ∩ C = ∅.

Proof. Let y ∈ C be a vertex minimizing the distance ot x in C. Let J be a hyperplane
separating x and y (such a hyperplane exists since x /∈ C), and let D denote the sector
delimited by J which contains x. We claim that D is the sector we are looking for,
ie., D ∩ C = ∅. Fix some vertex z ∈ C, and let (x′, y′, z′) be the quasi-median of
the triple (x, y, z). Fix some geodesics [z, z′], [y′, z′], [y, y′]. Notice that, because C is
convex, the geodesic [y, y′] ∪ [y′, z′] ∪ [z′, z] between y and z must be included into C.
As a consequence, because y minimizes the distance to x in C, necessarily y = y′. In
particular, the hyperplane J , which separates x and y, either separates x and x′ or it
separates x′ and y′. In the former case, J separates x and z, hence z /∈ D; in the latter
case, we deduce from Fact 2.90 that J separates x, y, z, hence z /∈ D. We conclude that
D ∩ C = ∅.

Proof of 2.104. Let C denote the convex hull of S and I the intersection of all the
multisectors containing S. We deduce from Lemma 2.105 that I is convex, hence C ⊂ I.
Now, if x /∈ C, then we deduce from Lemma 2.106 that there exists some sector D
satisfying x ∈ D and D ∩ C = ∅. In particular, if M denotes the cosector associated to
D, then S ⊂ C ⊂M and x /∈M . A fortiori, x /∈ I since I ⊂M . Thus, we have proved
that X\C ⊂ X\I, or equivalently I ⊂ C. We conclude that I = C.

Corollary 2.107. The convex hull of a finite subset is finite.

Proof. Let C denote the convex hull of a finite set of vertices S, and let D be a sector.
Three cases may happen. Either D ∩ S = ∅, so that S is included into the cosector
associated to D, hence D ∩ C = ∅; or S ⊂ D, so that C ⊂ D; or D separates two
vertices of S. Therefore, a sector separates two vertices of C if and only if it separates
two vertices of S. On the other hand, because S is finite, there exist only finitely many
such sectors, so that we deduce from Corollary 2.65 that C is finite.

2.9 Flat rectangles

In this section, we introduce a particular class of subgraphs we call flat rectangles. We
used them in [Gen16b] to study hyperbolicity in CAT(0) cube complexes. Our goal here
is to prove that similar results still hold in quasi-median graphs. In particular, Propo-
sition 2.111 and Proposition 2.113 for CAT(0) cube complexes correspond respectively
to [Gen16b, Theorem 2.13 and Theorem 3.3]. The hyperbolicity of quasi-median graphs
was also studied in [CDE+, Corollary 5].

Definition 2.108. A flat rectangle is an isometric embedding R : [0, n] × [0,m] ↪→ X,
where we identify the square complex [0, n]× [0,m] with its 1-skeleton; if m = n, R will
be referred to as a flat square. If n,m ≤ C for some C ≥ 0, we say that R is C-thin.

The following lemma provides a useful way to construct flat rectangles.

Definition 2.109. A quadrangle is a quadruple (a, b, c, d) satisfying b, d ∈ I(a, c) and
a, c ∈ I(b, d).

Lemma 2.110. Let (a, b, c, d) be a quadrangle and [a, b], [b, c] two geodesics. There exists
a flat rectangle [0, r]× [0, s] ↪→ X satisyfing [0, r]× {0} = [a, b], {r} × [0, s] = [b, c] and
(0, s) = d.

Proof. According to Proposition 2.63, we can identify X with the quasi-cubulation of its
canonical structure of space with partitions. In particular, the geodesic [a, b] produces
the sequence of vertices

σa, [σa, A1], [σa, A1, A2], . . . , [σa, A1, . . . , Ap] = σb;

51



and similarly, the geodesic [b, c] produces

σb, [σb, B1], [σb, B1, B2], . . . , [σb, B1, . . . , Bq] = σc.

Let J1, . . . , Jp (resp. H1, . . . ,Hq) denote the hyperplanes underlying the sectorsA1, . . . , Ap
(resp. B1, . . . , Bq). We claim that, for every 1 ≤ i ≤ p and 1 ≤ j ≤ q, the hyperplanes
Ji and Hj are transverse. For convenience, fix two geodesics [a, d] and [d, c]; notice that,
because d ∈ I(a, c), the concatenation [a, d] ∪ [d, c] is a geodesic.

Because Ji intersects a geodesic between a and c, namely [a, b] ∪ [b, c], necessarily Ji
separates a and c. In particular, Ji must intersect the geodesic [a, d] ∪ [d, c]. On the
other hand, since a ∈ I(b, d), the concatenation [b, a] ∪ [a, d] is a geodesic, so that Ji
cannot intersect it twice. We deduce that Ji intersects [c, d]. Therefore, b, c ∈ Ai and
a, d /∈ Ai. Similarly, we show that a, b ∈ Bj and c, d /∈ Bj . In particular, Ji and Hj must
be transverse.

As a consequence of Lemma 2.49, for every 1 ≤ i ≤ p and 1 ≤ j ≤ q we have

c = [σa, A1, . . . , Ap, B1, . . . , Bq] = [σa, A1 . . . , Ai, B1, . . . , Bq, Ai+1, . . . , Ap],

and σij = [σ,A1, . . . , Ai, B1, . . . , Bj ] defines an orientation, ie., a vertex of X. Consider
the application

R :
{

[0, p]× [0, q] −→ X
(i, j) 7−→ σij

We claim that R is the flat rectangle we are looking for. To conclude, we only have to
prove that R is an isometric embedding. Once again according to Lemma 2.49, we know
that

σi+r,j+s = [σij , Ai+1, . . . , Ai+r, Bj+1, . . . , Bj+s].

Moreover, we deduce from Lemma 2.50 that

Ai+k 6= σa(Jk) = σij(Jk) and Bj+h 6= σb(Hk) = σa(Hk) = σij(Hk).

Therefore, according to Corollary 2.51, we conclude that d(σij , σi+r,j+s) = r + s.

Now, we are ready to prove the following proposition, which was fundamental in [Gen16b].
A sequence of subgraphs (Y1, . . . , Yn) is called a cycle of subgraphs if Yi ∩ Yi+1 6= ∅ for
every i mod n.

Proposition 2.111. Let X be a quasi-median graph and (Y1, Y2, Y3, Y4) a cycle of gated
subgraphs. There exists a flat rectangle [0, a] × [0, b] ↪→ X satisyfing [0, a] × {0} ⊂ Y1,
[0, a]× {b} ⊂ Y3, {a} × [0, b] ⊂ Y2 and {0} × [0, b] ⊂ Y4.

Proof. Let a ∈ Y1 ∩ Y2 be a vertex minimizing the distance to Y3 ∩ Y4. Let b (resp. d, c)
denote its projection onto Y3 (resp. Y4, Y3 ∩ Y4). It is worth noticing that, according to
Lemma 2.39, we have b ∈ Y2 and d ∈ Y1. We claim that (a, b, c, d) defines a quandrangle.
For convenience, fix four geodesics [a, b], [b, c], [c, d] and [d, a].

First, c ∈ Y3 implies b ∈ I(a, c), and c ∈ Y4 implies d ∈ I(a, c).

Now, notice that, if J is a hyperplane intersecting [c, d], because c is the projection of
d onto Y3 as a consequence of Lemma 2.38, we deduce from Lemma 2.34 that J has to
be disjoint from Y3. In particular, it cannot intersect [b, c]. Similarly, we show that no
hyperplane intersecting [b, c] can intersect [c, d]. Therefore, the concatenation [d, c]∪[c, b]
is a geodesic according to Proposition 2.30. As a consequence, c ∈ I(b, d).

Finally, we want to prove that a ∈ I(b, d). Because we know from Proposition 2.93 that
I(a, c) is a median graph, the triple (a, b, d) admits a median vertex m. Noticing that
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m ∈ I(a, b) ⊂ Y2 since Y2 is convex, and similarly m ∈ I(a, d) ⊂ Y1 since Y1 is convex,
we deduce that m ∈ Y1 ∩ Y2. On the other hand,

d(a, c) = d(a, d) + d(d, c) = d(a,m) + d(m, d) + d(d, c) = d(a,m) + d(m, c),

hence d(m, c) = d(a, c)− d(a,m). Since a minimizes the distance to Y3 ∩ Y4 in Y1 ∩ Y2,
we deduce that a = m, hence a = m ∈ I(b, d).

Thus, we have proved that (a, b, c, d) defines a quadrangle. According to Lemma 2.110,
there exists a flat rectangle [0, n]×[0,m] ↪→ X such that (0, 0) = a, (n, 0) = b, (n,m) = c
and (0,m) = d. Because a, b ∈ Y2 and Y2 is convex, necessarily [0, n] × {0} ⊂ Y2.
Similarly, we show that {n} × [0,m] ⊂ Y3, [0, n]× {m} ⊂ Y4 and {0} × [0,m] ⊂ Y1.

Corollary 2.112. Let Y1, Y2 ⊂ X be two gated subgraphs. If d denote the diameter of
the projection of Y1 onto Y2, then there exists a flat rectangle [0, d]×[0, p] ↪→ X satisfying
[0, d]× {0} ⊂ Y1 and [0, d]× {p} ⊂ Y2.

Proof. Let x, y ∈ Y1 be two vertices such that, if x′, y′ denote their respective projections
onto Y2, then d(x′, y′) = d. Let J1, . . . , Jd denote the d hyperplanes separating x′ and
y′. For every 1 ≤ i ≤ d, we denote by J+

i (resp. J−i ) the sector delimited by Ji which

contains x′ (resp. y′). Finally, let C± =
d⋂
i=1

J±i . Notice that x′ ∈ C+ and y′ ∈ C−, so

that Y2 ∩ C+ and Y2 ∩ C− are non empty. Then, as a consequence of Lemma 2.34, any
hyperplane separating x and x′ must be disjoint from Y2, so that no Ji separates x and
x′, hence x ∈ J+

i and finally x ∈ C+. Similarly, we show that y ∈ C−. Therefore, the
intersection Y1 ∩ C+ and Y1 ∩ C− are non empty. We have prove that (Y1, C

+, Y2, C
−)

is a cycle of gated subgraphs, so that Proposition 2.111 implies that there exists a flat
rectangle [0, n]× [0,m] ↪→ X satisfying [0, n]×{0} ⊂ Y1, [0, n]×{m} ⊂ Y2, (0,m) ∈ C+

and (n,m) ∈ C−. Since J1, . . . , Jd clearly separate C+ and C−, we have m ≥ d, so that
taking a subrectangle of [0, n] × [0,m] if necessary produces the flat rectangle we are
looking for.

As an application, we are able to characterize hyperbolic quasi-median graphs. First,
define a facing triple as the data of three hyperplanes such that no one separates the two
others, and a join of hyperplanes (H,V) as the data of two collections of hyperplanes
H,V which do not contain facing triples and such that any hyperplane of H is transverse
to any hyperplane of V; a join (H,V) is K-thin, where K ≥ 0 is some fixed integer, if
min(#H,#V) ≤ K.

Proposition 2.113. Let X be a quasi-median graph. The following assertions are
equivalent:

(i) X is hyperbolic;

(ii) its join of hyperplanes are uniformly thin;

(iii) its flat rectangles are uniformly thin;

(iv) its bigons are uniformly thin.

Let us begin by proving a preliminary lemma.

Lemma 2.114. Let X be a quasi-median graph and x, y ∈ X two vertices. For every
vertex z ∈ I(x, y) and for every geodesic [x, y] between x and y, there exists a flat square
R : [0, n]× [0, n] ↪→ X satisfying z = (0, 0) and (n, n) ∈ [x, y].
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Proof. Let w be the unique vertex of [x, y] satisfying d(x,w) = d(x, z). Because I(x, y)
is median according to Proposition 2.93, we can introduce the median vertex a ∈ X
of the triple (w, x, z) and the median vertex b ∈ X of the triple (w, y, z). Notice that
a, b ∈ I(z, w). Moreover, if we fix some geodesics [x, a], [a, z], [z, b] and [b, y], we notice
that the concatenation

[x, a] ∪ [a, z] ∪ [z, b] ∪ [b, y]

defines a geodesic; in particular, [a, z] ∪ [z, b] is a geodesic between a and b passing
through z, hence z ∈ I(a, b). Similarly, we show that w ∈ I(a, b). Therefore, there exists
a flat rectangle R with a, b, w, z as corners. By proving that

d(a, z) = d(a,w) = d(b, z) = d(b, w),

we will justify that this flat rectangle is the flat square we are looking for. First, notice
that

d(x, a) + d(a, z) = d(x, z) = d(x,w) = d(x, a) + d(a,w),

hence d(a, z) = d(a,w). Let `1 denote this common value. Similarly, because

d(y, z) = d(x, y)− d(x, z) = d(x, y)− d(x,w) = d(y, w),

we show that d(b, z) = d(b, w). Let `2 denote this common value. Next, notice that

2`1 = d(z, a) + d(a,w) = d(z, b) + d(b, w) = 2`2,

hence `1 = `2. This concludes the proof.

Proof of Proposition 2.113. Suppose that X is δ-hyperbolic for some δ ≥ 0 and let
(H,V) be a join of hyperplanes. First notice that the cubical dimension of X must be
finite. If it was not the case, X would contain (the 1-skeleton of) an n-cube as an isomet-
rically embedded subgraph for every n ≥ 1 according to Proposition 2.73 and Lemma
2.80, but such a cube contains a triangle which is not (n− 1)-thin. Next, suppose that
#H,#V ≥ Ram(d) for some d ≥ dim�(X), where Ram(·) denotes the corresponding
Ramsey number (which is defined by the following property: for every r ≥ 1 and every
edge-coloring of the complete graph on at least Ram(r) vertices with two colors, one
can find a monochromatic complete subgraph with at least r vertices). This implies
that H and V contain respectively some subcollections H0 and V0 of d pairwise non
transverse hyperplanes (this is a classical argument; see for instance [Gen16b, Lemma
3.7]). Because H0 contains no facing triple, we can number its elements

H0 = {H1, . . . ,Hd}

so that, for every 2 ≤ i ≤ d − 1, the hyperplane Hi separates Hi−1 and Hi+1. Number
similarly the elements of V0:

V0 = {V1, . . . , Vd},

i.e., Vi separates Vi−1 and Vi+1 for every 2 ≤ i ≤ d−1. Now, (N(V1), N(H1), N(Vd), N(Hd))
defines a cycle of gated subgraphs, so Proposition 2.111 yields a flat rectangle R : [0, n]×
[0,m] ↪→ X such that [0, n]×{0} ⊂ N(H1), {n}× [0,m] ⊂ N(Vd), [0, n]×{m} ⊂ N(Hd)
and {0}× [0,m] ⊂ N(V1). Since V1 and Vd are separated by d−2 hyperplanes, it follows
that n ≥ d − 2; similarly, we know that m ≥ d − 2. On the other hand, because a flat
square [0, k]×[0, k] ↪→ X contains a geodesic triangle which is not (k−1)-thin, we deduce
that the flat rectangles of X are all (δ + 1)-thin. Therefore, d ≤ min(n,m) + 2 ≤ δ + 3.
Consequently, we have proved that

min(#H,#V) ≤ max (Ram(dim�(X)),Ram(δ + 4)) .
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This proves the implication (i)⇒ (ii).

Next, because the hyperplanes dual to a flat rectangle R : [0, n]× [0,m] ↪→ X defines a
join of hyperplanes (H,V) satisfying #H = m and #V = n, we know that the implication
(ii)⇒ (iii) holds.

Now, suppose that (iii) holds, ie., there exists some constant B such that the flat
rectangles of X are all B-thin. So, if we fix some bigon (γ1, γ2) and some vertex x ∈ γ1,
Lemma 2.114 implies that there exists a flat square R such that x ∈ R and R ∩ γ2
contains some vertex y, and we conclude that

d(x, γ2) ≤ d(x, y) ≤ diam(R) ≤ 2B.

This proves the implication (iii) ⇒ (iv). Finally, suppose that (iv) holds, ie., there
exists some constant B such that any bigon of X is B-thin. Let [x, y] ∪ [y, z] ∪ [z, x]
be a geodesic triangle and let (x′, y′, z′) denote the quasi-median of the triple (x, y, z).
We fix some geodesics [x, x′], [y, y′], [z, z′], [x′, y′], [y′, z′], [z′, x′]. We want to prove
that, if p ∈ [x, y] is a vertex, then d(p, [y, z] ∪ [z, x]) ≤ 4B + 3. Because the bigon
defined by [x, y] and [x, x′] ∪ [x′, y′] ∪ [y′, y] is B-thin by assumption, there exists some
q ∈ [x, x′] ∪ [x′, y′] ∪ [y′, y] such that d(p, q) ≤ B. If q ∈ [x, x′] (resp. q ∈ [y, y′]), then
similarly we find some q′ ∈ [x, z] (resp. q′ ∈ [y, z]) such that d(q, q′) ≤ B, hence

d(p, [x, x′] ∪ [x′, y′] ∪ [y′, y]) ≤ d(p, q′) ≤ d(p, q) + d(q, q′) ≤ 2B.

From now on, suppose that q ∈ [x′, y′]. Fix some vertex q′ ∈ [x′, z′]. Again by the
same argument, we find some vertex q′′ ∈ [x, z] satisfying d(q′, q′′) ≤ B. According to
Proposition 2.84, the gated hull of {x′, y′, z′} is a prism P , so

d(p, [x, x′] ∪ [x′, y′] ∪ [y′, y]) ≤ d(p, q′′) ≤ d(p, q) + d(q, q′) + d(q′, q′′) ≤ 2B + diam(P ).

On the other hand, a prism of cubical dimension 2n contains a bigon which is not
(n− 1)-thin, hence dim�(P ) ≤ 2B + 1; as a conquence, diam(P ) ≤ 2B + 3. Therefore,

d(p, [x, x′] ∪ [x′, y′] ∪ [y′, y]) ≤ 2B + 2B + 3 = 4B + 3.

Thus, we have proved that the geodesic triangles of X are all (4B + 3)-thin, so that X
must be hyperbolic. This proves (iv)⇒ (i).

2.10 Fixed point theorem

This section is dedicated to the proof of the following result.

Theorem 2.115. A group acting on a quasi-median graph with a bounded orbit stabilises
a finite prism.

In the particular case of a finite group acting on a locally finite quasi-median graph,
the previous statement follows from [BCC+13a, Theorem 4]. Our proof follows the
argument given by Roller in [Rol98, Theorem 11.7], where he shows a similar statement
for median algebras (which holds in particular for CAT(0) cube complexes). We begin
by proving our theorem for finite quasi-median graphs.

Proposition 2.116. Let X be a finite quasi-median graph. There exists a prism P ⊂ X
which is stabilised by Aut(X).

Proof. Let D denote the sectors D of X satisfying |D| > 1
2 |X| (by abuse of notation, we

denote by | · | the number of vertices of the subgraph which we consider), and let X(1)
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denote the (finite) intersection
⋂

D∈D
D. Notice that, if D1, D2 ∈ D, then D1 ∩D2 6= ∅,

since otherwise we would have

|X| ≥ |D1|+ |D2| >
1
2 |X|+

1
2 |X| = |X|,

a contradiction. Therefore, according to Helly’s property 2.8, X(1) is a non empty gated
subgraph of X, which is clearly Aut(X)-invariant. If X(1) is a single vertex, we are
done. Otherwise, as a quasi-median graph on its own right, X(1) must contain some
hyperplanes. In particular, if there exists a sector D of X(1) satisfying |D| > 1

2 |X
(1)|,

then the previous construction can be iterated, and we obtain a new non empty Aut(X)-
invariant gated subgraph X(2), and so on. Because X is finite, our sequence X ) X(1) )
X(2) ) · · · must terminate to some non empty Aut(X)-invariant gated subgraph Y . By
construction, either Y is a single vertex, so that we are done, or any sector D of Y
satisfies |D| ≤ 1

2 |Y |.

In the latter case, we claim that any two hyperplanes of Y are transverse. If not,
there exist two nested hyperplanes P and Q. Let P denote the sector delimited by P
containing Q, and P ′ the union of the sectors delimited by P which are different from
P ; similarly, let Q denote the sector delimited by Q containing P, and Q′ the union
of the sectors delimited by Q which are different from Q. Notice that P ′ ⊂ Q implies
|P ′| ≤ |Q| ≤ 1

2 |Y |, hence

1
2 |Y | ≥ |P | = |Y | − |P

′| ≥ |Y | − 1
2 |Y | =

1
2 |Y |.

Therefore, |P | = 1
2 |Y |, and finally |P ′| = |Y | − |P | = 1

2 |Y |. Similarly, we show that
|Q′| = 1

2 |Y |. As a consequence,

|Y \(P ′ ∪Q′)| = |Y | − |P ′| − |Q′| = |Y | − 1
2 |Y | −

1
2 |Y | = 0,

which is impossible. Thus, we have proved that the hyperplanes of Y are pairwise
transverse. It follows from Lemma 2.74 that Y must be a prism.

Definition 2.117. Let X be a quasi-median graph. We define the gated topology on
X(0) by taking the set of the sectors of X as a prebasis.

Notice that a sector is open by definition, so that, because two distinct vertices are
always separated by at least one hyperplane, the topology is Hausdorff. But a sector is
also closed, since it is the complement of the union of the other sectors delimited by the
corresponding hyperplane. In particular, the gated topology is totally disconnected and
any gated subgraph is closed.

Lemma 2.118. With respect to the gated topology, a ball is compact.

In the sequel, we will use the following notation: if S is a set and U a collection of
subsets, the intersection

⋂
U denotes

⋂
U∈U

U .

Proof of Lemma 2.118. Let B be a ball of radius r. Recall that a Hausdorff topological
space is compact if and only if, for every collection F of closed subspaces satisfying⋂
Fs 6= ∅ for every finite subcollection Fs ⊂ F , we have

⋂
F 6= ∅. Therefore, it is

sufficient to prove that, given a collection H of sectors satisfying
⋂
Hs ∩B 6= ∅ for every

finite subcollection Hs ⊂ H, we have
⋂
H ∩B 6= ∅.

If y ∈ B, let Hy denote {H ∈ H | y /∈ H}. We claim that #Hy ≤ 2r. Let H1, . . . ,Hn ∈
Hy. By our hypothesis, there exists a vertex z ∈ B ∩H1 ∩ · · · ∩Hn. Clearly, H1, . . . ,Hn

separate y and z, hence #Hy ≤ d(y, z) ≤ 2r.
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Next, we want to prove that
⋂
H 6= ∅. Let x ∈ B be the center of B. Since our

previous claim states that Hx is finite, we know that there exists a vertex y ∈ B∩
⋂
Hx;

notice that any sector of H contains either x or y. Let H0 = H\(Hx ∪ Hy) denote the
subcollection of the sectors of H containing both x and y. Notice that x ∈

⋂
H0 ∩

⋂
Hy

and y ∈
⋂
H0 ∩

⋂
Hx; moreover, because Hx and Hy are finite, our hypothesis implies

that B ∩
⋂
Hx∩

⋂
Hy is non empty, so that in particular

⋂
Hx∩

⋂
Hy is necessarily non

empty. Applying Helly’s property 2.8, we deduce that⋂
H =

⋂
H0 ∩

⋂
Hx ∩

⋂
Hy 6= ∅.

Let z ∈
⋂
H, and let (x′, y′, z′) denote the quasi-median of the triple (x, y, z). Notice

that any sector H of H contains z and either x or y; a fortiori, it must contain either
I(z, x) or I(z, y), hence z′ ∈ H. Moreover

d(x, z′) = d(x, x′) + d(x′, z′) = d(x, x′) + d(x′, y′) = d(x, y′) ≤ d(x, y) ≤ r,

hence z′ ∈ B. Thus, the intersection
⋂
H ∩B is non empty.

Lemma 2.119. With respect to the gated topology, the set of accumulation points
B(x, r)′ of a ball B(x, r) centered at x of radius r is included into B(x, r − 1).

Proof. Because B(x, r) is compact, we know that B(x, r)′ ⊂ B(x, r). Therefore, we only
have to prove that a vertex y ∈ X satisfying d(x, y) = r cannot belong to B(x, r)′.

Let S denote the intersection of all the sectors of X which contain y but not x. No-
tice that, because there exist only finitely many sectors separating x and y, S is the
intersection of finitely many sectors, so that it must be open with respect to the gated
topology. Fix some vertex z ∈ B(x, r) ∩ S. Notice that no hyperplane separate x, y, z
at the same time: otherwise, there would exist a sector containing y but not x and z,
contradicting our choice of z. Therefore, we deduce from Proposition 2.84 that the triple
{x, y, z} admits a median vertex m. Similarly, no hyperplane can separate m and y,
since otherwise there would exist a sector containing y but not x and z, hence m = y.
In particular, y belongs to a geodesic between x and z, hence

d(x, z) = d(x, y) + d(y, z) = r + d(y, z).

On the other hand, z ∈ B(x, r) implies d(x, z) ≤ r, hence y = z. Thus, we have proved
that B(x, r) ∩ S = {y}. As a consequence, {y} is an open subspace of B(x, r), which
implies that y /∈ B(x, r)′.

Proof of Theorem 2.115. Let G be a group acting on a quasi-median graph X with a
bounded orbit. Let B ⊂ X be a bounded G-invariant subset, say a bounded orbit of
G. In particular, there exist some vertex x ∈ X and some integer r ≥ 0 such that
B ⊂ B(x, r). We define the sequence of subsets (B(i)) by B(0) = B and B(i+1) =

(
B(i)

)′
for every i ≥ 0. Notice that B′ ⊂ B(x, r)′ ⊂ B(x, r − 1) according to Lemma 2.119,
and we deduce by induction that B(i) ⊂ B(x, r − i) for every i ≥ 0. As a consequence,
there exists some i ≥ 0 such that B(i+1) = ∅. This implies that B(i) must be finite, since
otherwise B(i+1) would be non empty by compactness. Thus, B(i) is a finite G-invariant
subset. Let Y denote its convex hull. Clearly, Y is G-invariant, and we deduce from
Corollary 2.107 that Y is finite as well. Because Y is a quasi-median graph on its own
right, we deduce from Proposition 2.116 that Y contains a G-invariant prism, which
concludes the proof.
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2.11 CAT(0)-ness

In this section, we prove that quasi-median graphs can be endowed naturally with a
cellular structure making them CAT(0) spaces. See [Lea13, Appendix] and references
therein for the link between CAT(0) cube complexes and CAT(0) spaces; and [BCC+13b]
to see how CAT(0) spaces arise similarly from the more general class of (finite) retracts
of products of chordal graphs.

Given a complete graph K, consider the Hilbert space H(K) of the `2-functions K(0) →

[0, 1]. If δv, for v ∈ K(0), denotes the function u 7→
{

0 if u 6= v
1 otherwise , then the map

v 7→ 1√
2δv defines an isometric embedding K ↪→ H(K). By identifying K with the

convex hull of its image in H(X), we naturally view K as a CAT(0) cellular complex.
By Cartesian product, we produce a similar structure on any prism.

A prism complex X is a cellular complex obtained by identifying a collection of prisms
along their faces by isometries (a face of a prism is a prism of smaller dimension). Given
two points x, y ∈ X, a chain Σ between x and y is a sequence of points x1, . . . , xn such
that x1 = x, xn = y, and for every 1 ≤ i ≤ n − 1, xi and xi+1 belong to a same prism
Pi. (Notice that a chain between two points of X always exists if X is connected: for
instance, consider a path in the one-skeleton between two prisms containing our points.)

The length of our chain is defined by `(Σ) =
n−1∑
i=1

dPi(xi, xi+1). Finally, we introduce a
pseudo-distance on X by

d : (x, y) 7→ inf{`(Σ) | Σ chain between x and y}.

This is the standard way to define a metric on a polyhedral complex, as explained
in [BH99, Definition 7.4]. From now on, we will suppose that every prism complex
is endowed with this pseudo-metric. By defining a quasi-median complex as a prism
complex obtained from a quasi-median graph by filling in every clique with a simplex
and every 1-skeleton of an n-cube with an n-cube, we want to prove:

Theorem 2.120. Quasi-median complexes are CAT(0).

The following lemma will be fundamental in the proof of Theorem 2.120.

Lemma 2.121. Let X be a quasi-median complex and x, y ∈ X two points. Let px, py
denote the minimal prisms containing x, y respectively. For every chain Σ between x
and y, there exists another chain Σ∗ between x and y such that `(Σ∗) ≤ `(Σ) which is
included into the gated hull of {px, py}.

Proof. Let H denote the gated hull of {px, py} and Σ = (x1, . . . , xn). A hyperplane J is
bad relatively to Σ if J does not separate x and y, and Σ is not contained into the sector
J+ delimited by J which contains x and y. Let b(Σ) denote the number of hyperplanes
which are bad relatively to Σ. We want to prove that there exists a chain Σ∗ between
x and y satisfying b(Σ∗) = 0 and `(Σ∗) ≤ `(Σ). If b(Σ) = 0, it suffices to set Σ∗ = Σ.
From now on, suppose that b(Σ) ≥ 1, and let J be a bad hyperplane relatively to Σ
which maximizes the distance to H. Let ∂ = N(J) ∩ J+ ⊂ ∂J .

Let (xr, . . . , xs) be a maximal subsegment of Σ included into N(J). We claim that the
points xr, xs belong to ∂.

Suppose by contradiction that xr /∈ ∂. Let P be a prism containing xr−1 and xr. Because
xr−1 /∈ N(J), P * N(J); but P ∩N(J) 6= ∅ because Σ is a chain. Let v ∈ P ∩N(J) be a
vertex, J1, . . . , Jm the hyperplanes dual to P , and, for every 1 ≤ i ≤ m, vi ∈ P a vertex
adjacent to v and separated from it by Ji. If J, J1, . . . , Jm are pairwise transverse, we
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deduce from Fact 2.75 that the gated hull of {x, x1, . . . , xm} defines a prism whose dual
hyperplanes are J, J1, . . . , Jm, hence P ⊂ N(J), a contradiction. Therefore, there exists
a hyperplane J ′ dual to P which is disjoint from J . On the other hand, because xr /∈ ∂
and P * N(J), the prism P , and a fortiori the hyperplane J ′, must be included into a
sector delimited by J which is different from J+, the sector containing H. Consequently,
we have d(J ′, H) > d(J,H), contradicting our choice of J . Thus, we have proved that
necessarily xr ∈ ∂. Similarly, we show that xs ∈ ∂.

From Lemma 2.28, we know that N(J) is naturally isomorphic to the product F (J)×C,
where C is a clique dual to J and F (J) the main fiber of J ; moreover, there exists
c ∈ C such that ∂ = F (J) × {c}. From Σ, we construct a new chain Σ′ by replacing
the subsegment (xr, . . . , xs) with its projection onto ∂. It is worth noticing that any
hyperplane intersecting Σ′ must intersect Σ, hence b(Σ′) ≤ b(Σ); moreover, `(Σ′) ≤ `(Σ).
Finally, if we construct the chain Σ′′ from Σ by iterating this process with all the maximal
subsegments of Σ included into N(J), then J will not be a bad hyperplane relatively to
Σ′′, hence b(Σ′′) ≤ b(Σ)− 1. Moreover, `(Σ′′) ≤ `(Σ).

By iterating this construction, we find a new chain Σ∗ between x and y such that
b(Σ∗) = 0 and `(Σ∗) ≤ `(Σ). The fact that b(Σ∗) = 0 precisely means that, for every
hyperplane J which does not separate x and y, Σ∗ must be included into the sector
delimited by J which contains x and y. From Lemma 2.69, we deduce that Σ∗ ⊂ H.

The next step is to prove Theorem 2.120 in a special case.

Lemma 2.122. Cubically finite quasi-median complexes are complete CAT(0) spaces.

Proof. We argue by induction on the number of hyperplanes. A quasi-median graph
without hyperplanes being a single vertex, there is nothing to prove in this case. If
the hyperplanes of our quasi-median complex are pairwise transverse, we deduce from
Lemma 2.74 that it is a prism, so that it must be a complete CAT(0) space as a Cartesian
product of complete CAT(0) spaces. From now on, we suppose that our quasi-median
complex X contains at least two disjoint hyperplanes J, J ′. Let J+ denote the sector
delimited by J which contains our second hyperplane J ′.

Let Z denote the union of N(J) with all the sectors delimited by J which are different
from J+, and ∂ the connected component of ∂J equal to N(J) ∩ J+ = Z ∩ J+. Notice
that

Claim 2.123. For every vertices x ∈ Z and y ∈ J+,

d(x, y) = inf
z∈∂

(d(x, z) + d(z, y)) .

Let Σ = (x1, . . . , xn) be a chain from x to y. Let xk denote the last element of the
sequence x1, . . . , xn which belongs to Z. Notice that, since xn = y /∈ Z, necessarily
k ≤ n− 1, so that xk+1 is well-defined, and it belongs to J+. Let P denote the minimal
prism containing both xk and xk+1. Because xk+1 does not belong to Z, and that Z is
a gated subgraph, there must exist a hyperplane J ′ separating xk+1 from Z; a fortiori,
J and J ′ are disjoint. On the other hand, if xk does not belong to ∂, J must separate
xk and xk+1 since they belong to distinct sectors delimited by J . Thus, the two disjoint
hyperplanes J and J ′ are transverse to the same prism P , which is impossible. Therefore,
xk ∈ ∂. We deduce that, if Σ1 = (x1, . . . , xk) and Σ2 = (xk, . . . , xn) are subchains of Σ,
then

`(Σ) = `(Σ1) + `(Σ2) ≥ d(x, xk) + d(xk, y) ≥ inf
z∈∂

(d(x, z) + d(z, y)) .

A fortiori, d(x, y) ≥ inf
z∈∂

(d(x, z) + d(z, y)). The reverse inequality follows from the
triangle inequality, which proves our claim.
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Next, noticing that J is disjoint from J+ and that J ′ is disjoint from Z, we deduce that
the numbers of hyperplanes of Z and J+ are strictly less than the number of hyperplanes
of X. Notice also that Z is a gated subcomplex of X according to Fact 2.103, so that
it is a quasi-median complex on its own right. Therefore, we can apply our induction
hypothesis to deduce that J+ and Z are CAT(0). In order to conclude thatX is CAT(0),
it is sufficient to show that ∂ is a complete convex subspace in both Z and J+, so that
the Gluing Theorem [BH99, Theorem II.11.1] applies. (Indeed, Claim 2.123 states that
the pseudo-distance d coincides with the pseudo-distance defined on the gluing Zt∂ J+.)

From Lemma 2.29, we already know that ∂ is a gated subcomplex. In particular, it is
a quasi-median complex on its own right, and we deduce that it is a complete CAT(0)
space by applying our induction hypothesis since J being disjoint from ∂ implies that
the number of hyperplanes of ∂ is strictly less than the number of hyperplanes of X.
The convexity of ∂ in Z and J+ follows from Lemma 2.121. Indeed, if we view ∂ as a
subcomplex of Z (resp. J+), for every points x, y ∈ ∂, the unique geodesic in Z (resp.
J+) between x and y must be contained in the gated hull of {px, py}, which in its turn
must be included into ∂ since ∂ is gated.

Corollary 2.124. Quasi-median complexes are geodesic metric spaces.

Proof. Let X be a quasi-median complex and x, y ∈ X two points. Let Y denote the
gated hull of {px, py}. According to Lemma 2.121,

dX(x, y) = inf{`(Σ) | Σ chain between x and y}
= inf{`(Σ) | Σ ⊂ Y chain between x and y}
= dY (x, y).

On the other hand, since Y is a cubically finite quasi-median complex according to
Corollary 2.71, it follows from Lemma 2.122 that Y is a CAT(0) space. Thus, the
unique geodesic between x and y in Y produces a geodesic in X.

Proof of Theorem 2.120. Let X be a quasi-median complex and x, y, z ∈ X three points
defining a geodesic triangle T . Let Y denote the gated hull of {px, py, pz}. It follows
from Lemma 2.121 that Y is convex, hence T ⊂ Y . On the other hand, according to
Corollary 2.71, Y is a cubically finite quasi-median complex, so that T must satify the
CAT(0) inequality since Y is CAT(0) according to Lemma 2.122.

2.12 Locally quasi-median prism complexes

In [Gro87, Paragraph 4.2.C], Gromov noticed that a (finite-dimensional) cube complex
defines a CAT(0) space if and only if it is simply connected and if the links of its vertices
are simplicial flag complexes. Because this condition on the links turns out to be often
easy to verify, CAT(0) cube complexes have become a convenient source of CAT(0)
spaces. In this section, we are interested in finding a similar criterion for determining
whether a prism complex is or not quasi-median.

Definition 2.125. Let X be a prism complex and v ∈ X a vertex. The simplicial
part link4(v) of the link link(v) is the subcomplex generated by the edges associated
to 2-simplices of X; and the cubical part link�(v) of the link link(v) is the subcomplex
generated by the edges associated to 2-cubes of X.

Roughly speaking, our criterion can be thought of as follows: the cubical part of the
prism complex must behave like a CAT(0) cube complex; its simplicial part must be
a union of simplices such that the intersection between two such simplices is at most
a single vertex; and the cubical and simplicial parts must interact in a “nonpositively
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curved” way, meaning that the interior of a prism is always filled in. Before stating the
criterion we will be interested in, let us mention that, following [BCC+13a], we define
a flag simplicial complex as a simplicial complex in which every cycle of length three
bounds a 2-simplex, and a flag prism complex as a prism complex in which every cycle
of length three bounds a 2-simplex and every induced cycle of length four bounds a
2-cube.

Definition 2.126. A prism complex X is locally quasi-median if it is flag and if, for
every vertex v ∈ X,

• link�(v) is a simplicial flag complexes;

• link4(v) is a disjoint union of simplices;

• a simplex and a cube both containing v and intersecting along (at least) an edge
must be contained into a prism.

Our main criterion is the following. The difficult part of the proof, namely showing that
the 1-skeleton of a simply connected locally quasi-median complex is a weakly modular
graph, is contained in [BCC+13a].

Theorem 2.127. A prism complex is quasi-median if and only if it locally quasi-median
and simply connected.

Proof. Let X be a prism complex. Suppose that X is quasi-median. It is flag by
definition and, because X is a CAT(0) space, according to Theorem 2.120, it must be
simply connected (and even contractible). Next, let v ∈ X be a vertex. It follows from
Fact 2.75 that link�(v) is a flag complex, and because the intersection between two
distinct cliques is either empty or a single vertex, according to Lemma 2.11, we also
know that link4(v) is a disjoint union of simplices. Finally, if C is a simplex and Q a
cube such that both contain v and such that their intersection contains an edge, then C
and Q must be included into the carrier of the hyperplane dual to the clique underlying
C, so that it follows from Lemma 2.28 that C and Q generate a prism.

Conversely, suppose that X is locally quasi-median and simply connected. Then X is
a bucolic complex, as defined in [BCC+13a], and it follows from [BCC+13a, Theorem 1]
that the 1-skeleton X(1) is a weakly modular graph. Moreover, because cycles of length
three in X bound 2-simplices and because the simplicial parts of links are disjoint unions
of simplices, K−4 cannot be an induced subgraph of X(1); and similarly, because induced
cycles of length four in X bound 2-cubes and because the cubical parts of links are
simplicial complexes, K2,3 cannot be an induced subgraph of X(1). Therefore, X(1) is a
quasi-median graph, and a fortiori X is a quasi-median prism complex.

3 Metrizing quasi-median graphs
In this section, we show that, if each clique C of a quasi-median graph X is endowed
with a metric δC , in such a way that the collection of all these metrics is coherent, then
there exists a global metric δ extending them. Moreover, if a group G acts on X and
if our collection of metrics is G-invariant, then the action Gy X induces an isometric
action G y (X, δ). (The existence such collection of metrics will be studied in Section
5.) The main idea is that the global geometry of (X, δ) reduces to the local geometries
of the (C, δC)’s.
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3.1 Canonical bijections

Before dealing with metrics on quasi-median graphs, we define a canonical bijection
tC→C′ : C → C ′ between any two cliques C,C ′ dual to the same hyperplane. This
family of bijections will be fundamental not only in this section but in the whole article.

Definition 3.1. Let X be a quasi-median graph and C,C ′ two cliques dual to the same
hyperplane. The canonical bijection from C to C ′, denoted by tC→C′ , is the restriction
of the projection projC′ : X → C ′ to C.

Alternatively, if J denotes the hyperplane dual to C and C ′, then Lemma 2.28 yields an
isomorphism Ψ : N(J)→ F (J)× C, and conjugating tC→C′ by Ψ produces the natural
bijection (C, x) 7→ (C ′, x). Loosely speaking, tC→C′ translates C along J to C ′.

Now, we register some basic facts about the canonical bijections for future use.

Lemma 3.2. For any two cliques C,C ′ dual to the same hyperplane,

projC′ = tC→C′ ◦ projC .

The following observation will be needed to prove Lemma 3.2.

Fact 3.3. Let X be a quasi-median graph, C a clique and x ∈ X a vertex. If D
denotes the sector delimited by the hyperplane dual to C which contains x, then D∩C =
{projC(x)}.

Proof. Let J denote the hyperplane dual to C. According to Lemma 2.34, any hyper-
plane separating x and its projection onto C must be disjoint from C, so J cannot
separate x and projC(x). It follows that x and projC(x) belong to the same sector de-
limited by J , hence projC(x) ∈ D ∩ C. On the other hand, any two vertices of C are
separated by J , so D ∩ C contains a single vertex. The conclusion follows.

Proof of Lemma 3.2. Let J denote the hyperplane dual to C,C ′. Fix a vertex x ∈ X
and let Dx denote the sector delimited by J containing x. As a consequence of Fact 3.3,
x and projC(x) belong to Dx. Next, by applying Fact 3.3 twice, we know that

{projC′(x)} = Dx ∩ C ′ = {projC′ ◦ projC(x)}.

Therefore,
projC′ = projC′ ◦ projC = tC→C′ ◦ projC ,

which concludes the proof.

Lemma 3.4. If C,C ′, C ′′ are three cliques dual to the same hyperplane, then

tC′→C′′ ◦ tC→C′ = tC→C′′ .

Proof. By applying Lemma 3.2 twice, we deduce that

tC→C′′ = projC′′ ◦ tC→C′ = tC′→C′′ ◦ projC′ ◦ tC→C′ .

On the other hand, it is clear that projC′ ◦ tC→C′ = tC→C′ , so that the conclusion
follows.

Corollary 3.5. If C,C ′ are two cliques dual to the same hyperplane, then

t−1
C→C′ = tC′→C .
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Proof. By applying the previous lemma, we know that

tC′→C ◦ tC→C′ = tC→C = idC .

The conclusion follows.

Remark 3.6. As a consequence of Lemma 3.4, if C1, . . . , Cn is a sequence of cliques all
dual to the same hyperplanes, where C1 = C = Cn for some clique C, then

tCn−1→Cn ◦ tCn−2→Cn−1 ◦ · · · ◦ tC2→C3 ◦ tC1→C2 = idC .

This monodromy condition satisfied by the canonical bijections generalizes the fact that,
in a CAT(0) cube complex, hyperplanes are two-sided.

3.2 Extending metrics

Given a quasi-median graph X, a system of (pseudo-)metrics is the data, for every clique
C of X, of a (pseudo-)metric δC defined on C. If C and C ′ are two cliques dual to the
same hyperplane, we define a new metric on C ′ by

δC→C′ : (x, y) 7−→ δC (tC′→C(x), tC′→C(y)) ,

where tC→C′ : C → C ′ is the canonical bijection defined in Section 3.1. Our system of
(pseudo-)metrics is coherent if δC′ = δC→C′ for every pair of cliques C,C ′ dual to the
same hyperplane. In this section, our goal is to extend such a collection of (pseudo-
)metrics to a global one. In fact, several natural extensions exist, depending on some
parameter p ∈ [1,+∞] we fix.

Given two vertices x, y ∈ X, a chain Σ between x and y is a sequence of vertices

x0 = x, x1, . . . , xn−1, xn = y

such that, for every 0 ≤ i ≤ n − 1, xi and xi+1 belong to a common prism Pi =
Ci1 × · · · × Cin(i). The `

p-length of Σ is defined by

`p(Σ) =
n−1∑
i=0

δpPi(xi, xi+1),

where δpPi denotes the `
p-distance of the product (Ci1, δCi1)× · · · × (Cin(i), δCin(i)

), ie.

δpPi : ((yk), (zk)) 7→

n(i)∑
k=1

δCi
k
(yk, zk)p

1/p

if p < +∞ and
δ∞Pi : ((yk), (zk)) 7→ max

1≤k≤n(i)
δCi

k
(yk, zk)

otherwise. It is worth noticing that the quantity δpPi(xi, xi+1) does not depend on the
choice of the prism Pi containing both xi and xi+1, and that the metric δpPi does not
depend on the way we decomposed Pi as a product of cliques, because our system of
(pseudo-)metrics is coherent. Finally, we define the pseudo-distance

δp(x, y) = inf{`p(Σ) | Σ chain between x and y}.

Notice that, for every vertices x, y ∈ X, the quantity δp(x, y) is necessarily finite. Indeed,
fix a geodesic z1, . . . , zn from x to y. A fortiori, for every 1 ≤ i ≤ n−1, the vertices zi and
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zi+1 are adjacent, so that there exists a unique clique Ci containing them. Therefore,
z1, . . . , zn defines a chain Σ from x to y, hence

δp(x, y) ≤ `p(Σ) =
(
n−1∑
i=1

δCi(zi, zi+1)p
)1/p

< +∞

if p is finite, and

δ∞(x, y) ≤ `∞(Σ) = max
1≤i≤n−1

δCi(zi, zi+1) < +∞

otherwise. Thus, we have defined a global pseudo-distance δp. Now, we want to prove
that δp turns out to be a metric (if we started from a collection of distances) which
extends the δC ’s.

Proposition 3.7. Let X be a quasi-median graph endowed with a coherent system of
metrics. The global pseudo-metric δp is a distance. Moreover, for every gated subgraph
Y , the inclusion Y ⊂ X induces an isometric embedding (Y, δpY ) ↪→ (X, δp) where δpY
denotes the global metric on Y obtained by extending the (restriction to Y of) our system
of metrics.

The second part of the statement is contained in the following lemma, which follows by
reproducing word for word the proof of Lemma 2.121.

Lemma 3.8. Let X be a quasi-median graph endowed with a coherent system of metrics.
Let x, y ∈ X be two vertices. For every chain Σ between x and y, there exists another
chain Σ∗ between x and y satisfying `(Σ∗) ≤ `(Σ) which is contained into the gated hull
of {x, y}.

Proof of Proposition 3.7. Let x, y ∈ X be two distinct vertices. A fortiori, there must
exist a hyperplane J separating them. Set

δJ(x, y) = δC(projC(x),projC(y)),

where C is a clique dual to J . Notice that δJ(x, y) > 0 because J separates x and y.
Moreover, this quantity does not depend on the choice of C. Indeed, if C and C ′ are
two cliques dual to the same hyperplane, then we deduce from Lemma 3.2 that

δC(p(x), p(y)) = δC(t ◦ q(x), t ◦ q(y)) = δC→C′(q(x), q(y)) = δC′(q(x), q(y)),

where t = tC′→C : C ′ → C is the canonical bijection from C to C ′, p : X → C the
projection onto C and q : X → C ′ the projection onto C ′. Now, let Σ = (x1, . . . , xn)
be a chain between x and y, and, for every 1 ≤ i ≤ n − 1, let Pi denote the minimal
prism containing both xi and xi+1. Because J separates x and y, the set of prisms
{Pm1 , . . . , Pmr} intersected by J is non empty (for convenience, suppose that m1 <
· · · < mr). Notice that x and xm1 are not separated by J , so that p(x) = p(xm1);
similarly, p(y) = p(xmr+1). Therefore,

`p(Σ) =
n−1∑
i=1

δpPi(xi, xi+1) ≥
r−1∑
k=1

δpPmk
(xmk , xmk+1) ≥

r−1∑
k=1

δC(p(xmk), p(xmk+1))

≥ δC(p(xm1), p(xmr+1)) = δC(p(x), p(y)) = δJ(x, y)

Because the quantity δJ(x, y) does not depend on the choice of the chain Σ, it follows
that δp(x, y) ≥ δJ(x, y) > 0. Thus, we have proved that δp is a distance. The second
statement of our proposition is a direct consequence of Lemma 3.8.
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So far, we have given infinitely many ways to extend a coherent system of metrics in order
to get a global distance on the vertices of a quasi-median graph. Our next statement
shows that, if the cubical dimension of our quasi-median graph is finite, then these
global metrics are all Lipschitz-equivalent. When the cubical dimension is infinite, the
global geometry may be more interesting with respect to one of the possible metrics. For
instance, in the case of CAT(0) cube complexes, we noticed in [Gen16b] that the CAT(0)
cube complex associated to a C ′(1/4) − T (4) polygonal complex is always hyperbolic
with respect to the `∞-distance, even when it is infinite-dimensional (if so, it cannot be
hyperbolic with respect to the `p-distance for any p ∈ [1,+∞)).

Proposition 3.9. Let X be a quasi-median graph endowed with a coherent system of
metrics. If q ∈ [1,+∞] satisfies 1

p + 1
q = 1, then

δp ≤ δ1 ≤ dim�(X)1/q · δp.

Proof. Let x, y ∈ X be two vertices. Fix a chain Σ = (x1, . . . , xn) between x and y, and,
for every 1 ≤ i ≤ n − 1, let Pi denote a prism containing both xi and xi+1. Because
p ≥ 1, we know that δpPi ≤ δ

1
Pi

for every 1 ≤ i ≤ n− 1, hence

δp(x, y) ≤ `p(Σ) =
n−1∑
i=1

δpPi(xi, xi+1) ≤
n−1∑
i=1

δ1
Pi(xi, xi+1) = `1(Σ).

A fortiori, δp(x, y) ≤ δ1(x, y). On the other hand, it follows from Hölder’s inequality
that

δ1
Pi(xi, xi+1) ≤ dim�(Pi)1/q · δpPi(xi, xi+1) ≤ dim�(X)1/q · δpPi(xi, xi+1)

for every 1 ≤ i ≤ n− 1, hence

δ1(x, y) ≤ `1(Σ) ≤ dim�(X)1/q · `p(Σ).

A fortiori, δ1(x, y) ≤ dim�(X)1/q · δp(x, y). This concludes the proof.

A natural problem is to determine how the (global) geometry of (X, δp) reduces to the
(local) geometries of the cliques (C, δC). So we ask the following question:

Question 3.10. Let X be a quasi-median graph endowed with a coherent system of
metrics, and P a property of metric spaces. If, for every clique C, the metric space
(C, δC) satisfies the property P, when does (X, δp) satisfies P as well?

In this section and the next ones, we will answer this question for several properties,
including being geodesic (Corollary 3.19), being locally finite (Lemma 3.25; see also
Remark 3.26), and being CAT(0) (Proposition 3.11); Proposition 3.30 also studies the
`p-compression of the global metric.

A good picture to keep in mind is that (X, δp) is a kind of a “cubical agregate”. A CAT(0)
cube complex is a union of cubes, which are products of edges, glued together in a “non-
positively curved” way. Similarly, (X, δp) is a union of prisms, which are products of
the spaces (C, δC), glued together in a “non-positively curved” way. From this analogy,
it would not be surprising that any property characterizing a “non-positively curved”
behaviour transfers from local to global. We will motivate this idea by proving the
following statement:

Proposition 3.11. Let X be a quasi-median graph endowed with a coherent system of
complete CAT(0) metrics. Then (X, δ2) is a CAT(0) space in which gated subgraphs of
X are convex.
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Proof. First, let us prove by induction on the number of hyperplanes that, for any
cubically finite gated subgraph Y ⊂ X, the metric space (Y, δ2) is a complete CAT(0)
space. If Y has no hyperplane, it is a single vertex and there is nothing to prove; if
Y has a single hyperplane, it is a single clique and there is nothing to prove. From
now on, suppose that Y contains at least two hyperplanes. If the hyperplanes of Y are
pairwise transverse, it follows from Lemma 2.74 that Y is a prism, so that (Y, δ2) is
isometric to the `2-product of finitely many complete CAT(0) spaces. It follows from
[BH99, Examples II.1.5] that (Y, δ2) is a complete CAT(0) space. Next, suppose that Y
contains two disjoint hyperplanes, say J1 and J2. Let Y2 denote the sector delimited by
J1 containing J2 and Y1 the union of all the other sectors with N(J1). According to Fact
2.103 and Proposition 2.15 respectively, Y1 and Y2 are gated. By applying our induction
hypothesis, we know that (Y1, δ

2) and (Y2, δ
2) are complete CAT(0) spaces. Moreover,

the intersection Y1 ∩ Y2 is a fiber of J1, which is also a gated subgraph according to
Proposition 2.15, so we deduce from our induction hypothesis that Y1∩Y2 is a complete
subspace of both (Y1, δ

2) and (Y2, δ
2); also, note that, as a consequence of Lemma 3.8,

Y1 ∩ Y2 is geodesic, and a fortiori convex since CAT(0) spaces are uniquely geodesic, in
both (Y1, δ

2) and (Y2, δ
2). Next, notice that, by reproducing word for word the proof of

Claim 2.123, we get the following general statement:

Fact 3.12. Let X be a quasi-median graph endowed with a coherent system of metrics,
and Y a gated subgraph containing two disjoint hyperplanes J1 and J2. Let Y2 denote the
sector delimited by J1 containing J2, Y1 the union of all the other sectors with N(J1),
and ∂ the fiber N(J1) ∩ Y2 of J1. Fix some p ∈ [1,+∞]. Then

δp(x, y) = inf
z∈∂

(δp(x, z) + δp(z, y))

for every vertices x ∈ Y1 and y ∈ Y2.

In particular, the equality

δ2(x, y) = inf
z∈Y1∩Y2

(
δ2(x, z) + δ2(z, y)

)
holds for every vertices x ∈ Y1 and y ∈ Y2. Therefore, it follows from the Gluing
Theorem [BH99, Theorem II.11.1] that (Y, δ2) is a complete CAT(0) space.

Now, we can notice that (X, δ2) is a geodesic metric space. Indeed, the interval between
two vertices is a cubically finite gated subgraph, and it follows from our previous ob-
servation that such an interval must be geodesic. On the other hand, such a geodesic
defines a geodesic in (X, δ2) as a consequence of Lemma 3.8. Now, it makes sense to
state that gated subgraphs of X are convex in (X, δ2), which is also a consequence of
Lemma 3.8.

Finally, let ∆ = (x, y, z) be a geodesic triangle in (X, δ2). Since gated subgraphs are
convex, necessarily ∆ must be included into the gated hull H of {x, y, z}. On the other
hand, this hull is a cubically finite gated subgraph, so that the CAT(0) inequality must
be satisfied in H, and a fortiori in (X, δ2). This concludes the proof.

3.3 More on the global metric δ1

According to Proposition 3.9, our global metrics are all Lipschitz equivalent when the
cubical dimension of the underlying quasi-median graph is finite, so that it is often pos-
sible to choose the metric which is the easiest to handle in the context we are interested
in. In this section, our goal is to show that the global metric δ1 can be described in a
more explicit way, justifying the fact it will be our favorite metric most of the time. In
all the article, we will set δ = δ1 for short.
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Fix a quasi-median graph endowed with a coherent system of metrics. For every hyper-
plane J of X, we associate a pseudo-metric δJ on X defined by

δJ : (x, y) 7→ δC(projC(x), projC(y)),

where C is any clique dual to J . Notice that δJ does not depend on the choice of the
clique C since, whenever C and C ′ are two cliques dual to the same hyperplane, we
deduce from Lemma 3.2 that

δC(p(x), p(y)) = δC(t ◦ q(x), t ◦ q(y)) = δC→C′(q(x), q(y)) = δC′(q(x), q(y)),

where t = tC′→C : C ′ → C is the canonical bijection from C to C ′, p : X → C the
projection onto C and q : X → C ′ the projection onto C ′. Notice that, for every vertices
x, y ∈ X, the quantity δJ(x, y) is non zero if and only if J separates x and y.

Proposition 3.13. Let X be a quasi-median graph endowed with a coherent system of
metrics and x, y ∈ X two vertices. Then

δ(x, y) =
∑

J hyperplane
δJ(x, y) =

∑
J separates x and y

δJ(x, y).

Proof. We want to prove by induction on k that, for any gated subgraph Y containing
at most k hyperplanes, the equality

δ(x, y) =
∑

J separates x and y

δJ(x, y)

holds for every x, y ∈ Y .

Let Y be a gated subgraph with finitely many hyperplanes. If Y contains no hyperplane
then Y is a single vertex and there is nothing to prove. And if the hyperplanes of Y
are pairwise transverse, then Lemma 2.74 implies that Y is a single prism, so that the
equality follows. From now on, suppose that Y contains at least two disjoint hyperplanes,
say J1 and J2. Let Y2 denote the sector delimited by J1 which contains J2, and Y1 the
union of all the other sectors with N(J1). According to Fact 2.103 and Proposition 2.15
respectively, Y1 and Y2 are gated subgraphs. Moreover, the numbers of hyperplanes
of Y1 and Y2 are smaller than the number of hyperplanes of Y , so that our induction
hypothesis applies, ie.,

δ(x, y) =
∑

J separates x and y

δJ(x, y)

for every vertices x and y which both belong to either Y1 or Y2. In particular, we know
that the equality we want to prove holds if we consider two vertices of Y1 or two vertices
of Y2, so, in order to conclude, it is sufficient to verify our equality for two vertices x ∈ Y1
and y ∈ Y2. On the other hand, if we denote by ∂ the fiber N(J1) ∩ Y2 of J1, we know
from Fact 3.12 that

δ(x, y) = inf
z∈∂

(δ(x, z) + δ(z, y)) .

Fix some z ∈ ∂. Let x′, y′ denote respectively the projections of x, y onto ∂, and let
(x′′, y′′, z′′) be the quasi-median of the triple (x′, y′, z) (as defined in Section 2.7). Notice
that, because ∂ is a quasi-median graph on its own right, and because there exists a
unique quasi-median in a quasi-median graph according to Proposition 2.84, necessarily
x′′, y′′, z′′ belong to ∂.

For convenience, let us introduce the following notation. If a, b ∈ X are two vertices, we
denote by J(a, b) the set of the hyperplanes separating a and b. Notice that, if c ∈ I(a, b),
ie., if c lies on a geodesic between a and b, then J(a, b) = J(a, c) t J(c, b).
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Because x′ is the projection of x onto ∂ and that z ∈ ∂, necessarily x′ ∈ I(x, z).
Moreover, by definition of a median triangle, there exists a geodesic between x′ and z
passing through x′′ and z′′. Therefore,

J(x, z) = J(x, x′) t J(x′, x′′) t J(x′′, z′′) t J(z′′, z).

Similarly,
J(z, y) = J(z, z′′) t J(z′′, y′′) t J(y′′, y′) t J(y′, y)

As a consequence,

δ(x, z) + δ(z, y) =
∑

J∈J(x,z)
δJ(x, z) +

∑
J∈J(z,y)

δJ(z, y)

≥
∑

J∈J(x,x′)tJ(x′,x′′)
δJ(x, z) +

∑
J∈J(x′′,z′′)

δJ(x, z)

+
∑

J∈J(z′′,y′′)
δJ(z, y) +

∑
J∈J(y′′,y′)tJ(y′,y)

δJ(z, y)

Notice that, if J ∈ J(x, x′) t J(x′, x′′), then z and y′′ are not separated by J . Indeed,
if J ∈ J(x, x′), then it follows from Lemma 2.34 that J separates x from ∂, but z and
y′′ belongs to ∂, so J cannot separate them; and if J ∈ J(x′, x′′), our claim follows from
Fact 2.88. So ∑

J∈J(x,x′)tJ(x′,x′′)
δJ(x, z) =

∑
J∈J(x,x′)tJ(x′,x′′)

δJ(x, y′′),

and similarly, ∑
J∈J(y′′,y′)tJ(y′,y)

δJ(z, y) =
∑

J∈J(y′′,y′)tJ(y′,y)
δJ(y′′, y).

Next, notice that it follows from Fact 2.90 that J(x′′, z′′) = J(z′′, y′′) = J(x′′, y′′), so that∑
J∈J(x′′,z′′)

δJ(x, z) +
∑

J∈J(z′′,y′′)
δJ(z, y) =

∑
J∈J(x′′,y′′)

(δJ(x, z) + δJ(z, y))

≥
∑

J∈J(x′′,y′′)
δJ(x, y) =

∑
J∈J(x′′,y′′)

δJ(x, y′′)

The last equality is justified by the fact that no hyperplane of J(x′′, y′′) separates y and
y′′. Indeed, a hyperplane J separating y and y′′ separates either y and y′ or y′ and y′′. In
the former case, it follows from Lemma 2.34 that J separates y from ∂, so that it cannot
separate y and y′′ since y′′ ∈ ∂; and in the latter case, the conclusion is a consequence
of Fact 2.88. By noticing that

J(x, x′) t J(x′, x′′) t J(x′′, y′′) = J(x, y′′) and J(y′′, y′) t J(y′, y) = J(y′′, y),

we finally get

δ(x, z) + δ(z, y) ≥
∑

J∈J(x,x′)tJ(x′,x′′)tJ(x′′,y′′)
δJ(x, y′′) +

∑
J∈J(y′′,y′)tJ(y′,y)

δJ(y′′, y)

≥
∑

J∈J(x,y′′)
δJ(x, y′′) +

∑
J∈J(y′′,y)

δJ(y′′, y) = δ(x, y′′) + δ(y′′, y)

where the last equality is justified by the fact that x, y′′ both belong to Y1 and that y′′, y
both belong to Y2. Notice that y′′ ∈ I(x, y). Indeed, by definition of a quasi-median
triangle, we know that there exists a geodesic [x′, y′] ⊂ ∂ between x′ and y′ passing
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through y′′. On the other hand, a hyperplane separating x and x′ must separate x from
∂ according to Lemma 2.34, and a fortiori from Y2, so that it cannot intersect [x′, y′]
or separate y and y′; and similarly, a hyperplane separating y and y′ cannot intersect
[x′, y′] or separate x and x′. Therefore, fixing some geodesics [x, x′] and [y, y′] respectively
between x and x′, and y and y′, we deduce that the concatenation [x, x′]∪ [x′, y′]∪ [y′, y]
is a geodesic since it cannot intersect a hyperplane twice. So we have proved that y′′
belongs to some geodesic between x and y, which precisely means that y′′ belongs to
the interval I(x, y). A fortiori, y′′ ∈ ∂ ∩ I(x, y). Thus, we have proved that

δ(x, y) = inf
z∈∂∩I(x,y)

(δ(x, z) + δ(z, y)) .

On the other hand, for every z ∈ ∂ ∩ I(x, y),

δ(x, z) + δ(z, y) =
∑

J∈J(x,z)
δJ(x, z) +

∑
J∈J(z,y)

δJ(y, z).

Notice that, for every J ∈ J(x, z), the projections of y and z onto N(J) coincide since
J does not separate y and z, hence δJ(x, z) = δJ(x, y). Similarly, δJ(z, y) = δJ(x, y) for
every J ∈ J(z, y). Thus,

δ(x, z) + δ(z, y) =
∑

J∈J(x,z)tJ(z,y)
δJ(x, y) =

∑
J∈J(x,y)

δJ(x, y).

It follows that
δ(x, y) =

∑
J∈J(x,y)

δJ(x, y),

concluding the proof.

Example 3.14. If δC : (x, y) 7→
{

0 if x = y
1 otherwise for every clique C of X, then δ = d.

We know from Proposition 3.7 that gated subgraphs define isometrically embedded
subspaces of (X, δp), for every p ∈ [1,+∞]. When p = 1, we are also able to show that
they are convex in the following meaning:

Definition 3.15. Let (S, d) be a metric space. The interval of two points x, y ∈ S is
the set

I(x, y) = {z ∈ X | d(x, y) = d(x, z) + d(z, y)}.

A subset R ⊂ S is convex if I(x, y) ⊂ R for every x, y ∈ R.

It is worth noticing that, if (S, d) is a geodesic metric space, then I(x, y) is the union
of all the geodesics between x and y; and a subset R ⊂ S is convex if and only if every
geodesic between two points of R stays in R, which is the usual definition of convexity
for geodesic metric spaces.

Proposition 3.16. Let X be a quasi-median graph endowed with a coherent system of
metrics. Every gated subgraph of X is convex in (X, δ).

This proposition is essentially a consequence of the following lemma, which is an adap-
tation of Lemma 2.121.

Lemma 3.17. Let X be a quasi-median graph endowed with a coherent system of met-
rics. Let x, y, z ∈ X be three vertices such that z does not belong to the gated hull of
{x, y}. There exists some ε(z) > 0 such that, for every chain Σ between x and y passing
through z, there exists another chain Σ∗ between x and y satisfying `(Σ∗) ≤ `(Σ)− ε(z).
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Proof. Let J be a hyperplane separating z from the gated hull H of {x, y} which max-
imizes the distance to H. Notice that z belongs to N(J) since otherwise there would
exist a hyperplane separating z from N(J), contradicting the maximality of J . Let J+

denote the sector delimited by J which contains H, and set ∂ = N(J) ∩ J+ ⊂ ∂J .

Let (xr, . . . , xs) be the maximal subsegment of Σ included into N(J) which contains z.
We claim that the points xr, xs belong to ∂.

Suppose by contradiction that xr /∈ ∂. Let P be a prism containing xr−1 and xr. Because
xr−1 /∈ N(J), P * N(J); but P ∩N(J) 6= ∅ because Σ is a chain. Let v ∈ P ∩N(J) be a
vertex, J1, . . . , Jm the hyperplanes dual to P , and, for every 1 ≤ i ≤ m, vi ∈ P a vertex
adjacent to v and separated from it by Ji. If J, J1, . . . , Jm are pairwise transverse, we
deduce from Fact 2.75 that the gated hull of {x, x1, . . . , xm} defines a prism whose dual
hyperplanes are J, J1, . . . , Jm, hence P ⊂ N(J), a contradiction. Therefore, there exists
a hyperplane J ′ dual to P which is disjoint from J . On the other hand, because xr /∈ ∂
and P * N(J), the prism P , and a fortiori the hyperplane J ′, must be included into a
sector delimited by J which is different from J+, the sector containing H. Consequently,
we have d(J ′, H) > d(J,H), contradicting our choice of J . Thus, we have proved that
necessarily xr ∈ ∂. Similarly, we show that xs ∈ ∂.

Let Σ′ denote the subchain (xr, . . . , xs). For every r ≤ i ≤ s− 1, fix a prism Pi ⊂ N(J)
containing both xi and xi+1. Without loss of generality, we can suppose that Pi contains
a clique dual to J , so that Pi decomposes a product Ci×P ′i where P ′i is a prism included
into ∂ and Ci a clique dual to J . Notice that, if m : X → ∂ denotes the projection onto
∂, then (m(xr), . . . ,m(xs)) defines a chain since m(xi) and m(xi+1) both belong to P ′i
for every r ≤ i ≤ s− 1; let Σ′′ denote this new chain. Now, if we denote by q : X → C
the projection onto some clique C dual to J and qi : X → Ci the projection onto Ci for
every r ≤ i ≤ s, we have

`(Σ′) =
s−1∑
i=r

δPi(xi, xi+1) =
s−1∑
i=r

(
δP ′i (m(xi),m(xi+1)) + δCi(qi(xi), qi(xi+1))

)

= `(Σ′′) +
s−1∑
i=r

δC(q(xi), q(xi+1))

On the other hand, we know by assumption that there exists some r + 1 ≤ k ≤ s − 1
satisfying xk = z, so that

s−1∑
i=r

δC(q(xi), q(xi+1)) ≥
k−1∑
i=r

δC(q(xi), q(xi+1)) ≥ δC(q(xr), q(xk)) = δC(q(x), q(z)).

Therefore, `(Σ′) ≥ `(Σ′′) + ε(z) where

ε(z) = min{δJ(x, z) | J separates z from {x, y}}.

Notice that ε(z) > 0 since there exists only finitely many hyperplanes separating z from
{x, y}. A fortiori, if Σ∗ denote the chain obtained from Σ by replacing Σ′ with Σ′′,

`(Σ∗) = `(Σ) + `(Σ′′)− `(Σ′) ≤ `(Σ)− ε(z).

This concludes the proof.

Proof of Proposition 3.16. Let Y be a gated subgraph and x, y ∈ Y two vertices. We
want to prove that, if z ∈ X is a vertex which does not belong to Y , then z /∈ I(x, y). This
will prove that I(x, y) must be included into Y , concluding the proof of the proposition.
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Let ε(z) denote the constant given by Lemma 3.17. Fix a chain Σ1 (resp. Σ2) between
x and z (resp. between z and y) such that |`(Σ1) − δ(x, z)| ≤ ε(z)/4 (resp. |`(Σ2) −
δ(z, y)| ≤ ε(z)/4). A fortiori, the concatenation of Σ1 and Σ2 defines a chain Σ between
x and y passing through z. According to Lemma 3.17, there exists a chain Σ∗ between
x and y such that `(Σ∗) ≤ `(Σ)− ε(z). We have

δ(x, y) ≤ `(Σ∗) ≤ `(Σ)− ε(z)

≤ `(Σ1) + `(Σ2)− ε(z) ≤ δ(x, z) + ε(z)
4 + δ(z, y) + ε(z)

4 − ε(z)

≤ δ(x, z) + δ(z, y)− ε(z)
2 < δ(x, z) + δ(z, y)

Therefore, z does not belong to the interval I(x, y).

Now, fix a quasi-median graph X endowed with a coherent system of geodesic metrics.
A natural problem is to determine whether (X, δ) is geodesic as well, and if so, to
determine (at least some of) its geodesics. For this purpose, let us define a broken
geodesic γ = γ1 ∪ · · · ∪ γn between two vertices x, y ∈ X as the data of

• a sequence of cliques C1, · · · , Cn such that x ∈ C1, y ∈ Cn and such that Ci∩Ci+1
reduces to a single vertex xi for every 1 ≤ i ≤ n− 1;

• a sequence of paths γ1 ⊂ C1, . . . , γn ⊂ Cn such that γi is a geodesic in (Ci, δCi)
between xi and xi+1 for every 1 ≤ i ≤ n− 1, with the convention that x0 = x and
xn = y;

such that x0, x1, . . . , xn−1, xn defines a geodesic in (X, d) between x and y.

It is worth noticing that any two vertices of X are linked by a broken geodesic. Indeed,
fix two vertices x, y ∈ X and consider some geodesic x0 = x, x1, . . . , xn−1, xn = y
between x and y in (X, d). For every 0 ≤ i ≤ n−1, let Ci denote the unique clique of X
containing the edge (xi, xi+1) and γi a geodesic between xi and xi+1 in (Ci, δCi). Then

γ = γ0 ∪ γ1 · · · · · · ∪ γn−1 ∪ γn

defines a broken geodesic between x and y.

Lemma 3.18. A broken geodesic defines a geodesic in (X, δ).

Proof. Let γ = γ0 ∪ γ1 ∪ · · · γn be a broken geodesic between two vertices x, y ∈ X.
For every 0 ≤ i ≤ n − 1, let Ci denote the clique containing γi and xi, xi+1 ∈ Ci the
endpoints of γi. By definition,

ϕ : x0 = x, x1, . . . , xn−1, xn = y

is a geodesic between x and y in (X, d). We claim that γ defines a geodesic in (X, δ).

Let a, b ∈ γ. If there exists some 0 ≤ i ≤ n such that a, b ∈ γi, then it is clear that
δ(a, b) = δCi(a, b) is equal to the length of the subsegment of γ between a and b. So let
us suppose that there exist i < j such that a ∈ γi\{xi+1} and b ∈ γj\{xj}. Set

ϕ : a, xi+1, xi+2, . . . , xj−1, xj , b.

Notice that ϕ defines a geodesic in (X, d). Indeed, the clique containing (a, xi+1) is Ci,
the clique containing (xj , b) is Cj , and finally, for every i + 1 ≤ r ≤ j − 1, the clique
containing (xr, xr+1) is Cr, so that no hyperplane intersects ϕ twice (otherwise, a hyper-
plane would intersect ϕ twice, which is impossible). As a consequence, the hyperplanes
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separating a and b are precisely the hyperplanes dual to the cliques mentionned above,
hence

δ(a, b) = δCi(a, xi+1) +
j−1∑
r=i+1

δCr(xr, xr+1) + δCj (xj , b).

By noticing that this is precisely the length of the subsegment of γ between a and b, we
conclude that γ is a geodesic.

Thus, combined with Proposition 3.16, we deduce from this lemma that:

Corollary 3.19. Let X be quasi-median graph endowed with a coherent system of
geodesic metrics. Then (X, δ) is a geodesic metric space in which the gated subgraphs
are convex.

Remark 3.20. In the statements of Lemma 3.18 and Corollary 3.19, we consider
geodesic metric spaces which are either all discrete (ie., with geodesics defined on N) or
all continuous (ie., with geodesics defined on R). More precisely, Lemma 3.18 proves
that a broken geodesic constructed from discrete (resp. continuous) geodesics defines a
discrete (resp. continuous) geodesic, and Corollary 3.19 states that the global metric
associated to a system of discrete (resp. continuous) geodesic spaces is discrete (resp.
continuous) geodesic.

In order to motivate the idea that studying (X, δ1) may be useful to deduce properties
of (X, δp) when the cubical dimension of X is finite, let us notice that, as a consequence
of Proposition 3.9, (X, δ1) is proper if and only if so is (X, δp). This observation allows
us to prove the following criterion, which is however purely technical and will be used
only for the proof of Theorem 7.7.

Lemma 3.21. Let Y be a quasi-median graph of finite cubical dimension endowed with
a coherent system of complete and proper CAT(0) metrics. Suppose that Y contains a
convex subgraph X satisfying the following conditions:

• every vertex of X is contained into finitely many cliques of X;

• every vertex of Y belongs to a clique containing an edge of X;

• there exists some constant K > 0 such that, for any clique C and for any distinct
vertices x, y ∈ X, we have δC(x, y) ≥ K.

Then (Y, δp) is proper.

Proof. According to Proposition 3.9, it is sufficient to prove that (Y, δ1) is proper. We
first want to prove that any ball of (Y, δ1) contains only finitely many points of X.
Notice that, because any vertex of Y is adjacent to some vertex of X, we may suppose
without loss of generality that our ball is centered at some point of X.

Let B(x,R) be a ball of radius R (with respect to δ1) centered at some point x ∈ X.
Suppose that y ∈ B(x,R) ∩ X. By considering some broken geodesic between x and
y, provided by Lemma 3.18, we find a geodesic x1, . . . , xr between x and y in Y (with
respect to its combinatorial metric) such that, if Ci denotes the clique containing xi
and xi+1 for every 1 ≤ i ≤ r − 1, then δCi(xi, xi+1) ≥ K (notice that xi ∈ X for every
1 ≤ i ≤ r by convexity of X). In particular,

R ≥ δ1(x, y) =
r−1∑
i=1

δCi(xi, xi+1) ≥ Kr,

hence r ≤ R/K. Thinking of y as a variable point, because there exist only finitely
many cliques of X containing x, one has only finitely many choices on C1, and because
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(C1, δC1) is proper and that δC1(x, x1) ≥ K, one has only finitely many choices on x1 as
a point of C1. Therefore, there are finitely many possible choices on x1. Similarly, x1
being fixed, one has only finitely many choices on C2 since there exist only finitely many
cliques of X containing x1, and, because (C2, δC2) is proper and that δC2(x1, x2), on has
only finitely many choices on x2 as a point of X2. Therefore, there are finitely many
possible choices on x2. By iterating the argument at most R/K times, we conclude that
there exist only finitely many possible y’s, ie., B(x,R) ∩X is finite.
Now, we are ready to conclude the proof of our lemma. So, fixing some bounded sequence
(yn) of vertices (with respect to δ1), we want to find a converging subsequence (with
respect to δ1). For every n ≥ 0, let Cn be a clique of X such that the unique clique
of Y containing Cn contains yn. If B denotes a ball containing all the yn’s, because
we proved that B ∩ X is finite necessarily (yn) eventually lies inside some Cm up to
taking a subsequence. Since (Cm, δCm) is proper, we conclude that this subsequence
must contain a converging subsequence, which concludes the proof.

For future use, we record the first claim of the previous proof:

Claim 3.22. Under the hypotheses of Lemma 3.21, any ball of (Y, δp) contains finitely
many vertices of X.

3.4 Actions of groups

In this section, we are interested in group actions. First notice that, if a group G
acts on a quasi-median graph X, endowed with a system of (pseudo-)metrics which
is coherent and G-invariant (ie., δgC(gx, gy) = δC(x, y) for every clique C and every
vertices x, y ∈ C), then G acts on (X, δ). Indeed, if we fix two vertices x, y ∈ X and an
element g ∈ G, then, by denoting J1, . . . , Jn the hyperplanes separating x and y and by
fixing some clique Ci dual to Ji for every 1 ≤ i ≤ n, then

δ(gx, gy) =
n∑
i=1

δgCi(projgCi(gx),projgCi(gy)) =
n∑
i=1

δgCi(g · projCi(x), g · projCi(y))

=
n∑
i=1

δCi(projCi(x), projCi(y)) = δ(x, y)

Now, we would like to determine when the induced action G y (X, δ) is metrically
proper or geometric. We give some criteria below.

Lemma 3.23. Let G be a group acting on a quasi-median graph X endowed with a
G-invariant coherent system of metrics. Suppose that

• X contains finitely many G-orbits of cliques;

• for every clique C, the action stab(C) y (C, δC) is cobounded.

Then G acts coboundedly on (X, δ).

Proof. Let C1, . . . , Cn be a collection of cliques so that any clique of X is a translate
of some Ci. For every 1 ≤ i ≤ n, fix a vertex xi ∈ Ci and let Ai be the diameter of a
fundamental domain containing xi for the action stab(Ci) y (Ci, δCi). Set A = max

1≤i≤n
Ai

and B = max
2≤i≤n

δ(x1, xi). For every x ∈ X, there exists some g ∈ G and 1 ≤ i ≤ n such
that gx ∈ Ci. Then, there exists some h ∈ stab(Ci) such that δ(xi, hgx) ≤ A. Therefore,

δ(x1, x) ≤ δ(x1, xi) + δ(xi, hgx) ≤ A+B.

As a consequence, the ball of radius A+B centered at x1 defines a fundamental domain
for the action Gy (X, δ). A fortiori, this action is cobounded.
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Lemma 3.24. Let G be a group acting on a quasi-median graph X endowed with a
G-invariant coherent system of metrics. Suppose that
• any vertex of X belongs to finitely many cliques;

• vertex-stabilisers are finite;

• for every clique C, the space (C, δC) is locally finite;

• suppose that the metrics δC are uniformly discrete, ie., there exists some constant
K > 0 such that, for any clique C and any points x, y ∈ C, δC(x, y) ≥ K.

Then G acts metrically properly on (X, δ).
Essentially, this result will be a consequence of the following lemma:
Lemma 3.25. Let X be a quasi-median graph endowed with a coherent system of met-
rics. Suppose that
• any vertex of X belongs to finitely many cliques;

• for every clique C, the space (C, δC) is locally finite;

• suppose that the metrics δC are uniformly discrete, ie., there exists some constant
K > 0 such that, for any clique C and any points x 6= y ∈ C, δC(x, y) ≥ K.

Then (X, δ) is locally finite.
Proof. Up to rescaling all the δC ’s, we may suppose without loss of generality that
K = 1. As a consequence, d ≤ K · δ = δ.
We want to prove that, for every x ∈ X and every R ≥ 0, the ball Bδ(x,R) is finite;
noticing that

Bδ(x,R+ 1) ⊂
⋃

y∈Bδ(x,R)
Bδ(y, 1),

it is sufficient to prove that Bδ(x, 1) is finite for every x ∈ X.
Notice that, for every y ∈ Bδ(x, 1), we have d(x, y) ≤ δ(x, y) ≤ 1, ie., x and y belong
to a common clique. Let C1, . . . , Cn denote the cliques containing x. Notice that, for
every 1 ≤ i ≤ n and every y ∈ Ci, we have δ(x, y) = δCi(x, y). Consequently,

Bδ(x, 1) ⊂
n⋃
i=1

BδCi (x, 1),

so that we deduce that Bδ(x, 1) is finite since the balls BδCi (x, 1) are themselves finite
by local finiteness of the spaces (Ci, δCi).

Remark 3.26. In the statement of Lemma 3.25, the second condition is of course
necessary. However, the first and third conditions are not necessary. Nevertheless, the
three conditions turn out to define a necessary and sufficient criterion for the local
finiteness of (X, δ) if a group acts on X with finitely many orbits of cliques.
Proof of Lemma 3.24. Let x ∈ X and R ≥ 0. For every y ∈ Bδ(x,R), fix some gy ∈ G
such that gy · x = y; if no such element of G exists, set gy = 1. Then, set F = {gy | y ∈
Bδ(x,R)}. Notice that

#F ≤ #Bδ(x,R) < +∞
according to the previous lemma. Now, if g ∈ G satisfies dδ(x, gx) ≤ R, then there
exists some f ∈ F such that gx = fx, hence g ∈ F · stab(x). Thus, we have proved that

{g ∈ G | dδ(x, gx) ≤ R} ⊂ F · stab(x).

On the other hand, we know that F is finite and stab(x) is finite by hypothesis. There-
fore, G acts metrically properly on (X, δ).
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By combining Lemma 3.23 and Lemma 3.24, we deduce the following statement.

Corollary 3.27. Let G be a group acting on a quasi-median graph X endowed with a
G-invariant coherent system of discrete metrics. Suppose that:

• any vertex of X belongs to finitely many cliques;

• vertex-stabilisers are finite;

• X contains finitely many G-orbits of cliques;

• for every clique C, the action stab(C) y (C, δC) is geometric.

Then G acts geometrically on (X, δ).

3.5 `p-compression

Roughly speaking, the `p-compression of a metric spaceX is a real number in [0, 1] which
quantifies how much it is necessary to deform the geometry of X in order to embed it
in some Lp-space; a precise definition is given below. In this section, our goal is to find
a lower bound on the `p-compression of the global metric associated to some coherent
system of metrics on a quasi-median graph with respect to the `p-compressions of the
local metrics.

Definition 3.28. Let f : X → Y be a Lipschitz map between two metric spaces. The
compression of f , denoted by α(f), is the supremum of the α’s such that there exists
some constant C > 0 so that the inequality

C · d(x, y)α ≤ d(f(x), f(y))

holds for every x, y ∈ X. Given a metric space X and some p ≥ 1, the `p-compression
of X is the supremum of the α(f)’s where f is a Lipschitz map from X to a Lp-space.
In particular, if G is a finitely generated group, its `p-compression is defined as the
`p-compression of G endowed with the word metric associated to a finite generating set;
notice that the choice of this generating set does not modify the compression since any
two word metrics (with respect to two finite generating sets) are Lipschitz-equivalent.

It is worth noticing that, if X is a uniformly discrete metric space (ie., there exists some
B > 0 such that d(x, y) ≥ B for every distinct points x, y ∈ X), it is possible to define
alternatively the `p-compression of X as the supremum of the α’s such that there exist
a Lipschitz map f : X → L to some Lp-space such that

C · d(x, y)α −D ≤ d(f(x), f(y))

for some C,D > 0 and for all x, y ∈ X; see for instance [Dre11, Lemma 2.1]. As a
consequence, the `p-compression of a finitely generated group turns out to be a quasi-
isometric invariant.

Definition 3.29. Let X be a quasi-median graph endowed with a coherent system of
metrics. A system of Lipschitz `p-maps is the data, for each clique C of X, of one
Lipschitz map fC : (C, δC) → LC from the clique C to some Lp-space LC . Such a
system is coherent if

• LC = LC′ if C and C’ are two cliques dual to the same hyperplane;

• for every two cliques C,C ′ of X dual to the same hyperplane and for every two
vertices x, y ∈ C,

fC(x, y) = fC′(tC→C′(x), tC→C′(y))
where tC→C′ : C → C ′ is the canonical bijection.
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The main result of this section is the following.

Proposition 3.30. Let X be a quasi-median graph endowed with a coherent system of
uniformly discrete metrics {(C, δC) | C clique}. Suppose that the collection {(C, δC) |
C clique} contains finitely many isometry classes. Then

αp(X, δ) ≥ min
(1
p
, inf
C clique

αp(C, δC)
)
.

Proof. First of all, notice that rescaling all the δC ’s by a common positive constant does
not modify the compressions αp(X, δ) and αp(C, δC). Therefore, since our collection of
metrics is uniformly discrete, we can suppose without loss of generality that δC(x, y) ≥ 1
for every clique C and every distinct vertices x, y ∈ C. Next, if min

C clique
αp(C, δC) = 0,

there is nothing to prove, so we suppose that min
C clique

αp(C, δC) > 0.

Fix some collection Q of cliques of X such that each hyperplane contains exactly one
clique of Q, and some 0 < ε < min

C clique
αp(C, δC). For every clique C ∈ Q, fix a Lipschitz

map fC from (C, δC) to some Lp-space LC such that α(fC) ≥ αp(C, δC) − ε. Because
{(C, δC) | C ∈ Q} contains only finitely many isometry classes, we can choose the maps
fC so that, for every positive η < min

C∈Q
αp(C, δC), there exist constants Aη, B > 0 (which

do not depend on C) such that

Aη · δC(x, y)α(fC)−η ≤ ‖fC(x)− fC(y)‖ ≤ B · δC(x, y)

for every C ∈ Q and every x, y ∈ C. Now, if C is an arbitrary clique of X, the
hyperplane dual to C must contain a unique clique Q of Q. We set LC = LQ and
fC = fQ ◦ tC→Q, in order to define a system of Lipschitz `p-maps, which is coherent
by construction; notice that, because our system of metrics is coherent, the canonical
bijection tC→Q : (C, δC) → (Q, δQ) defines an isometry, so that, for every positive
η < min

C∈Q
αp(C, δC), the inequalities

Aη · δC(x, y)α(fQ)−η ≤ ‖fC(x)− fC(y)‖ ≤ B · δC(x, y)

hold for every clique C labelled by Q ∈ Q and every vertices x, y ∈ C. In particular,

α(fC) = α(fQ) ≥ αp(Q, δQ)− ε = αp(C, δC)− ε.

For convenience, let pQ : X → Q denote the projection onto Q for every Q ∈ Q. Define

f :

 X → L =
`p⊕

C∈Q
LC

x 7→ (fC(pC(x))− fC(pC(x0)))C
,

where x0 ∈ X is a basepoint we fix.

Claim 3.31. f is well-defined, Lipschitz and satisfies

α(f) ≥ min
(1
p
, min
C clique

α(fC)
)
.

First, let us verify that f is well-defined. For every vertex x ∈ X, only finitely many
hyperplanes separate x and x0, so that pC(x) and pC(x0) differ only for finitely many
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C ∈ Q; a fortiori, f(x) belongs to L. Next, in order to justify that f is a Lipschitz map,
notice that, for every vertices x, y ∈ X, we have

‖f(x)− f(y)‖ =

∑
C∈Q
‖fC(pC(x))− fC(pC(y))‖p

1/p

≤ B ·

∑
C∈Q

δC(pC(x), pC(y))p
1/p

≤ B ·
∑
C∈Q

δC(pC(x), pC(y)) = B · δ(x, y)

The final step is to understand the compression of f . For convenience, we set c =
min

(
1
p , min
C clique

α(fC)− η
)

for some fixed positive η < min
C clique

αC . For every vertices
x, y ∈ X,

‖f(x)− f(y)‖1/c =

∑
C∈Q
‖fC(pC(x))− fC(pC(y))‖p

1/pc

≥ A1/c
η ·

∑
C∈Q

δC(pC(x), pC(y))p(α(fC)−η)

1/pc

≥ A1/c
η ·

∑
C∈Q

δC(pC(x), pC(y))pc
1/pc

≥ A1/c
η ·

∑
Q∈Q

δC(pC(x), pC(y)) = A1/c
η · δ(x, y)

Thus, we have shown that α(f) ≥ min
(

1
p , min
C clique

α(fC)− η
)
, and because the inequal-

ity holds for every sufficently small η > 0, this concludes the proof of our claim. Because

αp(X, δ) ≥ α(f) ≥ min
(1
p
, min
C clique

α(fC)
)
≥ min

(1
p
, min
C clique

α(C, δC)− ε
)

is true for every ε > 0, our proposition follows.

4 Cubulating quasi-median graphs
In this section, we show that, if each clique C of a quasi-median graph X is endowed
with a collection of walls W(C), in such a way that the family of all these wallspaces is
coherent, then there exists a global collection of walls HW extending them. Moreover,
if a group G acts on X and if our collection of wallspaces is G-invariant, then the action
G y X induces an action G y (X,HW). (The existence such collection of wallspaces
will be studied in Section 5.) The main point is that the global combinatorics of (X,HW)
reduces to the local combinatorics of the (C,W(C))’s. In the final subsection, we mention
how this formalism can be adapted to some generalisations of spaces with walls, namely
measured wallspaces and spaces with labelled partitions.
The rest of this introduction is used to fixed the definitions and notation related to
spaces with walls.
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Figure 6: Transverse partitions delimiting two disjoint sectors.

Given a set X, a wall is a partition W = {h, hc} where h /∈ {∅, X}; we will refer to h
and its complementary hc as the halfspaces of W . If x, y ∈ X are two points, we say
that W separates x and y if they belong to distinct halfspaces of W . Finally, given a
collection of wallsW, we say that (X,W) is a space with walls if any two points of X are
separated by only finitely many walls. Notice that this condition allows us to define a
pseudo-distance dW on X by counting the number of walls separating two given points.
In particular, spaces with walls are examples of spaces with partitions as defined in
Section 2.4 (see Remark 2.66). In our definition of spaces with walls, we allow dupli-
cates, ie., two walls may be indistinguishable in the sense that they induce the same
partition on X; compare with [HW12, Remark 2.2]. We cubulate spaces with walls by
quasi-cubulating them as spaces with partitions, as explained in Section 2.4. The main
difference between our cubulation and the cubulation for instance described in [HW12]
is that we define when two walls are nested and then we say that two walls which are
not nested are transverse, whereas usually one says that two walls {h1, h

c
1} and {h2, h

c
2}

are transverse if the four intersections

h1 ∩ h2, h1 ∩ hc2, hc1 ∩ h2, h
c
1 ∩ hc2

are non empty and then one says that two walls which are not transverse are nested.
Observe that if P1 and P2 are two partitions such that A1 ∩ A2 6= ∅ for every A1 ∈ P1
and A2 ∈ P2, then P1 and P2 are transverse, so that the usual definition of transversality
implies ours. However, the converse does not hold in general, as illustrated by Figure 6.

Of course, given a space with walls (X,W) and the CAT(0) cube complex C(X,W)
obtained by cubulating it, we are interested in reading the geometry of the CAT(0)
cube complex C(X,W) directly from (X,W). For this purpose, we will essentially use
Theorem 2.56 in order to link the combinatorics of the hyperplanes of C(X,W) with the
combinatorics of the walls of (X,W). For instance, we define the dimension of (X,W)
as the maximal cardinality of a collection of pairwise transverse walls, and we show:

Lemma 4.1. Let (X,W) be a space with walls and let C(X,W) denote the CAT(0)
cube complex obtained by cubulating (X,W). Then dim(X,W) = dimC(X,W).

Proof. The dimension of C(X,W) is equal to the maximal cardinality of a collection of
pairwise transverse hyperplanes of C(X,W) (see for instance Proposition 2.73). There-
fore, the bijection between the walls of W and the hyperplanes of C(X,W) given by
Theorem 2.56 provides the conclusion.

In the sequel, given a group G acting on a space with walls (X,W), we will say that
the action G y (X,W) satisfies some property P if the associated action of G on the
CAT(0) cube complex C(X,W) obtained by cubulating (X,W) satisfies P as well. In
particular,

Lemma 4.2. A group G acts metrically properly on a space with walls (X,W) if and
only if it acts metrically properly on the pseudo-metric space (X, dW).
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Proof. Let C(X,W) denote the CAT(0) cube complex obtained by cubulating (X,W).
Fix some vertex x ∈ X and let σx denote the principal orientation associated. In
particular, σx is a vertex of C(X,W). Notice that, using Lemma 2.62, we know that

dC(X,W)(σx, g · σx) = dC(X,W)(σx, σg·x) = dW(x, g · x)

for every g ∈ G. As a consequence, the action Gy C(X,W) is metrically proper if and
only if the action Gy (X, dW) is metrically proper as well.

Lemma 4.3. Let (X,W) be a finite dimensional space with walls. A group G acts
cocompactly on (X,W) if and only if X contains finitely many G-orbits of maximal
collections of pairwise transverse walls.

Proof. Let C(X,W) denote the CAT(0) cube complex obtained by cubulating (X,W).
Notice that, according to Lemma 4.1, C(X,W) is finite dimensional. As a consequence,
Proposition 2.79 applies. Therefore, G acts cocompactly on C(X,W) if and only if
C(X,W) has finitely many G-orbits of maximal cubes if and only if C(X,W) contains
finitely many G-orbits of maximal collections of pairwise transverse hyperplanes. Ac-
cording to Theorem 2.56, the latter condition is equivalent to the following statement: X
contains finitely many G-orbits of maximal collections of pairwise transverse walls.

Such a result can also be formulated for special actions, as defined by Haglund and Wise
in [HW08]. Let us adapt the definition for popsets (and, in particular, for spaces with
partitions, including quasi-median graphs).

Definition 4.4. Let G be a group acting on a popset (X,<,P). The action is special
if none of the following pathological configurations happen:

• there exist a partition P ∈ P and an element g ∈ G such that P and gP are
transverse;

• there exist a partition P ∈ P and an element g ∈ G such that P and gP are
tangent;

• there exist three partitions P1,P2,P3 ∈ P and an element g ∈ G such that P1 is
transverse to P2, P3 is tangent to P2, and gP1 = P3.

Remark 4.5. We emphasize that a group acting (geometrically and) specially on some
CAT(0) cube complex may not be a special group as defined in [HW08]. For instance,
it is proved in [HW99a] that there exists a nonpositively-curved square of finite groups
whose fundamental group is not residually finite. Such a group acts geometrically and
specially on some CAT(0) square complex but is not (virtually) special. Nevertheless,
a group acting geometrically and virtually specially on a CAT(0) cube complex turns
out to be virtually special if it is residually finite, or more generally if it is virtually
torsion-free.

Remark 4.6. Usually, when defining special actions on CAT(0) cube complexes, the
following additional condition is also required: if J is a hyperplane delimiting two halfs-
paces J+ and J−, then gJ+ 6= J− for every g ∈ stab(J). This condition does not appear
in the definition of specialness given in [HW08, Definition 3.2]. Nevertheless, it is worth
noticing that, when our group turns out to be residually finite or virtually torsion-free
(ie., when our group turns out to be special, which is the case which interests us), up
to taking a finite-index subgroup this condition is always satisfied [HW08, Proposition
3.10].
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It clearly follows from Theorem 2.56 that the action on a popset is special if and only
if the action on the associated quasi-median graph is special as well. In particular,
acting specially on a space with walls implies acting specially on the dual CAT(0) cube
complex.

Definition 4.7. Let G be a group acting on a space with walls (X,W). The obstruction
to the specialness Obs(G y (X,W)) is the set of the elements of G which appear in a
pathological configuration.

We conclude this introduction by the following easy observation, which will be useful
later.

Fact 4.8. Let G be a group acting on a space with walls (X,W). Suppose that G
contains a subgroup H such that the induced action H y (X,W) is special. If F is a
set of representatives of G/H different from H, then

Obs(Gy (X,W)) ⊂ FH.

Proof. Since G = FH t H and Obs(G y (X,W)) ∩ H = ∅, because the action H y
(X,W) is special, the conclusion follows.

4.1 Extending walls

Let X be a quasi-median graph. If W = {h, hc} is a wall defined on some clique C, we
extend it as a wall on X by

W =

⋃
x∈h

[C, x],
⋃
x∈hc

[C, x]

 =
{

proj−1
C (h), proj−1

C (hc)
}
.

Recall that, if x ∈ C, [C, x] denotes the sector delimited by the hyperplane dual to C
which contains x. More generally, if W(C) is a collection of walls of C, we introduce

W(C) =
{
W |W ∈ W(C)

}
.

If C ′ is a second clique such that C and C ′ are dual to the same hyperplane, we are able
to transfer a collection of walls of C to C ′ by defining

W(C → C ′) = {t(W ) = {t(h), t(hc)} |W = {h, hc} ∈ W(C)} ,

where t = tC→C′ is the canonical bijection from C to C ′ as defined in Section 3.1. It is
worth noticing that this operation does not modify the extended collection of walls:

Fact 4.9. For any two cliques dual to the same hyperplane, the equality

W(C → C ′) =W(C)

holds, where W(C → C ′) = {W |W ∈ W(C → C ′)}.

Proof. Let M ∈ W(C) be a wall. So there exists some W = {h, hc} ∈ W(C) such that
M = W . We deduce from Lemma 3.2 that

M =
{

proj−1
C (h),proj−1

C (hc)
}

=
{

proj−1
C′ (t(h)), proj−1

C′ (t(h
c))
}
∈ W(C → C ′),

since {t(h), t(hc)} ∈ W(C → C ′). Conversely, consider a wall M ∈ W(C → C ′). So
there exists some W = {t(h), t(hc)} ∈ W(C → C ′), where {h, hc} ∈ W(C), such that
M = W . Once again, we deduce from Lemma 3.2 that

M =
{

proj−1
C′ (t(h)), proj−1

C′ (t(h
c))
}

= {projC(h),projC(hc)} ∈ W(C),

since {h, hc} ∈ W(C). This concludes the proof.
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Definition 4.10. Let X be a quasi-median graph. A system of wallspaces is the data of
a set of wallsW(C) for each clique C, such that (C,W(C)) defines a space with walls. It
is coherent if W(C ′) =W(C → C ′) for every cliques C,C ′ dual to the same hyperplane.

From now on, we fix a quasi-median graph X endowed with a coherent system of
wallspaces. Notice that, if C and C ′ are two cliques dual to the same hyperplane,
then, because our system of wallspaces is coherent and thanks to Fact 4.9, we have

W(C ′) =W(C → C ′) =W(C).

As a consequence, it makes sense to set, for every hyperplane J of X, W(J) = W(C),
where C is any clique dual to J . Thus, the coherent system of wallspaces of X defines
a collection of walls, which we will refer to as hyperplane-walls, denoted by

HW =
⋃

J hyperplane of X
W(J).

Notice that every clique is endowed with the pseudo-metric associated to its collection
of walls. Our first result essentially states that the pseudo-distance associated to HW
coincides with the global pseudo-metric obtained from this system of pseudo-metrics as
explained in Section 3.3.

Lemma 4.11. Let x, y ∈ X be two vertices. Let J1, . . . , Jn denote the hyperplanes
separating x and y, and, for every 1 ≤ i ≤ n, fix a clique Ci dual to Ji. If pi : X → Ci
denotes the projection onto Ci for every 1 ≤ i ≤ n, then

dHW(x, y) =
n∑
i=1

dW(Ci)(pi(x), pi(y)).

Proof. For every 1 ≤ i ≤ n, let qi : X → N(Ji) denote the projection onto N(Ji).
Because a hyperplane-wall is a union of sectors delimited by some fixed hyperplane, the
underlying hyperplane of a hyperplane-wall separating x and y must separate x and y
as well, hence

dHW(x, y) =
∑

J hyperplane
dW(J)(x, y) =

n∑
i=1

dW(Ji)(x, y).

Moreover, for every 1 ≤ i ≤ n, the quantity dW(Ji)(x, y) depends only on the sectors
containing x and y, hence dW(Ji)(x, y) = dW(Ji)(qi(x), qi(y)). Noticing that pi(qi(x)) =
pi(x) and similarly pi(qi(y)) = pi(y), according to Corollary 2.40, it is sufficient to prove
the following fact in order to deduce that dW(Ji)(x, y) = dW(Ci)(pi(x), pi(y)), which
concludes the proof of our lemma.

Fact 4.12. Let J be a hyperplane, x, y ∈ N(J) two vertices and C a clique dual to J .
If p : X → C denotes the projection onto C, then dW(J)(x, y) = dW(C)(p(x), p(y)).

Let M ∈ W(J). Because W(J) =W(C), there exists a wall W = {h, hc} ∈ W(C) such
thatM = W =

{
p−1(h), p−1(hc)

}
. ThenM separates x and y if and only ifW separates

p(x) and p(y). Therefore dW(J)(x, y) = dW(C)(p(x), p(y)).

The second step is to understand when two hyperplane-walls are transverse or tangent.
This is the aim of our next two lemmas.

Lemma 4.13. Let M1 ∈ W(J1) and M2 ∈ W(J2) be two hyperplane-walls. Then M1
and M2 are transverse if and only if either J1 and J2 are transverse, or J1 = J2 and
there exist two transverse walls W1,W2 ∈ W(C), where C is a clique dual to J1 = J2,
such that M1 = W1 and M2 = W2.
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Proof. If J1 and J2 are nested, then, because the halfspaces of M1 and M2 are unions
of sectors delimited by J1 and J2 respectively, some halfspace delimited by M1 or M2
must be strictly included into another halfspace delimited by the other wall. A fortiori,
M1 and M2 are nested.

Suppose that J1 and J2 are transverse. According to Proposition 2.73, there exists a
prism P , which is a product of two cliques C1, C2 dual to J1, J2 respectively. Let u be
the single vertex of the intersection C1 ∩ C2, and, for i = 1, 2, let ui ∈ Ci be a vertex
such thatMi separates u and ui. Let w be the vertex (u1, u2) of P = C1×C2. Moreover,
M1 separates u2 and w, because u1 and w belong to the same sector delimited by J1;
similarly, M2 separates u1 and w. Thus, if M+

i denotes the halfspace delimited by Mi

which contains u, and M−i its complement, then

u ∈M+
1 ∩M

+
2 , u1 ∈M−1 ∩M

+
2 , u2 ∈M+

1 ∩M
−
2 , w ∈M

−
1 ∩M

−
2 .

Therefore, M1 and M2 are transverse.

Finally, suppose that J1 = J2. So, given a clique C dual to J1 = J2, there exist two
walls W1,W2 ∈ W(C) such that M1 = W 1 and M2 = W 2. Say W1 = {h1, h

c
1} and

W2 = {h2, h
c
2}, so that, if p : X → C denotes the projection onto C, we have M1 =

{p−1(h1), p−1(hc1)} and M2 = {p−1(h2), p−1(hc2)}. Notice that the inclusion h1 ⊂ h2 is
equivalent to p−1(h1) ⊂ p−1(h2), and similarly the inclusion h2 ⊂ h1 is equivalent to
p−1(h2) ⊂ p−1(h1). As a consequence, M1 and M2 are nested if and only if W1 and W2
are nested as well; a fortiori, M1 and M2 are transverse if and only if W1 and W2 are
transverse as well.

Corollary 4.14. Let X be a quasi-median graph endowed with a coherent system of
wallspaces. Then dim(X,HW) ≤ dim�(X) · sup

C clique
dim(C,W(C)).

Proof. Let M1, . . . ,Mn be a collection of pairwise transverse hyperplane-walls. Let
J1, . . . , Jm denote the collection of pairwise distinct hyperplanes of X underlying the
wallsM1, . . . ,Mn. We deduce from Lemma 4.13 that J1, . . . , Jm are pairwise transverse,
hencem ≤ dim�(X). Moreover, if Jj is the underlying hyperplane ofMi1 , . . . ,Mik , then,
according to Lemma 4.13, there exist pairwise transverse walls Wi1 , . . . ,Wik ∈ W(Cj),
where Cj is a clique dual to Jj , such that Mir = Wir for every 1 ≤ r ≤ k. Therefore,
k ≤ dim(Cj ,W(Cj)). The conclusion follows.

Lemma 4.15. Suppose that for any clique C and any two vertices x, y ∈ C, there
exists a wall in W(C) separating x and y. If two hyperplane-walls M1 ∈ W(J1) and
M2 ∈ W(J2) are tangent then either J1 and J2 are tangent or J1 = J2 and there exist
two tangent walls W1,W2 ∈ W(C), where C is a clique dual to J1 = J2, such that
M1 = W 1 and M2 = W 2.

Proof. First, notice that J1 and J2 cannot be transverse, since otherwise M1 and M2
would be transverse as well according to Lemma 4.13. Therefore, either J1 and J2 are
nested or J1 = J2. If J1 and J2 are nested but not tangent, there exists a hyperplane
J separating J1 and J2, and taking a wall M ∈ W(J) separating projN(J)(N(J1)) and
projN(J)(N(J2)) produces a hyperplane-wall separating M1 and M2. Therefore, if J1
and J2 are nested, they must be tangent. Finally, suppose that J1 = J2, so that there
exist two wallsW1,W2 ∈ W(C), where C is a clique dual to J1 = J2, such thatM1 = W 1
and M2 = W 2. Clearly, if there exists a wall W ∈ W(C) separating W1 and W2, then
W separates M1 and M2, so W1 and W2 must be tangent.

For instance, setting W(C) = {{{x}, {x}c} | x ∈ C} for every clique C produces a
coherent system of wallspaces. Notice that, if C has cardinality two, then we introduced
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two indistinguishable walls; for convenience, we identify these two walls. We denote by
SW the resulting collection of walls on X, which we refer to as sector-walls. Notice that
a sector-wall is the data of a sector and its corresponding cosector (as defined in Section
2.8). This provides a systematic way to cubulate quasi-median graphs, allowing us to
show that admitting a “nice” action on a quasi-median graph is equivalent to admitting
a “nice” action on a CAT(0) cube complex. This idea is made precise by the following
proposition.

Proposition 4.16. Let G be a group acting on a quasi-median graph X. Let C(X,SW)
denote the CAT(0) cube complex obtained by (quasi-)cubulating (X,SW). Suppose that
one of the following assertions holds:

• Gy X is not elliptic;

• Gy X is metrically proper;

• Gy X is geometric.

Then the action Gy C(X,SW) satisfies the corresponding property.

Essentially, Proposition 4.16 will be a consequence of the various observations made by
the next preliminary lemmas.

Lemma 4.17. For every vertices x, y ∈ X, d(x, y) ≤ dSW(x, y) ≤ 2d(x, y).

Proof. By definition of SW, dSW(x, y) is equal to the number of hyperplanes separating
x and y counted with multiplicity, depending on whether it delimits more than two
sectors. More precisely, if we set

n(J) =
{

1 if J delimits two sectors
2 if J delimits at least three sectors

and if J1, . . . , Jn are the hyperplanes separating x and y, then

dSW(x, y) =
n∑
i=1

n(Ji).

Since 1 ≤ n(Ji) ≤ 2 for every 1 ≤ i ≤ n, and n = d(x, y), the conclusion follows.

Corollary 4.18. Let X be a quasi-median graph and let C(X,SW) denote the CAT(0)
cube complex obtained by (quasi-)cubulating (X,SW). For any H ≤ Aut(X), the induced
action H y C(X,SW) is elliptic if and only if H stabilises a prism of X.

Proof. Let x ∈ X be a vertex, and let σx denote the associated principal orientation,
thought of as a vertex of C(X,SW). Noticing that, for every g ∈ H,

dC(X,SW)(σx, g · σx) = dC(X,SW)(σx, σg·x) = dSW(x, g · x),

we deduce from Lemma 4.17 that the action H y C(X,SW) has a bounded orbit if
and only if the action H y X has a bounded orbit as well. On the other hand, we
know from Theorem 2.115 that H y X has a bounded orbit if and only if H stabilises
a prism.

Lemma 4.19. Two sector-walls are transverse if and only if their underlying hyper-
planes are transverse.
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Proof. For every clique and every vertices x, y ∈ C, the walls

{{x}, {x}c}, {{y}, {y}c} ∈ W(C)

are nested, so that our lemma follows from Lemma 4.13.

For our next and last preliminary lemma, we need the following definition:

Definition 4.20. The simplicial dimension of a quasi-median graph X, denoted by
dim4X, is the maximal cardinality of a clique of X. The dimension of X is dim(X) =
max(dim�X,dim4X).

Lemma 4.21. Let X be a quasi-median graph of finite dimension and let C(X,SW) de-
note the CAT(0) cube complex obtained by (quasi-)cubulating (X,SW). There exists an
Aut(X)-invariant surjective map from the maximal cubes of C(X,SW) to the maximal
prisms of X such that the pre-image of a maximal prism of C(X,SW) has cardinality
at most dim�(X) · dim4(X).

Proof. Let C be a maximal cube of C(X,SW). Because dimC(X,SW) = dim�X <
+∞, this cube is uniquely determined by the hyperplanes dual to it, which produces a
maximal collection of pairwise transverse hyperplanes (see Proposition 2.79). Accord-
ing to Theorem 2.56, to such a collection corresponds a maximal collection of pairwise
transverse sector-walls of X, producing a maximal collection of pairwise transverse hy-
perplanes of X according to Lemma 4.19, and finally a maximal prism P (C) according
to Proposition 2.79. Notice that, according to the various results we used, the map
C 7→ P (C) is Aut(X)-invariant.

By construction, two maximal cubes C,C ′ of C(X,SW) satisfy P (C) = P (C ′) if and
only if the two collections of pairwise transverse sector-walls produce the same collection
of pairwise transverse hyperplanes. Because there exist at most dim�(X) pairwise trans-
verse hyperplanes and that each hyperplane delimits at most dim4(X) sectors, we de-
duce that the cardinality of a pre-image of C 7→ P (C) is at most dim�(X)·dim4(X).

Proof of Proposition 4.16. The first point is a direct consequence of Corollary 4.18, and
the second one a direct consequence of Lemma 4.17. Now, suppose that G acts geomet-
rically on X. We already know that the action G y C(X,SW) is metrically proper
according to the previous point. Next, since a group acts geometrically on X, necessar-
ily X must be uniformly locally finite. In particular, X is finite dimensional, so that
Lemma 4.21 applies. Because the action G y X has finitely many orbits of maximal
prisms, we deduce that the action Gy C(X,SW) has finitely many orbits of maximal
cubes. Consequently, Gy C(X,SW) is geometric.

4.2 Actions of groups

In this section, we are interested in group actions. First notice that, if a group G acts
on a quasi-median graph X, endowed with a system of wallspaces which is coherent and
G-invariant (ie., gW(C) = W(gC) for every clique C and every g ∈ G), then G acts
on the space with walls (X,HW). Now, we would like to determine when this induced
action G y (X,HW) is metrically proper, cocompact, virtually special, etc. We give
some criteria below.

Proposition 4.22. Let G be a group acting on a quasi-median graph X endowed with
a G-invariant coherent system of wallspaces. Suppose that

• any vertex of X belongs to finitely many cliques;

• any vertex-stabiliser is finite;
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• for every clique C, any two points of C are separated by a wall of W(C);

• for every clique C, the space with walls (C,W(C)) is locally finite.

Then the action Gy (X,HW) is metrically proper.

Proof. Let us consider the system of pseudo-metrics (C, dW(C)). Notice that, because
any two points of a clique are sepated by a wall, this is a system of metrics. As a
consequence of Fact 4.12, this system is coherent, and according to Lemma 4.11, dHW is
the global metric extending this system. Thus, our proposition is a direct consequence
of Lemma 3.24.

For the next proposition, we need to introduce some notation. If P = C1 × · · ·Cn is a
prism of X, we denote by W(P ) the collection of walls W(C1)× · · · ×W(Cn).

Proposition 4.23. Let G be a group acting on a quasi-median graph X endowed with
a G-invariant coherent system of wallspaces. Suppose that

• the cubical dimension of X is finite;

• for every clique C, W(C) 6= ∅ and dim(C,W(C)) < +∞;

• X contains finitely many G-orbits of prisms;

• for every maximal prism P , the action stab(P ) y (P,W(P )) is cocompact.

Then the action Gy (X,HW) is cocompact.

Proof. Define anM -collection as the data of a maximal prism P and, for each hyperplane
J dual to it, a maximal collection of pairwise transverse walls of W(J) ⊂ W(P ). We
claim that any maximal collection of pairwise transverse hyperplane-walls naturally
defines an M -collection. It is worth noticing that dim(X,HW) is finite according to
Corollary 4.14, so that such a collection must be finite.

Let M1, . . . ,Mn ∈ HW be a maximal collection of pairwise transverse hyperplane-walls.
Let J1, . . . , Jm denote the associated collection of pairwise distinct hyperplanes of X;
according to Lemma 4.13, these hyperplanes are pairwise transverse. If there exists
a hyperplane J ′ transverse to J1, . . . , Jm, then, according to Lemma 4.13, any wall
M ′ ∈ W(J ′) (there exists such a wall since W(J ′) is non empty by assumption) will
be transverse to M1, . . . ,Mn, contradicting the maximality of our collection. Therefore,
J1, . . . , Jm is a maximal collection of pairwise transverse hyperplanes. Let P denote
the maximal prism which is associated to this collection by Proposition 2.79. Fix some
1 ≤ j ≤ n, and let Mi1 , . . . ,Mik be the hyperplane-walls of our collection with Jj as
underlying hyperplane. If there existed a hyperplane-wall M ∈ W(Jj) transverse to
Mi1 , . . . ,Mik then, according to Lemma 4.13, M would be transverse to M1, . . . ,Mn,
contradicting the maximality of our collection. Therefore, Mi1 , . . . ,Mik is a maximal
collection of pairwise transverse hyperplane-walls in W(Jj). Thus, P and M1, . . . ,Mn

naturally defines an M -collection.

On the other hand, we know that there exist finitely many G-orbits of (maximal) prisms
of X and, for each maximal prism P , the action stab(P ) y (P,W(P )) is cocompact, so
there must exist only finitely many G-orbits ofM -collections. A fortiori, there exist only
finitely many G-orbits of maximal collections of pairwise transverse hyperplane-walls in
HW, ie., the action Gy (X,HW) is cocompact.

Before stating our next proposition, recall that a subgroup H ≤ G is a retract if there
exists an epimorphism r : G� H (called a retraction) satisfying r|H = IdH .
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Proposition 4.24. Let G be a group acting on a quasi-median graph X endowed with
a G-invariant coherent system of wallspaces. Suppose that

• for every clique C, two distinct vertices of C are separated by some wall of W(C);

• the action Gy X is special.

Then Obs(Gy (X,HW)) =
⋃

J hyperplane
Obs(stab(J) y (N(J),W(J))). If moreover

• for every hyperplane J , stab(J) is a finitely-generated retract of G;

• X has finitely many G-orbits of hyperplanes;

• for every hyperplane J , stab(J) y (N(J),W(J)) is virtually special;

then Gy (X,HW) is virtually special.

We recall that W(J) denotes the collection of extended walls W(C), where C is any
clique dual to J . (This collection does not depend on the choice of C since our system
is coherent.)

Proof of Proposition 4.24. Let g ∈ Obs(G y (X,HW)). For convenience, let Obs(J)
denote the obstruction Obs(stab(J) y (N(J),W(J))) for every hyperplane J of X.
Three cases may happen.

Suppose that there exists a wall M ∈ HW such that M and gM are transverse. Let J
denote the underlying hyperplane of M . According to Lemma 4.13, either gJ = J or J
and gJ are transverse. The latter case is impossible since Gy X is special. Therefore,
g ∈ stab(J). We conclude that g ∈ Obs(J).

Suppose that there exists a wall M ∈ HW such that M and gM are tangent. Let J
denote the underlying hyperplane of M . Notice that J and gJ cannot be tangent since
Gy X is special. Therefore, we deduce from Lemma 4.15 that g ∈ Obs(J).

Suppose finally that there exist three wallsM1,M2,M3 ∈ HW such thatM1 andM2 are
tangent,M2 andM3 are transverse, and gM1 = M3. Let J1, J2, J3 denote the underlying
hyperplanes ofM1,M2,M3 respectively; notice that gJ1 = J3. We distinguish five cases.

• If J1, J2, J3 are pairwise distinct, then J1 and J2 must be tangent and J2 and J3
transverse, which is impossible since Gy X is special.

• If J1 = J2 6= J3, then gJ2 = gJ1 = J3 is transverse to J2, contradicting the fact
that Gy X is special.

• If J2 = J3 6= J1, then g−1J2 = g−1J3 = J1 is tangent to J2, contradicting the fact
that Gy X is special.

• If J1 = J3 6= J2, then J2 is both transverse and tangent to J1 = J3, which is
impossible.

• If J1 = J2 = J3, let J denote this common hyperplane. In particular, gJ = gJ1 =
J3 = J hence g ∈ stab(J). We conclude that g ∈ Obs(J).

We have proved that Obs(Gy (X,HW)) ⊂
⋃

J hyperplane
Obs(stab(J) y (N(J),W(J))).

The reverse inclusion is clear, concluding the proof of the first assertion of our proposi-
tion.

Now, suppose that hyperplane-stabilisers are finitely generated retracts, that X has
finitely many G-orbits of hyperplanes, and that the actions stab(J) y (N(J),W(J))
are all virtually special.
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Let J1, . . . , Jn be a set of representatives of the hyperplanes of X under the action of G.
Let 1 ≤ i ≤ n. Because the action stab(Ji) y (N(Ji),Wi) is virtually special, and that
stab(Ji) is finitely generated, there exists a normal finite-index subgroup Hi ≤ stab(Ji)
such that the induced action Hi y (N(Ji),W(Ji)) is special. In particular, if Fi denotes
a set of representatives of stab(Ji)/Hi different from Hi, then

Obs(stab(Ji) y (N(Ji),W(Ji))) ⊂ FiHi

according to Fact 4.8. Fixing a retraction ri : G→ stab(Ji), we introduce

Ki = ker
(
G

ri
� stab(Ji) � stab(Ji)/Hi

)
.

Notice thatKi is a normal finite-index subgroup of G satisfyingHi ≤ Ki andKi∩Fi = ∅.
Set K =

n⋂
i=1

Ki. This defines a normal finite-index subgroup of G.

We claim that the induced action K y (X,HW) is special. Let

g ∈ Obs(Gy (X,HW)) ⊂
⋃
k∈G

n⋃
i=1

kFiHik
−1,

say g = kfhk−1 for some 1 ≤ i ≤ n, k ∈ G, f ∈ Fi and h ∈ Hi. Then we deduce from
g ∈ K that

f ∈ k−1Kkh−1 = Kh−1 ⊂ Kih
−1 = Ki,

contradicting the fact that Ki ∩ Fi = ∅. Therefore, K ∩Obs(Gy (X,HW)) = ∅.

Proposition 4.25. Let G be a group acting on a quasi-median graph X endowed with
a G-invariant coherent system of wallspaces. Suppose that

• for every clique C, any two vertices of C are separated by a wall of W(C);

• for every prism P of X, the action stab(P ) y (P,W(P )) is properly discontinuous;

• vertex-stabilisers are finite.

Then the action Gy (X,HW) is properly discontinuous.

Recall that the action G y (X,HW) is properly discontinuous if the action of G on
the CAT(0) cube complex obtained by cubulating (X,HW) is properly discontinuous.
Since an action on a CAT(0) cube complex is properly discontinuous if and only if its
vertex-stabilisers are finite, Proposition 4.25 precisely means that the stabiliser of any
orientation of HW must be finite. Of course, the first step toward the proof of our
proposition is to understand the orientations of HW.

Fix a prism P of X which is a Cartesian product of cliques C1×· · ·×Cn, and, for every
1 ≤ i ≤ n, let σi be a non principal orientation of W(Ci). In particular, σP =

n∏
i=1

σi

defines an orientation of W(P ). Now, we extend σP on HW in the following way: if
W ∈ W(J) for some hyperplane J which is disjoint from P , set σP (W ) as the unique
halfspace of W containing P . It is not difficult to verify that σP defines an orientation.
An orientation arising in this way will be called semiprincipal.

Lemma 4.26. Let X be a quasi-median graph endowed with a coherent system of
wallspaces. Suppose that, for every clique C of X, any two vertices of C are separated
by a wall of W(C). Then any orientation of HW is either principal or semiprincipal.
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Proof. Fix some orientation σ of HW. Let σx be a principal orientation minimizing the
distance to σ in C(X,HW), ie., the number of walls on which σx and σ differ, and let
I denote the collection of walls on which they differ.

We claim that, for any hyperplane J associated to a wall W ∈ I, we have x ∈ N(J).
So fix a wall W ∈ I and let J denote its underlying hyperplane. Let y denote the
projection of x onto N(J). Of course, σx(W ′) = σy(W ′) for any wall W ′ ∈ HW which
does not separate x and y. Now, suppose thatW ′ ∈ HW is a wall separating x and y. In
particular, its underlying hyperplane J ′ separates x and y. As a consequence of Lemma
2.34, J ′ separates x and N(J), so that N(J) must be included into a single sector S
delimited by J ′; notice that y ∈ S. On the other hand, because σx(W ) 6= σ(W ), we know
that σ(W ) does not contain x, so σ(W ) ⊂ S. By noticing that σ(W ) ⊂ S ⊂ σy(W ′), we
conclude that

σ(W ′) = σy(W ′) 6= σx(W ′).

Therefore, since σx is a principal orientation minimizing the number of walls on which
σx and σ differ, we deduce that there exist no wall of HW separating x and y. On the
other hand, a hyperplane H separating x and y would produce a wall separating x and
y by taking a wall of W(H) separating the projections of x and y onto N(H) (such a
wall would exist by assumption), so we deduce that no hyperplane separates x and y,
ie., x = y. A fortiori, x ∈ N(J).

We claim that any two hyperplanes underlying two walls of I are transverse. Let J1, J2
be two non transverse hyperplanes such that x ∈ N(J1) ∩ N(J2) and such that J1
is the underlying hyperplane of some W1 ∈ I. Fix a wall W2 ∈ W(J2). Because
W1 ∈ I, we know that σ(W1) 6= σx(W1), hence σ(W1) ⊂ σx(W2). This implies that
σ(W2) = σx(W2); a fortiori, W2 /∈ I. This proves our claim.

Thus, if H denotes the set of the hyperplanes underlying some wall of I, we have proved
that H defines a (finite) collection of pairwise transverse hyperplanes satisfying x ∈⋂
J∈H

N(J). It follows from Fact 2.75 that there exists a prism P = C1 × · · · × Cn such

that x ∈ P and such that H is precisely the set of the hyperplanes dual to it.

Now, we claim that, for every 1 ≤ i ≤ n, the restriction σ|W(Ci) defines an orientation of
W(Ci) which is not principal. Indeed, suppose by contradiction that there exists some
1 ≤ i ≤ n such that the restriction σ|W(Ci) is a principal orientation ofW(Ci); let y ∈ Ci
denote the corresponding vertex. Because x and y both belong to Ci, the orientations σx
and σy may only differ on walls with underlying hyperplane Ji, the hyperplane dual to
Ci. On the other hand, σy and σ coincide on every wall with underlying hyperplane Ji.
It follows that the number of walls on which σy and σ differ is stricly smaller than the
number of walls on which σx and σ differ, contradicting our choice of σx. This proves
our claim.

Let σP denote the semiprincipal orientation associated to
n∏
i=1

σ|W(Ci). We claim that
σ = σP . Let W ∈ HW be a wall and let J denote its underlying hyperplane. If
W ∈ W(Ci) for some 1 ≤ i ≤ n (ie., if J intersects the prism P ), then by construction
we know that σ(W ) = σP (W ). Next, if J is disjoint from P , σP (W ) must be the
halfspace delimited by W which contains P (or equivalently, x ∈ P ), hence

σP (W ) = σx(W ) = σ(W )

because J /∈ H so that W /∈ I. A fortiori, σ is a semiprincipal orientation.

Proof of Proposition 4.25. In order to prove that the action G y (X,HW) is properly
discontinuous, we will prove that the stabiliser of any orientation σ of HW is finite.
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According to Lemma 4.26, we know that σ is either principal or semiprincipal. In the
former case, say σ = σx for some vertex x ∈ X, we have stab(σx) = stab(x), which is
finite by assumption. Next, suppose that σ is semiprincipal. So there exists a prism
P = C1 × · · · × Cn such that, for every 1 ≤ i ≤ n, the restriction σW(Ci) defines
an orientation which is not principal, and such that, for any wall W ∈ HW whose
underlying hyperplane does not intersect P , σ(W ) is the halfspace delimited by W
which contain P . Let H denote the set of the hyperplanes J such that the restriction
σ|W(J) is principal, and let S(J) denote the sector delimited by J which contains P ;
notice that, if we fix some clique C dual to J , then S(J) is also the sector [C, x] where
x ∈ C is defined by σ|W(C) = σx. The intersection C =

⋂
J∈H

S(J) must be stab(σ)-

invariant since the collection H and the sectors S(J) are defined only from σ. We claim
that C = P .

Let J ∈ H. Fix a clique C dual to J and let x ∈ C be the vertex defined by σ|W(C) = σx,
so that S(J) = [C, x]. Suppose by contradiction that x is different from the projection
y of P onto C. Then there exists a wall W ∈ W(C) separating x and y. Clearly,
σ(W ) = σx(W ) is disjoint from P since y /∈ σ(W ). On the other hand, by definition
of P , we know that P ⊂ σ(W ′) for every W ′ ∈ W(C) since J does not intersect P ,
whence a contradiction. Therefore, x = y holds, and we deduce that S(J) is the sector
delimited by J containing P . A fortiori, P ⊂ C. Conversely, let x ∈ X be a vertex
satisfying x /∈ P . Let y ∈ P denote the projection of x onto P (which is well-defined
since prisms are gated according to Lemma 2.80). Because x /∈ P , necessarily x 6= y so
that there exists a hyperplane J separating x and y. Notice that J does not intersect P
according to Lemma 2.34, so J ∈ H. Moreover, we saw that S(J) is the sector delimited
by J which contains P , so x /∈ S(J) and C ⊂ S(J), hence x /∈ C. A fortiori, C ⊂ P ,
which concludes our claim.

Thus, we have proved that the prism P is stab(σ)-invariant. On the other hand, we
know by assumption that the action stab(P ) y (P,W(P )) is properly discontinuous,
so that the stabiliser (in stab(P )) of the orientation

n∏
i=1

σ|W(Ci) of W(P ) is finite. We

conclude that the stabiliser (in G) of σ must be finite as well.

4.3 From actions to walls

In order to apply the different propositions proved in the previous section, we need to
find a collection of walls on each clique of our quasi-median graph. In the cases we will
be interested in, the induced action of each clique-stabiliser on the corresponding clique
often turns out to be transitive and free, so that finding walls on a clique is equivalent to
finding walls on its stabiliser. For this purpose, one possibility is to consider an action
on a CAT(0) cube complex and then to pullback the walls defined on the cube complex
to our group. In fact, the construction presented below works in full generality for
actions on quasi-median graphs, but, as noticed by Proposition 4.16, we do not really
loss generality.

Let G be a group acting on a CAT(0) cube complex X. Fix a base vertex x0 ∈ X.
Without loss of generality, we suppose that the combinatorial convex hull of the orbit
G ·x0 is the whole X. To any hyperplane J of X, delimiting two halfspaces J+ and J−,
we associate the wall on G

m(J) =
{
{g ∈ G | g · x0 ∈ J+}, {g ∈ G | g · x0 ∈ J−}

}
;

and we introduce the collection of walls

M(Gy X) = {m(J) | J hyperplane of X} .
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Notice that, for every hyperplane J and every g ∈ G, we have g·M(J) =M(g·J), so that
M(G y X) defines a G-invariant collection of walls. Moreover, for every hyperplane
J of X and every g, h ∈ G, the wall m(J) separates g and h if and only if J separates
g · x0 and h · x0, so that

dM(GyX)(g, h) = dX(g · x0, h · x0).

As a consequence, (G,M = M(G y X)) defines a space with walls. But does the
properties of the action Gy X transfer to Gy (G,M)? The next two lemmas provide
positive answers for the metrical properness and the cocompactness.

Lemma 4.27. If Gy X is metrically proper, then so is Gy (G,M).

Proof. Because the action Gy X is metrically proper, we deduce that for every R ≥ 0

#{g ∈ G | dM(1, g) ≤ R} = #{g ∈ G | dX(x0, g · x0) ≤ R} < +∞.

Therefore, the action Gy (G,W) is metrically proper as well.

Lemma 4.28. If G y X is cocompact and X locally finite, then G y (G,M) is
cocompact.

Proof. Let Y ⊂ X be a compact fundamental domain containing x0. Because X is
locally finite, the 1-neighborhood Y +1 of Y must be finite. Let J1, . . . , Jp denote the
hyperplanes intersecting Y +1. For every 1 ≤ i ≤ p, there exists some gi ∈ G such that
Ji separates x0 and gi · x0. Set R = max{d(x0, gi · x0) | 1 ≤ i ≤ p}.

Let m(H1), . . . ,m(Hn) ∈M be a collection of pairwise transverse walls. Up to reordering
these walls, suppose that, for some 1 ≤ s ≤ n, H1, . . . ,Hs is a maximal subcollection
of H1, . . . ,Hn of pairwise transverse hyperplanes. If we fix some x ∈

s⋂
i=1

N(Hi), we can

suppose, up to a translation, that x ∈ Y , so that H1, . . . ,Hs ∈ {J1, . . . , Jp}.

Now, fix some s + 1 ≤ j ≤ n. We know that Hj must be disjoint from some Hk,
1 ≤ k ≤ n. Let H+

j denote the halfspace delimited by Hj which contains Hk, and
similarly, let H+

k denote the halfspace delimited by Hk which contains Hj . If G · x0
intersected H+

j ∩H
+
k , then m(Hj) and m(Hk) would be nested. So, because we supposed

m(Hj) and m(Hk) transverse, necessarily G ·x0 does not intersect H+
j ∩H

+
k , so that Hj

and Hk are indistinguishable. As a consequence, there exists some 1 ≤ ` ≤ p such that
Hj and J` = Hk are indistinguishable. In particular, Hj must separate x0 and g` · x0,
so that Hj intersects the ball B(x0, R) ⊂ Y +R.

Thus, we have proved that Hi intersects Y +R for every 1 ≤ i ≤ n. Notice that, because
X is locally finite, Y +R must be finite. In particular, the cardinality n of our collection
is bounded above by the (finite) number of hyperplanes intersecting Y +R, hence

Fact 4.29. If Gy X is cocompact and X locally finite, then dim(G,M) < +∞.

But we have also proved that there exist only finitely many G-orbits of (maximal)
collections of pairwise transverse walls ofM, ie., Gy (G,M) is cocompact.

As a direct consequence of Lemma 4.27 and Lemma 4.28,

Corollary 4.30. If Gy X is geometric, then so is Gy (G,M).
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It is worth noticing that the dimension of (G,M) does not depend only on X. To be
precise, if given a hyperplane J of X we denote by ι(J) the number of hyperplanes
indistinguishable to J , we have

dim(G,M) = max
{

n∑
i=1

ι(Ji) | J1, . . . , Jn pairwise transverse
}
.

Nevertheless, we know that the dimension is finite whenever the cube complex X is
finite dimensional. In fact, for geometric actions, it is possible to introduce another
space with walls with a better control on the dimension. If G acts on a CAT(0) cube
complex X, we denote by N = N (Gy X) the collection of walls obtained fromM by
identifying two indistinguishable walls. Explicitely, the walls of N are the m(J)’s where
m(J1) = m(J2) if J1 and J2 are indistinguishable.

Lemma 4.31. If the action G y X is geometric, then so is G y (G,N ). Moreover,
dim(G,N ) ≤ dimX.

Proof. First, we claim that there exists a constant R ≥ 0 such that any two indistin-
guishable hyperplanes J1, J2 satisfies d(N(J1), N(J2)) ≤ R.
Let {H1, . . . ,Hn} be a set of representatives for the action of G on the hyperplanes
of X. For every 1 ≤ i ≤ n, fix some gi ∈ G such that Hi separates x0 and gi · x0.
Set R = max{d(x0, gi · x0) | 1 ≤ i ≤ n}. Now, let J1, J2 be two indistinguishable
hyperplanes. There exists some g ∈ G such that g · J1 ∈ {H1, . . . ,Hn}, say g · J1 = H1.
Therefore, the hyperplanes H1 and g · J2 are necessarily indistinguishable, so that they
both separate x0 and g1 · x0, hence

d(N(J1), N(J2)) = d(N(H1), N(gJ2)) ≤ d(x0, g1 · x0) ≤ R.

This proves our claim.
Now, fixing some x ∈ X and K ≥ dim(X), we want to prove that the set

F = {g ∈ G | dN (x, g · x) ≤ K}

is finite. Let g ∈ G satisfy d(x, g · x) ≥ Ram(K(R + 3) + 1), where Ram(·) denotes the
Ramsey number. If so, we know that x and g · x are separated by at least Ram(K(R+
3)+1) hyperplanes, so that x and g ·x must be separated by at least K(R+3)+1 disjoint
hyperplanes, say J0, . . . , JK(R+3). Because, for every 0 ≤ i ≤ K − 1, the hyperplanes
Ji(R+3) and J(i+1)(R+3) are separated by at least R+ 1 hyperplanes, we deduce from our
previous observation that Ji(R+3) and J(i+1)(R+3) cannot be indistinguishable. Thus,
m(J0),m(JR+3), . . . ,m(JK(R+3)) define K + 1 pairwise distinct walls of N separating x
and g · x, hence g /∈ F . Therefore,

F ⊂ {g ∈ G | d(x, g · x) ≤ Ram(K(R+ 3) + 1)},

and we conclude that F is finite because the action G y X is metrically proper. A
fortiori, the action Gy (X,N ) is metrically proper as well.
Finally, we claim that the action Gy (X,N ) is cocompact, ie., there exist only finitely
many orbits of (maximal) collections of pairwise transverse walls of N . Notice that
if m(J1) and m(J2) are transverse (as two elements of N ) then J1 and J2 must be
transverse. Indeed, if J1 and J2 are two disjoint hyperplanes of X, and if we denote by
J+

1 (resp. J+
2 ) the halfspace delimited by J1 (resp. J2) containing J2 (resp. J1), then

either J+
1 ∩J

+
2 ∩G·x0 = ∅, so that J1 and J2 are indistinguishable (and m(J1) = m(J2) in

N ), or m(J1) and m(J2) are nested. Therefore, any collection of pairwise transverse walls
of N defines a collection of pairwise transverse hyperplanes of X. Because we already
know that X contains only finitely many orbits of collections of pairwise transverse
hyperplanes, the conclusion follows.
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Question 4.32. If G y X is geometric and virtually special, is G y (G,N ) virtually
special as well?

In order to apply the propositions proved in the previous section, we also want any two
distinct elements of G to be separated by some wall ofM or N . The following lemma
gives a sufficient condition which implies this property, and moreover Lemma 4.34 below
essentially states that we can always assume that this condition is satisfied.

Lemma 4.33. If the stabiliser of x0 is trivial, then two distinct elements of G are
separated by some m(J).

Proof. Let g, h ∈ G be two distinct elements. Because the stabiliser of x0 is trivial,
necessarily g · x0 6= h · x0. Thus, if J denotes a hyperplane separating g · x0 and h · x0,
then m(J) must separate g and h.

Lemma 4.34. Let G be a group acting on a CAT(0) cube complex X0. Then G acts
on a CAT(0) cube complex X containing X0 so that the action G y X0 extends to an
action Gy X and X contains a vertex whose stabiliser is trivial. Moreover, the action
G y X is properly discontinuous (resp. metrically proper, cocompact) if and only if
the action G y X0 is properly discontinuous (resp. metrically proper, cocompact) as
well; also, if G is a finitely generated residually finite group and if G y X0 is properly
discontinous and virtually special, then Gy X is virtually special.

Proof. Let x0 ∈ X0 be a base vertex and let Ω denote its G-orbit. Let X be the
cube complex constructed from X0 by adding one vertex (x, g) for every x ∈ Ω and
g ∈ stab(x), and one edge between x and (x, g) for every x ∈ Ω and g ∈ stab(x). It is
clear that X satisfies the Gromov-link condition and that it is simply connected, so it
is a CAT(0) cube complex.

Now, we extend the action G y X0 to an action G y X. For every x ∈ Ω, fix some
hx ∈ G such that hx · x0 = x. For every g, k ∈ G and x ∈ Ω, define

g · (x, k) = (gx, gkhxh−1
gx );

notice that
gkhxh

−1
gx · gx = gkhx · x0 = gk · x = g · x,

so that gkhxh−1
gx ∈ stab(gx). Moreover,

g1 · (g2 · (x, k)) = g1 · (g2x, g2khxh
−1
g2x)

= (g1g2x, g1 · g2khxh
−1
g2x · hg2xh

−1
g1g2x)

= (g1g2x, g1g2khxh
−1
g1g2x) = g1g2 · (x, k)

so we have defined a group action Gy X, which extends Gy X0 by construction.

Fixing some x ∈ Ω, we claim that the vertex (x, 1) ∈ X has trivial stabiliser. Indeed,
if g ∈ G fixes (x, 1), then (x, 1) = g · (x, 1) = (gx, ghxh−1

gx ). As a consequence, gx = x,
ie., g ∈ stab(x), so that hgx = hx. Therefore, our relation becomes (x, 1) = (x, g), hence
g = 1.

This proves the first assertion of our lemma. Next, it is clear that the action G y X
is properly discontinuous (resp. metrically proper, cocompact) if and only if the action
Gy X0 is properly discontinuous (resp. metrically proper, cocompact) as well. Finally,
suppose thatG is a finitely generated residually finite group and thatGy X0 is properly
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discontinous and virtually special. LetH ≤ G be a finite-index subgroup acting specially
on X0. Then

Obs(H y X) ⊂
⋃
x∈Ω

stab(x) =
⋃
g∈G

g · stab(x0) · g−1.

Because G acts properly discontinuously on X0, stab(x) must be finite. Therefore, G
contains a normal finite-index K such that K∩stab(x0) = {1}. A fortiori, K∩Obs(H y
X) = ∅, so that H ∩ K defines a finite-index subgroup of G acting specially on X.
Consequently, the action Gy X is virtually special.

4.4 Generalizations of spaces with walls

In [CMV04], Chelix, Martin and Valette introduces spaces with measured walls, which
may be thought of as “continuous spaces with walls”; they may also be compared to
real trees generalizing simplicial trees.

Definition 4.35. A space with measured walls (X,W,B, µ) is the data of a collection
of walls W on a set X, a σ-algebra B on W, and a measure µ on (W,B), so that, for
every x, y ∈ X, the set W(x | y) of the walls separating x and y belongs to B and has
finite measure.

In particular, the definition allows us to introduce the pseudo-distance

dW : (x, y) 7→ µ (W(x | y)) .

Spaces with measured walls were essentially introduced because of their relations with
Kazhdan’s property (T) and a-T-menability (also known as Haagerup’s property). Recall
that a (discrete) group is a-T-menable if it admits a proper action on a Hilbert space
by affine isometries. In this article, we are not interested in Kazhdan’s property (T)
since, according to Proposition 4.16, any group acting without global fixed point on a
quasi-median graph acts without global fixed point on a CAT(0) cube complex, and so
does not satisfy Kazhdan’s property (T) according to [NR98b]. The relations between
a-T-menability and spaces with measured walls were strenghtened by Chatterji, Druţu
and Haglund in [CDH10, Theorem 1.3] when proving that

Theorem 4.36. [CDH10] A (discrete) group is a-T-menable if and only if it acts met-
rically properly on a space with measured walls.

It is possible to generalize Proposition 4.22 to spaces with measured walls. To do so,
given a quasi-median graph X, define a system of measured wallspaces by the data
of a space with measured walls (C,W(C),B(C), µC) for every clique C ⊂ X; it is
coherent if the underlying system of wallspaces is coherent on its own right. Let us fix
a coherent system of measured wallspaces on X. Recall that, for every hyperplane J ,
we set W(J) = W(C) where C is any clique dual to J , so that B(C) naturally induces
a σ-algebra B(J) on W(J), and µC a measure µJ on B(J). On our collection of walls
W = SW tHW, we consider the σ-algebra

B = B0 t
∐

J hyperplane of X
B(J),

where B0 is the discrete σ-algebra defined on SW. Then, we introduce the measure µ
on W defined by

µ

A t ∐
J hyperplane of X

AJ

 = #A+
∑

J hyperplane of X
µJ(AJ),

where AJ ∈ B(J) for every J and A ∈ B0. Using Lemma 4.17 and following word for
word the proof of Lemma 4.11, we show that:
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Lemma 4.37. Let x, y ∈ X be two vertices. Let J1, . . . , Jn denote the hyperplanes
separating x and y, and, for every 1 ≤ i ≤ n, fix a clique Ci dual to Ji. If pi : X → Ci
denotes the projection onto Ci for every 1 ≤ i ≤ n, then

d(x, y) ≤ µ W(x | y) ≤ 2d(x, y) +
n∑
i=1

µCiWCi(pi(x) | pi(y)).

As a consequence, (X,M,B, µ) defines a space with measured walls. Moreover, by
following word for word the proof of Proposition 4.22, we show:

Proposition 4.38. Let G be a group acting on a quasi-median graph X endowed with
a G-invariant coherent system of measured wallspaces. Suppose that

• any vertex of X belongs to finitely many cliques;

• any vertex-stabiliser is finite;

• for every clique C, the pseudo-metric space (C, dW(C)) is locally finite;

• there exists some constant K > 0 such that, for every clique C and every distinct
vertices x, y ∈ C, µCWC(x | y) ≥ K.

Then the action Gy (X,W,B, µ) is metrically proper.

In [Arn13], Arnt introduced a generalization of spaces with measured walls, called spaces
with labelled partitions, motivated by generalizations of a-T-menability.

Definition 4.39. A space with labelled partitions (X,P, F (P)) is the data of a set X,
a family P of labelling functions from X to K (where K = R or C), and F (P) =
F(P)/F(P)0 a Banach space, where (F(P), ‖ · ‖) is a semi-normed space of K-valued
functions on P and F(P)0 = {ξ ∈ F(P) | ‖ξ‖ = 0}, such that

c(x, y) :
{
P −→ K
f 7−→ f(x)− f(y) ∈ F(P)

for every x, y ∈ X.

The definition allows us to define a pseudo-distance on X by

dP : (x, y) 7→ ‖c(x, y)‖.

Theorem 4.40. [Arn13] Let G be a (discrete) group G. If G acts properly by affine
isometries on a Banach space B then there exists a structure (G,P, F (P)) of space with
labelled partitions on G such that G acts properly on (G,P, F (P)) by left-multiplication.
Moreover, there exists a linear isometric embedding F (P) ↪→ B. Conversely, if G acts
properly on a space with labelled partitions (X,P, F (P)) then there exists a proper iso-
metric affine action of G on a Banach space B, which is a closed subspace of F (P.

It is possible to generalize Proposition 4.22 to spaces with labelled partitions. To do so,
given a quasi-median graph X, define a system of spaces with labelled partitions by the
data of a space with labelled partitions (C,PC , F (PC)) for each clique C ⊂ X. Fixing
some clique C, any function f : C → K naturally extends to f̄ : X → K by defining
f̄(x) = f(projC(x)) for every x ∈ X. By extension, we define

PC = {f̄ : X → K | f ∈ PC} and F(PC) = {ξ̄ : f̄ 7→ ξ(f) | ξ ∈ F(PC)}.

Next, let C,C ′ be two cliques dual to the same hyperplane, and let t = tC→C′ denote
the canonical bijection C → C ′. We define

PC→C′ = {f ◦ t−1 | f ∈ PC} and F(PC→C′) = {f 7→ ξ(f ◦ t) | ξ ∈ F(PC)}.
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Using the map ξ 7→ (f 7→ ξ(f ◦ t)), we transfer the structure of semi-normed vector
space of F(PC) to F(PC→C′). As a consequence, F (PC→C′) = F(PC→C′)/F(PC→C′)0
is naturally isomorphic to F (PC), so that it defines a Banach space. Moreover, if
x, y ∈ C ′ and

c(x, y) :
{
PC→C′ −→ K
f 7−→ f(x)− f(y)

then c(x, y)(f) = f ◦ t(t−1(x)) − f ◦ t(t−1(y)) = κ(t−1(x), t−1(y))(f ◦ t) for every f ∈
PC→C′ , where

κ(a, b) :
{
PC −→ K
f 7−→ f(a)− f(b) ∈ F(PC)

for every a, b ∈ C. Consequently, c(x, y) ∈ F(PC→C′).

Thus, we have proved that (C ′,PC→C′ , F (PC→C′)) defines a space with labelled parti-
tions. Our system of spaces with labelled partitions is coherent if PC′ = PC→C′ and
F(PC→C′) = F(PC′) for every cliques C,C ′ dual to the same hyperplane. From now
on, we suppose that this is the case.

Lemma 4.41. If C,C ′ are two cliques dual to the same hyperplane, then PC = PC′
and F(PC′) = F(PC).

Proof. Let f ∈ PC . Then f ◦ t−1 ∈ PC→C′ and, for every x ∈ X,

f̄(x) = f(projC(x)) = f(t−1(projC′(x))) = f ◦ t−1(x),

where the second equality is justified by Lemma 3.2, hence f̄ = f ◦ t−1 ∈ PC→C′ .
Conversely, if f ∈ PC→C′ , then f ◦ t ∈ PC and, for every x ∈ X,

f̄(x) = f(projC′(x)) = f(t(projC(x))) = f ◦ t(x),

hence f̄ = f ◦ t ∈ PC . Thus, we have proved that PC = PC→C′ . On the other
hand, because our system of spaces with labelled partitions is coherent, we know that
PC′ = PC→C′ , hence PC = PC→C′ = PC′ .

Next, because PC′ = PC→C′ , we have

F(PC′) =
{{
PC′ → K
f̄ 7→ ξ(f) |ξ ∈ F(PC′)

}
=
{{
PC′ → K
f̄ 7→ ζ(f ◦ t) |ζ ∈ F(PC)

}
.

Now, for every f ∈ PC′ , f̄ = (f ◦ t) ◦ t−1 where f ◦ t ∈ PC ; because we proved in
the previous paragraph that ḡ = g ◦ t−1 for every g ∈ PC , we deduce that f̄ = f ◦ t.
Therefore,

F(PC′) =
{{
PC → K
ḡ 7→ ζ(g) |ζ ∈ F(PC)

}
= F(PC),

which concludes the proof of our lemma.

If J is a hyperplane of X, this allows us to define PJ = PC and F(PJ) = F(PC) for
every clique C dual to J . Set

P = P0 t
∐

J hyperplane of X
PJ ,

where P0 is the set of all the characteristic functions χD of the sectors D ∈ D of X.
Then, define

F(P) = `p(D)⊕
`p⊕

J hyperplane of X
F(PJ).
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To conclude that (X,P, F (P)) defines a space with labelled partitions, it is sufficient to
prove the following lemma by following the lines of the proof of Lemma 4.11 (we leave
the proof as an exercice):

Lemma 4.42. Let x, y ∈ X be two vertices. Let J1, . . . , Jn denote the hyperplanes
separating x and y, and, for every 1 ≤ i ≤ n, fix a clique Ci dual to Ji. If pi : X → Ci
denotes the projection onto Ci for every 1 ≤ i ≤ n, then

c(x, y) =
∑

D separates x and y
χD +

n∑
i=1

κi(pi(x), pi(y)),

where κi(a, b) : f 7→ f(a)− f(b) ∈ F(PCi) for every a, b ∈ Ci.

In particular, notice that

dP(x, y) = ‖c(x, y)‖ = 2d(x, y) +
(

n∑
i=1

di(pi(x), pi(y))p
)1/p

,

where di denotes the pseudo-distance on Ci. Thus, by reproducing the proof of Propo-
sition 4.22, we show:

Proposition 4.43. Let G be a group acting on a quasi-median graph X endowed with
a G-invariant coherent system of spaces with labelled partitions. Suppose that

• any vertex of X belongs to finitely many cliques;

• any vertex-stabiliser is finite;

• for every clique C, the pseudo-metric space (C, dP(C)) is locally finite;

• there exists some constant K > 0 such that, for every clique C and every distinct
vertices x, y ∈ C, dP(C)(x, y) ≥ K.

Then the action Gy (X,P, F (P)) is metrically proper.

We emphasize the fact that, in the conclusion of the previous proposition, the space F (P)
is obtained as a `p-sums of local F (PC)’s with some `p-space, where p ≥ 1 is an arbitrary
integer. Consequently, as a consequence of the statement below, our construction applies
naturally to prove the a-Lp-menability of some groups:

Corollary 4.44. [Arn13] Let G be a (discrete) group and p ≥ 1 with p /∈ 2Z\{2}. Then
G is a-Lp-menable if and only if G acts properly on a space with labelled partitions
(X,P, F (P) where F (P) is isometrically isomorphic to a closed subspace of an Lp-space.

Although in the following we restrict ourself to a-Lp-menability, we emphasize that our
arguments hold for other classes of Banach spaces.

5 Topical actions on quasi-median graphs I
In this section, we show that, if a group G acts topically-transitively on a quasi-median
graph X, then we can choose metrics or collections of walls on clique-stabilisers to pro-
duce coherent and G-invariant systems of metrics or wallspaces. Next, this construction
is used to prove combination theorems of the form: Fix a group property P and sup-
pose that a given group G acts topically-transitively on some quasi-median graph X
satisfying some finiteness properties (depending on the property P we are looking at).
If clique-stabilisers satisfy P, then so does G.

96



5.1 Creating invariant coherent systems I

In this section, we are interested in the following problem. Fix a group G acting on a
quasi-median graph X and a collection of cliques C such that every G-orbit of hyper-
planes intersects C along a single clique. Roughly speaking, C is a collection of cliques
of reference. On each clique C ∈ C, fix a metric δC or a collection of walls W(C).
Is it possible to extend these data to a coherent and G-invariant system of metrics or
wallspaces? The main result of this section, namely Theorem 5.1, completely answers
this question.

First, we need to introduce some vocabulary. Let G be a group acting on a quasi-median
graph X. Fix some clique C of X and let J denote the hyperplane dual to C. For every
x ∈ X, recall that [C, x] denotes the sector delimited by J which contains x. Define

ρC :
{

stab(J) → Bij(C)
g 7→ (x 7→ [C, gx] ∩ C)

Otherwise saying, we look at the permutation of the vertices of C corresponding to the
permutation of the sectors delimited by J which is induced by g ∈ stab(J). If C ′ is a
clique dual to the same hyperplane as C, we denote by ρC′→C : stab(C ′) → Bij(C) the
restriction of ρC to stab(C ′).

Theorem 5.1. Let G be a group acting on a quasi-median graph X. Fix some collection
of cliques C such that every G-orbit of hyperplanes intersects it along a single clique.
Suppose that each clique of C is endowed with a metric δC (resp. a structure of wallspace
W(C)). There exists a G-invariant coherent system of metrics (resp. wallspaces) ex-
tending {(C, δC) | C ∈ C} (resp. {(C,W(C)) | C ∈ C}) if and only if, for every C ∈ C,
the metric δC (resp. the collection of walls W(C)) is Im(ρC)-invariant. Moreover, the
extension, when it exists, is unique.

We begin by proving a few preliminary results about the maps ρC .

Lemma 5.2. Let X be a quasi-median graph and C,C ′ two cliques dual to a common
hyperplane J . The equality

ρC′(g) · tC→C′(x) = tC→C′(ρC(g) · x)

holds for every g ∈ stab(J) and every x ∈ C.

Proof. ρC′(g) ·tC→C′(x) is the unique vertex of C ′ contained in the sector delimited by J
containing g·tC→C′(x). Since x and tC→C′(x) belong to the same sector delimited by J , a
fortiori ρC′(g) · tC→C′(x) is also the unique vertex of C ′ contained in the sector delimited
by J containing g ·x. Next, since ρC′(g) · tC→C′(x) and tC′→C (ρC′(g) · tC→C′(x)) belong
to the same sector delimited by J , we deduce that tC′→C (ρC′(g) · tC→C′(x)) is the unique
vertex of C contained in the sector delimited by J containing g · x, hence ρC(g) · x =
tC′→C (ρC′(g) · tC→C′(x)). We conclude that ρC′(g) · tC→C′(x) = tC→C′(ρC(g) · x).

Lemma 5.3. Let G be a group acting on a quasi-median graph X and C a clique of X.
Denote by J the hyperplane dual to C. The equality

ρC(g) · x = tgC→C(g · x)

holds for every vertex x ∈ C and every element g ∈ stab(J).

Proof. Fix a vertex x ∈ C and an element g ∈ stab(J). By definition of ρC , ρC(g) · x is
the unique vertex of C which belongs to the same fiber of J as g · x. This description
also defines tgC→C(g · x), so the conclusion follows.
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Corollary 5.4. Let G be a group acting on some quasi-median graph X and J a hyper-
plane dual to some clique C. The equality

k · tkC→C(x) = ρkC(k) · x

holds for every k ∈ stab(J) and x ∈ kC.

Proof. Fix some k ∈ stab(J) and x ∈ kC. By applying the previous lemma, we deduce
that

ρkC(k) · x = tk2C→kC(k · x) = k · tkC→C(x),

and the conlusion follows.

The maps constructed by our next preliminary result will allow us to link an arbitrary
clique of our quasi-median graph to the clique of C which labels it, in the following
meaning.

Definition 5.5. Let G be a group acting on a quasi-median graph X and C a collection
of cliques such that any G-orbit of hyperplanes intersects it along a single clique. A
clique C is labelled by Q ∈ C if Q is the unique clique of C dual to the same hyperplane
as one of the translates of C.

We will use these maps to transfer structures (metrics or collections of walls) from the
cliques of C to all the cliques of the quasi-median graph.

Proposition 5.6. Let G be a group acting on a quasi-median graph X. Fix a collection
of cliques C such that every G-orbit of hyperplanes intersects C along a single clique.
There exist

• a morphism ψC : stab(Q)→ Im(ρC);

• a bijection ΦC : Q→ C;

for every clique C labelled by some Q ∈ C, such that

• ΦC is ψC-equivariant;

• if C,C ′ are two cliques dual to the same hyperplane, ΦC′ = tC→C′ ◦ ΦC ;

• for every clique C and every g ∈ G, there exists some h ∈ Im(ρQ) such that
g · ΦC(x) = ΦgC(h · x) for every x ∈ Q.

Moreover, the morphism ψC is, up to conjugacy, the restriction ρQ→C′ to stab(Q) of
ρC′, where C ′ is a G-translate of C.

Proof. For every hyperplane J of X, fix some h(J) ∈ G such that h(J) · J contains a
clique of C. By extension, if C is a clique of J , we set h(C) = h(J). Now, define

ΦC :
{
Q → C
x 7→ h(C)−1 · tQ→h(C)C(x) and ψC :

{
stab(Q) → Im(ρC)

g 7→ h(C)−1ρh(C)C(g)h(C)

Notice that, for every g ∈ stab(Q) and x ∈ Q, Lemma 5.2 implies that

ΦC(gx) = h(C)−1tQ→h(C)C(gx) = h(C)−1ρh(C)C(g)tQ→h(C)C(x)

= ψC(g)h(C)−1tQ→h(C)C(x) = ψC(g) · ΦC(x)
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Therefore, ΦC is ψC-equivariant. Next, for every g ∈ G and x ∈ C, by applying Corollary
5.4 proved below and Lemma 5.2, we deduce that

gΦC(x) = gh(C)−1tQ→h(C)C(x)

= h(gC)−1 (h(gC)gh(C)−1) th(gC)gC→h(C)C ◦ tQ→h(gC)gC(x)

= h(gC)−1ρh(gC)gC(h(gC)gh(C)−1)tQ→h(gC)gC(x)

= h(gC)−1tQ→h(gC)gC
(
ρQ(h(gC)gh(C)−1) · x

)
= ΦgC

(
ρQ
(
h(gC)gh(C)−1) · x)

Thus, we have proved the third point of our proposition. Finally, if C ′ is a clique dual
to the same hyperplane as C, then, by noticing that h(C) = h(J) = h(C ′), we deduce
that

ΦC′(x) = h(C ′)−1tQ→h(C′)C′(x)

= h(J)−1th(J)C→h(J)C′ ◦ tQ→h(J)C(x)

= tC→C′
(
h(C)−1tQ→h(C)C(x)

)
= tC→C′ ◦ ΦC(x)

for every x ∈ C ′, hence ΦC′ = tC→C′ ◦ ΦC .

Now, we are ready to prove the existence claimed by Theorem 5.1.

Corollary 5.7. Let G be a group acting on a quasi-median graph X. Fix a collection of
cliques C such that every G-orbit of hyperplanes intersects C along a single clique, and,
for every C ∈ C, let W(C) be an Im(ρC)-invariant collection of walls making (C,W(C))
a wallspace. Then there exists a G-invariant coherent system of wallspaces extending
{(C,W(C)) | C ∈ C} such that, for every clique C, labelled by some Q ∈ C, the spaces
(C,W(C)) and (Q,W(Q)) are isomorphic.
Moreover, under the additional assumptions that fix(C) = {1} and that ρQ→C′ : stab(Q)→
Im(ρC′) is an isomorphism for every translate C ′ of C which is dual to the same hyper-
plane as Q, the actions stab(C) y (C,W(C)) and stab(Q) y (Q,W(Q)) turn out to be
isomorphic.

Proof. Let ΦC and ψC be the maps given by Proposition 5.6. We set

W(C) = ΦC W(Q)

for every clique C labelled by Q ∈ C. If C ′ is a clique dual to the same hyperplane as
C, then

W(C ′) = ΦC′W(Q) = tC→C′ ◦ ΦCW(Q) = tC→C′W(C) =W(C → C ′).

Therefore, our system is coherent. Next, if g ∈ G, then

gW(C) = gΦCW(Q) = ΦgC (h · W(Q)) = ΦgCW(Q) =W(gC),

where h ∈ Im(ρQ) is the element given by the third point of Proposition 5.6. Notice that
the third equality is justified by the fact that W(Q) is Im(ρQ)-invariant. Consequently,
our system is also G-invariant.

Finally, we claim that, if fix(C) = {1} and if ρQ→C′ is an isomorphism for every
translate C ′ of C which is dual to the same hyperplane as Q, then ρC→C defines an
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isomorphism stab(C) → ρC(stab(C)) and ΦC is a
(
ρ−1
C→C ◦ ψC

)
-equivariant isomor-

phism (Q,W(Q)) → (C,W(C)). The first assertion follows from the observation that
ker(ρC→C) = fix(C). Next, we know that ΦC is ρ−1

C→C ◦ ψC-equivariant because ΦC is
already ψC-equivariant according to Proposition 5.6 and that ψC(g) and ρ−1

C→C ◦ ψC(g)
induce the same permutation on C for every g ∈ stab(Q). Finally, ρ−1

C→C ◦ψC turns out
to be an isomorphism since ψC is itself an isomorphism as a consequence of our second
assumption combined with the last assertion of Proposition 5.6. A fortiori, the actions
stab(C) y (C,W(C)) and stab(Q) y (Q,W(Q)) are isomorphic.

Corollary 5.8. Let G be a group acting on a quasi-median graph X. Fix a collection
of cliques C such that every G-orbit of hyperplanes intersects C along a single clique,
and, for every C ∈ C, let δC be a Im(ρC)-invariant metric on C. Then there exists a
G-invariant coherent system of metrics {(C, δC) | C ∈ C} such that, for every clique C,
labelled by some Q ∈ C, the spaces (C, δC) and (Q, δQ) are isometric.
Moreover, under the additional assumptions that fix(C) = {1} and that ρQ→C′ : stab(Q)→
Im(ρC′) is an isomorphism for every translate C ′ of C which is dual to the same hy-
perplane as Q, the actions stab(C) y (C, δC) and stab(Q) y (Q, δQ) turn out to be
isomorphic.

Proof. Let ΦC and ψC be the maps given by Proposition 5.6. We define

δC : (x, y) 7→ δQ(Φ−1
C (x),Φ−1

C (y))

for every clique C labelled by Q ∈ C. If C ′ is a clique dual to the same hyperplane as
C, then

δC′(x, y) = δQ(Φ−1
C′ (x),Φ−1

C′ (y)) = δQ(Φ−1
C ◦ tC′→C(x),Φ−1

C ◦ tC′→C(y))

= δC(tC′→C(x), tC′→C(y)) = δC→C′(x, y)

for every x, y ∈ C ′. Therefore, our system is coherent. Next, if g ∈ G, then for every
x, y ∈ C we have

δgC(gx, gy) = δQ
(
Φ−1
gC(gx),Φ−1

gC(gy)
)

= δQ
(
h · Φ−1

C (x), h · Φ−1
C (y)

)
= δQ

(
Φ−1
C (x),Φ−1

C (y)
)

= δC(x, y)

where h ∈ Im(ρQ) is the element given by the third point of Proposition 5.6. Notice that
the third equality is justified by the fact that δQ is Im(ρQ)-invariant. Consequently, our
system is also G-invariant.

Finally, we claim that, if fix(C) = {1} and if ρQ→C′ is an isomorphism for every trans-
late C ′ of C which is dual to the same hyperplane as Q, then ρC→C defines an iso-
morphism stab(C) → ρC(stab(C)) and ΦC is a ρ−1

C→C ◦ ψC-equivariant isomorphism
(Q, δQ) → (C, δC). The first assertion follows from the observation that ker(ρC→C) =
fix(C). Next, we know that ΦC is

(
ρ−1
C→C ◦ ψC

)
-equivariant because ΦC is already ψC-

equivariant according to Proposition 5.6 and that ψC(g) and ρ−1
C→C ◦ ψC(g) induce the

same permutation on C for every g ∈ stab(Q). Finally, ρ−1
C→C ◦ ψC turns out to be

an isomorphism since ψC is itself an isomorphism as a consequence of our second as-
sumption combined with the last assertion of Proposition 5.6. A fortiori, the actions
stab(C) y (C, δC) and stab(Q) y (Q, δQ) are isomorphic.

Proof of Theorem 5.1. The existence claimed by our theorem is proved by the previous
two corollaries. Now, suppose that there exists a G-invariant coherent system of metrics
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{(C, δC) | C clique} extending {(C, δC) | C ∈ C}. Fixing a clique C ∈ C, we claim that
δC is Im(ρC)-invariant, ie.,

δC(ρC(g) · x, ρC(g) · y) = δC(x, y)

for every x, y ∈ C and g ∈ stab(J) where J denotes the hyperplane dual to C. Indeed,
it follows from the Lemma 5.3 and the fact that our system of metrics is G-invariant
and coherent that

δC(ρC(g) · x, ρC(g) · y) = δC (tgC→C(g · x), tgC→C(g · y))

= δgC(g · x, g · y) = δC(x, y)

Next, we claim that {(C, δC) | C clique} is uniquely determined by {(C, δC) | C ∈ C}.
So let C be an arbitrary clique of X and x, y ∈ C two vertices. By definition of C, there
exists some g ∈ G and Q ∈ C such that Q and gC are dual to the same hyperplane.
Now, because our system is G-invariant and coherent, we know that

δC(x, y) = δgC(gx, gy) = δQ(tgC→Q(gx), tgC→Q(gy)).

Therefore, the metric δC is completely determined by δQ.

We argue similarly for wallspaces. Suppose that there exists a G-invariant coherent
system of wallsapces {(C,W(C)) | C clique} extending {(C,W(C)) | C ∈ C}. Fixing
a clique C ∈ C, we claim that W(C) is Im(ρC)-invariant. Indeed, it follows from the
Lemma 5.3 and the fact that our system of metrics is G-invariant and coherent that

ρC(g)W(C) = tgC→C (gW(C)) = tgC→CW(gC) =W(C)

for every g ∈ stab(J) where J denotes the hyperplane dual to C. Next, we claim that
{(C,W(C)) | C clique} is uniquely determined by {(C,W(C)) | C ∈ C}. So let C be an
arbitrary clique of X. By definition of C, there exists some g ∈ G and Q ∈ C such that
Q and gC are dual to the same hyperplane. Now, because our system is G-invariant
and coherent, we know that

W(C) = g−1W(gC) = g−1 · tQ→gC (W(Q)) .

A fortiori, W(C) is completely determined by W(Q).

5.2 Topical and topical-transitive actions

Given a group acting on a quasi-median graph, we have shown in the previous section
that Im(ρC)-invariance is a necessary and sufficient condition to be able to extend some
partial system of metrics or wallspaces to a global coherent and invariant sytem. In this
section, our goal is to notice that, if our group acts in a specific way, then this condition
may be weakened into a stab(C)-invariance. The first kind of actions we are interested
in is:

Definition 5.9. Let G be a group acting on a quasi-median graph X. The action
Gy X is C-topical if C is a collection of cliques such that every G-orbit of hyperplanes
intersects it on a single clique, and if Im(ρC) ⊂ ρC(stab(C)) for every C ∈ C.

It is worth noticing that, if G is a group acting C-topically on a quasi-median graph
X and if δC is a stab(C)-invariant metric defined on some clique C of X, then δC
is automatically Im(ρC)-invariant. Of course, the same statement holds if metrics are
replaced with collections of walls. As a consequence, Corollaries 5.7 and 5.8 immediately
imply:
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Proposition 5.10. Let G be a group with a C-topical action on a quasi-median graph
X. For every C ∈ C, let W(C) be a stab(C)-invariant collection of walls such that
(C,W(C)) is a space with walls. Then there exists a G-invariant coherent system of
wallspaces extending {(C,W(C)) | C ∈ C} such that, for every clique C, labelled by
some Q ∈ C, the spaces (C,W(C)) and (Q,W(Q)) are isomorphic.
Moreover, under the additional assumptions that fix(C) = {1} and that ρQ→C′ is an
isomorphism for every translate C ′ of C which is dual to the same hyperplane as Q, the
actions stab(C) y (C,W(C)) and stab(Q) y (Q,W(Q)) turn out to be isomorphic.

Proposition 5.11. Let G be a group with a C-topical action on a quasi-median graph
X. For every C ∈ C, let δC be a stab(C)-invariant metric on C. Then there exists a
G-invariant coherent system of metrics {(C, δC) | C ∈ C} such that, for every clique C,
labelled by some Q ∈ C, the spaces (C, δC) and (Q, δQ) are isometric.
Moreover, under the additional assumptions that fix(C) = {1} and that ρQ→C′ is an
isomorphism for every translate C ′ of C which is dual to the same hyperplane as Q, the
actions stab(C) y (C, δC) and stab(Q) y (Q, δQ) turn out to be isomorphic.

The second kind of actions we are interested in, namely topical-transitive actions, is the
main type of actions which we will study. (In fact, topical actions will only be used
in Section 7, by noticing that, when a group acts topically-transitively on some quasi-
median graph, then the induced action on a quasi-median graph obtained by inflating
the hyperplanes of the previous graph turns out to be topical.)

Definition 5.12. Let G be a group acting on a quasi-median graph X. The action
is topical-transitive if Im(ρC) ⊂ ρC(stab(C)) for every clique C of X (ie., for every
hyperplane J , every clique C dual to J and every g ∈ stab(J), there exists some h ∈
stab(C) such that g and h induce the same permutation on the set of fibers delimited
by J) and if, for every clique C of X,

• either C is finite and stab(C) = fix(C);

• or stab(C) y C is free and transitive on the vertices.

If C denotes a collection of cliques such that any G-orbit of hyperplanes intersects it along
a single clique, then we decompose it as the disjoint union C1 t C2 where C1 denotes the
subcollection of cliques C ∈ C such that stab(C) y C is transitive and free on the
vertices, and where C2 denotes the subcollection of cliques C ∈ C such that C is finite
and satisfies stab(C) = fix(C).

The next lemma will allow us to simplify the previous two propositions.

Lemma 5.13. Let G be a group acting topically-transitively on a quasi-median graph
X and let C,C ′ be two cliques dual to the same hyperplane J . If fix(C) = {1}, then the
restriction ρC→C′ : stab(C)→ Im(ρC′) of ρC′ is an isomorphism.

Proof. Let h ∈ stab(J). Because G acts topically-transitively on X, there exists some
g ∈ stab(C) which induces the same permutation on the set of fibers of J as h.
Consequently, ρC→C′(g) = ρC′(h). Therefore, ρC→C′ is surjective. Next, notice that
ker(ρC→C′) is the set of elements of stab(C) inducing a trivial permutation on the fibers
of J , ie., ker(ρC→C′) = fix(C). The conclusion follows.

Thus, Corollaries 5.7 and 5.8 immediately imply:

Proposition 5.14. Let G be a group with a topical-transitive action on a quasi-median
graph X. Fix a collection of cliques C such that any G-orbit of hyperplanes intersects it
along a single hyperplane. For every C ∈ C, let W(C) be a stab(C)-invariant collection
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of walls making (C,W(C)) a wallspace. Then there exists a G-invariant coherent system
of wallspaces extending {(C,W(C)) | C ∈ C} such that, for every clique C, labelled by
some Q ∈ C satisfying fix(Q) = {1}, the actions stab(C) y (C,W(C)) and stab(Q) y
(Q,W(Q)) are isomorphic.

Proposition 5.15. Let G be a group with a topical-transitive action on a quasi-median
graph X. Fix a collection of cliques C such that any G-orbit of hyperplanes intersects
it along a single hyperplane. For every C ∈ C, let δC be a stab(C)-invariant metric
on C. Then there exists a unique G-invariant coherent system of metrics extending
{(C, δC) | C ∈ C} such that, for every clique C, labelled by some Q ∈ C satisfying
fix(Q) = {1}, the actions stab(C) y (C, δC) and stab(Q) y (Q, δQ) are isomorphic.

5.3 Relatively hyperbolic groups acting on quasi-median graphs

In this section, we are interested in determining when a group acting topically-transitively
on a quasi-median graph is hyperbolic. In this situation, conditions on the geometry of
the quasi-median graph are necessary. Indeed, the direct product of two infinite groups
acts topically-transitively on a prism, but is never hyperbolic. In fact, our conclusion will
be stronger: we prove that a group acting topically-transitively on a suitable hyperbolic
quasi-median graph will be hyperbolic relatively to its clique-stabilisers. In the sequel,
we use the definition of relatively hyperbolic groups given by Bowditch in [Bow12].

Definition 5.16. A finitely generated group G is hyperbolic relatively to a collection of
subgroups H = {H1, . . . ,Hn} if G acts by isometries on a graph Γ such that:

• Γ is hyperbolic;

• Γ contains finitely many orbits of edges;

• edge-stabilisers are finite;

• each vertex-stabilizer is either finite or is conjugated to some Hi;

• any Hi stabilises a vertex;

• Γ is fine, ie., any edge belongs only to finitely many simple loops (or cycle) of any
given length.

A subgroup conjugated to some Hi is peripheral. G is just said relatively hyperbolic if it
is relatively hyperbolic with respect to a finite collection of proper subgroups.

The main criterion of this section is the following:

Theorem 5.17. Let G be a group acting topically-transitively on a hyperbolic quasi-
median graph X. Suppose that

• every vertex belongs to finitely many cliques;

• vertex-stabilisers are finite and clique-stabilisers are finitely generated;

• X contains finitely many G-orbits of cliques;

• the hyperplanes dual to two infinite cliques cannot be transverse;

• carriers of hyperplanes dual to infinite cliques are cubically finite.

Then G is hyperbolic relatively to the stabilisers of hyperplanes dual to infinite cliques.
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In order to apply our definition of relatively hyperbolic groups, we need to find a fine
hyperbolic graph on which G acts. A classical construction for this purpose is to cone-off
the space on which our group originally acts.

Definition 5.18. Let X be a graph and Q be a collection of subgraphs.

• The cone-off of X over Q is the graph obtained from X by adding an edge between
two vertices whenever they both belong to a common subgraph of Q.

• The usual cone-off of X over Q is the graph obtained from X by adding a vertex
for each subgraph Q ∈ Q and linking by an edge Q to each vertex belonging to Q.

Depending on the context, considering either the cone-off or the usual cone-off of a graph
can be more or less convenient. Nevertheless, it is worth noticing that the inclusion from
the set of vertices of the cone-off into the set of vertices of the usual cone-off defines
a quasi-isometry. As a consequence, we know that if one of these two cone-off’s is
hyperbolic, then it follows that the second one must be hyperbolic as well.

Notice that a discrete geodesic metric space (M,d) naturally defines a graph. Indeed,
the graph whose vertices are the elements of M and whose edges link two elements
x, y ∈M satisfying d(x, y) = 1 is naturally isometric to (M,d). As a consequence, given
a quasi-median graph X endowed with a coherent system of discrete geodesic metrics,
the metric space (X, δ) can be thought of as a graph. Our next proposition provides a
criterion to determine when the cone-off of this graph turns out to be fine (we refer to
Section 4.1 for the definition of sector-walls). This generalises [Gen16b, Theorem 5.7].

Proposition 5.19. Let X be a quasi-median graph endowed with a coherent system of
discrete geodesic metrics, and Q a collection of gated subgraphs of X. Denote by δ the
global distance extending our system of metrics. Suppose that

• (X, δ) is a locally finite graph;

• Q is locally finite, ie., finitely many subspaces of Q contain a given edge of (X, δ);

• there exists a constant C ≥ 0 such that, for any distinct Q1, Q2 ∈ Q, at most C
sector-walls intersect both Q1 and Q2.

Then the usual cone-off Y of the graph (X, δ) over Q is fine.

We recall from Section 4.1 that a sector-wall is the data of a sector and its complement.
A given sector-wall intersects a subgraph Q if it separates two vertices of Q.

Proof. Let e ∈ Y be an edge and fix one of its endpoints a ∈ X. To a given cycle γ ⊂ Y
of length n containing e, we associate a loop γ ⊂ X containing a in the following way.
The cycle γ passes through a sequence of cone-vertices C1, . . . , Ck (which we identify
with subspaces of Q). For every 1 ≤ j ≤ k, let xj , yj ∈ X be the two vertices of
γ ∩ Cj ∩ X, and choose a broken geodesic [xj , yj ] between xj and yj . Also, for every
1 ≤ j ≤ k − 1, choose a broken geodesic [yj , xj+1] between yj and xj+1. Finally, choose
two broken geodesics [a, x1] and [yn, a], respectively between a and x1, and yn and a.
Now, we set

γ = [a, x1] ∪ [x1, y1] ∪ · · · ∪ [xk, yk] ∪ [yk, a].

Fix some 1 ≤ j ≤ k. For every i 6= j, denote by Ji the collection of the hyperplanes
separating xj and yj and crossing the subgraph Ci; also, denote by H the collection of
the hyperplanes separating xj and yj which do not belong to any Ji. One has

δ(xj , yj) ≤
∑
i 6=j

∑
J∈Ji

δJ(xj , yj) +
∑
J∈H

δJ(xj , yj).
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Fix some i 6= j. It is worth noticing that, since γ is a cycle (ie., a simple loop), the
cone-vertices C1, . . . , Ck must be pairwise distinct, hence Ci 6= Cj . Moreover, because
Ci and Cj are gated subgraphs of X, for every J ∈ Ji, they must both contain an entire
clique dual to J , so that any sector-wall induced by J intersects necessarily Ci and Cj .
Notice that J induces #C(J) sector-walls, where C(J) is an arbitrary clique dual to J ,
hence ∑

J∈Ji

#C(J) ≤ C.

Consequently,∑
i 6=j

∑
J∈Ji

δJ(xj , xj) ≤
∑
i 6=j

∑
J∈Ji

diam(C(J), δ) ≤
∑
i 6=j

∑
J∈Ji

#C(J) ≤ (k − 1)C.

Now, fix some J ∈ H. If γj (resp. γj) denotes the path from yj to xj obtained from γ
(resp. γ) by removing the subpath between xj and yj , let E(J) be the collection of the
edges of γj ∩X which are dual to J . One has

δJ(xj , yj) ≤
∑

(a,b)∈γj

δJ(a, b) where δJ(a, b) =
{

1 if (a, b) is dual to J
0 otherwise .

Since we know that J is disjoint from C1, . . . , Ck, it follows that

δJ(xj , yj) ≤
∑

(a,b)∈E(J)
δJ(a, b) = #E(J).

Finally, because E(J) ∩ E(J ′) = ∅ for every two distinct hyperplanes J, J ′ ∈ H and that
γ contains only n edges, we deduce that∑

J∈H
δJ(xj , yj) ≤

∑
J∈H

#E(J) ≤ n.

Our conclusion is that

δ(xj , yj) ≤
∑
i 6=j

∑
J∈Ji

δJ(xj , yj) +
∑
J∈J

δJ(xj , yj) ≤ (k − 1)C + n ≤ (C + 1)n.

Therefore, we get

diamδ(γ) ≤ δ(a, x1) +
k∑
j=1

δ(xj , yj) +
k−1∑
j=1

δ(yj , xj+1) + δ(a, x1)

≤ k(C + 1)n+ n ≤ (C + 2)n2

We have proved that γ is included into the ball B = Bδ(a, (C + 2)n2). Let Ḃ denote
the cone-off of this ball over {Q ∩ B | Q ∈ Q}, so that γ ⊂ B implies γ ⊂ Ḃ. It is
worth noticing that Ḃ depends only on the edge e, the constant C and the integer n,
so Ḃ contains all the cycles of length n passing through e. Since Ḃ is finite by the local
finiteness of (X, δ) and Q, we conclude that there exist only finitely many such cycles.
This proves that Y is finite.

Proof of Theorem 5.17. Let C be a collection of cliques such that any G-orbit of hy-
perplanes intersects it along a single clique, and let C = C1 t C2 denote the associated
decomposition of C. Fix a base point x0 ∈ X and set x0(C) = projC(x0) for every clique
C.
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If C ∈ C2, set δC : (x, y) 7→
{

1 if x 6= y
0 otherwise . If C ∈ C1, use the bijection stab(C)→ C

defined by g 7→ g ·x0(C) to transfer a word metric of stab(C) (which is finitely generated)
on C; let δC denote this metric. According to Proposition 5.15, {(C, δC) | C ∈ C} extends
as a G-invariant coherent system of metrics; observe that these metrics are discrete and
geodesic according to Corollary 3.19.

Let Q denote the collection of subspaces of X containing the finite cliques and the
carriers of the hyperplanes dual to infinite cliques. Because Q is G-invariant, G acts on
the usual cone-off Y of X over Q. Notice that

• Y contains finitely many orbits of edges, since X contains finitely many orbits of
cliques and that the action stab(C) y C is transitive for every infinite clique C of
X;

• edge-stabilisers of Y are trivial since vertex-stabilisers of X are trivial themselves;

• vertex-stabilisers are either trivial or the stabiliser of a hyperplane of X dual to
an infinite clique.

In order to conclude that G is hyperpolic relatively the stabilisers of hyperplanes of X
dual to infinite cliques, it is sufficient to show that Y is a fine hyperbolic graph. Let
us begin by proving that Y is hyperbolic. In fact, because the cone-off and the usual
cone-off of a space are quasi-isometric, it is sufficient to prove that the cone-off Z of
(X, δ) over Q is hyperbolic. By definition, Z is obtained from (X, δ) by adding an edge
between two vertices whenever they belong either to the same finite clique of X or to a
same hyperplane of X which is dual to an infinite clique. A fortiori, Z is also obtained
from the quasi-median graph X by adding an edge between two vertices whenever they
belong to a same hyperplane which is dual to an infinite clique. We know by assumption
thatX is hyperbolic, so we will use the following criterion, mentionned in [Osi16, Lemma
5.5]:

Fact 5.20. Let Z be a graph obtained from another graph X by adding edges. Suppose
that X is hyperbolic and that there exists some constant M > 0 such that, for any two
vertices x, y ∈ X adjacent in Z and any geodesic γ in X between x and y, the diameter
of γ in Z is at most M . Then Z is hyperbolic.

In our context, if x, y ∈ X are adjacent in Z, either they are adjacent in X, so that the
edge between x and y is the unique geodesic in X between x and y, which clearly has
diameter at most one in Z; or x and y belong to a hyperplane J which is dual to an
infinite clique. In the latter case, any geodesic between x and y must be included into
N(J), and a fortiori must have diameter at most one in Z. Consequently, the previous
criterion applies, and we conclude that Z is hyperbolic.

Finally, we want to prove that Y is a fine graph by applying Proposition 5.19. First
notice that Q is a collection of δ-convex subspaces as a consequence of Corollary 3.19;
that (X, δ) is locally finite according to Lemma 3.25; and that Q is locally finite since
an edge of X belongs to a single clique of X and only to finitely many hyperplanes of
X (otherwise, the endpoints of our edge would belong to infinitely many cliques of X).

Because X contains finitely many orbits of cliques, there exists a constant A1 such that
any finite clique of X has cardinality at most A1. Also, because a hyperplane dual to
an infinite clique must be transverse to finitely many hyperplanes and that X contains
finitely many orbits of hyperplanes, there exists a constant A2 such that any hyperplane
dual to an infinite clique is transverse to at most A2 hyperplanes. Set A = max(A1, A2).
Now, let Q1, Q2 ∈ Q. We claim that at most A2 sector-walls intersect both Q1 and Q2.
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We distinguish two cases. Firstly, if Q1 is a finite clique, then the underlying hyperplane
of any sector-wall intersecting both Q1 and Q2 must be the hyperplane dual to Q1, which
delimits at most A sector-walls. Secondly, if Q1 is the carrier of a hyperplane dual to an
infinite clique, then the underlying hyperplane of any sector-wall intersecting both Q1
and Q2 must intersect Q1; we already know that there exist at most A such hyperplanes.
Moreover, by assumption each of these hyperplanes must be dual to a finite clique, and
so it delimits at most A sector-walls. Therefore, at most A2 sector-walls intersect both
Q1 and Q2. This concludes the proof of our theorem.

Because a group which is hyperbolic relatively to hyperbolic groups must be hyperbolic
itself, we deduce the following statement from Theorem 5.17.

Corollary 5.21. Let G be a group acting topically-transitively on a hyperbolic quasi-
median graph X. Suppose that

• every vertex belongs to finitely many cliques;

• vertex-stabilisers are finite;

• X contains finitely many G-orbits of cliques;

• the hyperplanes dual to two infinite cliques cannot be transverse;

• carriers of hyperplanes dual to infinite cliques are cubically finite.

If stab(C) is hyperbolic for every clique C, then G is hyperbolic as well.

Proof. Theorem 5.17 implies that G is hyperbolic relatively to stabilisers of the hyper-
planes ofX dual to infinite cliques. By assumption, the carrier of such a hyperplane must
be cubically finite; in particuler, it contains only finitely many cliques, which implies that
its stabilisers contains a clique-stabiliser as a finite-index subgroup. If clique-stabilisers
are hyperbolic, it follows that G is hyperbolic relatively to hyperbolic groups, so that G
must be hyperbolic (see for instance [Osi06, Corollary 2.41]).

5.4 Cubulating groups acting on quasi-median graphs I

In this section, we combine Proposition 5.14 with some of the criteria proved in Section
4.2 in order to show that, if a group acts suitably on a quasi-median graph and if clique-
stabilisers have good cubical properties, then these properties extend to the whole group.

Proposition 5.22. Let G be a group acting topically-transitively on a quasi-median
graph X. Suppose

• any vertex of X belongs to finitely many cliques;

• any vertex-stabiliser is finite.

If clique-stabilisers act metrically properly on CAT(0) cube complexes, then so does G.

Proof. Let C be a collection of cliques such that any G-orbit of hyperplanes intersects it
along a single clique, and let C = C1 t C2 denote the associated decomposition of C. Let
C ∈ C. If C ∈ C2, set W(C) = {{{x} ∪ {x}c} | x ∈ C}. Otherwise, if C ∈ C1, fixing a
base point x0(C) ∈ C, ψC : g 7→ g · x0(G) defines a stab(G)-equivariant bijection from
stab(C) onto C since the action stab(C) y C is transitive and free. By assumption,
there exists a CAT(0) cube complex X(C) on which stab(C) acts metrically properly;
according to Lemma 4.34, we may suppose without loss of generality that X(C) contains
a vertex y0(C) whose stabiliser is trivial. Set W(C) = ψC M(stab(C) y X(C)).

107



Proposition 5.14 allows us to extend {(C,W(C)) | C ∈ C} to a G-invariant coherent
system of wallspaces. Now, we want to apply Proposition 4.22.

If C ∈ C, then any two vertices of C are separated by some wall of W(C): if C ∈ C2,
this is clear from the definition of W(C), and if C ∈ C1, this is a consequence of Lemma
4.33. Next, we claim that (C,W(C)) is locally finite. Once again, this is clear if C ∈ C2.
If C ∈ C1, because the action stab(C) y C is transitive and free, we deduce that for
every x ∈ C and R ≥ 0,

#{y ∈ C | dW(C)(x, y) ≤ R} = {g ∈ stab(C) | dW(C)(x, gx) ≤ R},

which is finite since we know from Lemma 4.27 that the action stab(C) y (C,W(C)) is
metrically proper. A fortiori, (C,W(C)) is locally finite.

On the other hand, according to Proposition 5.14, if C ′ is an arbitrary clique of X, then
there exists some C ∈ C such that the spaces with walls (C,W(C)) and (C ′,W(C ′)) are
isomorphic. As a consequence, (C ′,W(C ′)) is locally finite, and two vertices of C ′ are
separated by some wall ofW(C ′). Therefore, by applying Proposition 4.22, we conclude
that G acts metrically properly on the CAT(0) cube complex obtained by cubulating
(X,HW).

Proposition 5.23. Let G be a group acting topically-transitively on a quasi-median
graph X. Suppose that

• any vertex of X belongs to finitely many cliques;

• any vertex-stabiliser is finite;

• the cubical dimension of X is finite;

• X contains finitely many orbits of prisms;

• for every maximal prism P = C1× · · ·×Cn, stab(P ) = stab(C1)× · · ·× stab(Cn).

If, for every clique C, stab(C) acts geometrically on a CAT(0) cube complex of dimen-
sion d(C), then G acts geometrically on a CAT(0) cube complex of dimension at most
dim�(X) ·max{d(C) | C clique}.

Proof. Let C be a collection of cliques such that any G-orbit of hyperplanes intersects it
along a single clique, and let C = C1 t C2 denote the associated decomposition of C. Let
C ∈ C. If C ∈ C2, setW(C) = {{{x}∪{x}c} | x ∈ C}. Otherwise, if C ∈ C1, fixing a base
point x0(C) ∈ C, ψC : g 7→ g ·x0(G) defines a stab(G)-equivariant bijection from stab(C)
onto C since the action stab(C) y C is transitive and free. By assumption, there exists a
CAT(0) cube complex X(C) on which stab(C) acts geometrically; according to Lemma
4.34, we may suppose without loss of generality that X(C) contains a vertex y0(C)
whose stabiliser is trivial. Set W(C) = ψC N (stab(C) y X(C)).

Proposition 5.14 allows us to extend {(C,W(C)) | C ∈ C} to a G-invariant coherent
system of wallspaces. Now, we want to apply Proposition 4.22 and Proposition 4.23
in order to deduce that the action G y (X,HW) is metrically proper and cocompact.
We already know from the proof of the previous proposition that the hypotheses of
Proposition 4.22 hold. Similarly, since it is clear that W(C) 6= ∅ and dim(C,W(C)) <
+∞ for every C ∈ C, we deduce that the same assertion holds for every clique.

Finally, if P = C1 × · · · × Cn is a prism, since W(P ) = W(C1) × · · · × W(Cn) and
stab(P ) = stab(C1) × · · · × stab(Cn), we deduce that the action stab(P ) y (P,W(P ))
is cocompact since the action stab(C) y (C,W(C)) is cocompact for every clique C.
Indeed, we know that this statement is true for C ∈ C2, and for C ∈ C1 according to
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Lemma 4.28, and otherwise we know that the action stab(C) y (C,W(C)) is isomorphic
to the action stab(C ′) y (C ′,W(C ′)) for some C ′ ∈ C, according to Proposition 5.14,
so that its cocompactness follows as well.

We conclude that G acts geometrically on the CAT(0) cube complex obtained by cubu-
lating (X,HW).

The assertion on the dimension of the cube complex we obtain follows from Corollary
4.14, combined with the observation that dim(C ′,W(C ′)) = dim(C,W(C)) for some
C ∈ C, since (C ′,W(C ′)) is isomorphic to (C,W(C)) for some C ∈ C according to
Proposition 5.14, and dim(C,W(C)) = 1 if C ∈ C2 and dim(C,W(C)) ≤ d(C) if C ∈ C1
according to Lemma 4.31.

5.5 A-T-menability and a-B-menability

In this section, we mention how to extend Proposition 5.22 to construct metrically
proper actions on spaces with measured walls and spaces with labelled partitions. We
begin with spaces with measured walls. The first step is to extend Proposition 5.24. By
following closely its proof, we show that:

Proposition 5.24. Let G be a group with a topical-transitive action on a quasi-median
graph X and C a collection of cliques such that any G-orbit of hyperplanes intersects it
along a single clique. For every C ∈ C, let W(C) be a stab(C)-invariant collection of
walls, a σ-algebra B(C) on W(C), and a measure µC , such that (C,W(C),B(C), µC)
is a space with measured walls. Then there exists a G-invariant coherent system of
measured wallspaces extending {(C,W(C),B(C), µC) | C ∈ C} such that, for every
clique C ′, labelled by some C ∈ C, the actions stab(C ′) y (C ′,W(C ′),B(C ′), µC′) and
stab(C) y (C,W(C),B(C), µC) are isomorphic.

Afterwards, Proposition 5.22 naturally extends as

Proposition 5.25. Let G be a group acting topically-transitively on a quasi-median
graph X. Suppose

• any vertex of X belongs to finitely many cliques;

• any vertex-stabiliser is finite.

If clique-stabilisers are a-T-menable, then so is G.

Sketch of proof. Let C be a collection of cliques such that any G-orbit of hyperplanes
intersects it along a single clique, and let C = C1tC2 denote the associated decomposition
of C. Let C ∈ C. If C ∈ C2, set W(C) = {{{x} ∪ {x}c} | x ∈ C} so that (C,W(C)) is a
discrete space with measured walls. Otherwise, if C ∈ C1, we know from [CDH10] that
stab(C) acts metrically properly on a space with measured walls X(C); by reproducing
the construction of Lemma 4.34, we may suppose without loss of generality that X(C)
contains a point x0(C) whose stabiliser is trivial. Next, we pullback the walls from X(C)
to stab(C) thanks to the map g 7→ g ·x0(C), making stab(C) a space with measured walls
(see also [CDH10, Lemma 3.9]). Finally, use Proposition 5.24 in order to extend these
local spaces with measured walls to obtain a space with measured walls (X,W,B, µ),
and conclude by using Proposition 4.38 that G acts metrically properly on (X,W,B, µ).
Therefore, G must be a-T-menable.

In exactly the same way, we show the following combination result by using spaces with
labelled partitions (see Section 4.4).

Proposition 5.26. Let G be a group acting topically-transitively on a quasi-median
graph X and p ≥ 1 such that p /∈ 2Z. Suppose that
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• any vertex of X belongs to finitely many cliques;

• any vertex-stabiliser is finite.

If clique-stabilisers are a-Lp-menable, then so is G.

5.6 Creating coherent invariant systems II

In this section, our goal is to show that the maps given by Proposition 5.6 can be
constructed in a natural way. The control we get on these maps will be fundamental in
Sections 5.7 and 7.

From now on, fix a group G acting topically-transitively on a quasi-median graph X and
a collection of cliques C such that every G-orbit of hyperplanes intersects it along a single
clique. Let C = C1 t C2 denote the corresponding decomposition of C. Given a clique
C and an element g ∈ G, we decompose canonically g as a product g = pC(g) · sC(g)
where sC(g) ∈ stab(C) and pC(g) · C = gC. The idea we have in mind is roughly the
following: g sends C onto gC first by “rotating” C via the action of sC(g) ∈ stab(C),
and then by translating C to gC without “rotating” the clique.

Definition 5.27. Let G be a group acting C-transitively on a quasi-median graph X.
Fix a base point x0 ∈ X, and let us set x0(C) = projC(x0) for every clique C. Consider
an element g ∈ G and a clique C. If C is labelled by C1, let pC(g) denote the unique
element of g · stab(C) satisfying pC(g) · x0(C) = x0(gC); set sC(g) = pC(g)−1g. If C is
labelled by C2, set pC(g) = g and sC(g) = 1. It is worth noticing that pC(pC(g)) = pC(g).

Let us study how the operations pC(·) and sC(·) behave.

Claim 5.28. For every clique C and every g1, g2 ∈ G, pC(g1g2) = pg2C(g1)pC(g2).

Proof. If C is labelled by a clique of C2, then

pC(g1g2) = g1g2 = pg2C(g1)pC(g2).

Otherwise, if C is labelled by a clique of C1, notice that

pg2C(g1)pC(g2) · x0(C) = pg2C(g1) · x0(g2C) = x0(g1g2C),

so pC(g1g2) = pg2C(g1)pC(g2).

Corollary 5.29. For every clique C and every g1, g2 ∈ G,

sC(g1g2) = pC(g2)−1sg2C(g1)pC(g2) · sC(g2).

Proof. As a consequence of Claim 5.28,

sC(g1g2) = pC(g1g2)−1g1g2 = pC(g2)−1pg2C(g1)−1g1g2

= pC(g2)−1sg2C(g1)g2 = pC(g2)−1sg2C(g1)pC(g2)sC(g2)

This concludes the proof.

Claim 5.30. Let C,Q be two cliques, with Q ∈ C, and g, h ∈ G two elements satisfy-
ing pC(g) = g, pC(h) = h such that the cliques gC, Q and hC are dual to the same
hyperplane. Then tgC→Q(gx) = thC→Q(hx) for every x ∈ C.
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Proof. Let J denote the hyperplane dual to Q, gC, hC. Because hg−1 · gC = hC, nec-
essarily hg−1 ∈ stab(J). We want to prove that hg−1 ∈ ker(ρQ). If Q ∈ C2, this is
clear since stab(Q) = fix(Q). From now on, suppose that Q ∈ C1. Notice that, because
pC(g) = g and pC(h) = h,

hg−1 · x0(gC) = h · x0(C) = x0(hC).

Therefore, hg−1 stabilises the sector delimited by J which contains x0(gC) and x0(hC)
(which is also the sector containing x0). A fortiori, as a permutation ofQ, ρQ(hg−1) must
fix x0(Q). On the other hand, since the action is topical-transitive, ρQ(hg−1) induces
the same permutation on Q as some elements of stab(Q), so that, because stab(Q) acts
freely on Q, it follows that ρQ(hg−1) ∈ fix(Q) = {1}.

Thus, we have proved that hg−1 stabilises every sector delimited by J , so that, for every
vertex x ∈ C, gx and hx = hg−1 · gx must belong to the same sector delimited by J ; in
particular, tgC→Q(gx) = thC→Q(hx).

Claim 5.31. Let C,Q be two cliques, with Q ∈ C, and h, k ∈ G two elements satisfying
pC(h) = h, pC(k) = k such that the cliques hC, Q and kC are dual to the same
hyperplane. Then ρQ(hgh−1) = ρQ(kgk−1) for every g ∈ stab(C).

Proof. If Q ∈ C2, there is nothing to prove since Im(ρQ) is reduced to the identity. From
now on, suppose that Q ∈ C1. As in the previous proof, we notice that hk−1 ∈ stab(J),
where J is the hyperplane dual to Q, hC, kC, and we show that ρQ(hk−1) = 1, ie.,
hk−1 stabilises every sector delimited by J . In particular, kg · x0(C) and hk · x0(C) =
hk−1·kg·x0(C) belong to the same sector delimited by J . On the other hand, if S denotes
the sector delimited by J which contains x0, then S also contains x0(hC) and x0(kC);
moreover, since pC(h) = h and pC(k) = k, we know that kgk−1 ·x0(kC) = kg ·x0(C) and
hkh−1 · x0(hC) = hk · x0(C). As a consequence, we deduce that kgk−1 · S = hgh−1 · S,
which also implies that

ρQ(kgk−1) · x0(Q) = ρQ(hkh−1) · x0(Q).

Since stab(Q) acts freely on Q and that ρQ(kgk−1) = ρkC→Q(kgk−1) and ρQ(hkh−1) =
ρhC→Q(hkh−1) induce the same permutations as elements of stab(Q), since the action
is topical-transitive, we conclude that ρQ(hgh−1) = ρQ(kgk−1).

Finally, we are ready to introduce the maps which will replace the maps given by Propo-
sition 5.6.

Definition 5.32. Let G be a group acting topically-transitively on a quasi-median
graph X and C a collection of cliques such that every G-orbit of hyperplanes intersects
it along a single clique. Let C be a clique labelled by some Q ∈ C, and fix some g ∈ G
satisfying pC(g) = g such that gC and Q are dual to the same hyperplane. Now, we
define

φC :
{
C → Q
x 7→ tgC→Q(gx) and ϕC :

{
stab(C) → Im(ρQ)

h 7→ ρQ(ghg−1) .

It is worth noticing that our maps do not depend on the choice of g according to Claim
5.30 and Claim 5.31. Moreover, φC is a bijection, and it follows from Lemma 5.13 that
ϕC induces an isomorphism stab(C)→ stab(Q) if Q ∈ C1.

Claim 5.33. The following assertions hold:

(i) if C,C ′ are two cliques dual to the same hyperplane, φC′ ◦ tC→C′ = φC ;
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(ii) for every clique C, x ∈ C and g ∈ G, φgC(gx) = ϕC(sC(g)) · φC(x);

(iii) for every clique C, g ∈ G and h ∈ stab(gC), ϕC(pC(g)−1hpC(g)) = ϕgC(h).

Proof. We first prove point (i). So let C,C ′ be two cliques dual to the same hyperplane,
say labelled by Q ∈ C. Fix two elements h(C), h(C ′) ∈ G satisfying pC(h(C)) = h(C)
and pC(h(C ′)) = h(C ′) such that Q, h(C) · C and h(C ′) · C ′ are dual to the same
hyperplane. For every x ∈ C, we have

φC′(tC→C′(x)) = th(C′)C′→Q (h(C ′) · tC→C′(x))

= th(C′)C′→Q ◦ th(C′)C→h(C′)C′(h(C ′) · x)

= th(C′)C→Q(h(C ′) · x)

Finally, we deduce from Claim 5.30 that

φC′(tC→C′(x)) = th(C)C→Q(h(C) · x) = φC(x).

Now, focus on point (ii). So let C be a clique, x ∈ C a vertex and g ∈ G. Assume that
Q ∈ C labels C and gC. Fix two elements h(C), h(gC) ∈ G satisyfing pC(h(C)) = h(C)
and pgC(h(gC)) = h(gC) such that Q, h(C) · C and h(gC) · gC are dual to the same
hyperplane. As an application of Claim 5.30,

φC(x) = th(C)C→Q(h(C) · x) = th(gC)gC→Q (pC(h(gC)g) · x) .

Therefore, by applying Lemma 5.2, we deduce that

ϕC(sC(g)) · φC(x) = ρQ(h(C)sC(g)h(C)−1) · th(gC)gC→Q(pC(h(gC)g) · x)

= th(gC)gC→Q
(
ρh(gC)gC

(
h(C)sC(g)h(C)−1) pC(h(gC)g) · x

)
Thanks to Claim 5.31, notice that

ρh(gC)gC
(
h(C)sC(g)h(C)−1) = ρh(gC)gC

(
pC(h(gC)g)sC(g)pC(h(gC)g)−1)

= pC(h(gC)g)sC(g)pC(h(gC)g)−1

since pC(h(gC)g)sC(g)pC(h(gC)g)−1 ∈ stab(h(gC)gC). Consequently,

ϕC(sC(g)) · φC(x) = th(gC)gC→Q (pC(h(gC)g)sC(g) · x) .

On the other hand, by applying Claim 5.28, we know that

pC(h(gC)g)sC(g) = pgC(h(gC))pC(g)sC(g) = h(gC)g,

hence
ϕC(sC(g)) · φC(x) = th(gC)gC→Q (h(gC)g · x) = φgC(gx).

Finally, let us prove point (iii). Let C be a clique, g ∈ G an element satisfying pC(g) = g,
and h ∈ stab(gC). Assume that Q ∈ C labels C and gC. Fix some h(C) ∈ G satisfying
pC(h(C)) = h(C) such that h(C) ·C and Q are dual to the same hyperplane. If Q ∈ C2,
there is nothing to prove since Im(ρQ) is trivial, so suppose that Q ∈ C1. Notice that
h(C)g−1 · gC = h(C) ·C and Q are dual to the same hyperplane and that, using Claim
5.28,

pgC(h(C)g−1) = pC(h(C))pgC(g−1) = h(C)g−1,

where the equality pgC(g−1) = g−1 is justified by the equality g−1x0(gC) = x0(C), since
pC(g) = g implies that g · x0(C) = x0(gC). Therefore,

ϕC(g−1hg) = ρQ(h(C)g−1hgh(C)−1) = ϕgC(h).

This concludes the proof of our claim.
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We conclude this section by reproving Propositions 5.14 and 5.15 by using our new
maps.

Proof of Proposition 5.14. For every clique C labelled by Q ∈ C, setW(C) = φ−1
C W(Q).

Notice that, by applying Claim 5.33, we deduce that for every g ∈ G

gW(C) = gφ−1
C W(Q) = φ−1

gC (ϕC(sC(g)) · W(Q)) =W(gC),

since ϕC(sC(g)) ∈ stab(Q) implies ϕC(sC(g)) · W(Q) = W(Q). Moreover, if C ′ is a
second clique dual to the same hyperplane as C, then Claim 5.33 implies that

W(C ′) = φ−1
C′W(Q) = tC′→C ◦ φ−1

C W(Q) = tC′→CW(C) =W(C → C ′).

Thus, our system is both G-invariant and coherent. Finally, it follows from Claim
5.33 that φC defines a ϕC-equivariant isomorphism from (C,W(C)) onto (Q,W(Q)) if
Q ∈ C1.

Proof of Proposition 5.15. For every clique C labelled by Q ∈ C, let us define

δC : (x, y) 7→ δQ (φC(x), φC(y)) .

Fix some g ∈ G. Because δQ is stab(Q)-invariant, and thanks to Claim 5.33, we deduce
that, for every x, y ∈ C,

δgC(gx, gy) = δQ (φgC(gx), φgC(gy))

= δQ (ϕC(sC(g)) · φC(x), ϕC(sC(g)) · φC(y))

= δQ (φC(x), φC(y)) = δC(x, y)

Next, if C ′ is a second clique dual to the same hyperplane as C, then Claim 5.33 implies
that

δC′(x, y) = δQ (φC′(x), φC′(y))

= δQ (φC ◦ tC′→C(x), φC ◦ tC′→C(y))

= δC (tC′→C(x), tC′→C(y)) = δC→C′(x, y)

for every x, y ∈ C ′. Thus, our system is both G-invariant and coherent. Finally, it
follows from Claim 5.33 that

Fact 5.34. The map φC defines a ϕC-equivariant isometry from (C, δC) onto (Q, δQ) if
Q ∈ C1.

This concludes the proof.

5.7 Equivariant `p-compression

In Section 3.5, we studied the `p-compression of the global metric on a quasi-median
graph associated to a coherent system of metrics. Now, we suppose that some group
acts on our quasi-median graph, and we are interested in the equivariant `p-compression,
that is, in coarsely embedding our metric space into some Lp-space in an equivariant
way. More precisely:
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Definition 5.35. Let G be a group acting on a metric space X by isometries, and p ≥ 1.
The equivariant `p-compression of X, denoted by α∗p(X), is the supremum of the α(f)’s
where G acts on some Lp-space L by affine isometries and f : X → L is a Lipschitz
map which is G-equivariant. (Recall that G acts on L by affine isometries if there exist
a linear representation g 7→ πg and a map b : G→ L, satisfying b(gh) = πg(b(h)) + b(g)
for every g, h ∈ G, such that g · x = πg(x) + b(g) for every x ∈ X and g ∈ G.) In
particular, the equivariant `p-compression of a finitely generated group is the equivariant
`p-compression of the metric space obtained from this group when endowed with the
word length associated to some finite generating set and with the left-multiplication.

The following preliminary lemma may be useful as it allows us to suppose that a given
equivariant coarse embedding vanishes at some basepoint.

Lemma 5.36. Let G be a group acting on some metric space X and on some Lp-space
L by affine isometries, say g 7→ πg(·) + b(g), and let f : X → L be a G-equivariant map.
For every x0 ∈ L, the map g 7→ πg(·) + b(g) + x0 − πg(x0) defines an action G y L by
affine isometries such that f ′ = f(·) + x0 is a G-equivariant map X → L.

Proof. Set b′ : g 7→ b(g) + x0 − πg(x0). For every g, h ∈ G,

b′(gh) = πg(b(h)) + b(g) + x0 − πgh(x0) = πg(b′(h)) + b(g) + x0 − πg(x0)

= πg(b′(h)) + b′(g)

Thus, g 7→ πg(·) + b′(g) defines an action G y L by affine isometries. Next, for every
x ∈ L and g ∈ G,

f ′(gx) = f(gx) + x0 = πg(f(x)) + b(g) + x0 = πg(f ′(x)) + b(g) + x0 − πg(x0)

= πg(f ′(x)) + b′(g)

so f ′ is indeed G-equivariant with respect to our new action.

The main result of this section is the following proposition.

Proposition 5.37. Let G be a group acting topically-transitively on a quasi-median
graph X. Let C be a collection of cliques such that any G-orbit of hyperplanes intersects
it along a single clique, and let C = C1 t C2 denote the associated decomposition of C.
Suppose that

• stab(C) is finitely generated for every C ∈ C1 and finite for every C ∈ C2;

• C1 is finite and the cardinalities of the cliques of C2 are uniformly bounded.

There exists a G-invariant coherent system of metrics on X such that

α∗p(X, δ) ≥ min
(1
p
, min
C∈C1

α∗p(stab(C))
)
.

As a consequence, if some orbit map G→ (X, δ) is Lipschitz and has compression α,

α∗p(G) ≥ α ·min
(1
p
, min
C∈C1

α∗p(stab(C))
)
.

Proof. If min
C∈C1

α∗p(stab(C)) = 0, there is nothing to prove, so we suppose that this quan-
tity is positive. Fix a basepoint x0 ∈ X, and, for every clique C, let x0(C) denote the
projection of x0 onto C. Choose a finite generating set for every stab(C) where C ∈ C1,
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and define a metric δC on C by transfering the associated word length from stab(C) to

C thanks to the orbit map g 7→ g · x0(C); if C ∈ C2, set δC : (x, y) 7→
{

1 if x 6= y
0 otherwise .

Finally, apply Proposition 5.15 to extend this collection of metrics to a G-invariant
coherent system of metrics.

Fix some ε > 0. For every C ∈ C, let fC : (C, δC) → LC be a stab(C)-equivariant
Lipschitz map to some Lp-space satisfying α(fC) ≥ α∗p(C, δC) − ε. Moreover, thanks
to our assumptions on C, we can choose the maps fC so that, for every 0 < η <
min
C∈C

α∗p(C, δC), there exist positive constants Aη and B (which does not depend on C)
such that the inequalities

Aη · δC(x, y)αp(fC)−η ≤ ‖fC(x)− fC(y)‖ ≤ B · δC(x, y)

hold for every C ∈ C and every x, y ∈ C. Without loss of generality, suppose that an
action of stab(C) on LC is trivial if C ∈ C2. Notice that, according to Lemma 5.36, we
can suppose without loss of generality that fC(x0(C)) = 0 for every C ∈ C (and this
process does not modify the constants of our previous inequalities).

Now, let C be an arbitrary clique ofX, say labelled byQ ∈ C. Set LC = LQ, fC = fQ◦φC
and define an action stab(C) y LC in the following way: if Q ∈ C2, take the trivial
action; and if Q ∈ C1, define the action from stab(Q) y LQ by using the isomorphism
ϕC : stab(C)→ stab(Q), ie., g · x = ϕC(g) · x for every g ∈ stab(C) and x ∈ LC = LQ.
(Recall that the functions φC and ϕC were defined in Definition 5.32.) Observe that,
since the maps φC define isometries (C, δC)→ (Q, δQ) according to Fact 5.34, we know
that, for every 0 < η < min

C∈C
α∗p(C, δC), the inequalities

Aη · δC(x, y)αp(fQ)−η ≤ ‖fC(x)− fC(y)‖ ≤ B · δC(x, y)

hold for every clique C labelled by Q ∈ C and every x, y ∈ C. In particular, αp(fC) =
αp(fQ). Next, notice that fC is stab(C)-equivariant. Indeed, this is clear if Q ∈ C2,
and if Q ∈ C1, we deduce from the point (ii) of Claim 5.33 that, for every x ∈ LC and
g ∈ stab(C), we have

fC(gx) = fQ ◦ φC(gx) = fQ(ϕC(g) · φC(x)) = ϕC(g) · fQ ◦ φC(x) = g · fC(x),

by noticing that sC(g) = g since g ∈ stab(C). Notice also that, for every clique C,

fC(x0(C)) = fQ ◦ φC(x0(C)) = fQ(x0(Q)) = 0.

Moreover, once again as a consequence of Claim 5.33, our system of Lipschitz `p-maps
is coherent. Indeed, if C,C ′ are two cliques dual to the same hyperplane, then they are
labelled by the same clique of C say Q, so that LC = LC′ , and

fC = fQ ◦ φC = fQ ◦ φC′ ◦ tC→C′ = fC′ ◦ tC→C′ .

Let us prove a few claims about the functions we have defined.

Claim 5.38. Let C,C ′ be two cliques dual to the same hyperplane J .

(i) For every g ∈ G and h ∈ LC = LC′, sC(g) · h = sC′(g) · h holds.

(ii) The equality fC ◦ projC = fC′ ◦ projC′ holds.
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Point (i) is clear if C and C ′ are labelled by C2 because the actions stab(C) y LC and
stab(C ′) y LC′ are trivial; and otherwise, it follows from the observation that, as a
consequence of Lemma 5.40 below, we have the equality ϕC(sC(g)) = ϕC′(sC′(g)), ie.,
the images of sC(g) and sC′(g) into the group of affine isometries of LC = LC′ coincide.
Next, using Claim 5.33, we find that

fC ◦ projC = fQ ◦ φC ◦ tC→C′ ◦ projC′ = fQ ◦ φC′ ◦ projC′ = fC′ ◦ projC′ ,

where Q is the clique of C labelling both C and C ′, whence Point (ii).

Claim 5.39. Let C be a clique and g ∈ G. The following statements hold:

(i) LC = LgC ;

(ii) for every h ∈ stab(C), the image of h in Isom(LC) is the same as the image of
pC(g)hpC(g)−1 in Isom(LgC) = Isom(LC);

(iii) for every x ∈ X, fgC(gx) = fC(sC(g)x).

Point (i) follows by noticing that C and gC are labelled by the same clique of C, say
Q, so LC = LQ = LgC . Next, Point (ii) is clear if C is labelled by C2 because the
images we consider are both trivial; and otherwise it follows from Claim 5.33 stating
that ϕC(h) = ϕgC

(
pC(g)hpC(g)−1). Finally, notice that we get

φgC(gx) = ϕC(sC(g)) · φC(x) = φC(sC(g)x)

by applying Claim 5.33 twice, so that

fgC(gx) = fQ ◦ φgC(gx) = fQ ◦ φC(sC(g)x) = fC(sC(g)x),

whence Point (iii), concluding the proof of our claim.

Now we are ready to extend our collection of Lipschitz maps to a global embedding. For
convenience, we denote by J the set of all the hyperplanes of X. For every hyperplane
J ∈ J, choose a clique C(J). Set LJ = LC(J) and fJ = fC(J) ◦ projC(J) : X → LJ . Now,
define

f :

 X → L =
`p⊕
J∈J

LJ

x 7→ (fJ(x))J
.

Since fJ(x0) = 0 for every J ∈ J, our map f is the same as the map constructed
in the proof of Proposition 3.30, so that Claim 3.31 applies. Therefore, the map f is
well-defined, Lipschitz and satisfies

α(f) ≥ min
(1
p
, min
C clique

α(fC)
)
≥ min

(1
p
, min
C clique

α∗p(C, δC)− ε
)
.

Therefore, if we prove that G acts on L by affine isometries so that f is G-invariant, it
will follow that

α∗p(X, δ) ≥ α(f) ≥ min
(1
p
, min
C clique

α∗p(C, δC)− ε
)
,

and because this is true for every ε > 0, we will conclude that

α∗p(X, δ) ≥ min
(1
p
, min
C clique

α∗p(C, δC)
)
.

Let us begin by defining an action of G on L. If g ∈ G and (hJ)J ∈ L, set

g · (hJ)J =
(
sC(J)(g) · hJ

)
gJ
.
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(Recall that LC(J) = LgC(J) = LC(gJ) for every J ∈ J, so the expression makes sense.)
Notice that Lemma 5.41 below implies that g is identity on all but finitely many coor-
dinates, so g · (hJ)J belongs to L. Moreover, g is an affine isometry of L since it is a
affine isometry on each coordinate. We claim that this defines an action G y L. Let
g1, g2 ∈ G and (hJ)J ∈ L. By using Corollary 5.29 and the point (ii) of Claim 5.39, we
find that

g1g2 · (hJ)J =
(
sC(J)(g1g2) · hJ

)
g1g2J

=
(
pC(J)(g2)−1sg2C(J)(g1)pC(J)(g2) · sC(J)(g2) · hJ

)
g1g2J

=
(
sg2C(J)(g1)sC(J)(g2) · hJ

)
g1g2J

Moreover, it follows from the point (i) of Claim 5.38 that

sg2C(J)(g1)sC(J)(g2) · hJ = sC(g2J)(g1)sC(J)(g2) · hJ

for every J ∈ J, so we deduce that

g1g2 ·(hJ)J =
(
sC(g2J)(g1)sC(J)(g2) · hJ

)
g1g2J

= g1 ·
(
sC(J)(g2) · hJ

)
g2J

= g1 ·(g2 · (hJ)J) .

Thus, we have defined an action Gy L. Now, we want to prove that f is G-equivariant.
Let x ∈ X be any vertex and g ∈ G. For any hyperplane J , by using the point (iii) of
Claim 5.39 and the point (ii) of Claim 5.38, we find that

fJ(gx) = fC(J)(projC(J)(gx)) = fgg−1C(J)
(
g · projg−1C(J)(x)

)
= fg−1C(J)

(
sg−1C(J)(g) · projg−1C(J)(x)

)
= sg−1C(J)(g) · fg−1C(J)

(
projg−1C(J)(x)

)
= sg−1C(J)(g) · fC(g−1J)

(
projC(g−1J)(x)

)
= sg−1C(J)(g) · fg−1J(x)

Finally, we deduce from the point (i) of Claim 5.38 that

fJ(gx) = sC(g−1J)(g) · fg−1J(x).

From this observation, it follows that,

f(gx) = (fJ(gx))J =
(
sC(g−1J)(g) · fg−1J(x)

)
gg−1J

= g ·
(
fg−1J(x)

)
g−1J

= g · (fJ(x))J = g · f(x)

Thus, we have proved that

α∗p(X, δ) ≥ min
(1
p
, min
C clique

α∗p(C, δC)
)
.

On the other hand, notice that, if C is a clique labelled by C2, then α∗p(C, δC) = 1
because both C and stab(C) are finite. Next, if C is a clique labelled by some Q ∈ C1,
then φC defines a ϕC-equivariant isometry (C, δC)→ (Q, δQ) according to Fact 5.34, so
that α∗p(C, δC) = α∗p(Q, δQ); and because g 7→ g · x0(C) induces an equivariant isometry
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stab(Q) → (Q, δQ) by construction, we know that α∗p(Q, δQ) = α∗p(stab(Q)). Hence
α∗p(C, δC) = α∗p(stab(Q)). Therefore,

min
C clique

α∗p(C, δC) = min
C∈C

α∗p(stab(C)) = min
C∈C1

α∗p(stab(C)),

which concludes the proof.

Lemma 5.40. Let G be a group acting topically-transitively on a quasi-median graph
X and C a collection of cliques such that any G-orbit of hyperplanes intersects it along
a single clique. Let C,C ′ ⊂ X be two cliques dual to the same hyperplane. For every
h ∈ G, ϕC(sC(h)) = ϕC′(sC′(h)).

Proof. Let C = C1tC2 denote the associated decomposition of C. If C and C ′ are labelled
by a clique of C2, there is nothing to prove, since ϕC and ϕC′ are trivial. So suppose
that C and C ′ are labelled by a clique Q ∈ C1. For convenience, let a = h−1 · x0(hC)
and b = h−1x0(hC ′). By applying the points (i) and (ii) of Claim 5.33, we find that

ϕC(sC(h)) · φC(a) = φhC(ha) = φhC(x0(hC))

= φhC (thC′→hC(x0(hC ′)))

= φhC′(x0(hC ′)) = φhC′(hb)

= ϕC′(sC′(h)) · φC′(b)

On the other hand, since x0(hC) and x0(hC ′) belong to the same sector delimited by
hJ , where J denotes the hyperplane dual to C and C ′, a fortiori a and b belong to the
same sector delimited by J , hence b = tC→C′(a). As a consequence,

φC′(b) = φC′ (tC→C′(a)) = φC(a),

using the point (i) of Claim 5.33. Thus, we have proved that

ϕC(sC(h)) · φC(a) = ϕC′(sC′(h)) · φC(a).

Since stab(Q) acts freely on Q, we conclude that ϕC(sC(h)) = ϕC′(sC′(h)).

Lemma 5.41. Let G be a group acting topically-transitively on a quasi-median graph
X and C a collection of cliques such that any G-orbit of hyperplanes intersects it along
a single clique. Fix a collection Q of cliques such that any hyperplane of X contains
exactly one clique of Q. For every g ∈ G, sC(g) = 1 for all but finitely many C ∈ Q.

Proof. Let C = C1tC2 denote the associated decomposition of C. Notice that projgC(x0) =
x0(gC) and projgC(gx0) = g · projC(x0) = gx0(C). But

x0(gC) = pC(g)x0(C) 6= pC(g)sC(g)x0(C) = gx0(C)

if sC(g) 6= 1. Indeed, sC(g) 6= 1 implies that C is necessarily labelled by some clique of C1,
which implies that stab(C) acts freely on the vertices of C, hence sC(g)x0(C) 6= x0(C).
A fortiori, since x0 and gx0 have different projections onto gC, the hyperplane gJ must
separate x0 and gx0 where J denotes the hyperplane dual to C. Equivalently, J separates
x0 and g−1x0. Therefore, sC(g) = 1 for every clique C whose dual hyperplane does not
separate x0 and g−1x0. Because there exist only finitely many hyperplanes separating
x0 and g−1x0, the conclusion follows.

118



Remark 5.42. In view of the uniqueness provided by Theorem 5.1, notice that Propo-
sition 5.37 applies to any system of metrics defined in the following way: Fix a basepoint
x0, and set x0(C) = projC(x0) for every clique C. Endow any clique C ∈ C2 with the

discrete metric (x, y) 7→
{

1 if x 6= y
0 otherwise , and any clique C ∈ C1 with the word metric

of stab(C) with respect to some finite generating set thanks to the map g 7→ g · x0(C).

Remark 5.43. Under the hypotheses of Proposition 5.37, we can similarly prove the
following lower bound on the non equivariant `p-compression of (X, δ):

αp(X, δ) ≥ min
(1
p
, inf
C∈C

αp(stab(C))
)
.

However, if the cubical dimension of X is finite, we think that this bound can be im-
proved by removing the term 1/p. See Question 12.9.

6 Inflating the hyperplanes of a quasi-median graph
This section is dedicated to a geometric construction, performed on quasi-median graphs,
which will be fundamental in the next section.

6.1 Gluing quasi-median graphs

The construction we focus on in this section is probably well-known from the experts,
at least for finite graphs. Using the terminology introduced in [BMW94], we prove that
the gated amalgam of two quasi-median graphs is quasi-median, although we formulate
it in a more geometric way, as a gluing construction.

In order to fix the notation, given three graphs A,B,C and two embeddings φ : C ↪→ A
and ψ : C ↪→ B, we define the gluing A ?

C
B as the quotient

(A tB)/(a ∼ b if there exists c ∈ C such that a = φ(c) and b = ψ(c)).

For convenience, A,B,C will be identified with their images in A ?
C
B. In particular,

A ∩B = C.

Proposition 6.1. Let A1, A2 be two quasi-median graphs and C a graph with two iso-
metric embedding ϕ1 : C ↪→ A1, ϕ2 : C → A2. Suppose that ϕ1(C) (resp. ϕ2(C)) is
gated in A1 (resp. A2). Then A1 ?

C
A2 is a quasi-median graph. Moreover, A1 and A2

are gated in A1 ?
C
A2.

Proof. For convenience, set X = A1 ?
C
A2. We first claim that A1 is gated in X. Let

x ∈ X. If x ∈ A1, then clearly x is gate of x in A1. Now, suppose that x ∈ A2, and
let x′ denote the gate of x in ϕ1(C) = A1 ∩ A2. If y ∈ A1, fix a geodesic [x, y] between
x and y. Let x′′ denote some vertex of [x, y] which belongs to A1 ∩ A2. By definition
of x′, there exists a geodesic between x and x′′ passing through x′. By replacing the
subsegment [x, x′′] ⊂ [x, y] with this new geodesic, we produce a geodesic between x and
y passing through x′. Consequently, x′ is a gate of x in A1. Thus, we have proved that
A1 is gated in X. Similarly, we show that A2 is gated in X.

Now, we want to verify the triangle condition. So let p, q ∈ X be two adjacent vertices
and u ∈ X a third vertex satisfying d(u, p) = d(u, q) = k. If either u, p, q ∈ A1
or u, p, q ∈ A2, there is nothing to prove since we already know that A1 and A2 are
quasi-median (and because, as a consequence of the previous paragraph, A1 and A2
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are isometrically embedded subgraphs of X). Otherwise, noticing that no vertex of
A1\(A1∩A2) is adjacent to a vertex of A2\(A1∩A2), we have either u ∈ A1 and p, q ∈ A2,
or u ∈ A2 and p, q ∈ A1. Say we are in the former case, the latter being symmetric. Let
u′ denote the gate of u in A2. Then d(u′, p) = d(u′, q) = k − d(u, u′). Since A2 satisfies
the triangle condition, there must exist some vertex r ∈ A2 adjacent to both p and q
such that d(u′, r) = k − d(u, u′)− 1. Noticing that d(u, r) = d(u, u′) + d(u′, r) = k − 1,
we conclude that r is the vertex we are looking for.

Then, we want to verify the quadrangle condition. First, let us prove the following fact.

Fact 6.2. If p, q, r, u ∈ X are four vertices such that r is adjacent to both p and q and
that d(u, p) = d(u, q) = k and d(u, r) = k + 1, then either p, q, r ∈ A1 or p, q, r ∈ A2.

Suppose that p ∈ A1 and u, q ∈ A2. If q ∈ A1 ∩ A2, then we deduce that p, q, r ∈ A1
since A1 is gated, and we are done. So we suppose that q /∈ A1. Similarly, if p ∈ A1∩A2,
then necessarily p, q, r ∈ A2 since A2 is gated, so that we suppose that p /∈ A2. As a
consequence, r ∈ A1 ∩A2. Let u′ denote the gate of u in A1. Noticing that{

d(u′, r) = d(u, r)− d(u, u′) = k + 1− d(u, u′)
d(u′, p) = d(u, p)− d(u, u′) = k − d(u, u′)

we deduce that d(u′, r) = d(u′, p) + 1 = d(u′, p) + d(p, r). Therefore, p belongs to a
geodesic between u′, r ∈ A1 ∩A2. Since A2 is convex, we get a contradiction because we
supposed p /∈ A2. This concludes the proof of our fact.

Now, in order to verify the quadrangle condition in X, fix four vertices u, p, q, r ∈ X such
that r is adjacent to both p and q, and that d(u, p) = d(u, q) = k and d(u, r) = k + 1.
If either u, p, q, r ∈ A1 or u, p, q, r ∈ A2, then there is nothing to prove. Otherwise,
according to the previous fact, either p, q, r ∈ A1 and u ∈ A2, or p, q, r ∈ A2 and u ∈ A1.
Say we are in the latter case, the former being symmetric. We argue similarly as for
the triangle condition: if u′ denotes the gate of u in A2, then we apply the quadrangle
condition in A2 to u′, p, q, r, producing a vertex s adjacent to both p and q, which is
precisely the vertex we are looking for.

Finally, suppose that by contradiction thatX contains an induced subgraphK isomophic
to K2,3. It follows from Fact 6.2 that some two consecutive edges of K both belong to
either A1 or A2, say A1. Because A1 is convex, we deduce that K ⊂ A1, contradicting
that A1 is quasi-median. Similarly, if we suppose by contradiction that X contains an
induced subgraph K isomorphic to K−4 , then we deduce from Fact 6.2 that some two
consecutive edges of K both belong to either A1 or A2, say A1, so that, since A1 contains
its triangles, K must be included into A1. We get a contradiction with the fact that A1
is quasi-median.

6.2 Inflating one hyperplane

In this section, we prove that it is possible to add new vertices to the cliques dual to a
given hyperplane and to get a new quasi-median graph.

Definition 6.3. Let X be a quasi-median graph, J one of its hyperplanes and S(J) an
arbitrary set. For every clique C dual to J , fix a copy of S(J) denoted by S(C), and
for every pair of parallel cliques C and C ′, fix a bijection fC→C′ : S(C) → S(C ′), so
that the following monodromy condition is satisfied: for every sequence of successively
parallel cliques C1, . . . , Cn where C1 = Cn = C,

fCn−1→Cn ◦ fCn−2→Cn−1 ◦ · · · ◦ fC2→C3 ◦ fC1→C2 = idS(C);
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Figure 7: Examples of inflations.

for instance, set fC→C′ = idS(J). We define a new graph Y from X by adding the
vertices

⊔
S(C), edges between any two vertices of C ∪ S(C), and an edge between x

and fC→C′(x) for every cliques C,C ′ which are opposite in some prism and every vertex
x ∈ C. We refer to Y as a graph obtained from X by inflating the hyperplane J .

It is worth noticing that the choices of our bijections fC→C′ does not disturbe Y up
to isometry (provided the monodromy condition is satisfied). Therefore, the isometry
class of a graph obtained from a quasi-median graph by inflating one of its hyperplanes
depends only on the cardinality of our set S(J). Figure 7 gives examples of inflations
(adding just one vertex for each clique) of K2 × P3 and K3 × P3.

Proposition 6.4. Let Y be a graph obtained from a quasi-median graph X by inflating
one of its hyperplanes J . Then Y is a quasi-median graph in which X is convex, and
the map J 7→ J ∩X defines a bijection from the hyperplanes of Y onto those of X.

Proof. For every clique C of X which is dual to J , let C+ denote the complete subgraph
generated by C ∪ S(C). Let Z denote the subgraph of Y generated by

{C+ | C clique of X dual to J}.

Finally, let S denote the collection of all the sectors delimited by J inX. For convenience,
we index the sectors of S by some ordinal ξ, ie., S = {Sα | 0 < α ≤ ξ}. For every α ≤ ξ,
set Fα = Sα∩Z. Notice that, because Sα ⊂ X, we also have Fα = Sα∩Z∩X = Sα∩N(J).

Fixing some clique C of X, we can define a projection p :
⋃

C′ clique
S(C ′)→ S(C) in the

following way: if x ∈ S(C ′), set

p(x) = fCn−1→Cn ◦ · · · ◦ fC1→C2(x),

where C1, . . . , Cn is a sequence of successively parallel cliques between C1 = C ′ and
Cn = C. The monodromy condition ensures that p(x) does not depend on our choice of
the sequence of cliques. Notice that the restriction of p to some S(C ′) defines a bijection
S(C ′) → S(C). Moreover, Lemma 2.28 gives an isometric embedding Ψ : N(J) ↪→
F (J)× C+. This allows us to define

Φ :


Z −→ F (J)× C+

x 7−→
{

Ψ(x) if x ∈ N(J)
(C ′, p(x)) if x ∈ S(C ′)

Claim 6.5. The map Φ : Z → C+×F (J) defines an isomorphism. Moreover, for every
α ≤ ξ, there exists a vertex vα ∈ C ⊂ C+ such that Fα = Φ−1(F (J)× {vα}).

First, we prove that Φ is injective. Let x, y ∈ Z be two distinct vertices such that
x ∈ (C1)+ and y ∈ (C2)+ for some cliques C1, C2 of X. If C1 6= C2, then Φ(x) and
Φ(y) differ on their first coordinates, so that Φ(x) 6= Φ(y). So suppose that C1 = C2.
If x ∈ C1 and y ∈ C2, then Φ(x) = Ψ(x) 6= Ψ(y) = Φ(y) since we already know that
Ψ is injective. If x ∈ C1 and y /∈ C2, then the second coordinate of Φ(x) belong to C
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whereas the second coordinate of Φ(y) belongs to S(C), hence Φ(x) 6= Φ(y). If x /∈ C1
and y ∈ C2, the situation is symmetric to the previous one. Finally, if x /∈ C1 and
y /∈ C2, x 6= y implies p(x) 6= p(y), hence Φ(x) 6= Φ(y). Thus, Φ is injective.

Now, we want to verify that Φ is surjective. Let (C ′, v) ∈ F (J) × C+. If v ∈ C,
then there exists some x ∈ N(J) ⊂ Z such that Φ(x) = Ψ(x) = (C ′, v). Otherwise, if
v ∈ S(C), there exists some x ∈ S(C ′) such that p(x) = v, because p induces a bijection
S(C ′)→ S(C), so that Φ(x) = (C ′, v). Thus, Φ is surjective.

Then, suppose that x, y ∈ Z are two adjacent vertices. In order to show that Φ(x) and
Φ(y) are also adjacent, we distinguish three cases:

• if x, y ∈ N(J), then Φ(x) = Ψ(x) and Φ(y) = Ψ(y) must be adjacent;

• if x ∈ S(C ′) and y ∈ C ′+ for some clique C ′, then Φ(x) and Φ(y) belong to the
clique {C ′} × C+;

• if x ∈ S(C1) and y = fC1→C2(x) ∈ S(C2) for some cliques C1, C2, then Φ(x) =
(C1, p) and Φ(y) = (C2, p), where p(x) = p = p(y), so that Φ(x) and Φ(y) are
adjacent since C1 and C2 are parallel.

All the other possible cases are symmetric to one of the three above. Thus, Φ sends
adjacent vertices to adjacent vertices. Conversely, suppose that Φ(x) and Φ(y) are
adjacent in F (J)× C+. We distinguish three cases:

• if Φ(x) and Φ(y) belong to the same clique {C ′}×C+, then x and y belong to the
complete subgraph C ′+, so that x and y must be adjacent;

• if Φ(x) = (C1, v) and Φ(y) = (C2, v), where C1 and C2 are two parallel cliques
of X and v ∈ C, then we already know that x and y must be adjacent since
Φ(x) = Ψ(x) and Φ(y) = Ψ(y);

• if Φ(x) = (C1, v) and Φ(y) = (C2, v), where C1 and C2 are two parallel cliques of
X and v ∈ S(C), then v = p(y) = p ◦ fC1→C2(x), hence y = fC1→C2(x) because p
is injective on C2, so that x and y must be adjacent.

All the other possible cases are symmetric to one of the three above. We conclude that
Φ : Z → F (J)× C+ defines an isomorphism.

Finally, according Lemma 2.29, there exists some vα ∈ C such that

Fα = Ψ−1(F (J)× {vα}) = Φ−1(F (J)× {vα}).

This concludes the proof of our first claim.

Now, we define by transfinite induction the following increasing sequence of subgraphs

• Z(0) = Z;

• Z(α+1) = Z(α) ∪ Sα+1 for every α < ξ;

• Z(λ) =
⋃
α<λ

Z(α) for every limit ordinal λ ≤ ξ.

Notice that Y = Z(ξ). Indeed, fixing an edge e ⊂ Y , three cases may happen. Either e
has an endpoint which does not belong to X, so that e ⊂ Z; or e ⊂ X is dual to J , so
that e ⊂ N(J) ⊂ Z; or e ⊂ X is not dual to J , so that e ⊂ Sα ⊂ Z(α) for some α ≤ ξ.

Claim 6.6. For every α < ξ, Z(α+1) = Z(α) ?
Fα+1

Sα+1.
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First, let us prove by transfinite induction that, β being a fixed successor ordinal,

Z(α) ∩ Sβ =
{
Fβ if α < β
Sβ otherwise

for every α ≤ ξ. Of course, Z(0) ∩ Sβ = Z ∩ Sβ = Fβ just by definition of Fβ. Then, if
we suppose that our assertion is true for Z(α), we have

Z(α+1) ∩ Sβ = (Z(α) ∪ Sα+1) ∩ Sβ = (Z(α) ∩ Sβ) ∪ (Sα+1 ∩ Sβ)

=
{
Fβ if α < β
Sβ otherwise

⋃{ ∅ if α+ 1 6= β
Sβ otherwise =

{
Fβ if α+ 1 < β
Sβ otherwise ;

and if λ is a limit ordinal such that our assertion is true for every α < λ,

Z(λ) ∩ Sβ =
⋃
α<λ

(
Z(α) ∩ Sβ

)
=
{
Fβ if λ ≤ β
Sβ otherwise ;

notice that, because β is not a limit ordinal, λ ≤ β is equivalent to λ < β. This concludes
the proof of our assertion. As a consequence, we know that Z(α) ∩ Sα+1 = Fα for every
α < ξ.

To conclude the proof of our claim, it is sufficient to show that no vertex of Sα+1\Fα+1 is
adjacent to a vertex of Z(α)\Fα+1. We already know that no vertex of Sα+1\Fα+1 ⊂ X
is adjacent to a vertex of X\Sα+1 ⊃ X ∩

(
Z(α)\Fα+1

)
since the projection (in X) onto

N(J) of any vertex of Sα+1 belongs to Fα+1. Moreover, the vertices of N(J) are the only
vertices of X adjacent to new vertices, so that, since N(J) ∩ Sα+1 = Fα+1, no vertex
of Sα+1\Fα+1 is adjacent to a vertex of Y \X ⊃ X\

(
Z(α)\Fα+1

)
. This concludes the

proof.

Now, we are able to prove by transfinite induction that, for every α ≤ ξ, Z(α) is a quasi-
median graph in which Z(β) is gated for every β < α. First, as a consequence of Claim
6.5 we know that Z(0) = Z is isomorphic to F (J) × C+; on the other hand, F (J) is a
quasi-median graph according to Proposition 2.15. We deduce that Z is a quasi-median
graph as a Cartesian product of two quasi-median graphs.

Next, suppose that our assertion holds for Z(α). According to Claim 6.6, we know that
Z(α+1) = Z(α) ?

Fα+1
Sα. Moreover, we deduce from Claim 6.5 that Fα+1 = Φ−1(F (J) ×

{vα+1}) for some vertex vα+1 ∈ C+, so that Fα+1 must be gated in Z. On the other
hand, by our induction hypothesis, Z is also gated in Z(α) so Fα+1 must be gated in
Z(α). Finally, we deduce from Proposition 2.15 that Fα+1 is gated in Sα+1, so that
Proposition 6.1 implies that Z(α+1) is a quasi-median graph in which Z(α) is gated.
Moreover, we know by our induction hypothesis that, for β < α, Z(β) is gated in Z(α),
so Z(β) is gated in Z(α+1) as well.

Finally, suppose that λ is a limit ordinal such that our assertion holds for every α < λ.
Then Z(λ) is an increasing sequence of quasi-median graphs

⋃
α<λ

Z(α) such that, for every

β < γ < λ, Z(β) is gated in Z(γ). We deduce that Z(λ) is a quasi-median graph in which
Z(β) is gated for every β < λ. This concludes the proof of our assertion.

As a consequence, Y = Z(ξ) is a quasi-median graph. This concludes the proof of the
first assertion of our proposition. Now, let us show that X is convex in Y .

Let x, y ∈ X ⊂ Y be two vertices, and let x1 = x, x2, . . . , xn−1, xn = y be a path in Y
between x and y which is not included into X. In particular, there must exist a subpath
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xp, xp+1, . . . , xp+r−1, xp+r such that r ≥ 2, xp, xp+r ∈ X and xp+1, . . . , xp+r−1 /∈ X.
Notice that necessarily xp, . . . , xp+r ∈ Z. Let Φ : Z → F (J) × C+ be the isomorphism
given by Claim 6.5. For every 0 ≤ i ≤ r, set Φ(xp+i) = (Ci, vi). Because xp ∈ X,
we deduce that v0 ∈ C0. This allows us to define the sequence of vertices w0, . . . , wr
by: w0 = v0 and, for every 1 ≤ i ≤, wi+1 ∈ Ci+1 is the vertex opposite to wi ∈ Ci.
On the other hand, we deduce from xp ∈ X and xp+1 /∈ X that C0 = C1, v0 ∈ C0 and
v1 ∈ S(C0); in particular w0 = w1. Similarly, we deduce from xp+r ∈ X and xp+r−1 /∈ X
that Cr = Cr−1, vr ∈ Cr and vr−1 ∈ S(Cr), so that wr−1 = wr. Consequently, the
sequence of vertices

Γ : (C0, w0), (C2, w2), (C3, w3), . . . , (Cr−1, wr−1), (Cr, vr)

defines a path of length r − 1 in F (J) × C+ between Φ(xp) and Φ(xp+r). Thus, by
replacing the subsegment xp, . . . , xp+r of our initial path with Φ−1(Γ) produces a shorter
path between x and y. This proves that any path between two vertices of X ⊂ Y which
is not included into X can be shortened. As a consequence, X is convex in Y .

To conclude the proof of our proposition, we now focus on the hyperplanes of Y . Accord-
ing to Lemma 6.7 below, the map J 7→ J ∩X defines a bijection from the hyperplanes
of Y intersecting X onto the hyperplanes of X. Therefore, it is sufficient to show that
any hyperplane of Y intersects X. For this purpose, we will prove that any clique of Y
either is some C+ or is parallel to a clique of X, which is sufficient to conclude.

Let Q be a clique of Y . If the vertices of Q all belong to X, then Q ⊂ X and there is
nothing to prove. So suppose that Q contains a vertex q ∈ Y \X. From the construction
of Y , it is clear that all the vertices of Y adjacent to a vertex of Y \X must be contained
into Z, hence Q ⊂ Z. Let C be the unique clique of X such that q ∈ C+. By identifying
Z with F (J) × C+ thanks to Claim 6.5, two cases may happen: either Q = C+, or
Q = K × {q} for some clique K of F (J) containing the vertex C ∈ F (J). In the latter
case, fixing some x ∈ C, Q is parallel to K×{x}, which is a clique of X. This concludes
the proof.

Lemma 6.7. Let Y be a quasi-median graph and X ⊂ Y a convex subgraph. The
map J 7→ J ∩X defines a bijection from the hyperplanes of Y intersecting X onto the
hyperplanes of X.

Proof. For convenience, if C is a clique of X, let C+ denote the unique clique of Y
containing X.

We first need to verify that the map J 7→ J ∩X is well-defined, ie., that the image J ∩X
is indeed a hyperplane of X. For this purpose, it is sufficient to notice that two cliques
C,C ′ of X are dual to the same hyperplane of X if and only if C+, C

′
+ are dual to the

same hyperplane of Y . The implication is clear since X is a subgraph of Y . Conversely,
suppose that C+ and C ′+ are dual to the same hyperplane of Y . Let Z denote the union
of all the geodesics between C and C ′. Because X is convex, Z ⊂ X; and because
the carrier N(J) is gated, Z ⊂ N(J). By identifying N(J) with F (J) × C+ thanks to
Lemma 2.28, we deduce that Z contains a sequence of successively parallel cliques of X
between C and C ′. A fortiori, C and C ′ are dual to the same hyperplane of X.

Thus, we have proved that J 7→ J ∩X defines a map from the hyperplanes of Y inter-
secting X to the hyperplanes of X. This map is clearly injective since the intersection
between two distinct hyperplanes of Y contains at most a single vertex. Moreover, any
hyperplane of X extends to a hyperplane of Y , so that this map is also surjective.

Remark 6.8. Proposition 6.4 ensures that the monodromy condition is sufficient to
produce a quasi-median graph. On the other hand, Figure 8 provides an example of
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Figure 8: Inflation of the square not satisfying the monodromy condition.

an inflation of the square K2,2 which does not satisfy the monodromy condition; the
graph which is produced is not quasi-median since it contains an induced subgraph
isomorphic to K−4 (generated by the vertices a, b, c, d). In fact, if you suppose that the
graph you obtain is quasi-median, then the map fC→C′ is precisely the restriction of
the canonical bijection C+ → C ′+ to the added vertices S(C). On the other hand, the
family of the canonical bijections tC→C′ of any quasi-median graph turns out to satisfy
the monodromy condition; see Remark 3.6. Therefore, the monodromy condition is
necessary to produce a quasi-median graph.

6.3 Inflating more hyperplanes

In this section, our aim is to show how to inflate all the hyperplanes of a quasi-median
graph simultaneously.

Let X be a quasi-median graph. For every hyperplane J of X, let S(J) be an arbitrary
set. Order the hyperplanes of X by some ordinal ξ, so that {Jα | α ≤ ξ} is the set of
the hyperplanes of X. Define an increasing sequence of quasi-median graphs (Xα) by
transfinite induction in the following way:

• First, set X1 = X.

• Let α be an ordinal. Suppose thatXγ is convex inXδ for every γ ≤ δ ≤ α, and that
the map J 7→ J∩X defines a bijection from the hyperplanes of Xα onto those of X.
Set Xα+1 as the graph obtained from Xα by inflating the hyperplane extending
Jα; this is a quasi-median graph according to Proposition 6.4. Notice that, for
every β ≤ α, Xβ is convex in Xα+1, since Xβ is convex in Xα by assumption and
that Xα is convex in Xα+1 according to Proposition 6.4. Moreover, combining our
assumption about the hyperplanes of Xα with Proposition 6.4, we know that the
map

J 7→ J ∩Xα 7→ J ∩Xα ∩X = J ∩X

defines a bijection from the hyperplanes of Xα+1 onto those of X.

• Let λ be a limit ordinal. Suppose that Xα is convex in Xβ for every α ≤ β < λ,
and that, for every α < λ, the map J 7→ J ∩ X defines a bijection from the
hyperplanes of Xα onto those of X. Set Xλ =

⋃
α<λ

Xα. It is clear that, for every

α < λ, Xα is convex in Xλ, since any geodesic between two vertices of Xα must be
contained in Xβ for some β < λ sufficiently large and that Xα is convex in Xγ for
every γ ≥ α. In particular, since the property of being quasi-median can be read
on finitely many vertices, we deduce that Xλ is quasi-median since the Xα’s are
quasi-median themselves. Finally, according to Lemma 6.7, and because we know
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that X = X1 is convex in Xλ, it is sufficient to show that every hyperplane of Xλ

intersects X in order to deduce that the map J 7→ J ∩X defines a bijection from
the hyperplanes of Xλ and those of X. Let J be a hyperplane of Xλ. There exists
some α < λ such that Xα contains an edge of some clique of Xλ dual to J . In
particular, J intersects Xα, so that J ∩Xα defines a hyperplane of Xα according
to Lemma 6.7. We conclude from our initial assumption about the hyperplanes of
Xα that J ∩Xα ∩X = J ∩X is a hyperplane of X. A fortiori, J intersects X.

The graph Xξ is obtained from X by inflating its hyperplanes. An immediate conse-
quence of the construction is:

Fact 6.9. Let Y be a graph obtained from a quasi-median graph X by inflating its
hyperplanes. Then Y is a quasi-median graph containing X as a convex subgraph, such
that the map J 7→ J ∩X defines a bijection from the hyperplanes of Y onto those of X.

Now, our goal is to show that, up to isometry, the graph we obtain does not depend on
the ordering of the hyperplanes of X we chose. This is a consequence of Proposition
6.11 below.

Definition 6.10. Let X be a quasi-median graph and Y ⊂ X a subgraph. A prism P
of X is admissible relatively to Y if, for every clique C of P , C ∩Y is a clique of Y . The
closure of Y in X is defined as the union of all the prisms of X which are admissible
relatively to Y .

Proposition 6.11. Let X be a quasi-median graph. For every hyperplane J , fix an
arbitrary set S(J). Let Y1 denote the corresponding graph we obtain by inflating the
hyperplanes of X. For every hyperplane J of X, let C(J) denote a clique dual to J . If
J denotes the collection of all the hyperplanes of X, we have canonical embeddings

X ↪→
∏
J∈J

C(J) ↪→
∏
J∈J

C(J) ∪ S(J).

Let Y2 denote the closure of X in
∏
J∈J

C(J) ∪ S(J). Then Y1 and Y2 are isometric.

Proof. The map x 7→
(
projXC(J)(x) : J ∈ J

)
induces an embedding X ↪→

∏
J∈J

C(J) ac-

cording to Lemma 2.77. Now, for every hyperplane J ∈ J, let J+ denote the unique
hyperplane of Y1 extending J and C(J+) the unique clique of Y1 containing C(J); in
particular, C(J+) = C(J)∪S(J). Similarly, the map y 7→

(
projY2

C(J+)(y) : J ∈ J
)
induces

an embedding
Y1 ↪→

∏
J∈J

C(J+) =
∏
J∈J

C(J) ∪ S(J).

Lemma 6.12 proved below precisely means that the following diagram is commutative:

X

��

// ∏
J∈J

C(J) // ∏
J∈J

C(J) ∪ S(J)

Y1

22

From now on, we will suppose that Y1 and Y2 are two subgraphs of Z =
∏
J∈J

C(J)∪S(J)

containing X. Our goal is to prove that Y1 = Y2.

Let P = C1 × · · · × Cn be a prism of Z which is admissible relatively to X, ie., Ci ∩X
is a clique of X for every 1 ≤ i ≤ n. Fix some 1 ≤ i ≤ n. If Ji denotes the hyperplane
of X dual to Ci ∩X, then Ci = (Ci ∩X)∪S(Ji). We know that S(Ji) ⊂ Y1, since S(Ji)
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are the new vertices added when inflating Ji, and Ci ∩ X ⊂ X ⊂ Y1, so Ci ⊂ Y1. A
fortiori, P ⊂ Y1. Thus, we deduce that any prism of Z which is admissible relatively to
X must be included into Y1, whence Y2 ⊂ Y1.

Conversely, let p ∈ Y1 be a vertex. If p ∈ X, a fortiori p ∈ Y2 since X ⊂ Y2. Otherwise,
there exists a clique C of X such that p belongs to the clique C+ of Y1 obtained from C
after inflating the hyperplane J dual to C. Clearly, as a prism of Z, C+ = C ∪ S(J) is
admissible relatively to X, hence C+ ⊂ Y2, and finally p ∈ Y2. This proves that Y1 ⊂ Y2,
concluding the proof of our proposition.

Lemma 6.12. Let Y be a graph obtained from a quasi-median graph X by inflating its
hyperplanes. Fix C some clique of X and let C+ denote the unique clique of Y containing
C. If p : X → C is the projection of X onto C and q : Y → C+ the projection of Y
onto C+, then p = q|X .

We begin by proving the lemma when Y is obtained from X by inflating only one of its
hyperplanes.

Lemma 6.13. Let Y be a graph obtained from a quasi-median graph X by inflating one
of its hyperplanes. Fix C some clique of X and let C+ denote the unique clique of Y
containing C. If p : X → C is the projection of X onto C and q : Y → C+ the projection
of Y onto C+, then p = q|X .

Proof. Let x ∈ X and p ∈ C+\C be two vertices. We want to prove that d(x,C) <
d(x, p). This assertion implies the conclusion of our lemma because X is isometrically
embedded into Y .

For convenience, let J+ denote the unique hyperplane of Y extending J . Fix some
geodesic [x, p] between x and p and let x′ be the first vertex of [x, p] which belongs to
N(J+). In particular, x′ is adjacent to a vertex which does not belong to N(J+), since
otherwise it would not be the first vertex of [x, p] belonging to N(J+). By noticing that
any vertex of Y adjacent to some vertex of Y \X must belong to N(J+), we conclude
that x′ ∈ X. According to Claim 6.5, N(J+) is naturally isomorphic to F (J)×C+. Let
F = F (J) × {x′′} denote the fiber containing x′; notice that x′′ ∈ X. The structure of
N(J+) as a cartesian product implies that d(x′, p) = d(x′, x′′) + d(x′′, p) = d(x′, x′′) + 1.
Thus,

d(x, p) = d(x, x′) + d(x′, x′′) + 1 ≥ d(x, x′′) + 1 ≥ d(x,C) + 1,

concluding the proof.

Proof of Lemma 6.12. Index the hyperplanes of X by some ordinal ξ, say {Jα | α ≤ ξ},
so that, if (Xα) denotes the sequence of graphs obtained from X by successively inflating
its hyperplanes following the order induced by ξ, then Y = Xξ. Say that the hyperplane
dual to C is Jα. It is clear that a clique remains a clique after inflating a hyperplane
which is not dual to it, so C is a clique of Xα and C+ is the unique clique of Xα+1

containing C. By applying the previous lemma, we know that

projXα+1
C+ |Xα = projXα

C .

On the other hand, the following observation is clear, since any convex subgraph is
isometrically embedded:

Fact 6.14. Let B be a quasi-median graph and A a convex subgraph. If C is a clique
of B included into A, then projAC = projBC |A .
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As a consequence, by applying this fact twice, we deduce that

projXC = projXα

C |X and projXα+1
C+ = projYC+ |Xα+1 .

Therefore, since X = X1 is included into every Xβ for β ≤ ξ,

projYC+ |X = projXα+1
C+ |X = projXα

C |X = projXC .

This concludes the proof.

We conclude this section by describing the maximal prisms of a graph obtained by
inflating the hyperplanes of a quasi-median graph (of finite cubical dimension): they are
precisely the extensions of the maximal prisms of the initial graph. (It is worth noticing
that this statement does not hold without the assumption of maximality of the prisms;
see for instance Figure 7.)

Lemma 6.15. Let Y be a graph obtained from a quasi-median graph X of finite cubical
dimension by inflating its hyperplanes. A prism P of Y is maximal if and only if there
exist C1, . . . , Cm cliques of X such that C1 × · · · × Cm is a maximal prism of X and
P = C1

+ × · · · × Cm+ .

Proof. Suppose that P is a maximal prism of Y . Let J1, . . . , Jm denote the hyperplanes
dual to P ; according to Proposition 2.79, this is a maximal collection of pairwise trans-
verse hyperplanes of Y . As a consequence of Fact 6.9, the hyperplanes J1∩X, . . . , Jm∩X
define a maximal collection of pairwise transverse hyperplanes of X, so that it follows
from Proposition 2.79 that

m⋂
i=1

N(Ji ∩ X) defines a maximal prism C1 × · · · × Cm of

X. By applying Proposition 2.79 another time, we deduce that the prism C1
+ × · · ·Cm+

is maximal in Y since the hyperplanes dual to it, namely J1, . . . , Jm, define a maximal
collection of pairwise transverse hyperplanes of Y . On the other hand, we know that

C1
+ × · · · × Cm+ ⊂

m⋂
i=1

N(Ji) = P,

hence P = C1
+×· · ·Cm+ . Conversely, suppose that it is possible to write P = C1

+×· · ·×Cm+
where C1, . . . , Cm is a collection of cliques of X such that C1 × · · · × Cm is a maximal
prism of X. Let J1, . . . , Jm denote the hyperplanes of X dual to X, and J+

1 , . . . , J
+
m their

respective extensions to Y . As a consequence of Proposition 2.79 and Fact 6.9, we deduce
that {J1, . . . , Jm} is a maximal collection of pairwise transverse hyperplanes of X, and
then that J+

1 , . . . , J
+
m define a maximal collection of pairwise transverse hyperplanes of

Y . On the other hand, J+
1 , . . . , J

+
m are precisely the hyperplanes dual to the cliques

C1
+, . . . , C

m
+ , or equivalently to P . Therefore, Proposition 2.79 implies that P is a

maximal prism of Y .

7 Topical actions on quasi-median graphs II
In this section, we prove other combination theorems for groups acting topically-transitively
on quasi-median graphs. We essentially follow the arguments used in Section 5, which
we apply to other contexts thanks to the construction detailed in Section 6.

7.1 Inflating topical actions

Roughly speaking, our aim in this section is to show that, if a group G acts on a quasi-
median graph X and if each clique-stabiliser acts on a given set, then it is possible to
inflate the hyperplanes of X in order to add new vertices to the cliques so that we get
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an action of G on a new quasi-median graph Y such that the action on a clique of Y by
its stabiliser is the same as the action of the associated clique-stabiliser of X on its set.
More precisely, we prove:
Proposition 7.1. Let G be a group with a topical-transitive action on a quasi-median
graph X. Let C be a collection of cliques such that any G-orbit of hyperplanes intersects
it along a single clique, and let C = C1 t C2 denote the associated decomposition of C.
For every clique C ∈ C1, fix a set Y (C) on which stab(C) acts and suppose that Y (C)
contains a point of trivial stabiliser; for every clique C ∈ C2, fix a set Y (C) satisfying
#Y (C) ≥ #C in which stab(C) acts trivially. Then there exists a quasi-median graph
Y , obtained from X by inflating its hyperplanes, so that, if C+ denotes the unique clique
of Y containing C for every C ∈ C, then
• the action Gy X extends to a C+-topical action Gy Y ;

• for every clique C ∈ C, there exists a stab(C)-equivariant bijection C+ → Y (C);

• if C,C ′ are two cliques of X dual to the same hyperplane, with C ∈ C1, then ρC′+
induces an isomorphism stab(C+)→ stab(C ′+).

The first step of the proof is to embed X into the appropriate product Z =
∏
J∈J

Y (J)

and to show that the action Gy X extends to an action Gy Z. This construction is
of independent interest, and will be useful later, so we prove it separately.
Construction 7.2. Let G be a group with a topical-transitive action on a quasi-median
graph X. Let C be a collection of cliques such that any G-orbit of hyperplanes intersects
it along a single clique, and let C = C1 t C2 denote the associated decomposition of C.
For every clique C ∈ C1, fix a set Y (C) on which stab(C) acts and suppose that Y (C)
contains a point of trivial stabiliser; for every clique C ∈ C2, fix a set Y (C) satisfying
#Y (C) ≥ #C on which stab(C) acts trivially. For every hyperplane J ∈ J, labelled by
some C ∈ C, set Y (J) = Y (C). Then X naturally embeds in Z =

∏
J∈J

Y (J), and the

action Gy X extends to an action Gy Z.
For every clique C ∈ C1, fix a point y0(C) ∈ Y (C) whose stabiliser is trivial. For every
clique C ∈ C2, fix an injection fC : C ↪→ Y (C). Let x0 ∈ X be a base point. For every
clique C, set x0(C) = projC(x0).
For every hyperplane J of X, fix a clique C(J) dual to it; by convention, if J contains a
clique of C, we require C(J) ∈ C. If J is labelled by some C ∈ C, set S(J) = Y (C)\fC(C)
if C ∈ C2 and S(J) = Y (C)\stab(C) · y0(C) if C ∈ C1.
Fix some hyperplane J ∈ J labelled by some C ∈ C. For convenience, set Y (J) = Y (C).
Define a bijection φJ : C(J) ∪ S(J) → Y (J) in the following way. If C ∈ C2, set
φJ |C(J) = fC ◦ φC(J), where φC(J) : C(J) → C = Y (J) is the bijection given by
Definition 5.32, and next identify φJ |S(J) with the inclusion S(J) ⊂ Y (C). Suppose that
C ∈ C1 and let x ∈ C(J) ∪ S(J). If x ∈ C(J), then there exists a unique g ∈ stab(C)
such that φC(J)(x) = g · x0(C); set φJ(x) = g · y0(C). If x ∈ S(J), set φJ(x) = x.
According to Lemma 2.77, we have natural embeddings

X // ∏
J∈J

C(J) // ∏
J∈J

C(J) ∪ S(J)
×
J∈J

φJ
// ∏
J∈J

Y (J) = Z

From now on, we see X as a subgraph of Z. For every g ∈ G and (xJ)J ∈ Z, define

g · (xJ)J =
(
ϕC(J)(sC(J)(g)) · xJ

)
gJ

;

recall that sC(·) and ϕC(·) are defined respectively by Definition 5.27 and Definition
5.32. We want to prove that this defines an action Gy Z extending Gy X.
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Claim 7.3. For every hyperplane J and every g1, g2 ∈ G,

ϕC(J)
(
sC(J)(g1g2)

)
= ϕC(g2J)

(
sc(g2J)(g1)

)
· ϕC(J)

(
sC(J)(g2)

)
.

Proof. By applying Corollary 5.29 and the point (iii) of Claim 5.33, we find that

ϕC(sC(g1g2)) = ϕC
(
pC(g2)−1sg2C(g1)pC(g2)

)
· ϕC(sC(g2))

= ϕg2C(sg2C(g1)) · ϕC(sC(g2))

Finally, by noticing that the cliques C(g2J) and g2C(J) are dual to the same hyperplane,
thanks to Lemma 5.40 we conclude that

ϕC(J)
(
sC(J)(g1g2)

)
= ϕg2C(J)(sg2C(J)(g1)) · ϕC(J)

(
sC(J)(g2)

)
= ϕC(g2J)

(
sC(g2J)(g1)

)
· ϕC(J)

(
sC(J)(g2)

)

Now we are ready to verify that we have defined an action on Z. Indeed, as a consequence
of the previous claim,

g1 · (g2 · (xJ)J) = g1 ·
(
ϕC(J)

(
sC(J)(g2)

)
· xJ

)
g2J

= g1 ·
(
ϕC(g−1

2 J)

(
sC(g−1

2 J)(g2)
)
· xg−1

2 J

)
J

=
(
ϕC(J)

(
sC(J)(g1)

)
· ϕC(g−1

2 J)

(
sC(g−1

2 J)(g2)
)
· xg−1

2 J

)
g1J

=
(
ϕC(g2J)

(
sC(g2J)(g1)

)
· ϕC(J)

(
sC(J)(g2)

)
· xJ

)
g1g2J

=
(
ϕC(J)

(
sC(J)(g1g2)

)
· xJ

)
g1g2J

= (g1g2) · (xJ)J

Thus, G acts on Z. Now, we want to prove that this action extends Gy X.
Let us make explicit the embedding X ↪→ Z. We have

X →
∏
J∈J

C(J) →
∏
J∈J

C(J) ∪ S(J) →
∏
J∈J

Y (J)

x 7→
(
projC(J)(x)

)
J
7→

(
projC(J)(x)

)
J
7→

(
φJ
(
projC(J)(x)

))
J

Therefore, we need to prove that for every x ∈ X

φgJ
(
projC(gJ)(gx)

)
= ϕC(J)

(
sC(J)(g)

)
· φJ(projC(J)(x))

Let Q ∈ C label C(J), C(gJ), gC(J). Suppose first that Q ∈ C1. Then, by definition,
the restriction of φJ : C(J) ∪ S(J) → Y (Q) to C(J) is the concatenation LQ ◦ φC(J),
where

LQ :
{

Q → Y (Q)
h · x0(Q) 7→ h · y0(Q)

Similarly, the restriction of φgJ : C(gJ)∪ S(gJ)→ Y (Q) to C(gJ) is the concatenation
LQ ◦ φC(gJ). Notice that LQ(hx) = h · LQ(x) for every x ∈ Q and h ∈ stab(Q). Now,
from

projC(gJ)(gx) = tgC(J)→C(gJ)
(
projgC(J)(gx)

)
= tgC(J)→C(gJ)

(
g · projC(J)(x)

)
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together with the points (i) and (ii) of Claim 5.33, we deduce that

φgJ
(
projC(gJ)(gx)

)
= LQ ◦ φC(gJ)

(
projC(gJ)(gx)

)
= LQ ◦ φC(gJ)

(
tgC(J)→C(gJ)

(
g · projC(J)(x)

))
= LQ ◦ φgC(J)

(
g · projC(J)(x)

)
= LQ

(
ϕC(J)(sC(J)(g)) · φC(J)

(
projC(J)(x)

))
= ϕC(J)(sC(J)(g)) · φJ

(
projC(J)(x)

)
This is the equality we are looking for. Next, suppose that Q ∈ C2. Similarly, we have

φgJ
(
projC(gJ)(gx)

)
= fQ ◦ φC(gJ)

(
projC(gJ)(gx)

)
= fQ ◦ φC(gJ)

(
tgC(J)→C(gJ)

(
g · projC(J)(x)

))
= fQ ◦ φgC(J)

(
g · projC(J)(x)

)
= fQ

(
ϕC(J)(sC(J)(g)) · φC(J)

(
projC(J)(x)

))
= fQ ◦ φC(J)

(
projC(J)(x)

)
= φJ

(
projC(J)(x)

)
since ϕC(J) is trivial. Thus, we have proved that the action Gy Z extends Gy X.

Proof of Proposition 7.1. From the sets S(J) of our previous construction, we deduce a
quasi-median graph Y obtained from X by inflating its hyperplanes. For every J ∈ J,
let J+ denote the unique hyperplane of Y extending J . Let C(J+) denote the unique
clique of Y containing C(J), so C(J+) = C(J) ∪ S(J). According to Lemma 6.12, we
have a commutative diagram

X

��

// ∏
J∈J

C(J) // ∏
J∈J

C(J) ∪ S(J)
×
J∈J

φJ
// ∏
J∈J

Y (J) = Z

Y

22

Here, each Y (J) is thought of as a complete graph. From now on, we see X and Y
as subgraphs of Z. Previously, we defined an action G y Z extending G y X. In
particular, X is G-invariant, so that its closure in Z, namely Y , must be G-invariant as
well. Consequently, we have defined an action Gy Y .

Now, we want to prove the second point of our statement. Let C ∈ C be a clique and
let J denote its dual hyperplane. Notice that C = C(J), so that C+ = C(J) ∪ S(J)
and Y (C) = Y (J). We claim that our bijection φJ : C(J) ∪ S(J) → Y (J) is stab(C)-
equivariant. If C ∈ C2, there is nothing to prove since stab(C) acts trivially on both
spaces. Suppose that C ∈ C1. Let x ∈ C(J) ∪ S(J) and g ∈ stab(C). If x ∈ S(J)
then gx ∈ S(J) as well, so that φJ(g · x) = g · x = g · φJ(x). Otherwise, if x ∈ C(J),
notice that φC(J) is the identity since C(J) = C; therefore, if h ∈ stab(C) is the unique
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element satisfying x = h ·x0(C), then φJ(g ·x) = φJ(gh ·x0(C)) = gh ·y0(C) = g ·φJ(x).
This concludes the proof of our second point.

Now, we want to prove that the action Gy Y is C+-topical. Let C ∈ C. In particular,
if J denotes the hyperplane dual to C, then C = C(J). We have X →

∏
J∈J

C(J) →
∏
J∈J

C(J+) →
∏
J∈J

Y (J)

C 7→ C(J) 7→ C(J) ⊂ C(J+) 7→ Y (J)

Therefore, we need to prove that the image of ρY (J) is included into ρY (J)(stab(Y (J))).
Notice that, according to Fact 6.9, there exists an equivariant bijection between the set
of hyperplanes of X and the set of hyperplanes of Y , so that stab(J+) = stab(J). As a
consequence, if g ∈ stab(J+), then

ρY (J)(g) =
(
x 7→ ϕC(J)

(
sC(J)(g)

)
· x
)
,

so ρY (J)(g) induces the same permutation on Y (J) as sC(J)(g) ∈ stab(C(J)) = stab(Y (J)).
Thus, we have verified that our action is indeed C+-topical.

Let us conclude the proof of our proposition by showing its third point. Notice that,
if J denotes the hyperplane dual to C, then C = C(J). Since we know that the
action G y Y is C+-topical, the image of ρC(J+) must be included into stab(C(J+)) ⊂
Bij(C(J+)). In fact, since C(J+) = C(J) ∪ S(J) and that C(J) is stable under the
action of stab(C(J+)) = stab(C(J)) on C(J), the image of ρC(J+) must be included into
the subgroup BijC(J)(C(J+)) of Bij(C(J+)) leaving C(J) invariant. Moreover, since
stab(C(J)) acts freely on C(J), the natural surjection π : BijC(J)(C(J+)) � Bij(C(J))
is injective on stab(C(J)). As a consequence, if we are able to prove that ρC(J+)◦π turns
out to induce an isomorphism stab(C ′) → stab(C(J)) ⊂ Bij(C(J)), then it will follow
that that ρC(J+) induces an isomorphism stab(C ′)→ stab(C(J)) ⊂ Bij(C(J+)). On the
other hand, since G y Y extends the action G y X, and noticing that stab(J+) =
stab(J), we deduce that ρC(J+) ◦ π = ρC(J). According to Lemma 5.13, we know that
ρC(J) is an isomorphism, so the conclusion follows.

7.2 Cubulating groups acting on quasi-median graphs II

This section completes Section 5.4 by showing how to create properly discontinous and
virtually cocompact special actions on CAT(0) cube complexes from a topical-transitive
action on a quasi-median graph.

Proposition 7.4. Let G be a group acting topically-transitively on a quasi-median graph
X with finite vertex-stabilisers. Let C be a collection of cliques such that any G-orbit of
hyperplanes intersects it along a single clique, and let C = C1 t C2 denote the associated
decomposition of C. Suppose that every clique of C2 has cardinality two. If clique-
stabilisers act properly discontinuously on a CAT(0) cube complex, then so does G.

Proof. For every C ∈ C1, let Y (C) be a CAT(0) cube complex on which stab(C) acts
properly discontinuously; according to Lemma 4.34, we may suppose without loss of
generality that Y (C) contains a vertex with trivial stabiliser. For every C ∈ C2, set
Y (C) = C. Let Y be the quasi-median graph provided by Proposition 7.1 on which G
acts C+-topically.

Let C ∈ C. If C ∈ C2, then C+ = C is an edge (x, y), and we set W(C+) = {{x}, {y}}.
Otherwise, if C ∈ C1, according to Proposition 7.1, there exists a stab(C)-equivariant bi-
jection ϕC : C+ → Y (C), and we setW(C+) = ϕ−1

C W(Y (C)). According to Proposition
5.10, our collection {(C+,W(C+)) | C ∈ C} extends to a G-invariant coherent system of
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wallspaces. We claim that the induced action Gy C(Y,HW) is properly discontinuous,
where C(Y,HW) is the CAT(0) cube complex obtained by cubulating (Y,HW).

So we need to verify that the stabiliser of any orientation of HW is finite. According
to Lemma 4.26, such an orientation is either principal or semiprincipal. On the other
hand, it is clear that, for every C ∈ C, any orientation of W(C+) must be principal,
and this statement extends to all the cliques of Y as a consequence of Proposition 5.10.
Therefore, the orientations of HW are principal, so that it is sufficient to show that G
acts on Y with finite vertex-stabiliser.

Let y ∈ Y be a vertex. If y ∈ X, then stab(y) is finite by assumption. Otherwise,
because Y is obtained from X by inflating its hyperplanes, there exists a unique clique
C of X such that y ∈ C+, where C+ denotes the unique clique of Y containing C. As
a consequence, stab(y) ⊂ stab(C+). If C is labelled by C2, then stab(C+) = stab(C) =
fix(C) is finite since vertex-stabilisers of X are finite, so that stab(y) must be finite
as well. Next, suppose that C is labelled by C1. According to Proposition 5.10, the
action stab(C+) y C+ is isomorphic to the action stab(Q) y Q+ for some Q ∈ C1
(the morphism ψC in the statement of Proposition 5.10 is an isomorphism because the
morphism ρQ→C′ to which it is conjugated turns out to be an isomorphism according
to Proposition 7.1); on the other hand, the action stab(Q) y Q+ is isomorphic to the
action stab(Q) y Y (Q) according to Proposition 7.1. A fortiori, vertex-stabilisers of C+
with respect to the action stab(C+) y C+ are finite, so that stab(y) must be finite.

Proposition 7.5. Let G be a group acting topically-transitively on a quasi-median graph
X. Suppose that

• any vertex of X belongs to finitely many cliques;

• any vertex-stabiliser is finite;

• the cubical dimension of X is finite;

• X contains finitely many G-orbits of prisms and hyperplanes;

• for every maximal prism P = C1 × · · ·Cn, stab(P ) = stab(C1)× · · · × stab(Cn);

• the action Gy X is special;

• for every hyperplane J , stab(J) is a retract of G;

If clique-stabilisers act geometrically and virtually specially on CAT(0) cube complexes,
then so does G.

Proof. Let C be a collection of cliques such that any G-orbit of hyperplanes intersects
it along a single clique, and let C = C1 t C2 denote the associated decomposition of
C. For every C ∈ C1, let Y (C) be a CAT(0) cube complex on which stab(C) acts
geometrically and virtually specially; according to Lemma 4.34, we may suppose without
loss of generality that Y (C) contains a vertex with trivial stabiliser. For every C ∈ C2,
set Y (C) = C. According to Proposition 7.1, there exists a quasi-median graph Y
obtained from X by inflating its hyperplanes so that the action G y X extends to a
C+-topical action G y Y . Moreover, C+ = C for every C ∈ C2, and, for every C ∈ C1,
there exists a stab(C)-equivariant bijection ϕC : C+ → Y (C).

If C ∈ C2, setW(C+) = {{{x}∪{x}c} | x ∈ C+}. If C ∈ C1, setW(C+) = ϕ−1
C W(Y (C)).

According to Proposition 5.10, our collection {(C+,W(C+)) | C ∈ C} extends to a
coherent G-invariant system of wallspaces; moreover, given any clique C of Y , there
exists some Q ∈ C such that the spaces with walls (C,W(C)) and (Y (Q),W(Y (Q))) are
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isomorphic. We also deduce from the combination of the third point of Proposition 7.1
with the last assertion of Proposition 5.10, that, for every clique C of X labelled by some
Q ∈ C1, the actions stab(C+) y (C+,W(C+)) and stab(Q) y Y (Q) are isomorphic.

Let Z denote the CAT(0) cube complex obtained by cubulating the space with walls
(X,HW). According to Proposition 4.22, the action Gy Z is metrically proper. As a
consequence of Lemma 6.15, if P+ is a maximal prism of Y , then P+ = C1

+ × · · · × Cn+
for some prism P = C1 × · · · × Cn of X. In particular,

stab(P+) = stab(P ) = stab(C1)× · · · × stab(Cn) = stab(C1
+)× · · · × stab(Cn+).

On the other hand, we know that the actions stab(Ci+) y (Ci+,W(Ci+)) are cocompact,
for every 1 ≤ i ≤ n, so the action stab(P+) y (P+,W(P+)) must be cocompact as well.
By applying Proposition 4.23, we deduce that G acts cocompactly on Z.

Finally, fix J a hyperplane of Y , C a clique dual to J and g ∈ stab(J). In particular,
W(J) =W(C). Notice that:

• if there exists some W ∈ W(C) such that W and g ·W are transverse, then W
and ρC(g) ·W are transverse;

• if there exists some W ∈ W(C) such that W and g ·W are tangent, then W and
ρC(g) ·W are tangent;

• if there exist W1,W2 ∈ W(C) such that W 1 and W 2 are transverse and g ·W 1
and W 2 are tangent, then W1 and W2 are transverse and ρC(g) ·W1 and W2 are
tangent.

Therefore, if H denotes a finite-index subgroup of stab(C) such that the induced action
H y (C,W(C)) is special, then ρ−1

C (H) defines a finite-index subgroup of stab(J) acting
specially on (N(J),W(J)). A fortiori, the action stab(J) y (N(J),W(J)) is virtually
special. It follows from Proposition 4.24 that G acts virtually specially on Z.

Remark 7.6. In the statements of Proposition 7.4 and Proposition 7.5, the dimension
of the CAT(0) cube complex which is produced is bounded above by

dim�X · sup{d(C) | C ∈ C1},

where d(C) denote the CAT(0) cube complex on which stab(C) acts. This follows from
Corollary 4.14, Proposition 5.10, and from the observation that inflating the hyperplanes
of a quasi-median graph does not modify its cubical dimension.

7.3 CAT(0) groups acting on quasi-median graphs

This section is dedicated to the proof of the following combination theorem, which
combines Proposition 7.1 with Proposition 3.11 in order to produce CAT(0) groups.
Following [BH99], a CAT(0) group is defined as a group acting metrically properly and
cocompactly on some CAT(0) space. Notice that such a CAT(0) space is necessarily
proper.

Theorem 7.7. Let G be a group acting topically-transitively on a quasi-median graph
X. Suppose that

• any vertex of X belongs to finitely many cliques;

• any vertex-stabiliser is finite;

• the cubical dimension of X is finite;
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• X contains finitely many G-orbits of prisms;

• for every maximal prism P = C1 × · · ·Cn, stab(P ) = stab(C1)× · · · × stab(Cn).

If clique-stabilisers are CAT(0), then so is G.

This theorem will be an easy consequence of the following general statement together
with Proposition 3.11.

Proposition 7.8. Let G be a group acting topically-transitively on a quasi-median graph
X. Let C be a collection of cliques such that any G-orbit of hyperplanes intersects it along
a single clique, and let C = C1 t C2 denote the associated decomposition of C. Suppose
that

• any vertex of X belongs to finitely many cliques;

• any vertex-stabiliser is finite;

• the cubical dimension of X is finite;

• X contains finitely many G-orbits of prisms;

• for every maximal prism P = C1 × · · ·Cn, stab(P ) = stab(C1)× · · · × stab(Cn);

• for every C ∈ C1, stab(C) acts geometrically on a proper metric space Y (C)
containing a point x0(C) whose stabiliser is trivial; and for every C ∈ C2, stab(C)
acts trivially on a compact metric space Y (C) satisfying #Y (C) ≥ #C(0).

There exists a quasi-median graph Y endowed with a coherent system of metrics such
that G acts metrically properly and cocompactly on (Y, δp) for every p ∈ [1,+∞] and
such that, for every clique Q of Y , (Q, δQ) is isometric to Y (C) for some C ∈ C.

Proof. Let G act on the quasi-median graph Y provided by Proposition 7.1.

For every clique C ∈ C, we use the bijection C+ → Y (C) provided by Proposition
7.1 in order to transfer the distance of Y (C) to C+. According to Proposition 5.11,
our collection of metric spaces {(C+, δC+) | C ∈ C} extends to a G-invariant coherent
system of metrics {(C, δC) | C clique} of Y . Moreover, we know from Proposition 5.11,
and the combination of the third point of Proposition 7.1 with the last assertion of
Proposition 5.11, that each action stab(C+) y (C+, δC+), where C is labelled by C1,
must be isomorphic to an action stab(Q) y Y (Q) for some Q ∈ C1. On the other
hand, for every clique C labelled by C2, we know that stab(C+) = stab(C) = fix(C) is
finite since vertex-stabilisers of X are finite, and it follows from Proposition 5.11 that
(C+, δC+) is compact. As a consequence,

Fact 7.9. For every clique C of X, the action stab(C+) y (C+, δC+) is metrically
proper and cocompact.

We claim that the action Gy (Y, δp) is cocompact.

First, notice that this action is cobounded. Indeed, we know that X contains finitely
many orbits of prisms, so we deduce from Lemma 6.15 that Y also contains finitely
many orbits of prisms. Let P1, . . . , Pn be a set of representatives for the action of G
on the maximal prisms of Y . Fixing some 1 ≤ i ≤ n, the prism Pi decomposes as
C1

+ × · · · × C
k(i)
+ for some cliques C1, . . . , Ck(i) of X. Moreover,

stab(Pi) = stab(Pi ∩X) = stab(C1)× · · · × stab(Ck(i)) = stab(C1
+)× · · · × stab(Ck(i)

+ ).
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Because the actions stab(Cj+) y (Cj+, δCj+) are cocompact, we deduce that the global
action stab(Pi) y (Pi, δ2) is cocompact as well. Therefore, if Fi ⊂ Pi denotes a compact
fundamental domain for this action, then

n⋃
i=1

Fi defines a bounded fundamental domain

for the action Gy (Y, δp).

Finally, we want to apply Lemma 3.21 in order to prove that (Y, δp) is proper, which
will conclude the proof of our claim. Set

K1 = inf{dY (C)(x0(C), g · x0(C)) | C ∈ C1, g ∈ stab(C)\{1}}

and
K2 = inf{δC+(x, y) | x 6= y ∈ C, C ∈ C2},

and finally K = min(K1,K2). Notice that, because the actions stab(C) y Y (C) are
metrically proper and that the x0(C)’s have trivial stabilisers, necessarily K1 > 0.
Moreover, since every clique of C2 is finite, necessarily K2 > 0. Therefore, K > 0.

Let x, y ∈ X ⊂ Y be two distinct vertices belonging to a common clique; let us write
this clique as C+ for some clique C of X. Let Q ∈ C and ΦC : Q+ → C+ be the clique
and the bijection provided by Proposition 5.6 (which are used in Proposition 5.11 in
order to produce our system of metrics, so that ΦC induces an isometry (Q+, δQ+) →
(C+, δC+)), and ΨQ : Q+ → Y (Q) the bijection provided by Proposition 7.1 (which
we used at the begining of our proof in order to define δQ+ , so that ΨQ induces an
isometry (Q+, δQ+) → (Y (Q), dY (Q)) by construction). Because x, y ∈ X, necessarily
Φ−1
C (x),Φ−1

C (y) ∈ X since X is convex into Y . Now, two cases may happen. First,
suppose that Q ∈ C1. We deduce from the definition of ΨC that there must exist some
g, h ∈ stab(Q) such that ΨC ◦ Φ−1

C (x) = g · x0(Q) and ΨC ◦ Φ−1
C (y) = h · x0(Q). Notice

that, because x 6= y and because the stabiliser of x0(Q) is trivial, necessarily g 6= h. By
construction, we deduce

δC+(x, y) = δQ+(Φ−1
C (x),Φ−1

C (y)) = dY (Q)(ΨC ◦ Φ−1
C (x),ΨC ◦ Φ−1

C (y))

= dY (Q)(g · x0(Q), h · x0(Q)) ≥ K1

Next, suppose that Q ∈ C2. Then

δC+(x, y) = δQ+(Φ−1
C (x),Φ−1

C (y)) ≥ K2.

Thus, we have proved that δC+(x, y) ≥ K.

Consequently, Lemma 3.21 applies, so that (Y, δp) is proper.

We claim that the action G y (Y, δp) is metrically proper. Let x ∈ X ⊂ Y denote the
base point used in Construction 7.2 and fix some constant R ≥ 0. We want to prove
that the set

F = {g ∈ G | δp(x, g · x) ≤ R}

is finite. Notice that, according to Claim 3.22, the ball B(x,R) (with respect to δp)
intersects finitely many cliques of X, say C1, · · · , Cm ⊂ X. For every 1 ≤ i ≤ m, let
xi ∈ X denote the projection of x onto Ci. Without loss of generality, we may suppose
that x ∈ C1, so that x1 = x. Fixing some 1 ≤ i ≤ m, set pi = pC1(g) if there exists
some g ∈ G such that gC1 = Ci (notice that pC1(·) is defined with respect to the action
G y X); otherwise, set pi = 1. It is worth noticing that there are only finitely many
possibilities for the choice of pi, because

Fact 7.10. If g, h ∈ G satisfy gC1 = Ci and hC1 = Ci, then either pC1(h) = pC1(g) if
C1 is labelled by C1, or pC1(h) ∈ pC1(g) · stab(C1) otherwise.
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Indeed, if C1 is labelled by C2, then pC1(h)−1pC1(g) = h−1g ∈ stab(C1); and if C1 is
labelled by C1, the equality follows from

pC1(h)−1pC1(g) · x1 = pC1(h)−1 · xi = x1,

because stab(C1) acts freely on the vertices of C1. This proves the fact. For convenience,
set Pi = {pi} if C1 is labelled by C1 and Pi = stab(C1) otherwise. Notice that Pi is
necessarily finite.

Next, set
S = {s ∈ stab(C1) | δC1(x, sx) ≤ R · dim�(X)}.

Now, let g ∈ F . First, there exists some 1 ≤ i ≤ m such that gC1 = Ci, so pC1(g) ∈ Pi.
In the sequel, we will denote δCi for the restriction of δ(Ci)+ to Ci. Next, as a consequence
of Proposition 3.9 and the observation that xi, gx belong to the same clique, we get

δC1(x, sC1(g)x) = δCi(pC1(g)x, pC1(g)sC1(g)x) = δCi(xi, gx)

≤ δ1(x, xi) + δCi(xi, gx) = δ1(x, gx)

≤ dim�(X) · δp(x, gx) ≤ dim�(X) ·R

Therefore, g = pC1(g)sC1(g) ∈ PiS. We conclude that F is finite since F ⊂
m⋃
i=1

PiS,

where S is finite because the action stab(C1) y (C1, δC1) is metrically proper.

Thus, we have proved that G acts properly discontinuously and cocompactly on (X, δp).

Now, we are ready to prove Theorem 7.7.

Proof of Theorem 7.7. Let C be a collection of cliques such that any G-orbit of hyper-
planes intersects it along a single clique, and let C = C1 t C2 denote the associated
decomposition of C. For every C ∈ C1, let Y (C) be a proper CAT(0) space on which
stab(C) acts geometrically; we may suppose without loss of generality that Y (C) con-
tains a vertex x0(C) with trivial stabiliser (follow the construction used in the proof of
Lemma 4.34). For every C ∈ C2, let Y (C) be any infinite compact CAT(0) space, say
the segment [0, 1]. Now, let (Y, δ2) be the space provided by Proposition 7.8 on which
G acts metrically properly and cocompactly. According to Proposition 3.11, (Y, δ2) is a
CAT(0) metric space.

Thus, we have proved that G acts metrically properly and cocompactly on some CAT(0)
space, ie., G is a CAT(0) group.

8 Application to graph products
In this introduction, we fix the main definitions and notation about graph products
which we will use in the sequel.

Given a simplicial graph Γ (ie., a graph containing neither multiple edges nor loops) and
a collection of groups G = {Gu | u ∈ V (Γ)} indexed by the vertices of Γ, we define the
graph product ΓG as the quotient(

∗
u∈V (Γ)

Gu

)
/〈〈[g, h] = 1, g ∈ Gu, h ∈ Gv if (u, v) ∈ E(Γ)〉〉.

Every group of G, called a vertex-group, naturally embeds into ΓG. For convenience, we
will identify each vertex-group with its image into the graph product.
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A word in ΓG is a product g1 · · · gn for some n ≥ 0 and, for every 1 ≤ i ≤ n, gi ∈ G
for some G ∈ G; the gi’s are the syllables of the word, and n is the length of the
word. Clearly, the following operations on a word does not modify the element of ΓG it
represents:

Cancellation: delete the syllable gi = 1;

Amalgamation: if gi, gi+1 ∈ G for some G ∈ G, replace the two syllables gi and gi+1
by the single syllable gigi+1 ∈ G;

Shuffling: if gi and gi+1 belong to two adjacent vertex-groups, switch them.

A word is reduced if its length cannot be shortened by applying these elementary moves,
and semi-reduced if it can be reduced without any cancellation. In practice, if g =
g1 · · · gn is a reduced word and h is a syllable, then a reduction of the product gh is
given by

g1 · · · gn if h = 1
g1 · · · gi−1 · gi+1 · · · gn if gi shuffles to the end and gi = h−1

g1 · · · gi−1 · gi+1 · · · gn · (gih) if gi shuffles to the end and gi 6= h−1

In particular, every element of ΓG can be represented by a reduced word, and this word
is unique up to the shuffling operation; in fact, we will often identify an element of ΓG
with any of the reduced words representing it. This allows us to define the length of an
element g ∈ ΓG, denoted by |g|, as the length of any reduced word representing g; and
its support, denoted by supp(g), as the set of vertices of Γ which corresponds exactly
to the vertex-groups containing the syllables of g. For more information, we refer to
[Gre90] (see also [HW99b]). The following definition will also be useful:

Definition 8.1. Let Γ be a simplicial graph, G a collection of groups labelled by V (Γ),
and g ∈ ΓG an element. The head of g, denoted by head(g), is the set of syllables of
some reduced word representing g which appear as the first syllable of some reduced
word representing g. Similarly, the tail of g, denoted by tail(g), is the set of syllables
of some reduced word representing g which appear as the last syllable of some reduced
word representing g.

It is worth noticing that, since any two reduced words representing a given element differ
only by a sequence of shufflings, the previous sets of syllables does not depend on the
the reduced word we consider.

Finally, we give some definitions on simplicial graphs. Given a vertex v,

• the link of v, denoted by link(v), is the subgraph generated by the vertices which
are adjacent to v;

• the star of v, denoted by star(v), is the subgraph generated by v and link(v).

Given a graph Γ, a subgraph Λ is induced if two vertices of Λ are adjacent in Λ if and
only if they are adjacent in Γ. Subgraphs of particular interest will be join subgraphs:
Λ ≤ Γ is a join subgraph if it contains itself two disjoint subgraphs Λ1,Λ2 such that
every vertex of Λ lies in either Λ1 or Λ2, and every vertex of Λ1 is adjacent to any vertex
of Λ2.
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8.1 Cubical-like geometry

In this section, we associate to any graph product a quasi-median graph, and we study
its geometry.

Let Γ be a simplicial graph and G be a collection of non trivial groups labelled by
V (Γ). We denote by X(Γ,G) the Cayley graph of the graph product ΓG with respect to
the generating set

⊔
G∈G

G\{1}. Explicitely, X(Γ,G) is the graph whose vertices are the

elements of ΓG and whose edges link two elements g, h ∈ ΓG whenever there exists some
s ∈

⊔
G∈G

G\{1} such that g = hs or h = gs. In the sequel, we will often identify ΓG with

the set of vertices of X(Γ,G).

Proposition 8.2. X(Γ,G) is a quasi-median graph.

We first need to understand the geodesics of X(Γ,G).

Lemma 8.3. Let g, h ∈ ΓG. Write g−1h as a reduced word u1 · · ·un. Then the sequence
of vertices

g, gu1, gu1u2, . . . , gu1 · · ·un = h

defines a geodesic between g and h in X(Γ,G). Conversely, any geodesic between g and
h is labelled by a reduced word representing g−1h.

Proof. Any path between g and h produces a sequence of vertices

g, gu1, gu1u2 . . . , gu1 · · ·un = h,

where u1, . . . , un are syllables such that u1 · · ·un = g−1h. The elements g and h being
fixed, such a path has minimal length if and only if u1 · · ·un is a word of minimal length
representing g−1h, ie., it is a reduced word.

As a direct consequence of the previous lemma, we deduce:

Corollary 8.4. Let g, h ∈ Γ,G. The distance between g and h in X(Γ,G) is |g−1h|.

Before proving Proposition 8.2, we demonstrate the following preliminary lemma.

Lemma 8.5. The edges of a triangle in X(Γ,G) are labelled by the same vertex-group.

Proof. Let a, b, c ∈ X(Γ,G) be three pairwise adjacent vertices. Up to translating by
a−1, we may suppose without loss of generality that a = 1. As a consequence, b and c
belong to two vertex-group Gu and Gv respectively, which are the vertex-groups labelling
the edges (1, b) and (1, c) respectively. On the other hand, |b−1c| = d(b, c) = 1 so b and
c must belong to the same vertex-group, ie., u = v. We conclude that the vertex-group
Gu = Gv labels the three edges (1, b), (1, c) and (b, c).

Proof of Proposition 8.2. First, we verify the triangle condition. So let a, p, q ∈ X(Γ,G)
be three vertices such that p and q are adjacent and d(a, p) = d(a, q) = n. Up to
translating by a−1 ∈ ΓG, we may suppose without loss of generality that a = 1. In
particular, |p| = d(1, p) = n so that there exists a reduced word p1 · · · pn of length n
representing p. Then, because p and q are adjacent, there exists a non trivial syllable
s ∈ Gu such that q = ps. On the other hand, |q| = d(1, q) = n whereas ps is a word
of length n + 1. Therefore, there must exist a syllable pi ∈ Gu\{s−1} which shuffles to
the end in p1 · · · pn such that p1 · · · pi−1pi+1 · · · pn(pis) is a reduced word representing q.
Setting c = p1 · · · pi−1pi+1 · · · pn, we have d(1, c) = n− 1, d(c, p) = |c−1p| = |pi| = 1 and
d(c, q) = |c−1q| = |pis| = 1. Thus, c is the vertex we are looking for.
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Next, we verify the quadrangle condition. So let u, p, q, r ∈ X(Γ,G) be three vertices
such that p, q are both adjacent to r, d(u, p) = d(u, q) = n and d(u, r) = n + 1. Up to
translating by u−1, we may suppose without loss of generality that u = 1. In particular,
|p| = d(1, p) = n so there exists a reduced word p1 · · · pn of length n representing p.
Because r is adjacent to p, there exists a non trivial syllable a ∈ Gu such that r = pa;
similarly, because q is adjacent to r, there exists a non trivial syllable b ∈ Gv such that
q = rb = pab. Notice that, p1 · · · pna being a word of length n + 1 representing r, we
deduce from d(1, r) = n + 1 that this product is reduced. Since we already know that
the triangle condition holds, we may suppose without loss of generality that p and q are
not adjacent, hence |ab| = |p−1q| = d(p, q) = 2, so that a and b necessarily belong to
distinct vertex-groups, ie., u 6= v. On the other hand, the word p1 · · · pnab representing
q cannot be reduced since it has length n + 2 whereas d(1, q) = n. Since we already
know that p1 · · · pna is reduced, there must exist some syllable pi = b−1 which shuffles
to the end in p1 · · · pna, so that p1 · · · pi−1pi+1 · · · pna is a reduced word representing q.
Setting c = p1 · · · pi−1pi+1 · · · pn, we have d(1, c) = n− 1, d(c, p) = |c−1p| = |pi| = 1 and
d(c, q) = |c−1q| = |a| = 1. Therefore, c is the vertex we are looking for.

Now, notice that, if a, p ∈ X(Γ,G) are two vertices satisfying d(a, p) = 2, then there
exists at most two geodesics between a and p. Indeed, according to Lemma 8.3, there
exists a bijection between the geodesics between a and p and the reduced words rep-
resenting a−1p. Since |a−1p| = d(a, p) = 2, we conclude. As a consequence, X(Γ,G)
cannot contain an induced subgraph isomorphic to K2,3.

Finally, let (a, b, c, d) be a square in X(Γ,G), where b and d are adjacent. According to
Lemma 8.5, the edges of the triangle a, b, d are labelled by the same vertex-group of Γ,
and similarly, the edges of the triangle b, c, d are labelled by the same vertex-group of
Γ. A fortiori, the edges (a, b) and (b, c) are labelled by the same vertex-group of Γ, so
that a and c must be adjacent in X(Γ,G). This proves that X(Γ,G) does not contain
any induced subgraph isomorphic to K−4 .

Cliques and Prisms of X(Γ,G). Now, we know thatX(Γ,G) is a quasi-median graph.
Therefore, in order to understand its geometry, it is necessary to understand first what
are its cliques, prisms, and hyperplanes. We begin with the cliques of X(Γ,G).

Lemma 8.6. The cliques of X(Γ,G) are the subgraphs gGu, where g ∈ ΓG and u ∈ V (Γ).

Proof. Let C be a clique. According to Lemma 8.5, all the edges of C are labelled by
the same vertex-group, say Gu. Thus, if we choose a vertex g ∈ C, then C ⊂ gGu.
On the other hand, since Gu\{1} is included into the generating set used to define the
Cayley graph X(Γ,G), we know that gGu is a complete subgraph, hence C = gGu.
Conversely, we want to prove that, if g ∈ ΓG and u ∈ V (Γ), then gGu defines a clique of
X(Γ,G). We know that gGu is a complete subgraph, so there exists a clique C such that
gGu ⊂ C. On the other hand, as a consequence of Lemma 8.5, all the edges of C must
be labelled by the same vertex-group, which is necessarily Gu. Therefore, C ⊂ gGu, so
that gGu = C is a clique of X(Γ,G).

Corollary 8.7. The prisms of X(Γ,G) are the translates of the subgraphs
⊕
v∈Λ

Gv, where

Λ is a complete subgraph of Γ. As a consequence, dim�(X) = clique(Γ).

Proof. It is clear that, if Λ is a complete subgraph of Γ, then P =
⊕
v∈Λ

Gv is a prism of

X(Γ,G) since we know from the previous lemma that each Gv is a clique.

Conversely, let P be a prism of X(Γ,G). Fix a vertex x ∈ P and a collection of
cliques C containing x such that P is the weak Cartesian product of the cliques of C;
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up to translating P , we will suppose that x = 1. Let Λ denote the set of vertices of
Γ associated to the vertex-groups labelling the cliques of C. As a consequence of the
previous lemma, C = {Gu | u ∈ Λ}; and, as a consequence of Lemma 8.8, we deduce
from the fact that two distinct cliques Gu and Gv, where u, v ∈ Λ, generate a prism that
u and v must be two adjacent vertices of Γ, so that Λ defines a complete subgraph of Γ.
By definition, P is the connected component of the Cartesian product of the cliques of
C which contains 1, which is precisely P =

⊕
v∈Λ

Gv.

Hyperplanes of X(Γ,G). According to Lemma 8.5, the edges of a triangle are labelled
by the same vertex-group. Moreover, according to our next lemma, two opposite edges
of some square in X(Γ,G) are also labelled by the same vertex-group. As a consequence,
all the edges of a given hyperplane of X(Γ,G) are labelled by the same vertex-group.
Thus, if Ju denotes the hyperplane dual to the clique Gu for every vertex u ∈ V (Γ),
then the hyperplanes of X(Γ,G) are the gJv’s where g ∈ ΓG and v ∈ V (Γ).

Lemma 8.8. For any induced square C ⊂ X(Γ,G), there exist an element g ∈ ΓG, two
adjacent vertices u, v ∈ V (Γ), and two syllables a ∈ Gu\{1}, b ∈ Gv\{1} such that g,
ga, gb and gab = gba are the vertices of C.

Proof. Let g ∈ C be one vertex of our square. The two vertices of C which are adjacent
to g can be written as ga and gb for some syllables a ∈ Gu and b ∈ Gv. Let us
write the last vertex of C as gac for some c ∈ Gw. Because our square is induced, we
have |b−1ac| = d(gb, gac) = 2, so word b−1ac cannot be reduced. On the other hand,
|ac| = d(g, gac) = 2 so the word ac is reduced; and u 6= v, since otherwise the vertices
ga and gb would be adjacent, contradicting the fact that our square is induced, so the
word b−1a is reduced. Finally, we conclude that b−1 = c−1 shuffles to the end in b−1a.
Thus, u and v must be adjacent, and gac = gab = gba.

Since any hyperplane of X(Γ,G) is a translate of some Ju, we only need to understand
such a hyperplane in order to understand all the hyperplanes of X(Γ,G). This is the
purpose of the next lemma.

Lemma 8.9. Let u ∈ V (Γ). An edge e of X(Γ,G) belongs to Ju if and only if e =
(ah, ag) for some a ∈ 〈link(u)〉 and g, h ∈ Gu where g 6= h.

Proof. Let e0 denote the edge (1, g) for some fixed g ∈ Gu\{1}. If an edge e belongs
to Ju, then there exists a sequence of edges e0, e1, . . . , en−1, en = e such that, for every
1 ≤ i ≤ n− 1, the edges ei and ei+1 either are parallel sides of some square or belong to
the same clique. We want to show by induction over n that there exist some a ∈ 〈link(u)〉
and some distinct g, h ∈ Gu such that e = (ah, ag).

If n = 0, then e = e0 = (1, g), and there is nothing to prove. If n ≥ 1, then our induction
hypothesis implies that en−1 = (ah, ag) for some a ∈ 〈link(u)〉 and g, h ∈ Gu with g 6= h.
Now, two cases may happen: en−1 and e = en either are parallel sides of some square
or belong to the same clique. In the latter case, because the edge en−1 is labelled by an
element of Gu, we deduce that there exist some b, c ∈ Gu such that e = (ahb, agc), and
we are done. In the former case, there exist a vertex v ∈ V (Γ), adjacent to u, and some
k ∈ Gv\{1} such that e = (ahk, agk); since u and v are adjacent in Γ, k commutes with
h and g, hence e = ((ak)h, (ak)g) with ak ∈ 〈link(u)〉. The conclusion follows.

Conversely, suppose that e = (ah, ag) for some a ∈ 〈link(u)〉 and g, h ∈ Gu with g 6= h.
If we write a as a reduced word a1 · · · an, then

(1, g), (a1, ga1), (a1a2, ga1a2) . . . , (a1 · · · an, ga1 · · · an) = (a, ga) = (a, ag)
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Figure 9: The edge (ag, ah) belongs to Ju.

defines a sequence of edges such that two successive edges are parallel sides of some
square; see Figure 9. Then, the edges (a, ag) and (ah, ag) belong to the same simplex,
so we conclude that (1, g) and (ah, ag) are dual to the same hyperplane; this precisely
means that (ah, ag) ∈ Ju.

Corollary 8.10. For every u ∈ V (Γ), N(Ju) = 〈star(u)〉.

Proof. If x ∈ N(Ju), then there exists an edge e ∈ Ju with x as an endpoint. According
to the previous lemma, there must exist some a ∈ 〈link(u)〉 and h ∈ Gu such that
x = ah. A fortiori, x ∈ 〈star(u)〉. Conversely, suppose that x ∈ 〈star(u)〉. Since
〈star(u)〉 = 〈link(u)〉 ×Gu, we can write x = ah for some a ∈ 〈link(u)〉 and h ∈ Gu. If
we choose some g ∈ Gu\{h}, we deduce from the previous lemma that e = (ah, ag) is
an edge of Ju with x as an endpoint. Therefore, x ∈ N(Ju).

Now, we want to understand how the vertex-groups labelling two hyperplanes behave
when these two hyperplanes are transverse or tangent. As a consequence, we will be
able to deduce the following proposition.

Proposition 8.11. The action ΓG y X(Γ,G) is special.

Our statement describing the behaviour of vertex-groups labelling hyperplanes is the
following:

Lemma 8.12. If two hyperplanes of X(Γ,G) are transverse, then they are labelled by
two adjacent vertex-groups; if they are tangent, then the vertex-groups which label them
are distinct and non adjacent.

Proof. If e and f are two adjacent edges, then e = (g, gh) and f = (g, gk) for some
g, h, k ∈ ΓG where h and k are two syllables which belong to two vertex-groups Gu and
Gv respectively. Let J and H denote respectively the hyperplanes dual to e and f . Then
three cases may happen:

• u = v, so that e and f belong to the same clique, hence J = H;

• (u, v) ∈ E(Γ), so that e and f generate a square in X(Γ,G), hence J and H are
transverse;

• u 6= v and (u, v) /∈ E(Γ), so that e and f do not generate a square in X(Γ,G),
hence J and H tangent.

This proves our lemma.

Proof of Proposition 8.11. Let J be a hyperplane and g ∈ ΓG. Since J and gJ are
labelled by the same vertex-group, it follows from the previous lemma that J and gJ
cannot be transverse nor tangent.

142



Next, let J1, J2, J3 be three hyperplanes such that J1 is tangent to J2, and J3 trans-
verse to J2. Let G1, G2, G3 denote the vertex-groups labelling the hyperplanes J1, J2, J3
respectively. It follows from the previous lemma that G3 is adjacent to G2 but G1
cannot be adjacent to G2. Consequently, there does not exist some g ∈ ΓG satisfying
gJ1 = J3.

Flat rectangles of X(Γ,G). We conclude this section by describing the flat rectangles
of X(Γ,G).

Lemma 8.13. An induced subgraph R ⊂ X(Γ,G) is a flat rectangle if and only if there
exist a join subgraph Λ1 ∗Λ2 ≤ Γ and syllables g1, . . . , gn ∈ 〈Λ1〉, h1, . . . , hm ∈ 〈Λ2〉 such
that the products g1 · · · gn and h1 · · ·hm are reduced and such that R is generated by the
vertices

{kg1 · · · gih1 · · ·hj | 0 ≤ i ≤ n, 0 ≤ j ≤ m}

for some k ∈ ΓG.

Proof. Let R be a flat rectangle. For convenience, we will identify it with the 1-skeleton
of the Euclidean rectangle [0,m] × [0, n] to which it is isometric. Up to translating by
an element of ΓG, and so replacing R with k−1R for some k ∈ ΓG, we may suppose
without loss of generality that the vertices (0, 0) is the identity 1. Let g (resp. h) denote
the vertex (0, n) (resp. (m, 0)). Because R is isometrically embedded, {0} × [0, n] is
a geodesic between 1 and g, so we can write g as reduced word g1 · · · gn such that the
vertex (0, i) corresponds to g1 · · · gi for every 0 ≤ i ≤ n. Similarly, let h1 · · ·hm be a
reduced word representing h such that the vertex (i, 0) corresponds to h1 · · ·hi for every
0 ≤ i ≤ m.

For every 1 ≤ i ≤ n, let ui ∈ V (Γ) be such that gi ∈ Gui ; similarly, for every 1 ≤ i ≤ m,
let vi ∈ V (Γ) be such that hi ∈ Gvi . Now, let Λ and Ξ denote the subgraphs respectively
generated by {u1, . . . , un} and {v1, . . . , vm}. Notice that, for every 1 ≤ i ≤ n and
1 ≤ j ≤ m, the hyperplanes g1 · · · gi−1Jui and h1 · · ·hj−1Jvj , which are respectively dual
to the ediges [i−1, i]×{0} and {0}× [j−1, j], are transverse; so it follows from Lemma
8.12 that ui and vj are two adjacent vertices. Therefore, the subgraph generated by Λ
and Ξ is a join subgraph Λ ∗ Ξ ≤ Γ.

Now, we claim that, if w denotes the vertex (i, j), then w = h1 · · ·hig1 · · · gj . Indeed, the
initial segment of length i of the geodesic ([0, i]×{0})∪({i}×[0, j]) is labelled by h1 · · ·hi,
and similarly, the initial segment of length j of the geodesic ({i}× [0, j])∪ ([0, i]×{0}) is
labelled by g1 . . . gj , so we deduce that h1 · · ·hi and g1 · · · gj are two prefixes of w whose
supports are disjoint. Therefore, h1 · · ·hig1 · · · gj must be itself a prefix of w. On the
other hand, |w| = d(1, w) = i+ j, hence w = h1 · · ·hig1 · · · gj .

Thus, the flat rectangle R is generated by the vertices

{kg1 · · · gih1 · · ·hj | 0 ≤ i ≤ n, 0 ≤ j ≤ m}.

Conversely, suppose that there exist a join subgraph Λ1∗Λ2 ≤ Γ and syllables g1, . . . , gn ∈
〈Λ1〉, h1, . . . , hm ∈ 〈Λ2〉 such that the products g1 · · · gn and h1 · · ·hm are reduced and
such that R is generated by the vertices

{kg1 · · · gih1 · · ·hj | 0 ≤ i ≤ n, 0 ≤ j ≤ m}

for some k ∈ ΓG. From our description of the geodesics in X(Γ,G), we notice that R
is a geodesic subgraph, so that it is in particular isometrically embedded; furthermore,
we deduce that the map which sends kg1 · · · gih1 · · ·hj to (i, j), for every 1 ≤ i ≤ n and
1 ≤ j ≤ m, defines an isomorphism R→ [0, n]× [0,m].
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8.2 Properties of graph products

So far, we have proved that graph products act on specific quasi-median graphs and we
have studied these actions and the geometry of these quasi-median graphs. Now, we are
ready to apply the different combination results proved in Section 5 and Section 7; all
their hypotheses are verified by the following statement.

Proposition 8.14. Let Γ be a simplicial graph and G a collection of groups labelled by
V (Γ). The following assertions hold:

(i) the action ΓG y X(Γ,G) is topical-transitive;

(ii) any vertex of X(Γ,G) belongs to #V (Γ) cliques;

(iii) vertex-stabilisers are trivial;

(iv) dim�X(Γ,G) = clique(Γ);

(v) X(Γ,G) contains #V (Γ) ΓG-orbits of cliques;

(vi) for every prism P = C1 × · · · × Cn, stab(P ) = stab(C1)× · · · × stab(Cn);

(vii) the action ΓG y X(Γ,G) is special;

(viii) for every hyperplane J , stab(J) is a rectract of ΓG.

We first need to describe the projection onto a clique of X(Γ,G). Given a vertex-group
G ∈ G, we define a map πG : ΓG → G by setting, for every g ∈ ΓG, πG(g) as the syllable
of head(g) which belongs to G, if such a syllable exists, and 1 otherwise.

Lemma 8.15. Let C be the clique of X(Γ,G) corresponding to a vertex-group G ∈ G,
and g ∈ ΓG a vertex of X(Γ,G). Then πG(g) is the projection of g onto C.

Proof. If πG(g) = 1, then, for every s ∈ G, the product sg is reduced so that |sg| > |g|.
Therefore, 1 is the vertex of C minimizing the distance to g, ie., 1 = πG(g) is the
projection of g onto C.

If πG(g) = g1, write g as a reduced product g1g2. By noticing that (sg1)g2 is a reduced
product, we deduce that the length |sg| = |sg1g2|, where s ∈ G, is minimised when
s = g−1

1 ; a fortiori, d(s−1, g) = |sg| is minimised when s = g−1
1 , ie., g1 = πG(g) is the

projection of g onto C.

Proof of Proposition 8.14. Point (ii) and Point (v) follow from Lemma 8.6, Point (iii)
is clear, Point (iv) and Point (vi) follows from Corollary 8.7, and Point (vii) follows
from Proposition 8.11.

Next, according to Corollary 8.10, it is sufficient to prove that, for every vertex v ∈ V (Γ),
the subgroup 〈star(v)〉 is a retract of ΓG in order to deduce Point (viii). The map

g 7→
{
g for every g ∈ Gu, u ∈ star(v)
1 for every g ∈ Gu, u /∈ star(v)

induces a required retraction ΓG � 〈star(v)〉.

Finally, let us prove Point (i). Fix a clique C of X(Γ,G). Up to translating by an
element of ΓG, we may suppose that C corresponds to some vertex-group Gu, where
u ∈ V (Γ). According to Lemma 8.6, the action stab(C) y C corresponds to the action
of a subgroup on itself by left-multiplication, so it must be free and transitive. Now,
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we claim that Im(ρC) = ρC(stab(C)). The inclusion ρC(stab(C)) ⊂ Im(ρC) is clear.
Conversely, let g ∈ stab(Ju) and h ∈ N(Ju). It follows from Corollary 8.10 that

stab(Ju) = 〈star(u)〉 = 〈link(u)〉 ×Gu ⊂ ΓG

and that
N(Ju) = 〈star(u)〉 = 〈link(u)〉 ×Gu ⊂ X(Γ,G).

Therefore, we can write g = g1g2 and h = h1h2 where g1, h1 ∈ 〈link(u)〉 and g2, h2 ∈ Gu.
By noticing that

πGu(gg−1
2 · h) = πGu(g1h1 · h2) = h2 = πGu(h1h2) = πGu(h),

we deduce from Lemma 8.15 that gg−1
2 · h and h belong to the same sector delimited

by Ju. Since this is true for every h ∈ N(Ju), we know that gg−1
2 = g1 stabilises each

sector delimited by Ju. Therefore,

ρC(g) = ρC(g−1
1 g) = ρC(g2),

so that g2 ∈ Gu = stab(C) induces the same permutation on C as g. This proves our
claim. Thus, we have proved that the action ΓG y X(Γ,G) is topical-transitive.

Let us begin by studying cubical properties of graph products. First, Proposition 7.4
gives:

Theorem 8.16. A graph product of groups acting properly discontinously on CAT(0)
cube complexes acts properly discontinuously on a CAT(0) cube complex.

It is worth noticing that, in this statement, no assumption is made on the graph along
which the graph product is defined. Next, when this graph is finite, we are able to prove
more thanks to Proposition 5.22, Proposition 5.23 and Proposition 7.5. (Notice that
Haglund already proved in [Hag08, Theorem J] that a graph product (along a finite
graph) of special groups is special.)

Theorem 8.17. Let Γ be a finite simplicial graph and G a collection of groups labelled
by V (Γ). Suppose that the groups of G act metrically properly (resp. geometrically,
geometrically and virtually specially) on CAT(0) cube complexes, then the graph product
ΓG acts metrically properly (resp. geometrically, geometrically and virtually specially)
on some CAT(0) cube complex.

In fact, when the simplicial graph is countable, we are also able to construct metrically
proper actions by weighting the local metrics, or equivalently by duplicating the walls,
as shown in the proof of the next proposition.

Proposition 8.18. Let Γ be a countable simplicial graph and G a collection of groups
labelled by V (Γ). Suppose that the groups of G act metrically properly on CAT(0) cube
complexes (resp. spaces with measured walls, spaces with labelled partitions). Then the
graph product ΓG acts metrically properly on some CAT(0) cube complex (resp. space
with measured walls, space with labelled partitions).

Sketch of proof. We will write the proof only for spaces with measured walls. The other
cases are similar. For convenience, set X = X(Γ,G). Recall from Proposition 8.14 that
the action ΓG y X is topical-transitive.

Let {u1, u2, . . .} denote the vertices of Γ. For convenience, the vertex-group Gui will be
denoted by Gi. For every i ≥ 1, since Gi is a-T-menable by assumption, there exists a
space with measured walls (Xi,Wi,Bi, µi) on whichGi acts metrically properly; by repro-
ducing the construction of Lemma 4.34, we may suppose without loss of generality that
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Xi contains a point xi whose stabiliser is trivial. Since the action of Gi on (Xi,Wi,Bi, µi)
is metrically proper and that the stabiliser of xi is trivial, there must exists some con-
stant Ki > 0 such that dWi(xi, gxi) ≥ Ki for every g ∈ Gi\{1}. Set n(i) = bi/Kic+1 for
every i ≥ 1. Notice that, if Wn(i)

i denotes the disjoint union of n(i) copies of Wi, then
we get naturally a new space with measured walls (Xi,Wn(i)

i ,Bn(i)
i , µ

n(i)
i ) on which Gi

also acts metrically properly. Next, we pullback the walls from Xi to Gi thanks to the
map g 7→ g · xi, making a space with measured walls (Gi,Mi,Di, νi) (see also [CDH10,
Lemma 3.9]). Notice that, for every disctinct g, h ∈ Gi,

dMi(g, h) = dWn(i)
i

(gxi, hxi) = n(i) · dWi(xi, g−1hxi) ≥ n(i)Ki ≥ i.

Finally, use Proposition 5.24 in order to extend these local spaces with measured walls
to obtain a space with measured walls (X,W,B, µ).

We claim that ΓG acts metrically properly on (X,W,B, µ). Following the proof of
Lemma 3.24, it is sufficient to show that (X,W,B, µ) is locally finite (with respect to
dW). So fixing some vertex x ∈ X and some constant R ≥ 0, we want to prove that the
ball BW(x,R) is finite. Following the proof of Lemma 3.25, we notice that it is sufficient
to show that the ball BW(x, 1) is finite and that

BW(x, 1) ⊂
⋃
i≥1

BW(Ci)(x, 1),

where Ci denotes the unique clique labelled by Gi containing x for every i ≥ 1. Noticing
that Ci∩BW(Ci)(x, 1) = {x} for every i ≥ 2, we deduce the infinite union of the previous
expression turns out to be finite. This concludes the proof.

Since discrete a-T-menable (resp. a-Lp-menable) groups are precisely the groups which
act metrically properly on some space with measured walls (resp. specific space with
labelled partitions), we deduce the following statement (first proved in [AD13], without
restriction on p for the a-Lp-menability).

Corollary 8.19. Graph products of discrete a-T-menable (resp. a-Lp-menable) groups
along countable simplicial graphs are a-T-menable (resp. a-Lp-menable, where p /∈ 2Z).

Next, Theorem 7.7 produces the following statement.

Theorem 8.20. Graph products of CAT(0) groups along finite graphs are CAT(0).

Now, let us state and prove the following sufficient condition for two graph products
to be quasi-isometric. Our result should be compared with [JS01], where a sufficient
condition for two graph products to be commensurable is proved. More precicely, we
will prove that some graph products are Lipschitz-equivalent.

Definition 8.21. Given someK > 0, two metric spacesX,Y areK-Lipschitz equivalent
if there exists a bijection f : X → Y such that, for every x, y ∈ X,

1
K
· d(x, y) ≤ d(f(x), f(y)) ≤ K · d(x, y).

We say that two metric spaces are Lipschitz equivalent if they are K-Lipschitz equivalent
for some K > 0.

It is worth noticing that, according to [Dym10], being Lipschitz equivalent is strictly
stronger than being quasi-isometric; on the other hand, it is proved in [Why99] that
two non amenable finitely generated groups are quasi-isometric if and only if they are
Lipschitz equivalent. Our criterion is the following:
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Theorem 8.22. Let Γ be a finite simplicial graph and G,H two collections of finitely
generated groups labelled by V (Γ). Suppose that, for every v ∈ V (Γ), the vertex-groups
Gv and Hv are Lipschitz equivalent. Then the graph products ΓG and ΓH are Lipschitz
equivalent.

We begin by proving the following general preliminary statement:

Lemma 8.23. Let X be a quasi-median graph and {(C, δC) | C}, {(C, ηC) | C} two
coherent systems of metrics. Suppose that there exist some K > 0 such that, for every
clique C, the identity (C, δC) → (C, ηC) is a K-Lipschitz equivalence. Then the global
metrics δ and η are K-Lipschitz equivalent.

Proof. Let x, y ∈ X be two vertices. Let J1, . . . , Jn denotes the hyperplanes separating
x and y, fix a clique Ci dual to Ji for every 1 ≤ i ≤ n, and let pi : X → Ci denote the
projection onto Ci. Then

δ(x, y) =
n∑
i=1

δCi(pi(x), pi(y)) ≤ K
n∑
i=1

ηCi(pi(x), pi(y)) = K · η(x, y),

and similarly, η(x, y) ≤ K · δ(x, y). Therefore, δ and η are K-Lipschitz equivalent.

Proof of Theorem 8.22. For every v ∈ V (Γ), let ϕv : Gv → Hv be a Lipschitz equiva-
lence, where we fixed two word metrics δ1

v and δ2
v on Gv and Hv with respect to finite

generating sets Sv and Rv respectively; up to post-composing ϕv with a translation of
Hv, we may suppose without loss of generality that ϕv(1) = 1. From this collection of
maps, we define the following bijection:

ϕ :


⊔

v∈V (Γ)
Gv →

⊔
v∈V (Γ)

Hv

g 7→ ϕv(g) if g ∈ Gv

Finally, let Φ be the map which sends a word w(`1, . . . , `r), where `i ∈
⊔

v∈V (Γ)
Gv for

every 1 ≤ i ≤ r, to the word w(ϕ(`1), . . . , ϕ(`r)). Because Φ sends two words equal in
ΓG to two words equal in ΓH, it induces a bijection ΓG → ΓH. Moreover, because Φ
sends a reduced word to a reduced word of the same length, we deduce that Φ induces
an isomorphism X(Γ,G)→ X(Γ,H).

Now, for every clique C of X(Γ,G), write C = gGu for some g ∈ ΓG and u ∈ V (Γ) such
that tail(g) does not contain a syllable which belongs to Gu (notice that there exists
a unique such element satisfying C = gGu), and use the bijection Gu → C defined by
h 7→ gh to transfer the metric δ1

u from Gu to C. We claim that our system of metrics
{(C, δ1

C) | C clique} is coherent and ΓG-invariant.

Let C be a clique, x, y ∈ C two vertices and g ∈ ΓG. Write C = hGu for some
u ∈ V (Γ) and h ∈ ΓG such that the tail of h does not contain a syllable belonging to Gu.
Next, write g = g1g2 where g2 is the syllable of tail(g) which belongs to Gu and which
commutes with h, if such a syllable exists, or g2 = 1 otherwise. Notice that gh = g1hg2
where the tail of g1h does not contain a syllable belonging to Gu. As a consequence,
writting x = ha and y = hb for some a, b ∈ Gu, we have

δ1
gC(gx, gy) = δ1

u(g2a, g2b).

On the other hand, δu is Gu-left-invariant, hence

δ1
gC(gx, gy) = δ1

u(a, b) = δ1
C(x, y).
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Thus, we have proved that our system of metrics is ΓG-invariant. Next, let C,C ′ be
two cliques dual to the same hyperplane. Because we already know that our system of
metrics is ΓG-invariant, we may suppose without loss of generality that C = Gu for some
u ∈ V (Γ). Write C ′ = gGu where g ∈ ΓG is such that its tail does not contain a syllable
belonging to Gu. (Recall that, since C and C ′ are dual to the same hyperplane, they are
labelled by the same vertex-group.) Let gx, gy ∈ C ′ be two vertices. By noticing that
supp(g) ⊂ link(u) as a consequence of Lemma 8.9, we deduce from Lemma 8.15 that

tC′→C(gx) = πG(gx) = x and tC′→C(gy) = πG(gy) = y,

hence
δ1
C′(gx, gy) = δu(x, y) = δC(tC′→C(gx), tC′→C(gy)).

Thus, we have proved that our system of metrics is coherent, concluding the proof of
our claim.

The global metric δ1 extending the δ1
u’s turns out to be very natural:

Claim 8.24. (X(Γ,G), δ1) is isometric to the Cayley graph Cayl
(

ΓG, S =
⊔

u∈V (Γ)
Su

)
,

where the Su’s are the finite generating sets we used to defined δ1.

Let g, h ∈ X(Γ,G) be two vertices. Write g−1h as a reduced product `1 · · · `n, where,
for every 1 ≤ i ≤ n, `i ∈ Gui for some ui ∈ V (Γ). According to Lemma 8.3,

g, g`1, g`1`2, . . . , g`1 · · · `n

defines a geodesic in X(Γ,G) from g to h. By noticing that, for every 0 ≤ i ≤ n − 1,
g`1 · · · `i and g`1 · · · `i+1 belongs to the clique g`1 · · · `iGui+1 , we deduce that

δ1(g, h) =
n−1∑
i=0

δg`1···`iGui+1
(g`1 · · · `i, g`1 · · · `i+1) =

n−1∑
i=0

δGui+1
(1, `i+1) =

n∑
i=1

lgSu(`i).

On the other hand, it follows from the normal form of graph products described at the
beginning of Section 8 that

n∑
i=1

lgSu(`i) = lgS(g−1h) = dCayl(ΓG,S)(g, h),

concluding the proof of our claim.

Similarly, from the δ2
u’s, we define a coherent and ΓH-invariant system of metrics

{(C, δ2
C) | C clique} on X(Γ,H) such that (X(Γ,H), δ2) is isometric to the Cayley

graph Cayl
(

ΓH,
⊔

u∈V (Γ)
Ru

)
.

By construction of Φ, for every clique C ofX(Γ,G), the identity (C, δ1
C)→ (C,Φ−1δ

)
Φ(C)2

is biLipschitz, so that we deduce from Lemma 8.23 that Φ induces a Lipschitz equivalence
between (X(Γ,G), δ1) and (X(Γ,H), δ2). A fortiori, the graph products ΓG and ΓH have
two Lipschitz equivalent Cayley graphs, which concludes the proof.

It is worth noticing that, in the previous proof, we showed that the quasi-median graphs
X(Γ,H) and X(Λ,G) are isometric if Γ = Λ and if #Gv = #Hv for every v ∈ V (Γ).

Fact 8.25. Let Γ be a simplicial graph and G,H two collections of groups labelled by
V (Γ). Suppose that, for every vertex v ∈ V (Γ), Gv and Hv have the same cardinality.
The quasi-median graphs X(Γ,G) and X(Γ,H) are isometric.
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A natural problem is to determine whether or not the converse holds. We suspect that
the answer is positive (except maybe in a few particular cases).

Question 8.26. When are the quasi-median graphs X(Γ,H) and X(Λ,G) isometric?

Finally, let us apply Proposition 5.37 to find a lower bound on the equivariant `p-
compression of graph products. The inequality we obtain was previously stated and
proved in [AD13, Corollary 4.4].

Theorem 8.27. Let Γ be a finite simplicial graph and G a collection of finitely generated
groups indexed by V (Γ). For every p ≥ 1,

α∗p(ΓG) ≥ min
(1
p
,min
G∈G

α∗p(G)
)
.

Proof. According to Proposition 8.14, ΓG acts C-topically-transitively on X(Γ,G), where
C denotes the collection of cliques corresponding to the vertex-groups. Now, endow every
clique C ∈ C with the word metric associated to some finite generating set of the vertex-
group labelling C, and extend this data to a system of metrics on X(Γ,G) thanks to
Proposition 5.15. Proposition 5.37 applies to such a system (see Remark 5.42, where
our base point is 1), so

α∗p(X(Γ,G), δ) ≥ min
(1
p
,min
G∈G

α∗p(G)
)
.

On the other hand, it follows from Claim 8.24 that (X(Γ,G), δ) is isometric to the Cayley
graph of ΓG with respect to some finite generating set, hence α∗p(ΓG) = α∗p(X(Γ,G), δ).
The conclusion follows.

Remark 8.28. It is worth noticing that the inequality given by Theorem 8.27 often
turns out to be an equality. Indeed, it is clear that α∗p(ΓG) ≤ α∗p(G) for every G ∈ G since
a vertex-group is quasi-isometrically embedded; and a graph product often contains a
quasi-isometrically embedded non abelian free subgroup (see [AD13, Lemma 4.6]) so that
α∗p(ΓG) ≤ α∗p(F2) = max(1/2, 1/p). See [AD13, Theorem 4.7] for a precise statement.

Remark 8.29. By applying Proposition 3.30, we are also able to show that

αp(ΓG) ≥ min
(1
p
,min
G∈G

αp(G)
)
.

However, this lower bound is not optimal in general. In fact, it is proved in [AD13,
Corollary 5.8] that αp(ΓG) = min

G∈G
αp(G).

As a conclusion of this section, it is worth noticing that, in the case of graph products
of finite groups (along a finite simplicial graph), the actions on the associated quasi-
median graphs are geometric. Although it follows from Proposition 4.16 that such a
graph product must also act geometrically (and virtually specially) on some CAT(0)
cube complex, we really expect that the explicit structure of the quasi-median graphs
involved will lead to considering graphs of finite groups as a source of convenient and
interesting examples. Motivations can already be found in the study of right-angled
Coxeter groups, see for instance [BHSC13, DT14, Dra08, JS03, Kim12, Lev16, PS09,
Swi16] and [Dav83, DH89, DJL12, DO01] for applications to topology and geometry.
To stress out this idea, in addition of our combination results applied to this situation,
let us mention the following result, which generalizes [DS04, Theorem 1.1] proved for
right-angled Coxeter groups (with a different method, although a cubical proof following
the lines of the proof below is possible).
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Theorem 8.30. Let Γ be a finite simplicial graph and G a collection of finite groups
labelled by V (Γ). There exits an equivariant quasi-isometric embedding from the graph
product ΓG into the Cartesian product of χ(Γ) trees, where χ(Γ) denotes the chromatic
number of Γ.

This theorem is an immediate consequence of the proposition proved below, which we
believe to be well-known from specialists in the context of CAT(0) cube complexes. In
this statement, we use the following definition: the crossing graph ∆X of a CAT(0) cube
complex X (or more generally, of a quasi-median graph) is the graph whose vertices are
the hyperplanes of X and whose edges link two transverse hyperplanes. It is worth
noticing that the crossing graph may not be connected (in fact, it is disconnected if and
only if there exist cut vertices in the cube complex).

Proposition 8.31. Let G be a group acting geometrically on a CAT(0) cube complex
X. Suppose that, for every hyperplane J and every element g ∈ G, the hyperplanes J
and gJ are not tranverse. There exists an equivariant quasi-isometric embedding from
X into the Cartesian product of χ(∆X/G) trees.

Proof. A coloring of ∆X/G with n = χ(∆X/G) colors induces a coloring of ∆X with
n colors. Indeed, if J1 and J2 are two adjacent vertices of ∆X, ie., two transverse
hyperplanes of X, then by assumption no element of G sends J1 to J2, so that their
images in ∆X/G are distinct, and we conclude that J1 and J2 have different colors in
∆X. For convenience, let J denote the set of hyperplanes of X, and, for every 1 ≤ k ≤ n,
Jk the subset of the hyperplanes colored using the k-th color.

Fix some 1 ≤ k ≤ n, and let Tk denote the CAT(0) cube complex obtained by cubulating
the space with walls (X, Jk). Notice that G acts on Tk because Jk is G-invariant and
that there exists a natural equivariant map φk : X → Tk, defined by sending every vertex
of X to its corresponding principal orientation, such that dTk(φk(x), φk(y)) is equal to
the number of the hyperplanes separating x and y which belong to Jk, say mk(x, y), for
every vertices x, y ∈ X. Moreover, because no two hyperplanes of Jk are transverse, the
CAT(0) cube complex Tk does not contain two transverse hyperplane, ie., it is a tree.

Set T = T1 × · · · × Tn and φ = φ1 × · · · × φn : X → T . Of course, G acts naturally on
T . For every vertices x, y ∈ X, we have

dT (φ(x), φ(y)) =
n∑
k=1

dTk(φk(x), φk(y)) =
n∑
k=1

mk(x, y) = dX(x, y),

so φ is an isometric embedding from X into T . Next, since the φk’s are all G-invariant,
we deduce that for every g ∈ G and every x, y ∈ X,

φ(g · x) = (φk(g · x)) = (g · φk(x)) = g · (φk(x)) = g · φ(x).

Therefore, the map φ defines an equivariant isometric embedding X ↪→ T . On the other
hand, we know from the Milnor-Svarc lemma that, for some fixed vertex x0 ∈ X, the
map ϕ : g 7→ g · x0 defines a quasi-isometry G → X. The map φ ◦ ϕ : G → T is the
equivariant quasi-isometric embedding we are looking for.

Proof of Theorem 8.30. According to Proposition 4.16, ΓG acts geometrically on the
CAT(0) cube complex C(X,SW) obtained by cubulating the space with walls (X,SW).
Moreover, according to Theorem 2.56, there exists an equivariant bijection from the
hyperplanes of X(Γ,G) and those of C(X,SW) which respects transversality. As a
consequence, since ΓG does not send a hyperplane of X(Γ,G) to a hyperplane transverse
to it, according to Lemma 8.12, we deduce that a similar statement holds for the action
of ΓG on C(X,SW). Therefore, the only point to check in order to deduce Theorem 8.30
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from Proposition 8.31 is that the quotient ∆/ΓG, where ∆ denotes the crossing graph of
X(Γ,G), is isomorphic to Γ. Because any hyperplane of X(Γ,G) is a translate of some
Ju where u ∈ V (Γ), and that the hyperplanes Ju and Jv do not belong to the same
ΓG-orbit for every distinct vertices u, v ∈ V (Γ), the map ∆ → Γ defined by gJu 7→ u
induces a well-defined map ∆/ΓG → Γ. Moreover, we know from Lemma 8.12 that, for
every vertices u, v ∈ V (Γ), the hyperplanes Ju and Jv are transverse if and only if u and
v are adjacent in V (Γ). Thus, our map ∆/ΓG → Γ defines an isomorphism.

8.3 When is a graph product hyperbolic?

In [Mei96], Meier determined precisely when a graph product is hyperbolic. More pre-
cisely, he proved:

Theorem 8.32. Let Γ be a finite simplicial graph and G a collection of non trivial
groups indexed by V (Γ). The graph product ΓG is hyperbolic if and only if

• every group of G is hyperbolic;

• no two infinite vertex-groups are adjacent in Γ;

• two vertex-groups adjacent to a common infinite vertex-group must be adjacent;

• the graph Γ is square-free.

We will give two proofs of this result. The first one follows Meier’s argument but replaces
the CAT(0) cube complex he constructed with the quasi-median graph X(Γ,G). In our
opinion, this is the most simple and natural argument. The second proof is an application
of Theorem 5.17. In this case, the conclusion is in fact stronger: you can remove
the assumption that vertex-groups are hyperbolic and prove that the graph product is
hyperbolic relatively to groups commensurable to vertex-groups. This observation will
be generalized in the next section.

First proof of Theorem 8.32. Suppose that ΓG is hyperbolic. Notice that, fixing some
vertex-group G ∈ G, the map ΓG → G defined by sending any vertex-group different
from G to the identity produces a retraction onto G. Because a retract in a hyperbolic
group must be hyperbolic, we deduce that vertex-groups are necessarily hyperbolic. This
proves the first condition. Next, if G1, G2 are two adjacent vertex-groups, the subgroup
〈G1, G2〉 is isomorphic to G1 × G2, so, since an infinite hyperbolic group contains an
infinite order element and that a hyperbolic group cannot contain a subgroup isomorphic
to Z2, we deduce that G1 and G2 cannot be both infinite. This proves the second
condition. Now, if G1, G2 are two non adjacent vertex-groups both adjacent to a third
vertex-group G3, then the subgroup 〈G1, G2, G3〉 is isomorphic to G3× (G1 ∗G2). Once
again, because a hyperbolic group does not contain any subgroup isomorphic to Z2, G3
cannot be infinite, proving the third condition. Finally, a square is a bipartite complete
graph K2,2, so if Γ contains an induced square then the subgroup it spans is isomorphic
to (G1∗G2)×(G3∗G4) for some vertex-groups G1, G2, G3, G4 ∈ G. But such a subgroup
cannot exist since the hyperbolicity of ΓG implies that it does not contain any subgroup
isomorphic to Z2.

Conversely, suppose that our three conditions hold. Suppose that there exists an infinite
vertex-group Gu where u ∈ V (Γ). Let Γ0 denote the subgraph Γ\{u}. Then the graph
product ΓG splits as the amalgamated product

ΓG = Γ0G ∗
〈link(u)〉

〈star(u)〉.
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Notice that, because Gu is infinite, the vertex-groups adjacent to Gu must be finite
and pairwise adjacent, so that 〈link(u)〉 is the direct product of finite groups. As a
consequence, 〈star(u)〉 = Gu × 〈link(u)〉 contains Gu as a finite-index subgroup; in
particular, it must be hyperbolic.

By iterating the argument, we find a hierarchy for ΓG. Precisely, there exists a sequence
of groups H1, . . . ,Hn such that H1 = ΓfG where Γf is the subgraph of Γ generated by
the vertices whose associated groups are finite, Hn = ΓG, and, for every 1 ≤ i ≤ n− 1,
Hi+1 decomposes as an amalgamated product Hi ∗

F
K where F is a finite group and K is

hyperbolic. Because amalgamating two hyperbolic groups along a finite subgroup pro-
duces a hyperbolic group, we deduce that it is sufficient to show that ΓfG is hyperbolic
to prove that ΓG is hyperbolic.

Notice that Γf is square-free since Γ is square-free itself. On the other hand, because
any vertex-group of ΓfG is finite, X(Γf ,G) is a Cayley graph of ΓfG with respect to a
finite generating set. Therefore, the conclusion follows from the following observation:

Fact 8.33. Let Γ be simplicial graph and G a collection of non trivial groups indexed
by the vertices of Γ. The graph X(Γ,G) is hyperbolic if and only if Γ is square-free and
clique(Γ) < +∞.

If dim�(Γ) = clique(Γ) = +∞, then X(Γ,G) cannot be hyperbolic, because the 1-
skeleton of (2n + 1)-cube contains a triangle which is not n-thin. Next, if Γ contains
an induced square (a, b, c, d), then, choosing some non trivial elements g ∈ Ga, h ∈ Gb,
k ∈ Gc, ` ∈ Gd, we find an n-thick flat square

{(gk)i(hk)j | 0 ≤ i, j ≤ n} ⊂ X(Γ,G)

for arbitrarily large n. A fortiori, X(Γ,G) cannot be hyperbolic.

Conversely, suppose that X(Γ,G) is not hyperbolic but that clique(Γ) < +∞. According
to Proposition 2.113, there exists an arbitrarily thick flat rectangle in X(Γ,G). In
particular, there exists a flat square R : [0, n] × [0, n] ↪→ X(Γ,G) where n > clique(Γ).
According to Lemma 8.13, there exist a join subgraph Λ1 ∗ Λ2 ⊂ Γ, an element k ∈ ΓG
and syllables g1, . . . , gn ∈ Λ1G, h1, . . . , hn ∈ Λ2G such that the products g = g1 · · · gn
and h = h1 · · ·hn are reduced, and such that (the image of) R coincides with

{k · g1 · · · gi · h1 · · ·hj | 0 ≤ i, j ≤ n}.

Notice that, if the gi’s pairwise commute, we deduce from the fact that the product
g1 · · · gr is reduced the vertex-groups associated to the gi’s must be pairwise distinct;
of course, they are also pairwise adjacent, hence n ≤ clique(Γ), which contradicts our
assumption on n. Therefore, supp(g) must contain at least two non adjacent vertices,
say u1, u2 ∈ Λ1. Similarly, supp(h) must contain at least two non adjacent vertices, say
v1, v2 ∈ Λ2. Because any vertex of Λ1 is adjacent to any vertex of Λ2, we deduce that
the vertices u1, u2, v1, v2 generate an induced square of Γ. This concludes the proof.

Second proof of Theorem 8.32. We already proved in the previous proof that the hy-
potheses of our statement are necessary. Conversely, suppose that they are satisfied,
and let us prove that ΓG is hyperbolic.

Notice that, because two infinite vertex-groups cannot be adjacent, two hyperplanes of
X(Γ,G) dual to infinite cliques cannot be transverse: this is a consequence of Lemma
8.12. Next, let J be a hyperplane of X(Γ,G) dual to an infinite clique; say J is labelled
by the vertex u ∈ V (Γ) such that the vertex-group Gu is infinite. Up to translating by
an element of ΓG, we may suppose without loss of generality that J = Ju. According to
Corollary 8.10, the carrier of J is 〈star(u)〉 = 〈link(u)〉×Gu. On the other hand, because
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the link of u is complete by assumption, 〈link(u)〉 is just a prism, so that N(J) is just
a prism as well. In particular, N(J) is cubically finite. As a consequence of Corollary
5.21, which applies thanks to Proposition 8.14 and our previous observations, we deduce
that ΓG is hyperbolic.

8.4 When is a graph product relatively hyperbolic?

In this section, our goal is to characterize relatively hyperbolic graph products. This
fills in a gap between the characterisation of hyperbolic graph products, due to Meier
[Mei96] and discussed in the previous section, and the characterisation of acylindrically
hyperbolic graph products, due to Minasyan and Osin [MO13] (see also the next section
for another point of view on this subject). We essentially follow the proof of the char-
acterisation of relatively hyperbolic right-angled Coxeter groups we wrote in [Gen16b].
Before stating our main result, we need to introduce some definitions.

Given a finite simplicial graph Γ and a collection of groups G labelled by V (Γ), we will
say that a subgraph Λ ≤ Γ is vast if the subgroup of ΓG generated by the vertex-groups
corresponding to the vertices of Λ, ie., ΛG, is infinite; otherwise, Λ is said narrow. Notice
that a subgraph is narrow if and only if it is complete and all the vertex-groups labellings
its vertices are finite. A join Λ1 ∗ Λ2 ≤ Γ is large if both Λ1 and Λ2 are vast.

Definition 8.34. Let Γ be a finite simplicial graph and G a collection of groups labelled
by V (Γ). For every subgraph Λ ⊂ Γ, let cp(Λ) denote the subgraph of Γ generated by
Λ and the vertices v ∈ Γ such that link(v) ∩ Λ is vast. Now, define the collection of
subgraphs Jn(Γ) of Γ by induction in the following way:

• J0(Γ) is the collection of all the large joins in Γ;

• if C1, . . . , Ck denote the connected components of the graph whose set of vertices is
Jn(Γ) and whose edges link two subgraphs with vast intersection, we set Jn+1(Γ) =(

cp
( ⋃

Λ∈C1

Λ
)
, . . . , cp

( ⋃
Λ∈Ck

Λ
))

.

Because Γ is finite, the sequence (Jn(Γ)) must eventually be constant and equal to some
collection J∞(Γ). Finally, let J(Γ) denote the collection of subgraphs of Γ obtained from
J∞(Γ) by adding the singletons corresponding to the vertices of Γ\

⋃
J∞(Γ).

Theorem 8.35. Let Γ be a finite simplicial graph not reduced to a single vertex and
G a collection of finitely generated groups labelled by V (Γ). The graph product ΓG is
relatively hyperbolic if and only if J(Γ) 6= {Γ}. If so, ΓG is hyperbolic relatively to
{ΛG | Λ ∈ J(Γ)}.

Following [Gen16b], we first introduce join decompositions of Γ, generalizing the decom-
position J(Γ) we constructed above, and prove that they lead to some relative hyper-
bolicity of ΓG.

Definition 8.36. Let Γ be a finite simplicial graph and G a collection of groups labelled
by V (Γ). A join decomposition of Γ is a collection of subgraphs (Γ1, . . . ,Γn), with n ≥ 0,
such that:

• any large join of Γ is included into Γi for some 1 ≤ i ≤ n;

• Γi ∩ Γj is narrow for every 1 ≤ i < j ≤ n;

• for every vertex v ∈ Γ, link(v) ∩ Γi vast implies v ∈ Γi;

• Γ = Γ1 ∪ · · · ∪ Γn.
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There exists at least one join decomposition: the trivial decomposition {Γ}.

Proposition 8.37. Let Γ be a finite simplicial graph and G a collection of finitely
generated groups labelled by V (Γ). If {Γ1, . . . ,Γn} is a join decomposition of Γ, then the
graph product ΓG is hyperbolic relative to {Γ1G, . . . ,ΓnG}.

In order to prove this relative hyperbolicity, we will apply Definition 5.16, ie., we will
construct a fine hyperbolic graph acted upon by our graph product. We already proved a
criterion to get fine cone-offs, namely Proposition 5.19, and now, before proving Propo-
sition 8.37, we need a criterion to get hyperbolic cone-offs.

Proposition 8.38. Let X be a quasi-median graph of finite cubical dimension and Q
a collection of convex subgraphs. Let Y denote the cone-off of X over Q. If there exist
constants L,C ≥ 0 such that any L-thick flat rectangle of X has diameter at most C in
Y , then Y is δ-hyperbolic for some δ depending only on L, C and dim�(X).

Proof. For every vertices x, y ∈ Y , let η(x, y) denote the subgraph generated in Y by the
interval I(x, y) in X. Now, we want to apply the following criterion, due to Bowditch
[Bow14, Proposition 3.1]:

Proposition 8.39. Let T be a graph and D ≥ 0. Suppose that a connected subgraph
η(x, y), containing x and y, is associated to any pair of vertices {x, y} ∈ T 2 such that:

• for any vertices x, y ∈ T , d(x, y) ≤ 1 implies diam η(x, y) ≤ D;

• for any vertices x, y, z ∈ T , we have η(x, y) ⊂ (η(x, z) ∪ η(z, y))+D.

Then T is δ-hyperbolic for some δ depending only on D.

Let us verify the first condition. So let x, y ∈ Y be two vertices satisfying dY (x, y) ≤ 1.
If x = y then η(x, y) = {x}, hence diamY η(x, y) = 0. Otherwise, two cases may happen.
Either x and y are adjacent in X, hence diamY η(x, y) ≤ 1; or there exists some Q ∈ Q
such that x, y ∈ Q, so that η(x, y) ⊂ Q because Q is a convex subgraph of X, and we
conclude that diamY η(x, y) ≤ 1.

Now, we focus on the second condition. Let x, y, z ∈ Y be three vertices, and fix some
vertex p ∈ η(x, y), ie., there exists a geodesic [x, y] (in X) between x and y passing
through p. We want to prove that p is contained in the (max(2L,C) + dim�(X))-
neighborhood of η(x, z) ∪ η(y, z). Let (x′, y′, z′) denote the quasi-median of the triple
(x, y, z), and fix six geodesics [x, x′], [y, y′], [z, z′], [x′, y′], [y′, z′] and [x′, z′] (in X).
Notice that the two geodesics [x, y] and [x, x′] ∪ [x′, y′] ∪ [y′, y] define a bigon in X. By
applying Lemma 2.114, we know that there exists a flat square R : [0, n] × [0, n] ↪→ X
such that (0, 0) = p and p′ = (n, n) ∈ [x, x′] ∪ [x′, y′] ∪ [y′, y]. Notice that, if n ≥ L,
necessarily (the image of) R has diameter at most C in Y , hence dY (p, p′) ≤ max(2L,C).
If p′ ∈ [x, x′] ∪ [y′, y], then

dY (p, η(x, y) ∪ η(y, z)) ≤ dY (p, p′) ≤ max(2L,C)

since [x, x′]∪[y′, y] ⊂ η(x, z)∪η(z, y). From now on, suppose that p′ ∈ [x′, y′]. According
to Proposition 2.84, the gated hull of {x′, y′, z′} is a prism P . By noticing that

diamY (P ) ≤ diamX(P ) ≤ dim�(X),

we deduce that there exists p′′ ∈ [x′, z′] such that dY (p′, p′′) ≤ dim�(X). Since p′′ ∈
I(x, z) ⊂ η(x, z), we conclude that

dY (p, η(x, z)) ≤ dY (p, p′′) ≤ dY (p, p′) + dY (p′, p′′) ≤ max(2L,C) + dim�(X).

This concludes the proof.
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Proof of Proposition 8.37. According to Proposition 8.14, the action ΓG y X(Γ,G) is
topical-transitive. Fix a collection of cliques C such that any G-orbit of hyperplanes
intersects it along a single clique, and recall that C = C1. For every C ∈ C, let δC be a
word metric on the associated vertex-group (which is finitely generated by assumption).
According to Proposition 5.15, our collection {(C, δC) | C ∈ C} extends to a coherent
ΓG-invariant system of metrics. We will think of (X(Γ,G), δ) as a graph (see the remark
preceding Proposition 5.19), which we denote by X for convenience. Setting Q = {g ·
ΓiG | g ∈ ΓG, 1 ≤ i ≤ n}, let Y denote the usual cone-off of X over Q. We claim that
the hypotheses of Definition 5.16 are satisfied. Because the stabiliser of any vertex of X
is trivial, the only point to verify is that Y is a fine hyperbolic graph. This will be done
thanks to Proposotion 5.19 and Proposition 8.38.
In order to show that Y is hyperbolic, it is sufficient to prove that the cone-off Z ofX over
Q is hyperbolic, since taking either the cone-off or the usual cone-off does not disturb
the quasi-isometry class of the graph we obtain. Because our collection of subgraphs
of Γ covers V (Γ), Z can also be obtained from X(Γ,G) by coning-off Q. On the other
hand, if R is a (clique(Γ) + 1)-thick flat rectangle of X(Γ,G), it follows from Lemma
8.13 that there exists a large join Λ = Λ1 ∗Λ2 ⊂ Γ such that R ⊂ g ·ΛG for some g ∈ ΓG.
By definition of join decompositions, there must exist some 1 ≤ i ≤ n such that Λ ⊂ Γi.
From

R ⊂ g · Λ ⊂ g · Γi ∈ Q,
we deduce that (the image of) R in Z has diameter at most 1. Consequently, Z (and a
fortiori Y ) is hyperbolic according to Proposition 8.38.
Next, let us verify the hypotheses of Proposition 5.19.

• Every Q ∈ Q is convex in X. This follows from Corollary 3.19 and from the
observation that every Q ∈ Q is gated in X(Γ,G) (as a consequence of Proposition
2.6).

• X is locally finite. This follows from Lemma 3.25 because every vertex of X(Γ,G)
belongs to at most #V (Γ) cliques, the local metrics are locally finite since they
are word metrics defined on finitely generated groups, and for the same reason the
local metrics are uniformly discrete.

• Q is locally finite in X. Indeed, elements of Q are cosets of ΓiG’s, and because
two cosets of the same subgroup must be either equal or disjoint, a collection of
pairwise intersecting elements of Q in X is necessarily of the form {gi ·ΓiG | i ∈ I}
where I ⊂ {1, . . . , n} and gi ∈ ΓG for all i ∈ I. Therefore, at most n elements of
Q may pairwise intersect.

Finally, in order to conclude the proof, we will show that, given any two distinct elements
Q1, Q2 ∈ Q, at most F · clique(Γ) sector-walls intersect both Q1 and Q2 (in X(Γ,G)),
where F = max{#G | G ∈ G finite}.
First, we claim that a hyperplane (of X(Γ,G)) intersecting both Q1 and Q2 cannot be
labelled by an infinite vertex-group. Suppose by contradiction that such a hyperplane
exists, say a hyperplane J which is labelled by the infinite vertex-group Gu. Because
the edges dual to J are all labelled by u, necessarily Q1 and Q2 contain edges labelled
by u, so that, if we write Q1 = g1 · Λ1 and Q2 = g2 · Λ2 for some g1, g2 ∈ ΓG and
Λ1,Λ2 ∈ {Γ1, . . . ,Γn}, then u ∈ V (Λ1) ∩ V (Λ2). Since Gu is infinite, it follows that
the intersection Λ1 ∩ Λ2 is vast, hence Λ1 = Λ2; let Λ denote this common subgraph.
Notice that, because u ∈ V (Λ) and because Gu is infinite, necessarily star(u) ⊂ Λ. As
a consequence of Corollary 8.10, we deduce that

N(J) = g1 · 〈star(u)〉 ⊂ g1 · ΛG = Q1,
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and similarly N(J) ⊂ Q2. Therefore, N(J) ⊂ Q1 ∩ Q2. Finally, since two cosets of
the same subgroup must be either equal or disjoint, we conclude that Q1 = Q2 holds,
contradicting our initial assumption. This concludes the proof of our first claim.

Next, we claim that at most clique(Γ) hyperplanes (of X(Γ,G)) intersect both Q1 and
Q2. Suppose by contradiction that at least clique(Γ) + 1 hyperplanes intersect both Q1
andQ2. By combining Corollary 2.112 and Lemma 8.13, we deduce that there exist a join
subgraph Ξ1∗Ξ2 ⊂ Γ, an element k ∈ ΓG and syllables g1, . . . , gr ∈ Ξ1G, h1, . . . , hs ∈ Ξ2G
such that the products g = g1 · · · gr and h = h1 · · ·hs are reduced, such that kg1 · · · gi ∈
Q1 and khg1 · · · gi ∈ Q2 for every 1 ≤ i ≤ r, and such that r ≥ clique(Γ) + 1. Notice
that, if the gi’s pairwise commute, we deduce from the fact that the product g1 · · · gr is
reduced that the vertex-groups associated to the gi’s must be pairwise distinct; of course,
they are also pairwise adjacent, hence r ≤ clique(Γ), which contradicts our assumption
on r. Therefore, supp(g) must contain two non adjacent vertices. On the other hand,
because g labels paths in Q1 and Q2, if we write Q1 = g1 · Λ1 and Q2 = g2 · Λ2 for
some g1, g2 ∈ ΓG and Λ1,Λ2 ∈ {Γ1, . . . ,Γn}, then supp(g) ⊂ V (Λ1) ∩ V (Λ2) must hold.
A fortiori, the intersection Λ1 ∩ Λ2 is vast, hence Λ1 = Λ2; let Λ denote this common
subgraph. Now, for every 1 ≤ i ≤ s, notice that

link(hi) ∩ Λ ⊃ Ξ1 ∩ Λ ⊃ supp(g);

therefore, because supp(g) contains two non adjacent vertices, it follows that the in-
tersection link(hi) ∩ Λ is vast, hence hi ∈ Λ. A fortiori, h must belong to Λ. As a
consequence, khg ∈ Q1 ∩Q2, and because two cosets of the same subgroup must be ei-
ther equal or disjoint, we conclude that Q1 = Q2, contradicting our initial assumption.
This concludes the proof of our second claim.

Finally, we are able to bound the number of sector-walls intersecting both Q1 and Q2.
From our previous two claims, we know that there exist at most clique(Γ) hyperplanes
intersecting both Q1 and Q2, and that each of these hyperplanes are labelled by a finite
group; a fortiori, such a hyperplane delimits at most F sector-walls. Therefore, at most
F · clique(Γ) sector-walls may intersect both Q1 and Q2.

It is clear from its definition that J(Γ) is a join decomposition. Furthermore, according
to the next lemma, it may be thought of as the minimal join decomposition of Γ.

Proof of Theorem 8.35. Suppose that J(Γ) 6= {Γ}. Because Γ is not reduced to a single
vertex, necessarily ΛG is a proper subgroup of ΓG for every Λ ∈ J(Γ)\J∞(Γ). Next,
from the construction of J∞(Γ), it follows by induction that any element of J∞(Γ) is
vast. Thus, if Λ,Γ ∈ J∞(Γ), because the intersection Λ ∩ Γ = Λ is vast, necessarily
Λ = Γ; as a consequence, if Γ ∈ J∞(Γ) then J∞(Γ) = {Γ}, so that J(Γ) = {Γ}. Since we
supposed that J(Γ) 6= {Γ}, we conclude that ΛG is a proper subgroup of ΓG for every
Λ ∈ J∞(Γ). Consequently, if J(Γ) 6= {Γ}, we deduce from Proposition 8.37 that ΓG is
hyperbolic relatively to a finite collection of proper subgroups.

Conversely, suppose that J(Γ) = {Γ}. Because Γ is not reduced to a single vertex, this
implies that J∞(Γ) = {Γ}. We want to prove that, if ΓG is hyperbolic relatively to some
finite collection of subgroups H, then ΓG ∈ H, which implies that ΓG is not relatively
hyperbolic. This is a direct consequence of the following claim.

Independently of the assumption J(Γ) = {Γ}, we claim that, whenever ΓG is hyperbolic
relatively to a finite collection of subgroups H, for every n ≥ 0 and every Λ ∈ Jn(Γ)
there exists some H ∈ H such that ΛG ⊂ H. Because any subgroup isomorphic to a
direct product of two infinite groups has to be included into a peripheral subgroup (see
for instance [Osi06, Theorems 4.16 and 4.19]), the statement holds for n = 0. Now
suppose that this statement holds for some n ≥ 0, and let Λ ∈ Jn+1(Γ). The subgraph
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Λ corresponds to a connected component C = {Λ1, . . . ,Λk} of the graph whose set
of vertices is Jn(Γ) and whose edges link two subgraphs with a vast intersection, ie.,
Λ = cp(Λ1 ∪ · · · ∪ Λk). By our induction hypothesis, for every 1 ≤ i ≤ k, the subgroup
〈Λi〉 is included into some peripheral subgroup Hi. Notice that, for every 1 ≤ i < j ≤ k,
Hi ∩ Hj contains 〈Λi〉 ∩ 〈Λj〉 = 〈Λi ∩ Λj〉, which is infinite, hence Hi = Hj because
peripheral subgroups define an almost malnormal collection (see for instance [Osi06,
Theorems 1.4 and 1.5]). Therefore, the 〈Λi〉’s are all included into the same peripheral
subgroup H. Then, for every vertex v ∈ cp(Λ1 ∪ · · · ∪ Λk)\(Λ1 ∪ · · · ∪ Λk), it follows
from the definition of cp(·) that the intersection

〈Λ1 ∪ · · · ∪ Λk〉 ∩ 〈Λ1 ∪ · · · ∪ Λk〉v

is infinite, so that we deduce from

H ∩Hv ⊃ 〈Λ1 ∪ · · · ∪ Λk〉 ∩ 〈Λ1 ∪ · · · ∪ Λk〉v

that H ∩ Hv is infinite, and finally that v ∈ H since once again peripheral subgroups
define an almost malnormal collection. Therefore,

〈Λ〉 = 〈cp(Λ1 ∪ · · · ∪ Λk)〉 ⊂ H.

This concludes the proof of our claim.

Remark 8.40. The collection of peripheral subgroups provided by Theorem 8.35 is not
minimal in general. For instance, if Γ is the graph containing two vertices and no edges,
and if G are two free groups, then ΓG is the free product of two free groups. Thus, {{1}}
is the minimal collection of peripheral subgroups of ΓG whereas we deduce by applying
Theorem 8.35 that ΓG is hyperbolic relatively to the two free factors. Nevertheless, if
we write

J(Γ) = J∞(Γ) t {{vi} | 1 ≤ i ≤ m},

and if {H i
1, . . . ,H

i
n(i)} is a minimal collection of peripheral subgroups of Gvi for every

1 ≤ i ≤ m, then

{ΛG | Λ ∈ J∞} t
m⊔
i=1
{H i

1, . . . ,H
i
n(i)}

is a minimal collection of peripheral subgroups of the graph product ΓG.

8.5 Embedding graph products

Motivated by the curve graph of a surface, several hyperbolic graphs were introduced to
study various classes of groups, including, in the context of CAT(0) cube complexes, the
contact graph [Hag14], the contracting graph [Gen16b] and the crossing graph [Rol98]
(see also [Nib02]); and in other contexts, [KK14] for right-angled Artin groups and
[CW15] for Garside groups. In [KK13], Kim and Koberda define the extension graph of
a right-angled Artin group, and in [KK14], they motivate the analogy with the curve
graph of a surface through a variety of results. This graph turns out to be precisely
the crossing graph of the quasi-median graph associated to the right-angled Artin group
viewed as a graph product, ie., the graph whose vertices are the hyperplanes of the quasi-
median graph and whose edges link two transverse hyperplanes. Therefore, Kim and
Koberda’s analogy can be extended to arbitrary graph products, in which the underlying
quasi-median graph gets a crucial role: it is the surface on which the mapping class group
acts. We refer to Section 12 in which we elaborate this idea.

The main result of this section, Theorem 8.43 below, generalizes [KK13, Theorem 1.3]
and stresses out our analogy.
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Definition 8.41. Let X be a quasi-median graph. The crossing graph of X is the
graph, denoted by ∆X, whose vertices are the hyperplanes of X and whose edges link
two transverse hyperplanes.

Definition 8.42. Let G be a group acting on a quasi-median graph X and J a hyper-
plane of X. The rotative stabiliser of J is

stab	(J) =
⋂
{stab(C) | C clique of J}.

Theorem 8.43. Let G be a group acting on a quasi-median graph X with trivial vertex-
stabilisers. For every hyperplane J , choose a residually finite subgroup HJ of its rotative
stabiliser. If Γ is a finite subgraph of the crossing graph of X, there exists a collection
G of finite-index subgroups of our HJ ’s such that the graph product ΓG embeds into G.

The idea of the proof is to play ping-pong with the rotative stabilisers of the hyperplanes
corresponding to the vertices of our finite subgraph. The statement below generalizes
the ping-pong lemma known for right-angled Artin groups to arbitrary graph products
(see [Kob12] and references therein). The proof is completely similar.

Proposition 8.44. Let G be a group acting on a set X, Γ a simplicial graph and
H = {Hv | v ∈ V (Γ)} a collection of subgroups. Suppose that

⋃
v∈V (Γ)

Hv generates G and

that g and h commute for every g ∈ Hu and h ∈ Hv if u and v are two adjacent vertices
of Γ. Next, suppose that there exist a collection {Xv | v ∈ V (Γ)} of subsets of X and a
point x0 ∈ X\

⋃
v∈V (Γ)

Xv satisfying:

• if u, v ∈ V (Γ) are adjacent, then g ·Xu ⊂ Xu for every g ∈ Hv\{1};

• if u, v ∈ V (Γ) are not adjacent and distinct, then g·Xu ⊂ Xv for every g ∈ Hv\{1};

• for every u ∈ V (Γ) and g ∈ Hu\{1}, g · x0 ∈ Xu.

Then G is isomorphic to the graph product ΓH.

Proof. By our assumptions on the subgroups of H, we deduce that there exists a natural
surjective morphism ΓH� G. In order to show that this morphism is also injective, we
want to prove that, for any non empty reduced word w of ΓH, thought of as an element
of G, w · x0 ∈ Xu where u is a vertex of Γ which belongs to the support of the head of
w; notice that, since x0 /∈

⋃
v∈V (Γ)

Xv by assumption, this implies that w · x0 6= x0. This

is sufficient to conclude the proof of our proposition. In particular, this will prove the
following fact:

Fact 8.45. For every non trivial g ∈ G, we know that g · x0 ∈
⋃

u∈V (Γ)
Xu.

We argue by induction on the length of w. If w has length one, then w ∈ Hu\{1}
for some u ∈ V (Γ). Our third assumption implies w · x0 ∈ Xu. Next, suppose that
w has length at least two. Write w = gw′ where g is the first syllable of w, and w′

the rest of the word. Say g ∈ Hu\{1}. We know from our induction hypothesis that
w′ · x0 ∈ Xv where v is a vertex of Γ which belongs to the support of the head of w′.
Notice that u 6= v since otherwise the word gw′ would not be reduced. Two cases may
happen: either u and v are not adjacent, so that our second assumption implies that
w · x0 ∈ g ·Xv ⊂ Xu; or u and v are adjacent, so that our first assumption implies that
w · x0 ∈ g ·Xv ⊂ Xv. It is worth noticing that, in the former case, u clearly belongs to
the support of the head of w since g belongs to the head of w; in the latter case, if we
write w′ = hw′′ where h is a syllable of the head of w′ which belongs to Hv, then

w = gw′ = ghw′′ = hgw′′,
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so h also belongs to the head of w, and a fortiori v belongs to the support of the head
of w. This concludes the proof.

In order to apply Proposition 8.44 in the proof of Theorem 8.43, the following two
preliminary lemmas will be necessary.

Lemma 8.46. Let G be a group acting on a quasi-median graph X. Suppose the action
free on the vertices. If J1 and J2 are two transverse hyperplanes, then g and h commute
for every g ∈ stab	(J1) and h ∈ stab	(J2).

Proof. According to Proposition 2.73, there exists a prism P = C1 × C2 such that
the cliques C1, C2 are dual to the hyperplanes J1, J2 respectively. Let x ∈ X satisfy
C1 ∩ C2 = {x}. Notice that, because g ∈ stab	(J1) ⊂ stab(C1), necessarily g · x ∈ C1;
similarly, h ·x ∈ C2. In the same way, g stabilises C1×{g ·x}, hence gh ·x ∈ C1×{g ·x}.
Of course, since x and h ·x are adjacent vertices, g ·x and gh ·x must be adjacent as well,
so that x, g · x, h · x and gh · x define a square in X. Moreover, this square is induced
since otherwise we would be able to deduce that J1 = J2. The argument implies that x,
h · x, g · x and hg · x define an induced square in X. If hg · x 6= gh · x, these two squares
define a subgraph isomorphic to K2,3. Because X is quasi-median, this subgraph cannot
be induced, so, since our two squares are induced, the vertices gh · x and hg · x must
be adjacent. We get a contradiction by noticing that the four vertices h · x, gh · x, g · x
and hg · x define an induced subgraph isomorphic to K−4 . Therefore, hg · x = gh · x,
or equivalently [g, h] · x = x. Because vertex-stabilisers are trivial, we conclude that
[g, h] = 1, i.e., g and h commute.

Lemma 8.47. Let G be a group acting on a quasi-median graph X with trivial vertex-
stabilisers. Let J1, J2 be two transverse hyperplanes and S a sector delimited by J1. For
every g ∈ stab	(J2), g · S = S.

Proof. According to Proposition 2.73, there exists a prism P = C1 × C2 such that the
cliques C1, C2 are dual to the hyperplanes J1, J2 respectively. Let x ∈ C1 such that
S = [C, x]. Without loss of generality, we may suppose that C1 ∩ C2 = {x} (otherwise,
replace C1 and C2 with C1×{x} and {x}×C2 respectively). Fix some vertex y ∈ C1\{x}.
Because g stabilises C2 and {y}×C2, necessarily gx ∈ C2 and gy ∈ {y}×C2. Moreover,
because x and y are linked by an edge, we deduce that gy ∈ C1×{gx}, so that C1×{gx}
contains both gx and gy; as a consequence, gC1 = C1×{gx}. In particular, this implies
that g ∈ stab(J1) since C1 and gC1 are parallel. Therefore, in order to conclude that
gS = S, it is sufficient to show that gS ⊂ S.

Let y ∈ S = [C, x], i.e., projC1(y) = x. Then

gx = g · projC1(y) = projgC1(gy),

hence gy ∈ [gC1, gx]. On the other hand, C1 = C1 × {x} and gC1 = C1 × {gx}, so x
and gx belong to the same sector delimited by the hyperplane dual to both C1 and gC1,
namely J1, so [gC1, gx] = [C1, x] = S. Therefore, gy ∈ S. This concludes the proof.

Proof of Theorem 8.43. Fix a base point x0 ∈ X. Let Γ be a finite subgraph of ∆X.
If J ∈ V (Γ) is a hyperplane of X, let S1, . . . , Sn denote the sectors it delimits which
contain x0 or another hyperplane of X which belongs to V (Γ). For every 1 ≤ i, j ≤ n,
let hij ∈ HJ be an element satisfying hij · Si = Sj ; notice that there exists at most one
such element because HJ acts freely on the set of the sectors delimited by J . If no such
element exists, set hij = 1. Because HJ is residually finite, there exists some finite-index
subgroup KJ ≤ HJ satisfying KJ ∩ FJ ⊂ {1} where FJ = {hij | 1 ≤ i, j ≤ n}. Finally,
let XJ denote the union of all the sectors delimited by J different from S1, . . . , Sn.
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Now, we want to prove that Γ, G = {KJ | J ∈ V (Γ)}, x0 and the XJ ’s satisfy the
hypotheses of Proposition 8.44 in order to conclude that the subgroup 〈KJ | J ∈ V (Γ)〉
is isomorphic to the graph product ΓG.

From the definition of the XJ ’s, it is clear that x /∈
⋃

J∈V (Γ)
XJ . Next, it follows from

Lemma 8.46 that, if J1, J2 ∈ V (Γ) are two adjacent vertices, then any element of KJ1

commutes with any element of KJ2 ; moreover, as a consequence of Lemma 8.47, any
element of KJ1 stabilises any sector delimited by J2, so it necessarily stabilises XJ2 .

Let J ∈ V (Γ) and g ∈ KJ\{1}. Denote by S the sector delimited by J which contains
x0. By definition of KJ , we know that g /∈ FJ , so the sector g · S cannot contain x0 or
a hyperplane of V (Γ), hence g · x0 ∈ g · S ⊂ XJ .

Finally, let J1, J2 ∈ V (Γ) be two transverse hyperplanes and g ∈ KJ1\{1}. We defined
XJ2 as the union of all the sectors delimited by J2 which do not contain x0 or another
hyperplane of V (Γ). Therefore, if S2 is one of these sectors, then the sector S1 delimited
by J1 which contains J2 must contain S2 as well. But g ∈ KJ1\{1} implies g /∈ FJ , so
the sector g · S1 cannot contain x0 or a hyperplane of V (Γ), hence g · S1 ⊂ XJ1 . We
conclude that g · S2 ⊂ g · S1 ⊂ XJ1 . A fortiori, g ·XJ2 ⊂ XJ1 .

It is worth noticing that the conclusion of Theorem 8.43 may be empty. Indeed, a
group may act on a quasi-median graph with large hyperplane-stabilisers but with trivial
rotative stabilisers of hyperplanes, so that the graph product we produce is trivial.

Corollary 8.48. Let G be a group acting on a quasi-median graph X with trivial vertex-
stabilisers. Suppose that the rotative stabiliser of every hyperplanes contains an infinite
cyclic group. If Γ is a finite induced subgraph of ∆X, then the right-angled Artin group
A(Γ) embeds into G.

As an application, let us mention the following statement:

Corollary 8.49. Let Γ be a simplicial graph and G a collection of groups labelled by
V (Γ). Suppose that every group of G contains an infinite-order element. If diam(Γ) ≥ 3
then, for every finite forest F , the right-angled Artin group A(F ) embeds into the graph
product ΓG.

Proof. According to Fact 8.25, X(Γ,G) is isomorphic to X(Γ,Z), where Z contains
only infinite cyclic groups, so the crossing graph of X(Γ,G) is isomorphic to Kim and
Koberda’s extension graph Γe. According to [KK13, Proposition 5.2], if Γ contains
a path with four vertices P4 as an induced subgraph, the conclusion holds thanks to
Corollary 8.48. Since we know that diam(Γ) ≥ 3, this concludes the proof.

The above discussion suggests our next question, in which, for every n ≥ 0, we denote
by Pn the segment of length n, Cn the cycle of length n and En the join of a vertex with
n pairwise non adjacent vertices.

Question 8.50. Let n ≥ 0 be an integer, Γ a simplicial graph and G a collection of
groups labelled by V (Γ). When does the crossing graph of X(Γ,G) contain the path Pn,
the cycle Cn or the star En?

For instance, it can be proved that the crossing graph of X(Γ,G) contains a cycle of
length at least five if and only if so does Γ.
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9 Application to wreath products
Recall that, given two groups G,H and an H-set Ω, the permutational wreath product
of G and H with respect to Ω is defined as the semidirect product

G oΩ H =

⊕
p∈Ω

G

oH,
where H acts on the direct sum by permuting the coordinates. More precisely, an
element (h, ϕ) of G oΩ H is given by an element h ∈ H and a map ϕ : Ω→ G with finite
support, denoted by ϕ ∈ G(Ω); and the product is defined by

(h1, ϕ1) · (h2, ϕ2) = (h1h2, ϕ1(·)ϕ2(h−1
1 ·))

for every h1, h2 ∈ H and ϕ1, ϕ2 ∈ G(Ω). If Ω = H, on whichH acts by left-multiplication,
we denote by G oH the associated permutational wreath product.

In this section, given two groups G,H, a CAT(0) cube complex X on which H acts
and a union of H-orbits Ω ⊂ X, we construct an action of G oΩ H on a quasi-median
graph W, we call the graph of wreaths, which turns out to be topical-transitive if points
of Ω have trivial stabilisers. Therefore, our applications apply to permutational wreath
products of the form 

⊕
h∈H

G⊕ · · · ⊕
⊕
h∈H

G︸ ︷︷ ︸
n direct sums

oH,
and in particular to wreath products G oH. Recall that such a wreath product G oH has
a nice interpretation as a lamplighter group: Fixing two generating sets S and R of G
and H respectively, S ∪R generates G oH (identifying G with its copy in the direct sum
labelled by the neutral element of H). An element of G oH can be described as a copy Γ
of the Cayley graph of H constructed from R whose vertices are labelled by elements of
G, in such a way that all but finitely many vertices are labelled by 1, together with an
arrow labelling some vertex of Γ. Formally, the labelled graph Γ encodes a map of G(H)

and the arrow an element of H. Now, right-multiplicating the corresponding element of
G oH by an element of s ∈ S multiplies the element of G labelling the vertex where the
arrow is by s, and right-multiplicating by an element of r ∈ R moves the arrow from a
vertex v to its neighbor vr.

Let us describe the construction of our quasi-median graph for the wreath product GoZ2.
According to the previous paragraph, an element of G o Z2, thought of as a lamplighter
group, can be described by an infinite grid whose vertices are labelled by elements of
G, such that all but finitely many vertices are labelled by 1, together with an arrow
labelling some vertex. See Figure 10.

Essentially, our construction lies on the following idea: replace the arrow of the previous
description with a rectangle (whose corners have their coordinates in 1

2Z) containing a
single vertex of the grid (see Figure 10), and, instead of moving the arrow from a vertex
to one of its neighbors, move the sides of the rectangle independently. For instance, in
order to move the rectangle to a vertex to one of its neighbors, three moves are necessary;
see Figure 11. More formally, we define a wreath (R,ϕ) as the data of a rectangle R and
a map ϕ : Z2 → G with finite support. Now, our elementary moves on a given wreath
(R,ϕ) are the following: modify the label of a vertex which belongs to (the interior of)
R, or translate one side of R by a unit vector. Among the wreaths, we recover the group
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Figure 10: Replacing the arrow with a rectangle.

Figure 11: Passing from a vertex to an adjacent vertex by elementary moves.

G oZ2 as the wreaths whose rectangles contain a single vertex of the grid. Moreover, we
have a natural action of G o Z2 of the set of wreaths extending the left-multiplication:

({p}, ψ) · (R,ϕ) = (R+ p, ψ(·) + ϕ(· − p)) .

Now, we define the graph of wreaths W as the graph whose vertices are the wreaths and
whose edges link two wreaths such that one can be obtained from another by one of our
elementary moves. The wreath product G oZ2 acts on W via the action described above.

Interestingly, if G = Z/2Z, then the graph of wreaths turns out to be a median graph
(or equivalently, the 1-skeleton of a CAT(0) cube complex); but this graph is no longer
median whenever G has cardinality at least three. Nevertheless, it turns out to be
quasi-median, and this is the graph we will be interested in.

9.1 Graphs of finite subcomplexes of CAT(0) cube complexes

Let X be a CAT(0) cube complex and let FS(X) denote the set of the non empty finite
convex subcomplexes of X. We define a metric on FS(X) by

dFS(X) : (C1, C2) 7→ # (D(C1)⊕D(C2))

where ⊕ denotes the symmetric difference and D(C) the collection of the halfspaces
containing C. Notice that D(C1) ⊕ D(C2) is finite for every C1, C2 ∈ FS(X) because
a hyperplane delimiting one halfspace of this collection either intersects C1 or C2, or
separates C1 and C2, so dFS(X) takes only finite values. Let us verify that this is
indeed a distance. Fix three non empty finite convex subcomplexes C1, C2, C3. Since
D(C1) ⊕ D(C2) = D(C2) ⊕ D(C1), it follows that dFS(X)(C1, C2) = dFS(X)(C2, C1).
Moreover, we deduce from the inclusion

D(C1)⊕D(C3) ⊂ (D(C1)⊕D(C2)) ∪ (D(C2)⊕D(C3))
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that dFS(X)(C1, C3) ≤ dFS(X)(C1, C2) + dFS(X)(C2, C3). Finally, if dFS(X)(C1, C2) = 0,
then necessarily D(C1) = D(C2), hence

C1 =
⋂

D∈D(C1)
D =

⋂
D∈D(C2)

D = C2

since a convex subcomplex is equal to the intersection of all the halfspaces which con-
tain it. Notice that the metric dFS(X) can be described alternatively in the following
way (where, for every subcomplex Y ⊂ X, H(Y ) denotes the set of the hyperplanes
intersecting the gated hull of Y ):

Fact 9.1. For every C1, C2 ∈ FS(X),

dFS(X)(C1, C2) = 2 ·#H(C1 ∪ C2)−#H(C1)−#H(C2).

Set F = 2 ·χH(C1∪C2)−χH(C1)−χH(C2) and fix some hyperplane J . We distinguish five
possible cases:

• If J /∈ H(C1 ∪ C2), then a halfspace delimited by J either contains both C1 and
C2 or is disjoint from from C1 and C2. A fortiori, D(C1) ⊕ D(C2) contains no
halfspace delimited by J . Notice that F (J) = 0.

• If J ∈ H(C1)\H(C2), then one halfspace delimited by J contains C2 and not C1,
and the other does not contain neither C1 nor C2. A fortiori, D(C1) ⊕ D(C2)
contains precisely one halfspace delimited by J . Notice that F (J) = 1.

• If J ∈ H(C2)\H(C1), the situation is symmetric: D(C1)⊕D(C2) contains precisely
one halfspace delimited by J and F (J) = 1.

• If J ∈ H(C1) ∩H(C2), then none of the two halfspaces delimited by J belongs to
D(C1)⊕D(C2). Notice that F (J) = 0.

• If J separates C1 and C2, then one halfspace delimited by J contains C1 but not
C2, and the other contains C2 but not C1. A fortiori, D(C1)⊕D(C2) contains the
two halfspaces delimited by J . Notice that F (J) = 2.

Thus, we have proved that, for every hyperplane J , D(C1) ⊕ D(C2) contains exactly
F (J) haflspaces delimited by J . Therefore,

dFS(X)(C1, C2) = #D(C1)⊕D(C2) =
∑
J∈J

F (J),

where J denotes the set of all the hyperplanes of X. This concludes the proof of our
fact.

Our next result states that the metric space we have defined turns out to be geodesic.

Proposition 9.2. The metric space (FS(X), dFS(X)) is geodesic.

First of all, we need to describe the intervals of our metric space (FS(X), dFS(X)).

Lemma 9.3. Let C1, C2, Q ∈ FS(X) be three subcomplexes. The equality

dFS(X)(C1, C2) = dFS(X)(C1, Q) + dFS(X)(Q,C2)

holds if and only if Q is contained into the convex hull of C1 ∪ C2 and if the inclusion
D(Q) ⊂ D(C1) ∪ D(C2) is satisfied.

Proof. Recall that, for any set S and any subsets A,B,C ⊂ S, the equalities
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• (A⊕ C) ∪ (B ⊕ C) = (A⊕B) ∪ (C\(A ∪B)) ∪ ((A ∩B)\C);

• (A⊕ C) ∩ (B ⊕ C) = (C\(A ∪B)) ∪ ((A ∩B)\C);

hold. Because we know that

D(C1)⊕D(C2) ⊂ (D(C1)⊕D(Q)) ∪ (D(Q)⊕D(C2)) ,

the equality we are interested in holds if and only

D(C1)⊕D(C2) = (D(C1)⊕D(Q)) t (D(Q)⊕D(C2)) ,

which is also equivalent, according to our two previous equalities, to

D(Q)\ (D(C1) ∪ D(C2)) = (D(C1) ∩ D(C2)) \D(Q) = ∅.

Notice that D(C1)∩D(C2) ⊂ D(Q) precisely means that any halfspace containing both
C1 and C2 must contain Q as well, ie., Q is contained in the convex hull of C1∪C2 since
the convex subcomplex is equal to the intersection of all the halfspaces which contain
it. This concludes the proof.

Proof of Proposition 9.2. Let C1, C2 ∈ FS(X) be two subcomplexes. We want to prove
that there exists a geodesic between C1 and C2 in FS(X). To do that, we argue by
induction on dFS(X)(C1, C2). If dFS(X)(C1, C2) = 0 there is nothing to prove, so we
suppose that dFS(X)(C1, C2) ≥ 1. Let Q denote the convex hull of C1 and C2. It follows
from Lemma 9.3 that Q belongs to the interval between C1 and C2, ie.,

dFS(X)(C1, C2) = dFS(X)(C1, Q) + dFS(X)(Q,C2),

so that we are able to conclude by applying twice our induction hypothesis if Q is
different from both C1 and C2. From now on, suppose that C2 = Q (the case C1 = Q
being symmetric), so that C1 ⊂ C2. Let x ∈ C2 be a vertex which does not belong to C1
but which is adjacent to one of its vertices, say x′, and let Q′ denote the convex hull of
C1 ∪{x}. By noticing that the hyperplane separating x and x′ is the unique hyperplane
intersecting Q′ but not C1, it follows that dFS(X)(C1, Q

′) = 1. On the other hand, it
follows from Lemma 9.3 that

dFS(X)(C1, C2) = dFS(X)(C1, Q
′) + dFS(X)(Q′, C2).

In particular, dFS(X)(Q′, C2) = dFS(X)(C1, C2) − 1, so that our induction hypothesis
applies to Q′ and C2, ie., there exists a geodesic in FS(X) between Q′ and C2. By
adding the point C1 to this path, we find a geodesic in FS(X) between C1 and C2. This
concludes the proof.

As a consequence of Proposition 9.2, we deduce that FS(X) can be naturally thought of
as a graph by linking two subcomplexes at distance one appart with respect to dFS(X),
and if so, the associated graph metric coincides with dFS(X).

Definition 9.4. Let X be a CAT(0) cube complex. The graph of finite subcomplexes
of X, also denoted by FS(X), is the graph whose vertices are the non empty finite
convex subcomplexes of X and whose edges link two subcomplexes at dFS(X)-distance
one appart.

For convenience, we introduce the following notation. If C1, C2 ∈ FS(X) are two
adjacent subcomplexes, then there exists some halfspace H of X such that D(C2) =
D(C1) ⊕ {H}. If so, we denote by [C1, H] the subcomplex C2. (Notice that, if C3
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is another neighbor of C1 in FS(X), then D(C3) = D(C1) ⊕ {H ′} for some halfspace
H ′ 6= H since ⋂

K∈D(C1)⊕{H′}
K = C3 6= C2 =

⋂
K∈D(C1)⊕{H}

K.

Therefore, our notation cannot be ambiguous.) If C ∈ FS(X) is a subcomplex and
H1, H2, . . . a sequence of halfspaces, we write [C,H1, H2] instead of [[C,H1], H2], and
[C,H1, H2, H3] instead of [[C,H1, H2], H3], and so on.

Remark 9.5. If C ∈ FS(X) is a subcomplex and H /∈ D(C) a halfspace of X such
that [C,H] is well-defined, then [C,H] is a minimal subcomplex of X containing strictly
C. Alternatively, [C,H] is the convex hull of the union of C together with a vertex
which does not belong to H (and a fortiori to C) but which is adjacent to some vertex
of C. This stresses out the idea that [C,H] is one the subcomplexes of FS(X) which
are “nearest” to C. Geometrically, [C,H] is the union of C together with all the cubes
intersecting both C and the hyperplane underlying H. Similarly, if H ∈ D(C) is such
that [C,H] is well-defined, then, because C = [[C,H], H] with H /∈ [C,H], the previous
discussion implies that [C,H] is a maximal subcomplex of X contained properly into C,
and it can be obtained from C by removing the interiors of all the cubes intersecting
the hyperplane underlying H.

We conclude this section by noticing that the graphs we have associated to CAT(0) cube
complexes are themselves CAT(0) cube complexes.

Proposition 9.6. The graph of finite subcomplexes FS(X) of any CAT(0) cube complex
X is a median graph. Moreover, FS(X) is locally finite if and only if X is locally finite
as well.

Proof. Let X be a CAT(0) cube complex and C1, C2, C3 ∈ FS(X) three subcomplexes.
Let I denote the intersection of intervals

I(C1, C2) ∩ I(C2, C3) ∩ I(C3, C1).

According to Lemma 9.3, any subcomplex which belongs to I must be included into the
intersection C of the convex hulls of the unions of C1 and C2, C2 and C3, and C3 and
C1, ie., ⋂

1≤i<j≤3
{halfspaces containing both Ci and Cj}.

First, notice that C is a finite convex subcomplex of X, since it is an intersection of
such subcomplexes. Next, C is non empty, as a consequence of the following claim.

Claim 9.7. Let x1 ∈ C1, x2 ∈ C2 and x3 ∈ C3 be three vertices. The median point
m = m(x1, x2, x3) belongs to C.

For every 1 ≤ i < j ≤ 3, m belongs to a geodesic between xi and xj . A fortiori, m
belongs to the convex hull of Ci ∪ Cj . Therefore, m belongs to the intersection of the
convex hulls between C1 and C2, C2 and C3, and C3 and C1, which is precisely C. This
proves our claim.

Thus, we have proved that C ∈ FS(X). We claim that C is the unique median point
of the triple {C1, C2, C3}, ie., I = {C}.

First, let Q ∈ FS(X) be a subcomplex strictly included into C. So there exists a vertex
x ∈ C\Q. Because Q is convex, there exists a hyperplane J separating x and Q; let
D denote the halfspace delimited by J which contains Q. A fortiori, J intersects C, so
D canoot contain two subcomplexes among {C1, C2, C3}. Say that D does not contain
neither C1 nor C2. It follows from Lemma 9.3 that Q does not belong to the interval
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I(C1, C2) in FS(X). Therefore, C is the unique candidate for a median point, ie.,
I ⊂ {C}.

Now, in order to conclude that C is a median point, according to Lemma 9.3 it is
sufficient to show that, for every 1 ≤ i < j ≤ 3, any halfspace D containing C must
contain either Ci or Cj . Suppose by contradiction that such a D does not contain neither
Ci nor Cj . So there exist vertices xi ∈ Ci and xj ∈ Cj which do not belong to D. If
{1, 2, 3}\{i, j} = {k}, fix a vertex xk ∈ Ck. According to Claim 9.7, the median point
m = m(x1, x2, x3) belongs to C. On the other hand, xi and xj belong to Dc, which is
convex, so m ∈ Dc. In particular, we deduce that Dc ∩ C 6= ∅, which contradicts the
fact that C is contained into D. Thus, we have proved that FS(X) is a median graph.

Now, suppose that X is not locally finite, ie., there exists at least one vertex x ∈ X
with infinitely many neighbors, say x1, x2, . . . ∈ X. By noticing that, for every i ≥ 1,
the edge [x, xi] is a neighbor of {x} in FS(X), we deduce that FS(X) is not locally
finite. Now, suppose that X is locally finite. Let C ∈ FS(X) be a subcomplex, and
[C,H] ∈ FS(X) one of its neighbors, where H is a halfspace of X delimited by some
hyperplane J . Because C is finite, only finitely many hyperplanes intersect C, so we may
suppose that J is disjoint from C; in particular, this implies that C ⊂ [C,H]. Fix two
vertices a ∈ C and b ∈ N(J) minimising the distance between C and N(J). According
to Lemma 2.36, any hyperplane separating a and b must separate C and N(J), so, if
a 6= b, we deduce that the distance between C and [C,H] is at least two, contradicting
our assumption. Therefore, a must be equal to b, so that J is dual to an edge with
a vertex of C as one of its endpoints. Consequently, the number of neighbors of C in
FS(X) is at most

2
(

#H(C) +
∑
v∈C

deg(v)
)
< +∞.

This concludes the proof.

9.2 Graph of wreaths

Fix two groups G and H, and suppose that H acts on a CAT(0) cube complex X. Let
Ω ⊂ X denote an H-invariant collection of vertices (ie., a union of H-orbits).

Definition 9.8. A wreath (C,ϕ) is the data of a non empty finite convex subcomplex
C ⊂ X and a function ϕ : Ω→ G with finite support, ie., such that ϕ(p) = 1 for all but
finitely many p ∈ Ω (written ϕ ∈ G(Ω)).

Definition 9.9. The graph of wreaths W is the graph whose vertices are the wreaths
and whose edges link two wreaths (C, g) and (Q, h) either if g = h and Q = [C,H] for
some halfspace H, or if C = Q and g and h differ on a single point of C ∩ Ω.

It is worth noticing that an edge of the graph of wreaths is naturally labelled either by
a halfspace (and its underlying hyperplane) or by a vertex of Ω.

Notice also that the permutational wreath product G oΩ H can be naturally thought of
as a set of vertices of the graph of wreaths: those with a first coordinate which is a
singleton. Furthermore, the action of G oΩ H on itself by left-multiplication extends to
an action on the set of all the wreaths in the following way:

(h, ψ) · (C,ϕ) = (hC, ψ(·)ϕ(h−1·))

for every (h, ψ) ∈ G oΩH and (C,ϕ) ∈W. Observe that this action preserves adjacency,
so that we have defined an action of G oΩ H on the graph of wreaths W, which turns
out to be a quasi-median graph according to our following result.
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Proposition 9.10. The graph of wreaths W is a quasi-median graph.

In all the other applications of our paper, there is a natural basepoint in the quasi-
median graph we consider, and, up to an isometry, it may be supposed that a given
vertex is this basepoint. Often, this freedom simplifies the proofs. However, our action
on the graph of wreaths is not vertex-transitive, so that such a simplification may be
not possible. On the other hand, thanks to the next lemma, we understand completely
the orbits under the action of G oΩ H.

Lemma 9.11. Two wreaths (C1, ϕ1), (C2, ϕ2) ∈W belong to the same (G oΩ H)-orbit if
and only if there exists some h ∈ H such that hC1 = C2.

Proof. If (C1, ϕ1) and (C2, ϕ2) belong to the same orbit, there exists some (h, ψ) ∈ GoΩH
such that

(C2, ϕ2) = (h, ψ) · (C1, ϕ1) = (hC1, ψ(·)ϕ1(h−1·)).

In particular, hC1 = C2. Conversely, suppose that there exists some h ∈ H such that
hC1 = C2. Then (

h, ϕ2(·)ϕ1(h−1·)−1
)
· (C1, ϕ1) = (C2, ϕ2),

ie., (C1, ϕ1) and (C2, ϕ2) belong to the same orbit.

The first step towards the proof or Proposition 9.10 is to understand the metric of the
graph of wreaths. This is the goal of the next preliminary lemma, in which, given some
subcomplex Y of X, we denote by H(Y ) the set of the hyperplanes of the convex hull
of Y ; alternatively, H(Y ) is the collection of the hyperplanes separating at least two
vertices of Y .

Lemma 9.12. The distance in W between two wreaths (C1, ϕ1) and (C2, ϕ2) is

2#H(C1 ∪ C2 ∪ supp(ϕ−1
1 ϕ2))−#H(C1)−#H(C2) + #supp(ϕ−1

1 ϕ2).

Proof. Let Q denote the convex hull of C1 ∪ C2 ∪ supp(ϕ−1
1 ϕ2). We have

d((C1, ϕ1), (C2, ϕ2)) ≤ d((C1, ϕ1), (Q,ϕ1)) + d((Q,ϕ1), (Q,ϕ2)) + d((Q,ϕ2), (C2, ϕ2)).

Clearly, the distance between (C1, ϕ1) and (Q,ϕ1) (resp. (Q,ϕ2) and (C2, ϕ2)) is
bounded above by the distance between C1 and Q (resp. Q and C2) in the graph
FS(X), so it follows from Fact 9.1 that

d((C1, ϕ1), (Q,ϕ1)) ≤ #H(Q)−#H(C1) and d((Q,ϕ2), (C2, ϕ2)) ≤ #H(Q)−#H(C2).

Finally, since supp(ϕ−1
1 ϕ2) ⊂ Q, we know that

d((Q,ϕ1), (Q,ϕ2)) ≤ #supp(ϕ−1
1 ϕ2).

Therefore, our distance between (C1, ϕ1) and (C2, ϕ2) is bounded above by the quantity
we are considering. Conversely, let γ be a path in W between (C1, ϕ1) and (C2, ϕ2), and
let

Q1 = C1, Q2, . . . , Qr−1, Qr = C2

denote the path in FS(X) which is the projection of γ (ie., consider the sequence of the
first coordinates of vertices of γ). Write

F = 2 · χH(C1∪C2∪supp(ϕ−1
1 ϕ2)) − χH(C1) − χH(C2)

and fix a hyperplane J ∈ H(C1 ∪ C2 ∪ supp(ϕ−1
1 ϕ2)). We distinguish five cases.
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• If J ∈ H(C1) ∩H(C2), notice that F (J) = 0.

• Suppose that J ∈ H(C1)\H(C2). There must exist some 1 ≤ i ≤ r − 1 such that
Qi+1 = [Qi, H] where H is the halfspace delimited by J containing C2, so that at
least one edge of γ is labelled by J . Notice that F (J) = 1.

• Suppose that J ∈ H(C2)\H(C1). By symmetry, at least one edge of γ is labelled
by J , and F (J) = 1.

From now on, suppose that J /∈ H(C1) ∪H(C2). Notice that F (J) = 2.

• Suppose that J separates C1 and C2. Let J− (resp. J+) denote the halfspace
delimited by J which contains C1 (resp. C2). Let 2 ≤ p ≤ r be the first index such
that J− /∈ Qp (which exists since J− /∈ D(Qr)). Because J− ∈ Qp−1, necessarily
Qp = [Qp−1, J

−]. Notice that J− and J+ do not belong to D(Qp). On the
other hand, J+ ∈ D(C2), so there must exist some p + 1 ≤ q ≤ r such that
J+ ∈ H(Qq). Without loss of generality, suppose that q is the first such index,
so that Qq = [Qq−1, J

+]. As a consequence, there exist at least two edges of γ
labelled by J .

• Suppose that J separates C1 ∪ C2 and some point v ∈ supp(ϕ−1
1 ϕ2). Let J−

denote the halfspace delimited by J containing v and J+ the halfspace containing
C1 ∪C2. There must exist some 2 ≤ p ≤ r such that v ∈ Qp. Thus, J+ belongs to
D(C1) but not to D(Qp). Let 2 ≤ a ≤ p be the first index satisfying J+ /∈ H(Qa).
In particular, Qa = [Qa−1, J

+]. On the other hand, we know that J+ belongs
to D(Qr), so there must exist some index a + 1 ≤ b ≤ r such that J+ /∈ D(Qb).
Without loss of generality, suppose that b is the first such index, so that Qb =
[Qb−1, J

+]. As a consequence, at least two edges of γ are labelled by J .

Thus, we have proved that, for every hyperplane J ∈ H(C1 ∪ C2 ∪ supp(ϕ−1
1 ϕ2)), there

exist at least F (J) edges of γ labelled by J . A fortiori, the number of edges of γ is at
least

∑
J∈J

F (J), where J denotes the set of all the hyperplanes of X. On the other hand,

we also know that, for every p ∈ supp(ϕ−1
1 ϕ2), there must be some edge of γ labelled

by p. Therefore,
length(γ) ≥

∑
J∈J

F (J) + #supp(ϕ−1
1 ϕ2)

which is precisely the quantity we are looking for. This concludes the proof.

A consequence of our previous lemma is that the distance between any two wreaths is
necessarily finite, hence:

Corollary 9.13. The graph of wreaths W is connected.

Just by enumerating all the possible cases, we deduce from Lemma 9.12 the following
corollary.

Corollary 9.14. Let (C, 1), (Q,ψ), (Q′, ψ′) be three wreaths. Suppose that (Q,ψ) and
(Q′, ψ′) are adjacent in the graph of wreaths, and let k denote the distance between (C, 1)
and (Q,ψ). Then the distance between (C, 1) and (Q′, ψ′) is equal to

• k + 1 if Q = Q′ and supp(ψ) ( supp(ψ′);

• k if Q = Q′ and supp(ψ) = supp(ψ′);

• k − 1 if Q = Q′ and supp(ψ′) ( supp(ψ);
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• k + 1 if ψ = ψ′ and Q′ = [Q,H] where H is a halfspace containing Q, C and
supp(ψ);

• k − 1 if ψ = ψ′ and Q′ = [Q,H] where H is a halfspace containing both C and
supp(ψ) which is delimited by a hyperplane J ∈ H(Q);

• k+1 if ψ = ψ′ and Q′ = [Q,H] where H is a halfspace delimited by some hyperplane
J ∈ H(Q ∪ C ∪ supp(ψ)) ∩H(Q);

• k−1 if ψ = ψ′ and Q′ = [Q,H] where H is a halfspace delimited by some hyperplane
J satisfying J ∈ H(Q ∪ C ∪ supp(ψ)) and J /∈ H(Q).

Another consequence of Lemma 9.12 is that the graph of wreaths W can be decomposed
as a union of gated subgraphs, called leaves, which are all isometric to the graph of finite
subcomplexes FS(X).
Definition 9.15. Given some map ϕ ∈ G(Ω), the leaf W(ϕ) is the subgraph of W
generated by the vertices {(C,ϕ) | C ∈ FS(X)}.
Lemma 9.16. Let ϕ ∈ G(Ω) be a map. The leaf W(ϕ) is a gated subgraph of W and
the map C 7→ (C,ϕ) defines an isometry FS(X) → W(ϕ). Morever, for every wreath
(C, φ) ∈ W, the projection of (C, φ) onto W(ϕ) is (Q,ϕ) where Q denotes the convex
hull of C ∪ supp(ϕ−1φ).
Proof. Let (C, φ) ∈W be a wreath and let Q denote the convex hull of C ∪ supp(ϕ−1φ).
As a consequence of Lemma 9.3, notice that, for every (A,ϕ) ∈W(ϕ), we have

d((C, φ), (Q,ϕ)) + d((Q,ϕ), (A,ϕ)) = d((C, φ), (A,ϕ)).

This means that (Q,ϕ) is a gate for (C, φ). Therefore, the leaf W(ϕ) is gated and (Q,ϕ)
is the projection of (C, φ) onto W(ϕ). Finally, the fact that the map C 7→ (C,ϕ) defines
an isometry FS(X)→W(ϕ) follows from Lemma 9.12 and Fact 9.1.

Now we are ready to prove Proposition 9.10.

Proof of Proposition 9.10. We begin by verifying the triangle condition. Let wa =
(A, ζ), wb = (B,ϕ) and wc = (C,ψ) be three wreaths such that wb and wc are ad-
jacent in W, and such that the distances d(wa, wb) and d(wa, wc) are equal, say to k.
According to Lemma 9.11, we can suppose without loss of generality that ζ = 1. It
follows from Corollary 9.14 that necessarily B = C and supp(ϕ) = supp(ψ). Moreover,
because wb and wc are adjacent (and, in particular, distinct), we know that ϕ and ψ
differ on a single point p ∈ B = C. Notice that ϕ(p) 6= 1 and ψ(p) 6= 1. Therefore,
setting

ξ : q 7→
{
ϕ(q) = ψ(q) if q 6= p

1 otherwise ,

the wreath m = (B, ξ) is adjacent to both wb and wc. Moreover, it follows from Lemma
9.12 that

d(wa,m) = d(wa, wb) + #supp(ϕ)−#supp(ξ) = k − 1.
Consequently, m is the wreath we are looking for.
Now, we want to verify the quandrangle condition. Let wa = (A, ξ), wb = (B,φ),
wc = (C,ψ) and wd = (D,ϕ) be four wreaths such that wc is adjacent to both wb and
wd in W, such that the distances d(wa, wb) and d(wa, wd) are equal, say to k, and such
that d(wa, wc) = k + 1. According to Lemma 9.11, we can suppose without loss of
generality that ξ = 1. We want to prove that there exists a fifth vertex m ∈ W which
is adjacent to both wb and wd and satisfying d(wa,m) = k − 1. First, suppose that
the edge between wb and wc is labelled by a point of Ω. Following Corollary 9.14, we
distinguish three cases.
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• Suppose that B = C, that φ and ψ differ on a single vertex p ∈ B where φ(p) = 1,
that C = D, and that ψ and ϕ differ on a single vertex q ∈ C where ϕ(q) = 1.
Notice that p 6= q, since otherwise we would have wb = wd. Let M denote the
subcomplex B = C = D, and ζ the map which is equal to ψ (and ϕ) outside {p, q}
and to the identity otherwise. Notice that ζ and φ differ only on q, and that ζ
and ϕ differ only on p, so m = (M, ζ) is adjacent to both wb and wd. Moreover,
from the equality supp(ζ) = supp(φ)\{q}, we deduce thanks to Lemma 9.12 that
d(wa,m) = k − 1.

• Suppose that B = C, that φ and ψ differ on a single vertex p ∈ B where φ(p) = 1,
that ψ = ϕ, and that D = [C,H] where H is a halfspace delimited by some
hyperplane J satisfying J ∈ H(C ∪ A ∪ supp(ψ)) and J /∈ H(C). Notice that
C ⊂ D, so that p belongs to D. This implies that m = (D,φ) is adjacent to
wd. We also notice that m is adjacent to wb since D = [B,H]. Finally, because
supp(φ) = supp(ψ) t {p} and p ∈ D, we deduce that H(A ∪ D ∪ supp(φ)) =
H(A ∪D ∪ supp(ψ)), so that

d(wa,m) = d(wa, wd) + #supp(ψ)−#supp(φ) = k − 1

according to Lemma 9.12.

• Suppose that B = C, that φ and ψ differ on a single vertex p ∈ B where φ(p) = 1,
that ψ = ϕ, and that D = [C,H] where H is a halfspace containing both A and
supp(ψ) which is delimited by some hyperplane J ∈ H(C). Notice that p ∈ D,
so that m = (D,φ) si adjacent to wd. Moreover, since D = [B,H], m is also
adjacent to wb. Finally, because supp(ϕ) = supp(φ) t {p} and p ∈ D, we deduce
that H(A ∪D ∪ supp(φ)) = H(A ∪D ∪ supp(ψ)), so that

d(wa,m) = d(wa, wd) + #supp(ψ)−#supp(φ) = k − 1

according to Lemma 9.12.

Next, because the cases where the edge between wc and wd is labelled by a point of
Ω are symmetric to the previous ones, let us suppose that the edges between wb and
wc, and wc and wd, are not labelled by points of Ω. In this situation, the maps φ, ψ
and ϕ are all equal, say to some ζ ∈ G(Ω). In particular, the wreaths wb, wc and wd
belong to the same leaf W(ζ). According to Lemma 9.16, if Q denotes the convex hull
of A ∪ supp(ζ) then q = (Q, ζ) is the projection of wa onto W(ζ). On the other hand,
we know from Proposition 9.6 and Lemma 9.16 that the subgraph W(ζ) is median, so
the median point m = (M, ζ) of (Q, ζ), wb and wd is well-defined. Notice that

d(m,wb) = d(q, wb)− d(q,m) = d(wa, wb)− d(wa, q)− d(q,m)

= d(wa, wd)− d(wa, q)− d(q,m) = d(q, wd)− d(q,m)

= d(m,wd)

On the other hand, d(wb, wd) = d(wb,m) + d(m,wd) and 1 ≤ d(wb, wd) ≤ 2. It follows
that d(m,wb) = d(m,wd) = 1, ie., m is adjacent to both wb and wd. Moreover,

d(wa,m) = d(wa, q) + d(q,m) = d(wa, q) + d(q, wb)− d(wb,m)

= d(wa, wb)− d(wb,m) = k − 1

This concludes the proof of the quadrangle condition.
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Finally, we want to prove that W contains no induced subgraphs isomorphic to K−4 or
K3,2. Let Y ⊂W be a subgraph isomorphic to K−4 . If (A,ϕ) and (B,ψ) are the two non
adjacent vertices of Y , it follows from Lemma 9.17 below that A = B and that ϕ and ψ
differ on a single vertex p ∈ A = B. We deduce that (A,ϕ) and (B,ψ) must be adjacent
in W, so that Y is not an induced subgraph. Now, suppose that Y is isomorphic to
K3,2. It follows from Lemma 9.18 below that Y cannot be an induced subgraph. This
concludes the proof of our proposition.

Lemma 9.17. Let (A, φ), (B,ϕ) and (C,ψ) be three pairwise adjacent wreaths. Then
A = B = C and there exists some vertex p ∈ A = B = C such that the maps φ, ϕ and
ψ differ only at p.

Proof. According to Lemma 9.11, there exists an isometry g ∈ G oΩ H sending (A, φ) to
(A, 1). Because the distances from (B,ϕ) and (C,ψ) to (A, φ) are equal, we deduce from
Corollary 9.14 that the edge between g · (B,ϕ) and g · (C,ψ) is labelled by some p ∈ Ω.
Because the action of GoΩH on the graph of wreaths preserves the types of the labellings
(ie., either a halfspace or a point of Ω), we deduce that the edge between (B,ϕ) and
(C,ψ) is labelled by p as well. By symmetry, we also know that the edges between
(A, φ) and (B,ϕ), and (A, φ) and (C,ψ), are labelled by points q, r ∈ Ω respectively. A
fortiori, A = B = C. Moreover, since (A, φ), (B,ϕ) and (C,ψ) are pairwise adjacent,
necessarily p, q, r ∈ A = B = C. Next, we know that ϕ differ from φ only at q, and
from ψ only at p. Therefore, φ and ψ may differ only on {p, q}. On the other hand, we
know that φ and ψ differ only at r, hence r ∈ {p, q}. By symmetry, we also know that
p ∈ {q, r} and q ∈ {p, r}. If r = p, then we deduce from q ∈ {p, r} that p = q = r; and
if r = q, we deduce from p ∈ {q, r} that p = q = r. Therefore, φ, ϕ and ψ differ at a
single point p = q = r. This concludes the proof.

Lemma 9.18. Between two wreaths at distance two appart in the graph of wreaths W,
there exist at most two geodesics.

Proof. Let (A, φ) and (B,ϕ) be two wreaths at distance two appart in W. According to
Lemma 9.11, we can suppose without loss of generality that φ = 1. Notice that, because
(A, 1) and (B,ϕ) are linked by a path of length two, necessarily

(i) either #supp(ϕ) = 2 and B = A;

(ii) or #supp(ϕ) = 1 and B = [A,H] for some halfspace H;

(iii) or supp(ϕ) = ∅ and B = [A,H1, H2] for some halfspaces H1, H2.

In case (i), if we denote by ϕ1 (resp. ϕ2) the map equal to ϕ(p) at p (resp. ϕ(q) at q)
and 1 otherwise, then

(A, 1), (A,ϕ1), (A,ϕ1ϕ2) and (A, 1), (A,ϕ2), (A,ϕ1ϕ2)

are the only possible geodesics from (A, 1) to (B,ϕ) in W, if they are well-defined. In
case (ii),

(A, 1), (A,ϕ), ([A,H], ϕ) and (A, 1), ([A,H], 1), ([A,H], ϕ)

are the only possible geodesics from (A, 1) to (B,ϕ) in W, if they are well-defined. And
finally, in case (iii),

(A, 1), ([A,H1], 1), ([A,H1, H2], 1) and (A, 1), ([A,H2], 1), ([A,H2, H1], 1)

are the only possible geodesics from (A, 1) to (B,ϕ) in W, if they are well-defined. Thus,
there exist at most two geodesics between (A, 1) and (B,ϕ).
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Cliques of W. For convenience, let us introduce the following notation. If ϕ ∈ G(Ω),
p ∈ Ω and g ∈ G, set

τ gpϕ : q 7→
{
ϕ(q) if q 6= p
g if q = p

.

The following lemma classifies completely the cliques of W. As a consequence, a clique
of W is naturally labelled by a halfspace (and its underlying hyperplane) or by a point
of Ω.

Lemma 9.19. A clique of W is either an edge labelled by a halfspace or the subgraph
generated by a collection of vertices

{
(C, τ gpϕ) | g ∈ G

}
where C ∈ FS(X), p ∈ C and

ϕ ∈ G(Ω) are fixed.

Proof. An edge labelled by a halfspace is a complete subgraph of W, and according to
Lemma 9.17, it does not belong to any triangle. Therefore, it is a clique. Next, let
Q be a clique containing an edge labelled by a point p ∈ Ω, say linking two wreaths
(C,ϕ) and (C, τ gpϕ). Notice that necessarily p ∈ C. If (A,ψ) belongs to Q, then (A,ψ),
(C,ϕ) and (C, τ gpϕ) define a triangle in W, so that it follows from Lemma 9.17 that
A = C and ψ = τhp ϕ for some h ∈ G. Therefore, Q ⊂

{
(C, τ gpϕ) | g ∈ G

}
. On the other

hand,
{

(C, τ gpϕ) | g ∈ G
}
is a complete subgraph of W, hence Q =

{
(C, τ gpϕ) | g ∈ G

}
by maximality. This concludes the proof.

Corollary 9.20. Let Q =
{

(C, τ gpϕ) | g ∈ G
}
be a clique. Then

stab(Q) =
{(
h, τkp (ϕ(·)ϕ(h−1·)−1)

)
| h ∈ stab(p) ∩ stab(C), k ∈ G

}
.

Proof. Let (h, ψ) ∈ G oΩ H. Clearly, (h, ψ) belongs to stab(Q) if and only if, for every
g ∈ G, there exists some j ∈ G such that

(h, ψ) · (C, τ gpϕ) = (C, τ jpϕ),

ie., hC = C and ψ(·)(τ gpϕ)(h−1·) = τ jpϕ(·).

Notice that, if hp 6= p, then the previous equality evaluating at hp provides ψ(hp)g =
ϕ(hp). Therefore, if h does not belong to stab(p) but (h, ψ) belongs to stab(Q), then,
for every g ∈ G, there must exist some j ∈ G such that g = ψ(hp)−1ϕ(hp), which is
impossible since the right-hand side of the equality does not depend on g.

Consequently, (h, ψ) belongs to stab(Q) if and only if hC = C, hp = p and, for every
g ∈ G, there exists some j ∈ G such that ψ(p) · g = j and ψ(q) · ϕ(h−1q) = ϕ(q) for
every q 6= p. Notice that the second equality determines ψ on Ω\{p}, and that the
first equality, once ψ(p) fixed, determined j. Therefore, (h, ψ) belongs to stab(Q) if and
only if h ∈ stab(C) ∩ stab(p) and ψ(·) = ϕ(·)ϕ(h−1·)−1 on Ω\{p}. This concludes the
proof.

Hyperplanes of W. As a consequence of Lemma 9.19, the edges of a given clique
have the same label. It also follows from the lemma below that two edges which are the
opposite sides of some square have the same label as well. Therefore, all the edges of
a given hyperplane have the same label, so that a hyperplane is naturally labelled by a
halfspace (and its underlying hyperplane) or a point of Ω.

Lemma 9.21. Let K be a square of W with (A, 1) as one of its vertices. Three cases
may occur:
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• either there exist distinct p, q ∈ A ∩ Ω such that the vertices of K are (A, 1),
(A,ϕ1), (A,ϕ2) and (A,ϕ1ϕ2) for some ϕ1, ϕ2 ∈ G(Ω) satisfying supp(ϕ1) = {p}
and supp(ϕ2) = {q};

• or there exist some point p ∈ A ∩ Ω and some halfspace H of X such that the
vertices of K are (A, 1), (A,ϕ), ([A,H], 1) and ([A,H], ϕ);

• or there exist two halfspaces H1, H2 of X such that the vertices of K are (A, 1),
([A,H1], 1), ([A,H2], 1) and ([A,H1, H2], 1) = ([A,H2, H1], 1).

Proof. (B,ϕ). Notice that, because (A, 1) and (B,ϕ) are linked by a path of length two,
necessarily

(i) either #supp(ϕ) = 2 and B = A;

(ii) or #supp(ϕ) = 1 and B = [A,H] for some halfspace H;

(iii) or supp(ϕ) = ∅ and B = [A,H1, H2] for some halfspaces H1, H2.

In case (i), if we denote by ϕ1 (resp. ϕ2) the map equal to ϕ(p) at p (resp. ϕ(q) at q)
and 1 otherwise, then

(A, 1), (A,ϕ1), (A,ϕ1ϕ2) and (A, 1), (A,ϕ2), (A,ϕ1ϕ2)

are the only possible paths from (A, 1) to (B,ϕ) in W, if they are well-defined. On
the other hand, we know that there exist at least two such paths, so they must be
well-defined, and this provides the vertices of our square K. In case (ii),

(A, 1), (A,ϕ), ([A,H], ϕ) and (A, 1), ([A,H], 1), ([A,H], ϕ)

are the only possible paths from (A, 1) to (B,ϕ) in W, if they are well-defined. On
the other hand, we know that there exist at least two such paths, so they must be
well-defined, and this provides the vertices of our square K. Finally, in case (iii),

(A, 1), ([A,H1], 1), ([A,H1, H2], 1) and (A, 1), ([A,H2], 1), ([A,H2, H1], 1)

are the only possible paths from (A, 1) to (B,ϕ) in W, if they are well-defined. On
the other hand, we know that there exist at least two such paths, so they must be
well-defined, and this provides the vertices of our square K.

The next proposition describes completely the hyperplanes of W which are labelled
by points of Ω. Notice that, as a consequence, for every p ∈ Ω there exists a unique
hyperplane labelled by p.

Proposition 9.22. Let J be a hyperplane of W labelled by some vertex p ∈ Ω. An
edge linking two wreaths (C1, ϕ1) and (C2, ϕ2) is dual to J if and only if C1 = C2,
p ∈ C1 = C2, and ϕ1 and ϕ2 differ only at p. In particular, N(J) is the subgraph of W
generated by {(C,ϕ) | p ∈ C}. Moreover, the fibers of J are the subgraphs generated by
{(C,ϕ) | p ∈ C, ϕ(p) = g} where g ∈ G.

Proof. Fix some clique Q dual to J , say Q =
{

(C, τ gpϕ) | g ∈ G
}
where ϕ ∈ G(Ω) is a

map and C ∈ FS(X) a subcomplex satisfying p ∈ C.

We claim that, for every (A,ψ) ∈ W, the projection of (A,ψ) onto Q is (C, τψ(p)
p ϕ).

Indeed, it follows from Lemma 9.12 that, for every g ∈ G, the distance in W between
(A,ψ) and (C, τ gpϕ) is equal to

2 ·#H
(
A ∪ C ∪ supp(ψ−1τ gpϕ)

)
−#H(A)−#H(C) + #supp(ψ−1τ gpϕ).
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But H
(
A ∪ C ∪ supp(ψ−1τ gpϕ)

)
does not depend on g since p belongs to C, so the

distance is minimal precisely when supp(ψ−1τ gpϕ) is minimal, which happens when g =
ψ(p). This proves our claim.

As a consequence, two wreaths (A1, ϕ1) and (A2, ϕ2) are separated by J if and only if
ϕ1(p) 6= ϕ2(p). In particular, if (A1, ϕ1) and (A2, ϕ2) are adjacent, they are separated
by J (ie., the edge linking them belongs to J) if and only A1 = A2 and ϕ1, ϕ2 differ
only at p. The additional condition p ∈ A1 = A2 is automatic, since otherwise (A1, ϕ1)
and (A2, ϕ2) would not be adjacent. Consequently, a wreath (A,ψ) is an endpoint of an
edge dual to J (ie., belongs to N(J)) if and only if it is a neighbor of (A, τ gpψ) for every
g ∈ G, which is equivalent to p ∈ A. A fortiori, N(J) is the subgraph of W generated by
{(A,ψ) | p ∈ A}, and it follows from our description of the projection onto Q that the
fibers of J are the subgraphs generated by {(A,ψ) | p ∈ A,ψ(p) = g} where g ∈ G.

Corollary 9.23. Let J be a hyperplane of W labelled by some vertex p ∈ Ω. Then

stab(J) = {(h, ψ) ∈ G oΩ H | h ∈ stab(p)} .

Proof. Fix some (h, ψ) ∈ G oΩ H. As a consequence of Proposition 9.22, (h, ψ) belongs
to stab(J) if and only if, for every subcomplex C ∈ FS(X) containing p and every
ϕ ∈ G(Ω), there exist a subcomplex C ′ ∈ FS(X) containing p and a map φ ∈ G(Ω)

such that (h, ψ) · (C,ϕ) = (C ′, φ). Because (h, ψ) · (C,ϕ) = (hC, ψ(·)ϕ(h−1·)), we deduce
that (h, ψ) belongs to stab(J) if and only if p ∈ hC for every subcomplex C ∈ FS(X)
containing p. Since {p} is such a subcomplex, we deduce that this condition is also
equivalent to h ∈ stab(p).

About hyperplanes of W labelled by halfspaces, a precise description is not necessary
for our purpose. We only prove the following lemma:

Lemma 9.24. Let J be a hyperplane of W labelled by some halfspace H of X. Then J
has two fibers, and any element of stab(J) stabilises them.

Proof. It follows from Lemma 9.19 that a clique labelled by some hyperplane of X
has cardinality two, so J has necessarily two fibers. If (A, φ) and ([A,H], φ) are the
endpoints of some edge e dual to J , we can naturally orient e from (A, φ) to ([A,H], φ)
if #H(A) < #H([A,H], φ), and from ([A,H], φ) to (A, φ) otherwise. It is clear that
stab(J) acts on the edges dual to J by preserving their orientations. On the other
hand, it follows from Lemma 9.21 that two opposite edges in a square have the same
orientation, so we can denote the two fibers of J as F− and F+ so that the orientation
of any edge dual to J correspond to going from F− to F+. Therefore, stab(J) must
stabilise both F− and F+.

9.3 Cubulating wreath products

So far, we have constructed actions of some wreath products on quasi-median graphs.
In this section, our goal is to prove the these actions are topical-transitive and to apply
the results of Sections 5 and 7.

Fix two groups G and H, and suppose that H acts on a CAT(0) cube complex X. Let
Ω ⊂ X denote an H-invariant collection of vertices, and fix Γ ⊂ Ω a set of representa-
tives. Let C1 denote the collection of the cliques

Qp =
{

({p}, τ gp 1) | g ∈ G
}
, p ∈ Γ,

and C2 any collection of cliques labelled by halfspaces such that an orbit of hyperplane
intersects C2 in at most one clique. Set C = C1 t C2.
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Proposition 9.25. Suppose that the stabiliser of every point of Ω is trivial. The per-
mutational wreath product G oΩ H acts topically-transitively on W.

Proof. Let Q be a clique of W and let J denote the hyperplane dual to it. If Q is labelled
by a halfspace, it follows from Lemma 9.24 that stab(Q) = fix(Q). It also follows that
stab(J) stabilises the fibers of J , so the image of stab(J) under ρQ is trivial, and a
fortiori included into ρQ(stab(Q)).

Otherwise, we know from Lemma 9.19 that Q can be written as
{

(C, τ gpϕ) | g ∈ G
}

for some C ∈ FS(X), p ∈ C and ϕ ∈ G(Ω), and it follows from Corollary 9.20 that
stab(Q) =

{(
1, τkp (1)

)
| k ∈ G

}
since stab(p) is trivial by assumption. Consequently,

stab(Q) acts freely and transitively on the vertices of Q. Next, according to Proposition
9.22, the fibers of J are the subgraphs generated by {(C,ϕ) | ϕ(p) = g} where g ∈ G; and
according to Corollary 9.23, the stabiliser of J is {(h, ψ) | h ∈ stab(p)}. Consequently,
the fibers of J are labelled by G, and the action of an element (h, ψ) ∈ stab(J) on the set
of the fibers of J corresponds to the left-multiplication by ψ(p). As a consequence, the
element

(
1, τψ(p)

p 1
)
∈ stab(Q) induces the same permutation on the set of the fibers of

J as (h, ψ). Therefore, the image of stab(J) under ρQ is included into ρQ(stab(C)).

We need two last preliminary lemmas before giving applications to wreath products.

Lemma 9.26. For every wreath (C,ϕ),

stab((C,ϕ)) =
{(
h, ϕ(·)ϕ(h−1·)−1

)
| h ∈ stab(C)

}
.

Proof. Let (C,ϕ) ∈ W be a wreath and (h, ψ) ∈ G oΩ H. Then (h, ψ) belongs to the
stabiliser of (C,ϕ) if and only if(

hC, ψ(·)ϕ(h−1·)
)

= (h, ψ) · (C,ϕ) = (C,ϕ),

ie., hC = C and ψ(·) = ϕ(·)ϕ(h−1·)−1. Thus,

stab((C,ϕ)) =
{(
h, ϕ(·)ϕ(h−1·)−1

)
| h ∈ stab(C)

}
,

which concludes the proof.

Lemma 9.27. The following assertions hold:

• if X is locally finite, any vertex of W belongs to finitely many cliques;

• if H y X is properly discontinuous, vertex-stabilisers of W are finite.

Proof. Let (C,ϕ) ∈ W be a wreath. The cliques of W labelled by points of Ω which
contain (C,ϕ) are the {

(C, τ gpϕ) | g ∈ G
}
,

where p ∈ C. Thus, there exist at most #C such cliques. Next, the cliques of W labelled
by halfspaces which contain (C,ϕ) are the edges [(C,ϕ), (C ′, ϕ)], where C ′ is a neighbor
of C in the graph of finite subcomplexes FS(X). As a consequence of Proposition 9.6,
there exist at most finitely many such cliques if X is locally finite. This concludes the
proof of the first statement of our lemma. The second statement follows directly from
Lemma 9.26.

Thanks to Proposition 9.25 and Lemma 9.27 above, Propositions 5.22, 5.25 and 7.4
apply, hence:
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Theorem 9.28. Suppose that H y X is properly discontinuous and that every point of
Ω has trivial stabiliser. The following statements hold:

• if X is locally finite and if G acts metrically properly on a CAT(0) cube complex,
then G oΩ H acts metrically properly on some CAT(0) cube complex;

• if G acts properly discontinuously on a CAT(0) cube complex, then so does G oΩH;

• if X is locally finite and if G is a-T-menable (resp. a-Lp-menable, where p /∈ 2Z),
then G oΩ H is a-T-menable (resp. a-Lp-menable).

As a consequence, we are able to reprove [Cor13, Theorem 5.C.3].

Corollary 9.29. A wreath product of groups acting properly discontinuously on CAT(0)
cube complexes acts properly discontinuously on a CAT(0) cube complex.

Proof. Let H be a group acting properly discontinuously on some CAT(0) cube complex
X. According to Lemma 4.34, we can suppose without loss of generality that X contains
a vertex x0 with trivial stabiliser. Set Ω = H ·x0. If G is another group acting properly
discontinuously on some CAT(0) cube complex, we deduce from the previous theorem
that the wreath product G oΩ H = G oH acts properly discontinuously on some CAT(0)
cube complex as well.

Remark 9.30. The previous proof is not quite explicit, because we applied general
constructions and results from previous sections, but interestingly the CAT(0) cube
complex we obtain can be constructed directly as follows. Let G,H be two groups
acting on two CAT(0) cube complexes Y,X respectively. Suppose that X contains a
vertex x0 with trivial stabiliser, and set Ω = H · x0. Define W as the graph whose
vertices are the pairs (C,ϕ), where C ∈ FS(X) is a subcomplex of X and ϕ : Ω→ Y (0)

a map with finite support; and whose edges link two pairs (C1, ϕ1) and (C2, ϕ2) if either
C1 = C2 and ϕ1, ϕ2 differ on a single point p ∈ Ω∩C1 in such a way that ϕ1(p) and ϕ2(p)
are two adjacent vertices of Y , or C1, C2 are adjacent in FS(X) and ϕ1 = ϕ2. Then W
is the median graph (or equivalently, the CAT(0) cube complex) which is constructed
in the proof of Corollary 9.29. We make this construction explicit in [Gen17b].

Remark 9.31. It also follows from Theorem 9.28 that, if G is a (discrete) a-T-menable
group and H a group acting properly discontinuously on some CAT(0) cube complex,
then the wreath product G oH is a-T-menable. However, a much more general conclu-
sion already holds according to [CSV12], since it is proved there that a-T-menability
is stable under any wreath products. (This generalises our previous observation be-
cause, according to [NR97], a group acting properly discontinuously on some CAT(0)
cube complex is necessarily a-T-menable.) In fact, by modifying the construction of the
graph of wreaths, it is possible to construct a median space when starting from two me-
dian spaces instead of CAT(0) cube complexes, which allows to reprove that the wreath
product of two (discrete) a-T-menable groups is a-T-menable thanks to [CDH10]. See
[Gen17b] for more details.

From now on, fix a group H acting properly discontinuously on some locally finite
CAT(0) cube complex X, the orbit Ω of some vertex x0 ∈ X which has trivial stabiliser,
and a finite group F . In the graph of wreaths W associated to the wreath product F oH,
there are two classes of hyperplanes, which are both (F o H)-invariant: those labelled
by halfspaces of X and those labelled by vertices of Ω. Let Wc denote the quasi-
median graph obtained by quasi-cubulating the space of partitions defined by W and
its collection of hyperplanes labelled by halfspaces of X (see Section 2.4 for definitions).
Roughly speaking, Wc is obtained from W by cutting along the hyperplanes labelled
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by vertices of Ω and next identifying all the fibers of a given hyperplane together; in
the context of CAT(0) cube complexes, such an operation is referred to as a restriction
quotient in [CS11]. Because all the triangles of W are dual to hyperplanes labelled by
vertices of Ω, according to Lemma 9.17, we know that the hyperplanes of Wc delimit
precisely two sectors (since so do the hyperplanes of W labelled by halfspaces of X),
so that Wc must be triangle-free. As a consequence of Corollary 2.92, it follows that
Wc is a median graph, or equivalently, a CAT(0) cube complex. This observation is
independent of the assumptions that F is finite and X locally finite. Now we claim that
the induced action of F oH on Wc is metrically proper. According to Lemma 2.62, the
distance in Wc between two wreaths (C1, ϕ1) and (C2, ϕ2) is equal to the number of
hyperplanes of W labelled by halfspaces of X which separate them, so that it follows
from the proof of Lemma 9.12 that

dWc ((C1, ϕ1), (C2, ϕ2)) = 2 ·#H
(
C1 ∪ C2 ∪ supp(ϕ−1

1 ϕ2)
)
−#H(C1)−#H(C2).

In particular, for every w = (g, ϕ) ∈ F oH,

dWc (w · ({x0}, 1), ({x0}, 1)) = 2 ·#H ({x0, gx0} ∪ supp(ϕ)) .

Therefore, if dWc (w · ({x0}, 1), ({x0}, 1)) ≤ R for some R ≥ 0, then {gx0} and supp(ϕ)
must be included into the ball B(x0, R), which is finite since X is locally finite. So there
are finitely many choices on gx0 and supp(ϕ). Because H acts properly discontinuously
on X, we deduce that there exist finitely many choices on g; and because F is finite,
we deduce that there exist finitely many choices on ϕ. Thus, we have proved that the
action of F oH on Wc is metrically proper.
The point is that Wc is smaller than the cube complex provided by Theorem 9.28, and
interestingly, it turns out to be finite-dimensional in some cases.

Lemma 9.32. The dimension of Wc is equal to the dimension of FS(X).

Proof. Suppose that Wc contains n pairwise transverse hyperplanes. According to The-
orem 2.56, W must contain n pairwise transverse hyperplanes labelled by halfspaces of
X, and the intersection of the neighborhouds of these hyperplanes must contain a prism
P of cubical dimension n according to Proposition 2.73. Because the edges of P are
labelled by halfspaces of X, necessarily P must be contained into some leaf W(ϕ). But
W(ϕ) is isomorphic to FS(X) according to Lemma 9.16. This proves the inequality

dimWc ≤ dimFS(X).

The reverse inequality is clear because the leaves of W isometrically embed into Wc as
no hyperplane of W labelled by a vertex of Ω intersects a leaf.

For instance, Wc is finite-dimensional if X = Rn for some n ≥ 1. Indeed, because a non
empty finite convex subcomplex of Rn is a rectangular cuboid, an element of FS(Rn) is
determined by 2n integers (x1, y1, . . . , xn, yn) satisfying xi ≤ yi for every 1 ≤ i ≤ n. As
a consequence, FS(Rn) is the subcomplex of R2n generated by the vertices

{(x1, y1, . . . , xn, yn) | xi ≤ yi for 1 ≤ i ≤ n}.

It follows from the previous lemma that dimWc = 2n. Thus, we have proved:

Proposition 9.33. For every interger n ≥ 1 and every finite group F , the wreath
product F o Zn acts metrically properly on a CAT(0) cube complex of dimension 2n.

Since a finite-dimensional CAT(0) cube complex has `2-compression one [CN05a], it
would be interesting to know how much the orbit is distorded in this action. This is the
purpose of the following lemma.
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Lemma 9.34. For its action on Wc, the wreath product F o Zn has an orbit with com-
pression at least 1/(2n− 1).

Proof. Our basepoint is w0 = ({x0}, 1) where x0 = 0. Fix some non trivial element
(g, ϕ) ∈ F o Zn. As a finite generating set of F o Zn, we consider the union F with the
standard generating set of Zn. With respect to the associated word metric,

dF oZn((g, ϕ), 1) = TS(x0, supp(ϕ), gx0) + #supp(ϕ),

where TS(x, F, y) denotes the length of a shortest path in Zn starting from x, ending
at y, and passing through each point of F , where x, y ∈ Zn are vertices and F ⊂ Zn a
finite collection of vertices. First of all, notice that

#supp(ϕ) ≤ TS(x0, supp(ϕ), g · x0) + 1.

Indeed, by indexing supp(ϕ) suitably, say as {f1, . . . , fr}, one has

TS(x0, supp(ϕ), g · x0) = d(x0, f1) +
r−1∑
i=1

d(fi, fi+1) + d(fr, g · x0)

≥
r−1∑
i=1

d(fi, fi+1) ≥ r − 1 = #supp(ϕ)− 1

Next, Lemma 9.50 will show later (and independently of our lemma) that, for every
α < n/(2n− 1), there exists some constant C > 0 such that the inequality

2 ·#H(F ∪ {x, y}) + #F ≥ C · TS(x, F, y)α

holds for every x, y ∈ Zn and for every finite subset F ⊂ Zn. Therefore, fixing some
α < n/(2n− 1), there exists a constant C > 0, depending only on n and α, such that

dF oZn((g, ϕ), 1) = TS(x0, supp(ϕ), g · x0) + #supp(ϕ)

≤ 2 · TS(x0, supp(ϕ), g · x0) + 1

≤ C · (#H(supp(ϕ) ∪ {x0, g · x0}) + #supp(ϕ))1/α + 1

Now, notice that, for every rectangular cuboid R of Zn, the inequality V ≤ Hn holds,
where V and H denote respectively the numbers of vertices and hyperplanes of R.
Consequently,

#supp(ϕ) ≤ #H(supp(ϕ))n ≤ #H(supp(ϕ) ∪ {x0, g · x0})n,

which implies that

dF oZn((g, ϕ), 1) ≤ 21/α · C ·#H(supp(ϕ) ∪ {x0, g · x0})n/α + 1

≤ 21/α · C · dWc((g, ϕ) · w0, w0)n/α + 1

≤
(
1 + 21/αC

)
· dWc((g, ϕ) · w0, w0)n/α

This proves our lemma.

As a consequence, we are able to reprove a particular case of [Tes11, Corollary 1.2]:

Corollary 9.35. For every finite group F , α2 (F o Z) = 1.
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Notice that the lower bound α2
(
F o Z2) ≥ 1/3 we find is not optimal, since it is proved

in [NP08, Remark 3.4] that α2(F o Z2) = 1/2.

Finally, we conclude with a last consequence of our construction.

Proposition 9.36. For every finite group F , the wreath product F oZ quasi-isometrically
embeds into a product of two simplicial trees.

Proof. According to Lemma 9.34, F o Z quasi-isometrically embeds into the CAT(0)
cube complex Wc, so it is sufficient to embed isometrically Wc into a product of two
simplicial trees. According to Theorem 2.56, the hyperplanes of Wc are in bijection with
the hyperplanes of W which are labelled by halfspaces of X. Passing through such a
hyperplane in W corresponds to translating one side of the segment representing the
first coordinate of a wreath; if this translation is made on the left-side (resp. right-side)
of the segment, we say that the associated hyperplane is left (resp. right). Let Tl (resp.
Tr) denote the CAT(0) cube complex obtained by cubulating Wc (or equivalently W)
with respect to the collection of left hyperplanes (resp. right hyperplanes). By noticing
thanks to the description of the squares of W provided by Lemma 9.21 that two left
hyperplanes, or two right hyperplanes, cannot be transverse, we deduce that Tl and Tr
are trees. From the canonical maps ηl : Wc → Tl and ηr : Wc → Tr, sending a vertex
to the principal orientation it defines, we get a map η = ηl × ηr : Wc → Tl × Tr. If,
for every vertices x, y ∈Wc, we denote by hl (resp. hr) the number of left hyperplanes
(resp. right hyperplanes) separating x and y, we have

dTl×Tr(η(x), η(y)) = dTl(ηl(x), ηl(y)) + dTr(ηr(x), ηr(y))

= hl(x, y) + hr(x, y) = dWc(x, y)

where we used Lemma 2.62 to determine the distances in Tl and Tr. This concludes the
proof.

9.4 Equivariant `p-compression

Fix two groups G and H with two finite generating sets, and suppose that H acts
on a CAT(0) cube complex X with a vertex x0 of trivial stabiliser. Let W be the
graph of wreaths associated to Ω = H · x0; notice that G oΩ H = G o H. In this
section, we want to apply Proposition 5.37 to study the equivariant `p-compression of
the wreath product G oH. The first step is to choose a convenient system of metrics on
the graph of wreaths W. Let Q be a clique of W. If Q is labelled by a halfspace, set

δQ : (x, y) 7→
{

1 if x 6= y
0 otherwise . Otherwise, if Q is labelled by some point p ∈ Ω, we set

δQ ((C,ϕ), (C, φ)) = dG (ϕ(p), ψ(p)) for every (C,ϕ), (C, φ) ∈ Q.

We claim that this system of metrics is coherent and invariant. First, let Q be a clique
of W, x, y ∈ Q two vertices and w = (k, ψ) ∈ G oH. If Q is labelled by a halfspace, it is
clear that δwQ(w · x,w · y) = δQ(x, y) because δQ and δwQ are two discrete metrics. So
suppose that Q is labelled by some point p ∈ Ω. Notice that wQ is labelled by kp ∈ Ω.
Writting x = (C,ϕ) and y = (C,ψ), we have

δwQ(w · x,w · y) = δwQ
(
(kC, ψ(·)ϕ(k−1·)), (kC, ψ(·)φ(k−1·))

)
= dG (ψ(kp)ϕ(p), ψ(kp)φ(p)) = dG (ϕ(p), ψ(p)) = δQ(x, y)

Therefore, our system is (G o H)-invariant. Next, let Q1 and Q2 be two cliques of W
dual to the same hyperplane J and x, y ∈ Q1 two vertices. For short, let t denote the
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canonical bijection tQ1→Q2 : Q1 → Q2. If J is labelled by some halfspace of X, then
clearly δQ2(t(x), t(y)) = δQ1(x, y) since δQ1 and δQ2 are two discrete metrics. So suppose
that J is labelled by some p ∈ Ω. As a consequence, there exist two subcomplexes
C1, C2 ∈ FS(X) containing p and two maps ϕ1, ϕ2 ∈ G(Ω) such that

Q1 =
{

(C1, τ
g
pϕ1) | g ∈ G

}
and Q2 =

{
(C2, τ

g
pϕ2) | g ∈ G

}
.

Write x = (C1, τ
g
pϕ1) and y = (C1, τ

h
p ϕ1) where g, h ∈ G. According to Proposition 9.22,

x and (C2, τ
g
pϕ2) ∈ Q2 belong to the same fiber of J , hence t(x) = (C2, τ

g
pϕ2); similarly,

t(y) = (C2, τ
h
p ϕ2). Thus,

δQ2(t(x), t(y)) = dG(g, h) = δQ1(x, y).

Therefore, our system is also coherent, concluding the proof of our claim.

Let δ be the global metric associated to our system of metrics. According to Remark
5.42 (where our basepoint is ({x0}, 1)), Proposition 5.37 applies to (W, δ). However, the
canonical orbit map G oH → (W, δ), which is associated to the basepoint ({x0}, 1), may
not be a quasi-isometric embedding, so we need to study its compression. This is done
by Proposition 9.40 below. By combining this result with Proposition 5.37, we get the
following statement, which is the main result of this section:

Theorem 9.37. Let G,H be two groups. Suppose that H acts on a CAT(0) cube
complex X with an orbit map which as compression α. Then

α∗p(G oH) ≥ α · TS(X) ·min
(1
p
, α∗p(G)

)
.

The constant TS(X) used in this statement is defined as follows:

Definition 9.38. Let X be a CAT(0) cube complex, x, y ∈ X two vertices and F ⊂ X a
finite collection of vertices. We denote by TS(x, F, y) the length of the shortest path in
X starting from x, ending at y, and passing through each vertex of F ; and by TC(x, F, y)
twice the number of hyperplanes of the convex hull of F∪{x, y}. The travelling salesman
constant of X, denoted by TS(X), is the supremum of the α’s such that there exists
some constant C > 0 for which the inequality

TC(x, F, y) + #F ≥ C · TS(x, F, y)α

holds for every vertices x, y ∈ X and every finite collection of vertices F ⊂ X.

Remark 9.39. The quantity TC(x, F, y) is linked to a kind of travelling salesman
problem in FS(X). Indeed, TC(x, F, y) turns out to be also the length of the shortest
path

C1 = {x}, C2, . . . , Cn−1, Cn = {y}

in the graph of finite subcomplexes FS(X) such that, for every z ∈ F , there exists some
1 ≤ i ≤ n− 1 satisfying z ∈ Ci.

The following proposition is the main technical result of this section. In its statement,
we endow G oH with the generating set which is the union of the two finite generating
sets of G and H that we fixed at the beginning of the section. Notice that the word
metric associated to this generating set is

dGoH((g, ϕ), (h, ψ)) = TSH(g, supp(ϕ−1ψ), h) +
∑

k∈supp(ϕ−1ψ)
dG(ϕ(k), ψ(k)),

where TSH(g, F, h) denotes the length of the shortest path in the Cayley graph of H
starting from g, ending at h, and passing through each point of F .
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Proposition 9.40. Suppose that there exist a vertex x0 ∈ X and some constants
C1, C2 > 0, and α ∈ (0, 1] such that

C1 · dH(h1, h2)α ≤ dX(h1x0, h2x0) ≤ C2 · dH(h1, h2)

for every h1, h2 ∈ H. Suppose that there exist some constants C3 > 0 and β ∈ (0, 1]
such that

TC(x, F, y) + #F ≥ C3 · TS(x, F, y)β

for every x, y ∈ X and every finite collection of vertices F ⊂ X. Without loss of
generality, we assume that C1, C3 ≤ 1 and C2 ≥ 1/2. The inequalities

min
(
C1, (C1/3)βC3

)
· (dGoH)αβ ≤ δ ≤ 2C2 · dGoH

hold. In particular, the compression of the canonical orbit map G o H → (W, δ) has
compression at least α · TS(X).

From now on, we identify Ω with H (via the map h 7→ h · x0), so that the support
supp(ϕ) of any map ϕ ∈ G(Ω) will be thought of either as a subset of Ω or as a subset
of H. We begin by showing an explicit formula for our global metric δ.

Lemma 9.41. For every (h, ϕ) ∈ G oH,

δ (({x0}, 1), ({hx0}, ϕ)) = TC(x0, supp(ϕ), hx0) +
∑

p∈supp(ϕ)
lgG(ϕ(p)),

where lgG denotes the word length associated to the finite generating set of G we fixed.

Proof. Let C1, . . . , Cn be a geodesic in FS(X) from {x0} to the convex hull Q of
supp(ϕ) ∪ {x0, hx0}, and D1, . . . , Dm a geodesic in FS(X) from Q to {hx0}. Write
supp(ϕ) = {p1, . . . , pr}, and define a sequence of maps ϕ0, . . . , ϕr ∈ G(Ω) by induction
in the following way: ϕ0 = 1 and ϕi+1 = τ

ϕ(pi+1)
pi+1 ϕi for every 0 ≤ i ≤ r − 1. We claim

that the path γ in W defined as

(C1, 1), . . . , ((Cn, 1) = (Q,ϕ0)) , . . . , ((Q,ϕr) = (D1, ϕ)) , . . . , (Dm, ϕ)

turns out to be a geodesic in W from ({x0}, 1) to ({hx0}, ϕ). Indeed, we deduce from
Fact 9.1 and Lemma 9.12 that

length(γ) = dFS(X)({x0}, Q) + dFS(X)(Q, {hx0}) + #supp(ϕ)

= 2 ·#H(Q) + #supp(ϕ) = dW (({x0}, 1), ({hx0}, ϕ))

Notice that, for every 1 ≤ i ≤ n − 1, the wreaths (Ci, 1) and (Ci+1, 1) belong to a
common clique in which they are at distance one appart with respect to the local metric
of this clique; similarly, for every 1 ≤ i ≤ m − 1, the wreaths (Di, ϕ) and (Di+1, ϕ)
belong to a common clique in which they are at distance one appart with respect to the
local metric of this clique. (This is because any clique labelled by a halfspace of X is
endowed with a discrete metric.) Finally, for every 0 ≤ i ≤ r − 1, the wreaths (Q,ϕi)
and (Q,ϕi+1) belong to a common clique labelled by pi+1 in which they are at distance
dG(ϕi(pi+1), ϕi+1(pi+1)) = lgG(ϕ(pi+1)) appart with respect to the local metric of this
clique. Thus,

δ (({x0}, 1), ({hx0}, ϕ)) = 2 ·#H(Q) +
∑

p∈supp(ϕ)
lgG(ϕ(p)),

concluding the proof of our lemma.
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Proof of Proposition 9.40. Recall that if for every g, h ∈ H and every finite set F ⊂ H
we denote by TSH(g, F, h) the length of the shortest path in the Cayley graph of H
starting from g, ending at h, and passing through each point of F , then the word metric
associated to our finite generating set of G oH is

dGoH ((g, ϕ), (h, ψ)) = TSH(g, supp(ϕ−1ψ), h) +
∑

k∈supp(ϕ−1ψ)
dG (ϕ(k), ψ(k))

for every (g, ϕ), (h, ψ) ∈ G oH. To avoid any ambiguity, we also denote TS by TSX .
Let (h, ϕ) ∈ G o H. Suppose that (h, ϕ) ∈ G. This amounts to say that h = 1 and
supp(ϕ) = {1}. By applying Lemma 9.41, we find that

δ(1, ({hx0}, ϕ)) = TC(x0, supp(ϕ), hx0) +
∑

p∈supp(ϕ)
lgG(ϕ(p))

= lgG(ϕ(1)) = dGoH(1, (h, ϕ))

Because 2C2 ≥ 1 and (C1/3)βC3 ≤ 1, it follows that the inequalities claimed in our
proposition hold. Next, suppose that (h, ϕ) ∈ H. This amounts to say that supp(ϕ) is
empty. We have

δ(1, ({hx0}, ϕ)) = TC(x0, supp(ϕ), hx0) +
∑

p∈supp(ϕ)
lgG(ϕ(p))

= 2 · dX(x0, hx0)

On the other hand, dGoH(1, (h, ϕ)) = dH(1, h). Therefore,

δ(1, ({hx0}, ϕ)) ≤ 2C2 · dH(1, h) = 2C2 · dGoH(1, (h, ϕ))

and

δ(1, ({hx0}, ϕ)) ≥ C1 · dH(1, h)α = C1 · dGoH(1, (h, ϕ))α ≥ C1 · dGoH(1, (h, ϕ))αβ.

Thus, the inequalities claimed in our proposition hold.
From now on, suppose that (h, ϕ) belongs neither to G nor to H. In particular, this
implies that supp(ϕ) is non empty, so that we are able to index supp(ϕ) as {h1, . . . , hr}
so that

TSH(1, supp(ϕ), h) = dH(1, h1) +
r−1∑
i=1

dH(hi, hi+1) + dH(hr, h).

Notice that, necessarily,

TSX(x0, supp(ϕ), hx0) ≤ dX(x0, h1x0) +
r−1∑
i=1

dX(hix0, hi+1x0) + dX(hrx0, hx0).

Therefore, thanks to Lemma 9.41 and to Claim 9.43 proved below, we find that

δ(1, ({hx0}, ϕ)) = TC(x0, supp(ϕ), hx0) +
∑

p∈supp(ϕ)
lgG(ϕ(p))

≤ 2 · TSX(x0, supp(ϕ), hx0) +
∑

p∈supp(ϕ)
lgG(ϕ(p))

≤ 2C2 ·
(
dH(1, h1) +

r−1∑
i=1

dH(hi, hi+1) + dH(hi, h)
)

+
∑

p∈supp(ϕ)
lgG(ϕ(p))

≤ 2C2 · dGoH(1, (h, ϕ))
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This proves the second inequality of our proposition. In order to prove the first inequal-
ity, we begin with the following observation:

Fact 9.42. For every x, y ∈ X and every finite collection of vertices F ⊂ X, the
inequality

TC(x, F, y) + #F ≥ 3−βC3 (TS(x, F, y) + #F )β

holds unless x = y and F = {x}.

First of all, notice that TS(x, F, y) ≥ 1
2#F . If #F = 0, there is nothing to prove. If

#F = 1, the inequality also holds because our assumption implies that TC(x, F, y) 6= 0.
Now, suppose that #F ≥ 2. Number the elements of F as {f1, . . . , fn} so that

TS(x, F, y) = d(x, f1) +
n−1∑
i=1

d(fi, fi+1) + d(fn, y).

This equality implies that TS(x, F, y) ≥ n− 1 = #F − 1 ≥ 1
2#F . As a consequence,

(TS(x, F, y) + #F )β ≤ 3βTS(x, F, y)β ≤ 3β

C3
(TC(x, F, y) + #F ) ,

which proves our fact.

Notice that, because (h, ϕ) does not belong to G, the equality supp(ϕ) = {1 = h} does
not hold, so that the previous fact apply. We write

δ(1, ({hx0}, ϕ)) = TC(x0, supp(ϕ), hx0) +
∑

p∈supp(ϕ)
lgG(ϕ(p))

= TC(x0, supp(ϕ), hx0) + #supp(ϕ) +
∑

p∈supp(ϕ)
(lgG(ϕ(p))− 1)

≥ 3−βC3 · (TSX(x0, supp(ϕ), hx0) + #supp(ϕ))β +
∑

p∈supp(ϕ)
(lgG(ϕ(p))− 1)

≥ 3−βC3 ·

(TSX(x0, supp(ϕ), hx0) + #supp(ϕ))β +
∑

p∈supp(ϕ)
(lgG(ϕ(p))− 1)β



≥ 3−βC3 ·

TSX(x0, supp(ϕ), hx0) + #supp(ϕ) +
∑

p∈supp(ϕ)
(lgG(ϕ(p))− 1)

β

≥ 3−βC3 ·

TSX(x0, supp(ϕ), hx0) +
∑

p∈supp(ϕ)
lgG(ϕ(p))

β

≥ 3−βC3 · η(1, (h, ϕ))β

where η(1, (h, ϕ)) denotes TSX(x0, supp(ϕ), hx0)+
∑

p∈supp(ϕ)
lgG(ϕ(p)). Now, index supp(ϕ)

as {h1, . . . , hr} so that

TSX(x0, supp(ϕ), hx0) = dX(x0, h1x0) +
r−1∑
i=1

dX(hix0, hi+1x0) + dX(hrx0, hx0).
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Notice that, necessarily,

TSH(1, supp(ϕ), h) ≤ dH(1, h1) +
r−1∑
i=1

dH(hi, hi+1) + d(hr, h).

Therefore,

TSX(x0, supp(ϕ), hx0) ≥ C1 ·
(
dH(1, h1)α +

r−1∑
i=1

dH(hi, hi+1)α + d(hr, h)α
)

≥ C1 ·
(
dH(1, h1) +

r−1∑
i=1

dH(hi, hi+1) + d(hr, h)
)α

≥ C1 · TSH(1, supp(ϕ), h)α

We conclude that

η(1, (h, ϕ)) = TSX(x0, supp(ϕ), hx0) +
∑

p∈supp(ϕ)
lgG(ϕ(p))

≥ C1 · TSH(x0, supp(ϕ), hx0)α +
∑

p∈supp(ϕ)
lgG(ϕ(p))

≥ C1 ·

TSH(x0, supp(ϕ), hx0)α +
∑

p∈supp(ϕ)
lgG(ϕ(p))α



≥ C1 ·

TSH(x0, supp(ϕ), hx0) +
∑

p∈supp(ϕ)
lgG(ϕ(p))

α

≥ C1 · (dGoH(1, (h, ϕ)))α

Thus,

δ(1, ({hx0}, ϕ)) ≥ 3−βC3 · η(1, (h, ϕ))β ≥ (C1/3)βC3 · dGoH(1, (h, ϕ))αβ,

concluding the proof.

Claim 9.43. For every x, y ∈ X and every finite collection of vertices F ⊂ X,

TC(x, F, y) ≤ 2 · TSX(x, F, y).

Proof. Choose a path γ in X starting from x, ending at y, and passing through each
vertex of F . If J is a hyperplane of the convex hull of F ∪ {x, y}, then J must separate
two vertices of F ∪ {x, y}. Because γ passes through these two vertices, we deduce that
J intersects γ. Therefore, the length of γ is at least the number of hyperplanes of the
convex hull of F ∪ {x, y}.

In order to apply Theorem 9.37, we need to determine the constant TS(X) of the CAT(0)
cube complex X on which H acts. This raises natural questions: how to compute
TS(X)? what are the possible values of TS(X)? is there a link between TS(X) and
the geometry of X? The first thing we can say is that this constant necessarily belongs
to the interval [1/2, 1]. Below, we will see that the values 1/2 and 1 can be attained, so
this interval is the smallest possible.
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Lemma 9.44. For any unbounded CAT(0) cube complex X, TS(X) belongs to [1/2, 1].

Proof. Let x, y ∈ X be two vertices and F ⊂ X a finite collection of vertices. If
F = {f1, . . . , fr}, then

TS(x, F, y) ≤ d(x, f1) +
r−1∑
i=1

d(fi, fi+1) + d(fr, y) ≤ (r + 1) · diam(F ∪ {x, y})

≤ 2r ·#H(F ∪ {x, y}) = #F · TC(x, F, y)

≤ (TC(x, F, y) + #F )2

Therefore, TS(X) ≥ 1/2. On the other hand, a path starting from x, ending at y, and
passing through each point of F , must intersect any hyperplane separating two vertices
of F ∪ {x, y}, hence TS(x, F, y) ≥ TC(x, F, y)/2. Now, because X is unbounded, we
can choose F = ∅ and x, y at distance n appart for some n arbitrarily large; if so, notice
that TC(x, F, y) = 2n. Thus, if

TC(x, F, y) + #F ≥ C · TS(x, F, y)α

for some α,C > 0, then 2n ≥ C
2α · n

α. Since this inequality must hold for every n ≥ 1,
we deduce that α ≤ 1. A fortiori, TS(X) ≤ 1.

In view of the lower bound given by Theorem 9.37, we are interested in understanding
when TS(X) is as large as possible, ie., when TS(X) = 1. This is the purpose of our
next proposition.

Proposition 9.45. Let X be a uniformly locally finite CAT(0) cube complex. The
equality TS(X) = 1 holds if and only if X is hyperbolic.

The computation of our constant for hyperbolic CAT(0) cube complexes is essentially
a consequence of the following lemma. The proof was written jointly with Jérémie
Chalopin and Victor Chepoï.

Lemma 9.46. Let X be a finite δ-hyperbolic CAT(0) cube complex in which each vertex
has at most N neighbors. Then

#V (X) ≤ N2δ·(1+2·Ram(2δ+1)) ·#H(X) + 1,

where V (X) and H(X) denote the set of the vertices and hyperplanes of X respectively,
and Ram(·) the Ramsey number.

Proof. First of all, recall some terminology from [Gen16b]. A facing triple is the data
of three hyperplanes such that none separates the other two. A join of hyperplanes
(H,V) is the data of two collections of hyperplanes which do not contain facing triples
such that any hyperplane of H is transverse to any hyperplane of V. Such a join
is D-thin if min (#H,#V) ≤ D. According to the proof of [Gen16b, Theorem 3.3],
it follows from the δ-hyperbolicity of X that any join of hyperplanes of X must be
Ram (max (δ, dim(X)) + 1)-thin. On the other hand, because an 2n-cube contains a
triangle which is not (n + 1)-thin, we deduce that dim(X) ≤ 2δ. Therefore, setting
D = Ram(2δ+ 1), the join of hyperplanes of X are all D-thin. In this proof, we will be
also interested in the distance d∞ on the vertices of X, which is the metric associated to
the graph obtained from X(1) by adding an edge between any two vertices which belong
to a common cube. Alternatively, the d∞-distance between two vertices x, y ∈ X is the
cardinality of a maximal collection of pairwise disjoint hyperplanes separating x and y.
Now, fix a basepoint x0 ∈ X. For every hyperplane J of X, denote by P (J) the set
of the vertices of N(J) minimizing the d∞-distance to x0. We begin by proving two
preliminary facts.
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Fact 9.47. For every hyperplane J , P (J) is included into a ball of radius 2dD.

Let z ∈ N(J) denote the projection of x0 onto N(J). Let H1, . . . ,Hs be a maximal
collection of pairwise disjoint hyperplanes separating x0 and z, ie., s = d∞(x0, z). Say
that Hi separates Hi−1 and Hi+1 for every 2 ≤ i ≤ s− 1, and that H1 separates Hs and
z. Since any hyperplane separating x0 and z must separate x0 from N(J), we know that
H1, . . . ,Hs separate x0 and N(J). Let y ∈ P (J) be an arbitrary vertex and V a maximal
collection of pairwise disjoint hyperplanes separating z and y, ie., #V = d∞(z, y). Notice
that H1, . . . ,Hs separate x0 and y because z belongs to the interval between x0 and y.
Set V = V1 t V2 where V1 is the set of the hyperplanes of V which are transverse to
HD+1 and V2 its complementary in V. By noticing that {H1, . . . ,HD+1} and V1 define
a join of hyperplanes, we deduce that #V1 ≤ D. On the other hand, since y minimizes
the d∞-distance to x0 in N(J), necessarily

s = d∞(x0, z) ≥ d∞(x0, y),

and because V2t{HD+1, . . . ,Hs} is collection of pairwise disjoint hyperplanes separating
x0 and y, necessarily

d∞(x0, y) ≥ s−D + #V2,

hence #V2 ≤ D. Finally, we conclude that

d(y, z) ≤ d · d∞(y, z) = d · (#V1 + #V2) ≤ 2dD.

Thus, we have proved that P (J) is included into the ball of radius 2dD centered at z.

Fact 9.48. Let J be a hyperplane separating two adjacent vertices y, z ∈ N(J) which
satisfy d∞(x0, z) = d∞(x0, y) + 1. Then y ∈ P (J).

Let J1, . . . , Jr be a maximal collection of pairwise disjoint hyperplanes separating x0
and z, ie., r = d∞(x0, z). Since d∞(x0, y) < d∞(x0, z), necessarily Jr separates y and
z, ie., Jr = J . As a consequence, the hyperplanes J1, . . . , Jr−1 must separate x0 from
N(J), so that

d∞(x0, w) ≥ r − 1 = d∞(x0, y)

for every w ∈ N(J). Equivalently, y minimizes the d∞-distance to x0 in N(J), ie.,
y ∈ P (J).

Now, we are ready to prove our lemma. Set the following collection of edges:

E = {(x, y) ∈ E(X) | d∞(x0, y) = d∞(x0, x) + 1}.

If (x, y) ∈ E , we refer to y as the top endpoint of (x, y). If (x, y), (a, b) ∈ E are two
edges dual to the same hyperplane J , we deduce from Fact 9.48 that a, x ∈ P (J). On
the other hand, if we denote by B(k) the maximal cardinality of a ball of radius k in
X, we know that the cardinality of P (J) is at most B(2dD) according to Fact 9.47, so
J intersects at most B(1)B(2dD) edges of E . We deduce that

#E ≤ B(1)B(2dD) ·#H(X).

Now, fix a vertex x ∈ X which is different from x0. Let x0, x1, . . . , xn = x be a
geodesic between x0 and x with respect to d∞, and let J1, . . . , Jn be a maximal collection
of pairwise disjoint hyperplanes separating x0 and x = xn. Because d∞(x0, xn−1) <
d∞(x0, xn), necessarily Jn must separate xn−1 and xn. As a consequence, since xn−1
and xn belong to a common cube C, the hyperplane Jn must be dual to some edge of
C. Let a ∈ C denote the vertex of C which is adjacent to xn−1 and which is separated
from xn−1 by Jn. On the one hand,

d∞(x0, a) ≤ d∞(x0, xn−1) + d∞(xn−1, a) ≤ n− 1 + 1 = n;
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on the other hand, because J1, . . . , Jn separate x0 and a, necessarily d∞(x0, a) ≥ n.
Consequently, d∞(x0, a) = n, so (xn−1, a) ∈ E . Thus, we have proved that any vertex
of X which is different from x0 is at distance at most d− 1 from the top endpoint of an
edge of E . Therefore,

#V (X) ≤ 2B(d− 1) ·#E ≤ B(d− 1)B(1)B(2dD) ·#H(X) + 1,

which concludes the proof because B(k) ≤ Nk for every k ≥ 0.

In the previous lemma, it is clear the hyperbolicity of the cube complex is necessary. For
instance, as n tends to infinity, the number of vertices of the square complex [0, n]2 is
quadratic whereas its number of hyperplanes is linear. A uniform control on the number
of neighbors of the vertices is also required, as shown by the following example (which
was communicated to us by Victor Chepoï).

Example 9.49. Given a triangle-free simplicial graph Γ, let X(Γ) denote the graph
whose vertex set is {∅} ∪ V (Γ) ∪ E(Γ) and whose edges link an edge of E(Γ) to its
endpoints (which belong to V (Γ)) and ∅ to any vertex of V (Γ). This defines a median
graph (or, equivalently, a CAT(0) square complex). Notice that X(Γ) is 6-hyperbolic
(since it has diameter at most six), and it contains #V (Γ) + #E(Γ) + 1 vertices and
#V (Γ) hyperplanes. However, there exist triangle-free graphs whose number of edges
is superlinear in the number of vertices, for instance the bipartite complete graph Kn,n.
It is worth noticing that we have no control on the degree of the vertex ∅.

In order to prove the implication of the statement of our proposition, we need to show
that TS(R2) < 1, since a non-hyperbolic CAT(0) cube complex must contain an ar-
bitrarily large piece of R2 as an isometrically embedded subcomplex (see for instance
[CDE+, Corollary 5] or [Gen16b, Theorem 3.3]). In fact, we are able to prove more.

Lemma 9.50. For every d ≥ 1, TS
(
Rd
)

= d

2d− 1 .

Proof. The equality TS(R) = 1 is an easy exercice left to the reader. From now on,
suppose that d ≥ 2. First, consider the set

F =
{

(k1n
d−1, . . . , kdn

d−1) | 0 ≤ ki ≤ n
}
⊂ Rd

and fix two arbitrary vertices x, y ∈ F . Notice that #F = (n + 1)d and that the
convex hull of F ∪ {x, y} = F is [0, nd]d; as a consequence, TC(x, F, y) = 2dnd. By
noticing that any two vertices of F are at distance at least nd−1 appart, we deduce that
TS(x, F, y) ≥ nd−1 (#F − 1). Therefore,

ln (TS(x, F, y))
ln (TC(x, F, y) + #F ) ≥

ln
(
nd−1

(
(n+ 1)d − 1

))
ln (2dnd + (n+ 1)d) −→

n→+∞

2d− 1
d

.

On the other hand, if α ∈ (0, 1] and C > 0 are such that

C · TS(x, F, y)α ≤ TC(x, F, y) + #F,

then
ln (TS(x, F, y))

ln (TC(x, F, y) + #F ) ≤
ln (TS(x, F, y))

ln(C) + α ln (TS(x, F, y)) −→n→+∞

1
α
,

so that α ≤ d
2d−1 . Thus, we have proved that TS(Rd) ≤ d

2d−1 .

Now, let x, y ∈ Rd be two vertices and F ⊂ Rd a finite collection of vertices. The convex
hull of F ∪ {x, y} is a rectangular cuboid, which we can write, up to a translation, as
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P =
d∏
i=1

[0, ai]. Set p =
d∑
i=1

ai, and, for every 2 ≤ i ≤ d, let ci satisfy cdi ≤ ai < (ci + 1)d;

notice that ci ≤ a1/d
i ≤ p1/d. In particular, for every 2 ≤ i ≤ d, we can write ai = cdi + εi

where

εi ≤ (ci + 1)d − cdi =
d−1∑
k=0

(
d
k

)
cki ≤ (d+ 1)! · cd−1

i ≤ (d+ 1)! · pd−1.

Decomposing each [0, ai] as the union[
0, cd−1

i

]
∪
[
cd−1
i , 2cd−1

i

]
∪ · · · ∪

[
(ci − 1)cd−1

i , cdi

]
∪
[
cdi , c

d
i + εi

]
leads to a decomposition of Q =

d∏
i=2

[0, ai] as a union of
d∏
i=2

(ci + 1) ≤ (p1/d + 1)d−1

rectangular cuboids of diameter at most (d+ 1)!
d∑
i=2

cd−1
i ≤ (d+ 2)! · p(d−1)/d. Index this

collection of cuboids as Q1, . . . , Qr in such a way that 0 belongs to Q1 and that, for every
1 ≤ i ≤ r − 1, Qi and Qi+1 are adjacent. As a consequence, we get a decomposition of
P as the union of the cuboids Pi = [0, a1] ×Qi, 1 ≤ i ≤ r. For every 1 ≤ i ≤ r, let Ni

denote the number of points of F which lie in Pi, and for convenience set N =
r∑
i=1

Ni,
which is the cardinality of #F .

Next, we construct a path γ = γ0 ∪ γ1 ∪ · · · ∪ γr ∪ γr+1 in P in the following way:

• γ0 is a geodesic from x to 0.

• Fix some 1 ≤ i ≤ r, and suppose that γi−1 is defined. Index the Ni points of F ∩Pi
as (x1, y1), . . . , (xNi , yNi) in such a way that the sequence (xi) is non decreasing,
and let γi be a concatenation of geodesics starting from the endpoint of γi−1,
passing through (x1, y1), next through (x2, y2), and so on until (xNi , yNi), and
finally following a geodesic to Pi ∩ Pi+1 ∩ {0} ×Q (if i = r, do not add this final
segment).

• γr+1 is a geodesic from the endpoint of γr to y.

The lengths of γ0 and γr+1 are at most diam(P ) = p, and the length of each γi is at
most

Ni∑
k=1

(xk+1 − xk) +
Ni∑
k=1
|yk+1 − yk|+ 2a1 ≤ 3a1 +Ni · (d+ 2)! · p(d−1)/d

Therefore, the length of γ is at most

2p+ 3ra1 +N · (d+ 2)! · p(d−1)/d ≤ 2p+ 3p · (p1/d + 1)d−1 +N · (d+ 2)! · p(d−1)/d

≤ 2p+ d! · p(2d−1)/d +N · (d+ 2)! · p(d−1)/d

Because γ starts from x, ends at y, and passes through each point of F , we deduce that

TS(x, F, y) ≤ (d+ 1)! · p(2d−1)/d +N · (d+ 2)! · p(d−1)/d.

On the other hand, TC(x, F, y) = 2p, so we conclude thanks to Claim 9.51 below that
there exists some constant C > 0 such that

TS(x, F, y)d ≤ C · (TC(x, F, y) + #F )2d−1.

Thus, we have proved that TS(Rd) ≥ d
2d−1 .
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Claim 9.51. For every d ≥ 1 and A,B, p,N ≥ 0, there exists some C > 0 such that(
Ap(2d−1)/d +B ·N · p(d−1)/d

)d
≤ C · (2p+N)2d−1 .

First, notice that

(
Ap(2d−1)/d +B ·N · p(d−1)/d

)d
=

d∑
k=0

(
d
k

)
BkNkAd−kp2d−1−k.

If C = (AB)d · d!, a fortiori(
d
k

)
BkAd−k ≤ C ≤ C · 22d−1−k

(
2d− 1
k

)

for every 0 ≤ k ≤ d, hence

(
Ap(2d−1)/d +B ·N · p(d−1)/d

)d
≤ C ·

d∑
k=0

(
2d− 1
k

)
Nk(2p)2d−1−k

≤ C ·
2d−1∑
k=0

(
2d− 1
k

)
Nk(2p)2d−1−k

≤ C · (2p+N)2d−1

This proves our claim.

Corollary 9.52. For every non hyperbolic CAT(0) cube complex X, the inequality
TS(X) ≤ 2/3 holds.

Proof. If X is a non hyperbolic CAT(0) cube complex, it follows from [Gen16b, Theorem
3.3] that, for every n ≥ 1, X contains an isometrically embedded subcomplex isomorphic
to [0, n]2. Therefore, TS(X) ≤ TS(R2) = 2/3.

Corollary 9.53. For any infinite-dimensional CAT(0) cube complex X, the equality
TS(X) = 1/2 holds.

Proof. It is well-know that any finite CAT(0) cube complex isometrically embeds into
the cube [0, 1]n for some sufficiently large n ≥ 1; for instance, this is a consequence of
Lemma 2.77. Therefore, if X is an infinite-dimensional CAT(0) cube complex, then, for
every n ≥ 1, X contains an isometrically embedded subcomplex isomorphic to [0, n]n ⊂
[0, 1]n2 . Thus, TS(X) ≤ TS(Rd) for every d ≥ 1, hence TS(X) ≤ 1/2. On the other
hand, we know from Lemma 9.44 that TS(X) ≥ 1/2, hence TS(X) = 1/2 finally.

Proof of Proposition 9.45. If X is not hyperbolic, then TS(X) 6= 1 according to Corol-
lary 9.52. Conversely, if X is hyperbolic, it follows from Lemma 9.46 that there exists
some constant C > 0 such that #V (Y ) ≤ C · #H(Y ) for every convex subcomplex
Y ⊂ X. On the other hand, if x, y ∈ X are two vertices and F ⊂ X a finite collection of
vertices, then TS(x, F, y) is at most twice the number of edges of the convex hull Q of
F ∪ {x, y} (indeed, any graph contains a path visiting all its vertices and at most twice
each of its edges). Therefore,

TS(x, F, y) ≤ 2N ·#V (Q) ≤ 2CN ·#H(F ∪ {x, y}) ≤ 2CN · (#H(F ∪ {x, y}) + #F ) ,

where N denotes the maximal number of neighbors of the vertices of X. Thus, we have
proved that TS(X) = 1.
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By combining Theorem 9.37 with Proposition 9.45, we obtain the following statement,
which is our main application.

Theorem 9.54. Let H be a hyperbolic group acting geometrically on some CAT(0) cube
complex. For every finitely generated group G and every p ≥ 1,

α∗p(G oH) ≥ min
(1
p
, α∗p(G)

)
,

with equality if H is non elementary and p ∈ [1, 2].

Proof. Let H act geometrically on a CAT(0) cube complex X. According to Lemma
4.34, we can suppose without loss of generality that X contains a vertex x0 of trivial
stabiliser. Fixing some word metric on H (associated to a finite generating set), it
follows from Milnor-Švarc lemma that there exist constants A,B > 0 such that

1
A
· d(g, h)−B ≤ d(g · x0, h · x0) ≤ A · d(g, h) +B

for every g, h ∈ H. For every distinct g, h ∈ H, notice that

d(g · x0, h · x0) ≤ A · d(g, h) +B ≤ (A+B) · d(g, h),

and that

d(g, h) ≤ A · d(g · x0, h · x0) +AB ≤ A(1 +B) · d(g · x0, h · x0)

so that
1

A(1 +B) · d(g, h) ≤ d(g · x0, h · x0).

Thus, we have proved that the orbit map x0 7→ g · x0 is Lipschitz and has compression
one. Therefore, since TS(X) = 1 according to Proposition 9.45, it follows from Theorem
9.37 that

α∗p(G oH) ≥ min
(1
p
, α∗p(G)

)
.

If H is non elementary, we know that H contains a quasi-isometrically embedded free
non abelian subgroup (see for instance [Arz01]), hence α∗p(GoH) ≤ α∗p(F2) = max

(
1
2 ,

1
p

)
.

We also know that α∗p(G oH) ≤ α∗p(G), so, if p ∈ [1, 2], our previous inequality turns out
to be an equality.

Remark 9.55. An interesting consequence of the fact that the constant TS(X) of a
CAT(0) cube complex X is bounded below by a positive constant is that it is possible
to deduce non zero lower bounds for the `p-compressions of iterated wreath products.
For instance, given a finitely generated group G acting geometrically on some CAT(0)
cube complex X, set L0(G) = G and Lk+1(G) = Lk(G) o G for every k ≥ 0; and set
R0(G) = G and Rk+1(G) = G oRk for every k ≥ 0. By applying Theorem 9.37, we find
that

α∗p(Lk(G)) ≥ TS(X)k ·min
(1
p
, αp(G)

)
and that

α∗p(Rk(G)) ≥ TS(X)
2k ·min

(1
p
, α∗p(G)

)
for every k, p ≥ 1. However, if G = Z, these lower bounds are not optimal, since it was
proved in [NP08] that α∗2(Lk(Z)) =

(
2− 21−k

)−1
for every k ≥ 1; and in [Li10] that

α∗2(Rk(Z)) ≥ 1/2k for every k ≥ 1. (Notice however that we recover the lower bound
in the latter case for k = 2.) On the other hand, if G is any cubulable non elementary

190



hyperbolic group, for instance G = Fn where n ≥ 2, we deduce from Theorem 9.54 the
equality α∗p(Lk(G)) = α∗p(G) for every k ≥ 1 and p ∈ [1, 2], so in this situation we know
that the previous lower bound is optimal. But we do not know whether our inequality

α∗p(Rk(Fn)) ≥ 1
p · 2k , n ≥ 2, k, p ≥ 1

is sharp or not.

10 Application to diagram products

10.1 Diagram products

Diagram products were introduced by Guba and Sapir in [GS99] as fundamental groups
of 2-complexes of groups (see Corollary 10.11). We use a different point of view in
this section, defining diagram products in a similar way as diagram groups, in terms of
semigroup diagrams. Our definitions are slightly different from the definitions used in
[GS97]. Nevertheless, most of the arguments of the first sections of [GS97] still hold in
our context without any modification, allowing us to refer to them in the sequel.

Let P = 〈Σ | R〉 be a semigroup presentation. We suppose that, for any relation u = v
of R, the relation v = u does not belong to R; in particular, R contains no relation of
the form u = u. Let G = {Gs | s ∈ Σ} be a collection of groups, indexed by our alphabet
Σ. For convenience, set Σ(G) =

⋃
s∈Σ
{s} ×Gs.

Given P and G, a semigroup diagram (or a diagram, for short) is a finite connected
planar graph ∆ whose edges are oriented and labelled by the alphabet Σ(G), satisfying
the following properties:

• ∆ has exactly one vertex-source ι (which has no incoming edges) and exactly one
vertex-sink τ (which has no outgoing edges);

• the boundary of each cell has the form pq−1, where p, q are two positive paths
respectively labelled by (a1, g1) · · · (an, gn) and (b1, h1) · · · (bm, hm), such that the
relation a1 · · · an = b1 · · · bm belongs to R;

• every vertex belongs to a positive path connecting ι and τ ;

• every positive path in ∆ is simple.

In particular, ∆ is bounded by two positive paths: the top path, denoted by top(∆), and
the bottom path, denoted by bot(∆). By extension, we also define top(Γ) and bot(Γ)
for every subdiagram Γ of ∆. In the following, the notations top(·) and bot(·) will
refer to either the paths or their labels. Also, a (u, v)-cell (resp. a (u, v)-diagram) will
refer to a cell (resp. a semigroup diagram) whose top path is labelled by u and whose
bottom path is labelled by v. Finally, we define top−(·) and bot−(·) as the images of
top(·) and bot(·), respectively, under the canonical projection Σ(G)+ � Σ+ (which just
“forgets” the second letters in the alphabet Σ(G)). A semigroup diagram ∆ satisfying
top−(∆) = bot−(∆) will be said spherical.

Figure 12 gives an example of diagram ∆ with three cells, constructed from the semi-
group presentation

P = 〈a, b, c | ab = ba, ac = ca, bc = cb〉

and the groups Ga = Gb = Gc = Z2. The edges are supposed oriented from left to right,
so that the top path of our diagram is (a, 0)(b, 1)(c, 1)(a, 0)(b, 0), and its bottom path is
(b, 0)(a, 0)(a, 0)(b, 1)(c, 0). In particular, top−(∆) = abcab and bot−(∆) = baabc.
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Figure 12: Example of a semigroup diagram.

Figure 13: Two isotopic semigroup diagrams.

Since we are only interested in the combinatorics of semigroup diagrams, we will not
distinguish isotopic diagrams. For example, the two diagrams of Figure 13 will be
considered as equal, where we use the semigroup presentation

P = 〈a, b, c | ab = ba, ac = ca, bc = cb〉

and Ga = Gb = Gc = Z2.

Let ∆1,∆2 be two semigroup diagrams satisfying bot−(∆1) = top−(∆2), say bot(∆1) =
(`1, g1) · · · (`n, gn) and top(∆2) = (`1, h1) · · · (`n, hn). The concatenation ∆1 ◦ ∆2 is
defined as the semigroup diagram obtained by gluing ∆1 and ∆2 along the paths bot(∆1)
and top(∆2), which we label by (`1, g1h1) · · · (`n, gnhn). See Example 10.1.

Suppose that a diagram ∆ contains two cells π1 and π2 intersecting along bot(π1) =
top(π2) such that top−(π1) = bot−(π2) and such that the second coordinates of the
letters of the word bot(π1) = top(π2) are identities. We say that these two cells form
a dipole, which we can reduce by first removing bot(π1) = top(π2) and then identifying
the paths top(π1) = (`1, g1) · · · (`n, gn) and top(π2) = (`1, h1) · · · (`n, hn) to a single path
labelled by (`1, g1h1) · · · (`n, gnhn). A diagram is called reduced if it does not contain
dipoles. The reduced form is unique; see [GS97, Theorem 3.17]. If ∆1,∆2 are two
diagrams for which the concatenation ∆1 ◦∆2 is well-defined, let us denote by ∆1 ·∆2
the reduced form of ∆1 ◦∆2. See Example 10.1.

Example 10.1. Let P = 〈a, b, p | a = ap, b = pb〉 and Ga = Gb = Gp = Z. Figure
14 gives an example of the concatenation of two semigroup diagrams, followed by the
reduction of a dipole. Notice that the produced diagram is reduced.

If w = (`1, g1) · · · (`n, gn) ∈ Σ(G)+, we denote by ε(w) the diagram consisting in a
segment of length n labelled by w. Such diagrams are called linear. If u = `1 · · · `n ∈ Σ+,
we denote by ε(u) the diagram diagram ε(u), where u = (`1, 1) · · · (`n, 1). Such diagrams
are called trivial. A diagram is atomic if it has a single cell and the letters labelling its
edges have the form (u, 1) where u ∈ Σ. Linear and atomic diagrams will be referred to
as elementary diagrams. The following lemma is clear.
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Figure 14: A concatenation followed by a reduction.

Lemma 10.2. Any semigroup diagram is a concatenation of elementary diagrams.

In fact, this can be taken as the definition of semigroup diagrams. See the discussion
following [GS97, Lemma 3.11]. As a consequence, if we think of the set of (reduced)
diagrams as a groupoid following our next proposition, the element diagrams provide a
generating set.

Proposition 10.3. The set of reduced diagrams G(P,G), endowed with the product ·
defined above, is a groupoid.

Proof. The product ◦ is associative in the sense that, if the concatenations ∆1 ◦ ∆2
and ∆2 ◦ ∆3 are well-defined, then (∆1 ◦ ∆2) ◦ ∆3 = ∆1 ◦ (∆2 ◦ ∆3). Moreover, the
concatenation is compatible with the reduction, in the sense that, if ∆′1 and ∆′2 are
obtained respectively from ∆1 and ∆2 by reducing some dipoles and if the concatenation
∆′1◦∆′2 is well-defined, then ∆1◦∆2 is well-defined and ∆′1◦∆′2 is obtained from ∆1◦∆2
by reducing some dipoles; see [GS97, Lemma 5.1]. We deduce that the product · is
associative.

It is clear that trivial diagrams are identities. First, we define the inverse of an elemen-
tary diagram. Given u = (`1, g1) · · · (`n, gn) ∈ Σ(G)+, set u′ = (`1, g−1

1 ) · · · (`n, g−1
n ) and

w = `1 · · · `n ∈ Σ+. Then

ε(u) · ε(u′) = ε(w) = ε(u′) · ε(u),

hence ε(u)−1 = ε(u′). Next, if A is an atomic diagram, let A−1 denote the semigroup
diagram obtained from taking the mirror image of A with respect to the top path bot(A),
so that the concatenations A ◦ A−1 and A−1 ◦ A are well-defined and produce dipoles
(see Example 10.4). We have

A ·A−1 = ε(top−(A)) and A−1 ·A = ε(bot−(A)).

Therefore, elementary diagrams have inverses. Now, let ∆ be an arbitrary semigroup
diagram. According to Lemma 10.2, there exist elementary diagrams E1, . . . , En such
that ∆ = E1 ◦ · · · ◦ En. Setting ∆−1 = E−1

n ◦ · · · ◦ E−1
1 , we have

∆ ·∆−1 = ε(top−(∆)) and ∆−1 ·∆ = ε(bot−(∆)).

Thus, any semigroup diagram admits left and right inverses. This concludes the proof
of our proposition.

Example 10.4. Consider the presentation P = 〈x | x = x2〉, the group Gx = Z and
the base word x2. Figure 10.1 shows how the product ∆−1 ◦ ∆, for some diagram ∆,
reduces to the trivial diagram ε(x2) in D(P,G, x2). Notice that all the edges of ∆ are
necessarily labelled by x, so we only indicated the elements of Gx.
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Figure 15: Reduction of ∆−1 ◦∆ to ε(x2).

Definition 10.5. Let w ∈ Σ+ be a base word. The diagram product D(P,G, w) is the
vertex-group of the groupoid G(P,G) based at w. Equivalently, D(P,G, w) is the set
of diagrams ∆ satisfying top−(∆) = bot−(∆) = w, endowed with the product · defined
above.

Notice that if there exists some diagram ∆ such that top−(∆) = w and bot−(∆) =
u1 · · ·urav1 · · · vs for some letters u1, . . . , ur, v1, . . . , vs, a ∈ Σ then

g 7→ ∆ · ε((u1, 1) · · · (ur, 1)(a, g)(v1, 1) · · · (vs, 1)) ·∆−1

defines an embedding Ga ↪→ D(P,G) (which is not canonical). Otherwise, if there
does not exist such a diagram, then we can remove the letter a from the alphabet Σ, the
relations containing a from R and the groups Ga from G without modifying the diagram
product. Therefore, up to a natural simplification of P and G, we can always suppose
without loss of generality that the groups of G embed into D(P,G).

Now, we introduce a 2-complex whose fundamental groupoid is isomorphic to G(P,G).
In particular, computing its fundamental group will allow us to determine a presentation
of D(P,G, w).

Definition 10.6. The Squier complex S(P,G) is the 2-complex whose set of vertices is
Σ+, with

• an edge (a, u→ v, b) between the words aub and avb whenever u = v ∈ R;

• a loop b(g) based at w = `1 · · · `n ∈ Σ+ for every g ∈ G(w) = G`1 × · · · ×G`n ;

• a square delimited by the four vertices aubpc, avbpc, aubqc and avbqc whenever
u = v, p = q ∈ R;

• a triangle delimited by the three loops based at w labelled by g, h, gh ∈ G(w);

• a cylinder between the loops labelled by g ∈ G(a) × G(b) ≤ G(aub) and h ∈
G(a)×G(b) ≤ G(avb) following the edge (a, u→ v, b), where u = v ∈ R.

Remark 10.7. If all the groups of G are trivial, then S(P,G) coincides with the Squier
complexes associated to diagram groups in [GS97].

Theorem 10.8. G(P,G) is naturally isomorphic to the fundamental groupoid of S(P,G).
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Proof. For every edge (a, u → v, b) of S(P,G), define Φ((a, u → v, b)) as the unique
atomic diagram satisfying top−(∆) = aub and bot−(∆) = avb, whose cell corresponds
to the relation u → v; and for every loop b(g), where g = (g1, . . . , gn) ∈ G(`1 · · · `n),
define Φ(b(g)) as the linear diagram ε(w) where w = (`1, g1) · · · (`n, gn). Notice that,
for every edge e of S(P,G), top−(Φ(e)) is the initial endpoint of e and bot−(Φ(e)) its
terminal endpoint, so that it makes sense to extend Φ from the combinatorial paths of
S(P,G) to G(P,G) by e1 · · · en 7→ Φ(e1) · · ·Φ(en). Next, we know that the fundamental
groupoid γ1S(P,G) of S(P,G) is characterized by the relations

• (a, u → v, bpc)(avb, p → q, c) = (aub, p → q, c)(a, u → v, bqc) for every words
a, b, c, p, q ∈ Σ+ such that u = v, p = q ∈ R;

• b(g1)b(g2) = b(g1g2) for every word w ∈ Σ+ and elements g1, g2 ∈ G(w);

• (a, u → v, b)b(g1) = b(g2)(a, u → v, b) for every words a, b, u, v ∈ Σ+, where
u = v ∈ R, and elements g1 ∈ G(avb), g2 ∈ G(aub) representing the same element
of Ga ×Gb.

It is not difficult to verify that the images of these relations by Φ are relations in G(P,G).
Therefore, Φ defines a morphism from the fundamental groupoid γ1S(P,G) to G(P,G).

We claim that Φ turns out to be an isomorphism. Notice that if a diagram ∆ ∈ G(P,G)
decomposes as a concatenation E1 ◦ · · · ◦ En of elementary diagrams, then Φ(p) = ∆,
where p is the path defined as

top−(E1), bot−(E1) = top−(E2), . . . ,bot−(En−1) = top−(En), bot−(En).

Therefore, Φ is surjective. Finally, let p be a path such that the diagram Φ(p) contains
a dipole. Say that p is a concatenation e1 · · · er · · · er+s · · · en of edges such that Φ(er)
and Φ(er+s) define respectively the two cells π1 and π2 of our dipole. By definition,
er = (a, u→ v, b) for some a, b, u, v ∈ Σ+ and u = v ∈ R. The next edge er+1 may be of
two types. Either er+1 is a loop b(g) for some g ∈ G(avb), notice that, since the second
coordinates of the letters of bot(π1) are identifies, necessarily g ∈ G(a)×G(b) ≤ G(avb);
if so, let e′r+1 denote the loop b(g′) based at aub where g′ ∈ G(aub) represents the same
element as g in G(a) × G(b). Otherwise, the terminal vertex of er+1 is obtained from
avb by applying a relation of R to one of its subword. Since π2 is the unique cell of Φ(p)
intersecting an edge of bot(π1), necessarily this subword must be disjoint from v, say
er+1 = (a′, x → y, a′′vb) for some a′, a′′, x, y ∈ Σ+ such that x → y ∈ R and a′xa′′ = a
in Σ+. If so, let e′r+1 denote the edge (a′, x → y, a′′ub). Notice that we get a square
(a′, x → y, a′′, u → v, b). Similarly, we define e′r+i from er+i for every 1 ≤ i ≤ s − 1.
Now, replacing the subsegment er · · · er+s of p with e′r+1 · · · e′r+s−1 allows us to shorten
p without modifying its homotopy class. Thus, we have proved that the image by Φ of
a path minimizing the length in its homotopy class must be a reduced diagram. As a
consequence, any cycle in S(P,G) with trivial image in G(P,G) must be homotopically
trivial. Necessarily, Φ is injective.

If w ∈ Σ+, we denote by S(P,G, w) the connected component of S(P,G) containing w.
As an immediate consequence of Theorem 10.8, we get

Corollary 10.9. The diagram product D(P,G, w) is isomorphic to the fundamental
group of S(P,G, w).

Corollary 10.10. If w1, w2 ∈ Σ+ are equal modulo P, then the diagram products
D(P,G, w1) and D(P,G, w2) are isomorphic.
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Proof. If w1 and w2 are equal modulo P, then they belong to the same connected
component of S(P,G). A path from w1 to w2 in S(P,G) corresponds naturally to a
semigroup diagram ∆ satisfying top−(∆) = w1 and bot−(∆) = w2. Then

A 7→ ∆−1 ·A ·∆

defines an isomorphism D(P,G, w1) → D(P,G, w2) whic corresponds to changing the
basepoint of our fundamental group.

In particular, we recover the original definition of diagram products as 2-complexes of
groups due to Guba and Sapir. (In fact, the complex S(P,G, w) is precisely the 2-
complex described at the begining of [GS99, Section 2] in the case of the complex of
groups described by [GS99, Definition 3].)

Corollary 10.11. The diagram product D(P,G, w) is isomorphic to the fundamental
group of the following 2-complex of groups:

• the underlying 2-complex is the 2-skeleton of the Squier complex S(P, w);

• to any vertex u = s1 · · · sr ∈ Σ+ is associated the group Gu = Gs1 × · · · ×Gsr ;

• to any edge e = (a, u→ v, b) is associated the group Ge = Ga ×Gb;

• to any square is associated the trivial group;

• for every edge e = (a, u → v, b), the monomorphisms Ge → Gaub and Ge → Gavb
are the canonical maps Ga ×Gb → Ga ×Gu ×Gb and Ga ×Gb → Ga ×Gv ×Gb.

10.2 Cubical-like geometry

Let P = 〈Σ | R〉 be a semigroup presentation and G a collection of groups indexed by
our alphabet Σ. Given a semigroup diagram ∆, define the length #(∆) of ∆ as the sum
of the number of cells of ∆ with the number of edges of ∆ labelled by a letter of Σ(G)
with a non trivial second coordinate. For instance, the diagram given by Figure 12 has
length seven. Say that ∆ is unitary if #(∆) = 1. Notice that unitary diagrams are
precisely the atomic diagrams together with the linear diagrams of the form

ε((`1, 1) · · · (`i−1, 1)(`i, gi)(`i+1, 1) · · · (`n, 1)),

where gi 6= 1. Since a linear diagram is cleary a concatenation of unitary linear diagrams,
we deduce from Lemma 10.2 that the set of unitary diagrams generate the groupoid
G(P,G). We denote by X(P,G) the Cayley graph of the groupoid G(P,G), with respect
to the set of unitary diagrams. Explicitely, X(P,G) is the graph whose vertices are the
reduced semigroup diagrams and whose edges link two diagrams ∆1 and ∆2 whenever
there exists a unitary diagram E such that ∆2 = ∆1 · E. If w ∈ Σ+ is a base word, let
X(P,G, w) denote the connected component of X(P,G) containing ε(w).

Notice that two reduced diagrams belong to the same connected component of X(P,G)
if and only if top−(∆1) = top−(∆2), since the right-multiplication does not modify the
top path top− of a given diagram, so X(P,G, w) is the connected component of X(P,G)
corresponding to the diagrams ∆ satisfying top−(∆) = w.

The diagram product D(P,G, w) acts isometrically on X(P,G, w) by left-multiplication.

It is worth noticing that, fixing a semigroup diagram ∆0 satisfying top−(∆0) = w1 and
bot−(∆0) = w2, then the map ∆ 7→ ∆−1

0 ·∆ ·∆0 defines an isomorphism D(P,G, w1)→
D(P,G, w2) (see Corollary 10.10) and an isometry X(P,G, w1) → X(P,G, w2), which
is equivariant when looking at D(P,G, w1) and D(P,G, w2) acting on X(P,G, w1) and
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X(P,G, w2) respectively. As a consequence, we may always suppose that a fixed base
vertex is a trivial diagram up to changing the base word, which does not disturb either
the group (up to isomorphism) or the graph (up to isometry) or the action (up to equiv-
ariant isometry). This observation will be useful to study the geometry of X(P,G, w),
which turns out to be the quasi-median graph we will be interested in.

Proposition 10.12. X(P,G, w) is a quasi-median graph.

The first step toward the proof of this proposition is to understand the geodesics in
X(P,G, w). We begin with the following definition.

Definition 10.13. Let A1, . . . , An be diagrams such that the concatenation A1◦· · ·◦Ak
is well-defined for every 1 ≤ k ≤ n. If

#(A1 ◦ · · · ◦An) = #A1 + · · ·+ #An,

we say that the concatenation A1 ◦ · · · ◦ An is absolutely reduced. Equivalently, such a
concatenation is absolutely reduced if it is reduced and if two edges of some bot(Ai) and
top(Aj) are identified in the concatenation then they are never both labelled by letters
of Σ(G) with non trivial second coordinates. If a diagram ∆ decomposes as an absolutely
reduced concatenation A ◦ B, we say that A is a prefix of ∆, written by A ≤ ∆, and
that B is a suffix of ∆.

Lemma 10.14. Let ∆1,∆2 ∈ X(P,G) be two diagrams. Write ∆−1
1 ∆2 as an absolutely

reduced concatenation E1 ◦ · · · ◦ En of unitary diagrams. Then the sequence of vertices

∆1, ∆1 · E1, ∆1 · E1 · E2, . . . ,∆1 · E1 · · ·En = ∆2

defines a geodesic between ∆1 and ∆2 in X(P,G). Conversely, any geodesic between ∆1
and ∆2 is labelled by an absolutely reduced concatenation of unitary diagrams represent-
ing the diagram ∆−1

1 ∆2.

Formally, the proof of the lemma is the same as the one of Lemma 8.3, since a con-
catenation of minimal length representing a given diagram must be absolutely reduced.
This statement was proved for Farley CAT(0) cube complexes in [Gen17a, Lemma 2.3].
As an immediate consequence, we deduce

Corollary 10.15. d(∆1,∆2) = #(∆−1
1 ∆2) for every ∆1,∆2 ∈ X(P,G).

Our next preliminary lemma describes how behaves the length of a diagram after right-
multiplication by a unitary diagram.

Lemma 10.16. Let ∆ be a reduced diagram and E a unitary diagram. If E is atomic

#(∆ · E) =
{

#(∆)− 1 if ∆ ◦ E is not reduced;
#(∆) + 1 if ∆ ◦ E is reduced.

If E is linear, write bot(∆) = (`1, h1) · · · (`n, hn) and

E = ε((`1, 1) · · · (`i−1, 1)(`i, g)(`i+1, 1) · · · (`n, 1)),

where g ∈ G`i\{1}. Then

#(∆ · E) =


#(∆) + 1 if hi = 1;
#(∆)− 1 if g = h−1

i ;
#(∆) otherwise.
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Proof. Suppose that E is atomic. Two cases may happen. If ∆ ◦E is not reduced, then
∆ · E is obtained from ∆ ◦ E by reducing a dipole: two cells are removed, the removed
edges (which are the edges of the intersection between the two cells defining our dipole)
are labelled by letters of Σ(G) whose second coordinates are trivial, and no edges labelled
by letters of Σ(G) with non trivial second coordinates are neither created nor removed
since the bottom path of the bottom cell defining our dipole does not contain such edges.
Therefore, #(∆ · E) = #(∆) − 1. If ∆ ◦ E is reduced, then ∆ · E is obtained from ∆
by adding a cell, where the new edges (which are the edges of the bottom path of our
new cell) are labelled by letters of Σ(G) whose second coordinates are trivial, hence
#(∆ · E) = #(∆) + 1.

If E is linear, the statement is clear.

Finally, we introduce a natural family of complete subgraphs in X(P,G), and we prove
that they satisfy properties similar to cliques in quasi-median graphs. In fact, we will
see later that they define one of the two families of cliques of X(P,G).

Definition 10.17. A coset of X(P,G) is a complete subgraph generated by the vertices

∆ · ε((`1, 1) · · · (`i−1, 1)(`i, g)(`i+1, 1) · · · (`n, 1)), g ∈ G`i ,

the diagram ∆, which satisfies bot−(∆) = `1 · · · `n, being fixed.

Lemma 10.18. The intersection between two distinct cosets is either empty or a single
vertex.

Proof. Let C1, C2 be two intersecting cosets. Let ∆ ∈ C1 ∩ C2. Writing bot(∆) =
(`1, g1) · · · (`n, gn), say that

C1 = {∆ · ε((`1, 1) · · · (`i−1, 1)(`i, g)(`i+1, 1) · · · (`n, 1)), g ∈ G`i},

C2 = {∆ · ε((`1, 1) · · · (`j−1, 1)(`j , g)(`i+1, 1) · · · (`n, 1)), g ∈ G`j}.

Clearly, if i = j then C1 = C2, and i 6= j then ∆ is the single diagram in C1 ∩ C2.

Lemma 10.19. Any triangle of X(P,G, w) is contained into a coset.

Proof. Given a triangle, up to translating, we may suppose without loss of generality
that ε(w) is one of its vertex; let E,F denote its two other vertices. In particular, E, F
and E−1F label the three edges of our triangle.

Notice that, if E and F are two atomic diagrams, then F 6= E−1 since there do not exist
spherical atomic diagrams (because R contains no relations of the form u = u), so that
d(E,F ) = #(E−1F ) ≥ 2. Similarly, if E is atomic and F linear, or if E is linear and
F is atomic, then d(E,F ) = #(E−1F ) ≥ 2. Therefore, E and F must be two linear
diagrams. Write w = `1 · · · `n and

E = (`1, 1) · · · (`i−1, 1)(`i, g)(`i+1, 1) · · · (`n, 1),

F = (`1, 1) · · · (`j−1, 1)(`j , h)(`j+1, 1) · · · (`n, 1).

Clearly, d(E,F ) = 1 implies that i = j. Notice that

E−1F = (`1, 1) · · · (`i−1, 1)(`i, g−1h)(`i+1, 1) · · · (`n, 1).

We conclude that our triangle is included into a coset.
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Proof of Proposition 10.12. First, we want to verify the triangle condition. So fix three
diagrams ∆,Γ,Ξ ∈ X(P,G, w) such that ∆ and Γ are adjacent and such that the
distances d(Ξ,Γ) and d(Ξ,∆) are equal, say to n. Up to translating by Ξ−1 (and
replacing w with bot−(Ξ)), we may suppose without loss of generality that Ξ = ε(w).
Then, because ∆ and Γ are adjacent, there exists some unitary diagram E such that
Γ = ∆ · E. From

#(∆ · E) = d(ε(w),Γ) = d(ε(w),∆) = #∆,

we deduce thanks to Lemma 10.16 that E must be a linear diagram. Write

E = ε((`1, 1) · · · (`i−1, 1)(`i, g)(`i+1, 1) · · · (`n, 1),

where `1 · · · `n = bot−(∆) and g ∈ G`i\{1}. Also, write bot(∆) = (`1, h1) · · · (`n, hn)
where hj ∈ G`j for every 1 ≤ j ≤ n. Because #∆ = #(∆ · E), necessarily g 6= h−1

i and
hi 6= 1. As a consequence, setting

∆0 = ∆ · ε((`1, 1) · · · (`i−1, 1)(`n, h−1
i )(`i+1, 1) · · · (`n, 1)),

as a vertex of X(P,G, w), ∆0 is adjacent to ∆ and Γ and it satisfies

d(ε(w),∆0) = #∆0 = #∆− 1 = n− 1.

Thus, ∆0 is the vertex we are looking for.

Next, we want to verify the quadrangle condition. So let A,B,C,D ∈ X(P,G, w) be four
diagrams such that B is adjacent to both A and C, the distances d(D,A) and d(D,C)
are equal, say to n, and d(D,B) = n + 1. Once again, up to translating by D−1 and
replacing w with bot−(D), we will suppose that D = ε(w). Because B is adjacent to A
and C, there exist two unitary diagrams E1, E2 such that B = A · E1 and C = B · E2.

We distinguish four cases. Suppose first that E1 and E2 are atomic diagrams. Thanks
to Lemma 10.16, we deduce from

#(A · E1) = #B = d(ε(w), B) = d(ε(w), A) + 1 = #A+ 1

that B = A ◦ E1; similarly, we deduce from

#(C · E−1
2 ) = #B = d(ε(w), B) = d(ε(w), C) + 1 = #C + 1

that B = C ◦ E−1
2 . Thus, C = (A ◦ E1) · E2, where the cell of E2 must define a dipole

with some cell of A ◦ E1. This cannot be the cell of E1, since otherwise we would have
C = A. Therefore, we can write A = A0 ◦ E3 for some atomic diagram E3, such that
C = (A0 ◦ E3 ◦ E1) · E2 where the cells of E2 and E3 define a dipole. Notice that,
necessarily, the top paths of the cells of E1 and E3 intersect bot(A0) along two disjoint
subpaths, so that we can write A0 ◦E3 ◦E1 as A0 ◦E′1 ◦E′3, where E′1, E′3 are two atomic
diagrams whose cells coincide with the celles of E1, E3 respectively. By reducing the
concatenation (A0 ◦E3 ◦E1) ·E2, we get C = A0 ·E′1; as a consequence, A0 is adjacent
to C. Moreover, because A = A0 ◦ E3, we know that A0 and A are adjacent and that

d(ε(w), A0) = #A0 = #A− 1 = d(ε(w), A)− 1 = n− 1.

Consequently, A0 is the vertex we are looking for.

Now, suppose that E1 and E2 are linear. Write bot(A) = (`1, g1) · · · (`n, gn) and

E1 = (`1, 1) · · · (`i−1, 1)(`i, h)(`i+1, 1) · · · (`n, 1),

E2 = (`1, 1) · · · (`j−1, 1)(`j , k)(`j+1, 1) · · · (`n, 1),
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where h ∈ G`i\{1} and k ∈ G`j\{1}. Thanks to Lemma 10.16, we deduce from

#(A · E1) = d(ε(w), B) = d(ε(w), A) + 1 = #A+ 1

that gi = 1; similarly, we deduce from

#(B · E2) = d(ε(w), C) = d(ε(w), B)− 1 = #B − 1

that k = g−1
j . In particular, i 6= j so that E1 · E2 = E2 · E1. Set A′ = A · E2; of course,

A′ and A are adjacent. Moreover, A′ and C are adjacent since

C = B · E2 = A · E1 · E2 = A · E2 · E1 = A′ · E1,

and d(ε(w), A′) = #A′ = #A− 1 = n− 1, so that A′ is the vertex we are looking for.

Next, suppose that E1 is atomic and E2 linear. Write bot(B) = (`1, h1) · · · (`n, hn) and

E2 = ε((`1, 1) · · · (`i−1, 1)(`i, g)(`i+1, 1) · · · (`n, 1))

where g ∈ G`i\{1}. Thanks to Lemma 10.16, we deduce from

#(A · E1) = d(ε(w), B) = d(ε(w), A) + 1 = #A+ 1

that B = A ◦ E1; similarly, from

#(B · E2) = d(ε(w), C) = d(ε(w), B)− 1 = #B − 1

we deduce that g = h−1
i . As a consequence, hi 6= 1 since E2 not trivial implies that

g 6= 1. Therefore, because the edges of the bottom path of the cell of E1 are labelled by
letters of Σ(G)+ whose second coordinates are trivial, necessarily the edge ei of bot(B)
labelled by (`i, hi) cannot belong to the top path of the cell of E1. As a consequence, if
we write bot(A) = (s1, k1) · · · (sm, km), then there exists some 1 ≤ j ≤ m such that the
edge labelled by (sj , kj) is precisely ei. Setting

L = ε((s1, 1) · · · (sj−1, 1)(sj , k−1
j )(sj+1, 1) · · · (sm, km)),

we have E1 · E2 = L · E1. Thus, if A′ = A · L, then

C = A · E1 · E2 = A · L · E1 = A′ · E1,

so that A′ and C are adjacent vertices. Moreover, A and A′ are clearly adjacent as
well, and our choice of L implies, thanks to Lemma 10.16, that d(ε(w), A′) = #A′ =
#A− 1 = n− 1. Thus, A′ is the vertex we are looking for.

Finally, if E1 is atomic and E2 linear, the situtation is symmetric to the previous one.
This concludes the proof of the quadrangle condition.

Now, notice that, if ∆1,∆2 ∈ X(P,G, w) are two vertices satisfying d(∆1,∆2) = 2,
then there exists at most two geodesics between ∆1 and ∆2. Indeed, according to
Lemma 10.14, there exists a bijection between the geodesics between ∆1 and ∆2 and
the reduced concatenation of unitary diagrams representing ∆−1

1 ∆2. Since #(∆−1
1 ∆2) =

d(∆1,∆2) = 2, the conclusion follows. As a consequence, X(P,G, w) cannot contain an
induced subgraph isomorphic to K2,3.

Finally, let (A,B,C,D) be a square in X(P,G, w), where B and D are adjacent. Accord-
ing to Lemma 10.19, the triangles (A,B,D) and (B,C,D) are included into two cosets
of X(P,G). On the other hand, two cosets intersecting along an edge must be equal,
so we deduce that the vertices A, B, C and D belong to the same coset of X(P,G). In
particular, A and C must be adjacent in X(P,G, w). This proves that X(P,G, w) does
not contain any induced subgraph isomorphic to K−4 .
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Figure 16: A sum of two diagrams.

If all the groups of G are trivial, X(P,G, w) coincides with the 1-skeleton of the cube
complex complex introduced by Farley in [Far03]. In particular, we recover a result of
Farley stating that this cube complex is CAT(0) [Far03, Theorem 3.13]

Corollary 10.20. If all the groups of G are trivial, then X(P,G, w) is a median graph.

Proof. If all the groups of G are trivial, then there do not exist linear unitary diagrams,
so that X(P,G, w) must be triangle-free according to Lemma 10.19. We conclude that
X(P,G, w) is a median graph thanks to Corollary 2.92 combined with Proposition 10.12.

Cliques and prisms of X(P,G). Below, our goal is to describe the cliques and the
prisms of our quasi-median graph. We begin with its cliques.

Lemma 10.21. The cliques of X(P,G) are the cosets and the edges labelled by atomic
diagrams.

Proof. Let (A,A · E) be an edge. If E is atomic, according to Lemma 10.19 this edge
is already a clique. Otherwise, if E is linear, our edge belongs to a coset C. If this
coset is not a clique of X(P,G), there must exist a vertex ∆ adjacent to all the vertices
of C. Because C has cardinality at least two, this produces a triangle with ∆ as a
vertex which shares an edge with C. On the other hand, according to Lemma 10.19,
this triangle is included into a coset C ′, and according to Lemma 10.18, we must have
C = C ′ since C and C ′ share an edge, hence ∆ ∈ C. This proves that our coset is a
clique of X(P,G).

Now, we focus on prisms of X(P,G). We first need to introduce a few definitions.

Definition 10.22. Given two diagrams ∆1 and ∆2, we define the sum ∆1 + ∆2 as the
diagram obtained by gluing the right-most vertex of ∆1 with the left-most vertex of ∆2.
See Figure 16. A diagram is thin if it is a sum of unitary diagrams.

Definition 10.23. Let ∆ be a reduced diagram. The support of ∆, denoted by supp(∆),
is the union of the edges of top(∆) which are either labelled by letters of Σ(G) with non
trivial second coordinates or included into the top path of some cell of ∆.

Proposition 10.24. Let P be a prism of finite cubical dimension of X(P,G, w), and
let ∆ denote the projection of ε(w) onto P . There exist edges e1, . . . , ek of bot(∆),
respectively labelled by y1, . . . , yk ∈ Σ, and a thin (bot(∆), ∗)-diagram A such that

P = {∆ · L1(g1) · · ·Lk(gk) ·B | gi ∈ Gyi , B ≤ A}

and supp(A) ∩ {e1, . . . , ek} = ∅, where, for every 1 ≤ i ≤ k and every g ∈ Gyi, Li(g)
denotes the diagram ε(xi) + ε((yi, g)) + ε(zi) if we decompose bot−(∆) as xiyizi.

Before proving Proposition 10.24, we need to understand the squares of X(P,G).

Lemma 10.25. Let A,B,C,D be the vertices of some induced square in X(P,G, w). Up
to permuting B and D, there exist words u, v ∈ Σ(G)+, a unitary (u, ∗)-diagram U and a
unitary (v, ∗)-diagram V , such that bot(A) = uv, B = A◦(ε(u)+V ), D = A◦(U+ε(v))
and C = A ◦ (U + V ).
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Proof. Because our square is induced, we know from Lemma 10.14 that C = A · T for
some semigroup diagram T of length two. Five cases may happen:

(i) T is linear, ie., T = ε(w1 · (`1, g1) ·w2 · (`2, g2) ·w3) for some letters `1, `2 ∈ Σ, some
non trivial elements g1 ∈ G`1 and g2 ∈ G`2 , and some words w1, w2, w3 ∈ Σ(G)+

whose letters have trivial second coordinates;

(ii) T has a single cell π, only one of its edge, say e, is labelled by a letter of Σ(G)
with a non trivial second coordinate, and e does not belong to top(π) or bot(π);

(iii) T has a single cell π, only one of its edge, say e, is labelled by a letter of Σ(G)
with a non trivial second coordinate, and e belongs to top(π) or bot(π);

(iv) T has two cells π1 and π2, its edges are labelled by letters of Σ(G) with trivial
second coordinates, and the intersection between the boundaries of π1 and π2 does
not contain an edge;

(v) T has two cells π1 and π2, its edges are labelled by letters of Σ(G) with trivial
second coordinates, and the intersection between the boundaries of π1 and π2
contains an edge.

On the other hand, since there exist (at least) two geodesics between A and C, we deduce
from Lemma 10.14 that T can be written as a concatenation of unitary diagrames in
(at least) two different ways. This is possible only in the cases (i), (ii), (iv) above.
In particular, it is possible to write T as a sum U + V , where top(T ) = uv in Σ(G)+,
and where U is a non trivial unitary (u, ∗)-diagram and V a non trivial unitary (v, ∗)-
diagram. Thus,

A, A · (ε(u) + V ), A · (U + V ) and A, A · (U + ε(v)), A · (U + V )

define two geodesics between A and C. The conclusion follows from the following ob-
servation.

Claim 10.26. In a quasi-median graph, there exist at most two geodesics between two
vertices at distance two appart.

Suppose by contradiction that there exist a quasi-median graph X containing two ver-
tices x, y ∈ X at distance two appart which can be joined by three distinct geodesics. So
there exist three distinct vertices z1, z2, z3 which adjacent to both x and y. By noticing
that the these five vertices produce a subgraph isomorphic to K2,3, we deduce that either
x and y must be adjacent, which is impossible since d(x, y) = 2, or two vertices among
z1, z2, z3 must be adjacent, say z1 and z2. Now, the four vertices x, y, z1, z2 produce
a subgraph isomorphic to K−4 , so necessarily x and y must be adjacent, providing a
contradiction.

Proof of Proposition 10.24. Write P as a product of cliques C1 × · · · × Cn such that
C1 ∩ · · · ∩ Cn = {∆}. According to Lemma 10.21, each clique Ci is either a coset or an
edge labelled by an atomic diagram. Up to a permutation of the factors, suppose that
there exists some 0 ≤ k ≤ n such that C1, . . . , Ck are cosets and Ck+1, . . . , Cn are edges
labelled by atomic diagrams. So, for every 1 ≤ i ≤ k, we can write

Ci = {∆ · (ε(xi) + ε((yi, g)) + ε(zi)) | g ∈ Gyi} ,

where xi, zi ∈ Σ+ are words and yi ∈ Σ a letter such that bot−(∆) = xiyizi; and, for
every k + 1 ≤ i ≤ n, we can write

Ci = {∆, ∆ · (ε(xi) +Ai + ε(zi))}
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where xi, yi, zi ∈ Σ+ are words such that bot−(∆) = xiyizi and where Ai is a single
(yi, ∗)-cell. For every distinct 1 ≤ i, j ≤ n, we know that Ci and Cj generate a prism,
which contains in particular a square; so it follows from Lemma 10.25 that yi and yj
must be disjoint subpaths of bot(∆). Next, for every 1 ≤ i ≤ k and every g ∈ Gyi , set

Li(g) = ε(xi) + ε((yi, g)) + ε(zi).

Up to permuting the factors Ck+1, . . . , Ck, suppose that bot−(∆) decompose as

a1yk+1 · · · an−kynan−k+1,

and set
A = ε(a1) +Ak+1 + · · ·+ ε(an−k) +An + ε(an−k+1).

By construction,
{∆ · L1(g1) · · ·Lk(gk) ·B | gi ∈ Gyi , B ≤ A}

is a prism of cubical dimension n which contains the cliques C1, . . . , Cn. Therefore, this
is our prism P , concluding the proof.

Hyperplanes of X(P,G). There are two families of edges in X(P,G): those which
are labelled by atomic diagrams, and those which are labelled by linear diagrams. In-
terestingly, the combination of Lemmas 10.21 and 10.25 shows that the edges of a given
hyperplane belong to a single family. Thus, we distinguish two kind of hyperplanes: the
linear hyperplanes and the atomic hyperplanes, depending on the family to which their
edges belong. Our first result describe the linear hyperplanes of X(P,G).

Proposition 10.27. Let J be a linear hyperplane of X(P,G, w) and ∆ ∈ N(J) a
diagram. There exist letters (a1, `1), . . . , (ar, `r), (b,m), (c1, n1), . . . , (cs, ns) ∈ Σ(G) such
that

bot(∆) = (a1, `1) · · · (ar, `r) · (b,m) · (c1, n1) · · · (cs, ns),

and such that an edge is dual to J if and only if it has the form

[∆ · (A+ ε((b, g)) + C), ∆ · (A+ ε((b, h)) + C)]

where A ∈ X(P,G, a1 · · · ar) and C ∈ X(P,G, c1 · · · cs) are two diagrams, and g, h ∈ Gb
two distinct elements. As a consequence, the fibers of J are the subgraphs generated by

{∆ · ((A+ ε((b, g)) + C) |A ∈ X(P,G, a1 · · · ar), C ∈ X(P,G, c1 · · · cs)}

where g ∈ Gb is fixed. Moreover, if ∆ is the projection of ε(w) onto N(J) then `1 =
· · · = `r = n1 = · · · = ns = 1.

Proof. Fix some letters (a1, `1), . . . , (ar, `r), (b,m), (c1, n1), . . . , (cs, ns) ∈ Σ(G) such that

bot(∆) = (a1, `1) · · · (ar, `r) · (b,m) · (c1, n1) · · · (cs, ns),

and such that the unique clique dual to J and containing ∆ is the coset

{∆ · ε((a1, `1) · · · (ar, `r) · (b, g) · (c1, n1) · · · (cs, ns)) | g ∈ Gb}.

For convenience, set a = a1 · · · ar and c = c1 · · · cs, and let ∆(A, g, C) denote the diagram
∆ · (A+ ε((b, g)) +C), where A and C belong to X(P,G, a) and X(P,G, c) respectively,
and where g ∈ Gb.

Let e be an edge dual to J . According to Claim 10.29 proved below, there exists a
sequence of edges

e0 = f, e1, . . . , en−1, en = e
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such that, for every 1 ≤ i ≤ n, the edges ei−1 and ei are the opposite edges of some
square, where f = [∆(ε(a), g, ε(c)),∆(ε(a), h, ε(c))] for some distinct g, h ∈ Gb. Up to
inversing f , suppose that h 6= 1. We want to prove by induction on n that there exist
two diagrams A ∈ X(P,G, a) and C ∈ X(P,G, c) such that

e = [∆(A, g, C),∆(A, h,C)].

If n = 0, then e = f and there is nothing to prove. Next, suppose that n ≥ 1. By
our induction hypothesis, we know that there exist two diagrams A ∈ X(P,G, a) and
C ∈ X(P,G, c) such that en−1 = [∆(A, g, C),∆(A, h,C)]. Notice that en−1 and en = e
belong to a common square Q. Supposing that our sequence of edges has minimal length
(which can be done without loss of generality), en−1 is nearer to ε(w) than e, so that
∆(A, g, C) is the nearest vertex of Q to ε(w). By applying Lemma 10.25 to Q, we deduce
that e has the form

[∆(A′, g, C), ∆(A′, h, C)] or [∆(A, g, C ′), ∆(A, h,C ′)],

where A′ (resp. C ′) is a semigroup diagram obtained from A (resp. C) by right-
multiplication with a unitary diagram. Conversely, consider an edge

e = [∆(A, g, C), ∆(A, h,C)]

where A ∈ X(P,G, a), C ∈ X(P,G, c), and where g, h ∈ Gb are distinct. Write A (resp.
C) as a concatenation of unitary diagrams A1 ◦ · · · ◦ Ap (resp. C1 ◦ · · · ◦ Cq). Now, for
every 1 ≤ i ≤ p, let ei denote the edge

[∆(A1 ◦ · · · ◦Ai, g, ε(c)), ∆(A1 ◦ · · · ◦Ai, h, ε(c))],

and for every 1 ≤ i ≤ q, let fi denote the edge

[∆(A, g, C1 ◦ · · · ◦ Ci), ∆(A, h,C1 ◦ · · · ◦ Ci))],

and notice that
e1, e2, . . . , ep, f1, f2, . . . , fq = e

defines a sequence of edges between e1 ∈ J and e such that any two consecutive edges
are two opposite edges of some square. Therefore, e belongs to J .
This proves the description of the edges of J . Notice that this also implies that `1, . . . , `r,
m, n1, . . . , ns are all trivial is ∆ coincides with the projection of ε(w) onto N(J). Indeed,

[∆, ∆ · ε((a1, `
−1
1 ) · · · (ar, `−1

r ) · (b,m−1) · (c1, n
−1
1 ) · · · (cs, n−1

s ))]

is an edge dual to J , and the length of the second endpoint, ie., the distance to ε(w),
is smaller than the length of ∆ if one of `1, . . . , `r,m, n1, . . . , ns is non trivial, which is
impossible since ∆ is the unique vertex of N(J) which minimises the distance to ε(w).
Finally, the description of the fibers of J follows from the following claim, where the
clique {∆(ε(a), g, ε(c)) | g ∈ Gb} is denoted by K.

Claim 10.28. The restriction to N(J) of the projection onto the clique K is defined by

∆(A, g, C) 7→ ∆(ε(a), g, ε(c))

The distance between ∆(A, g, C) and a vertex ∆(ε(a), h, ε(c)) of K, according to Corol-
lary 10.15, is equal to

#A+ #C + ε(g, h), where ε(g, h) =
{

1 if g 6= h
0 if g = h

.

Therefore, ∆(ε(a), g, ε(c)) is the vertex of K minimising the distance to ∆(A, g, C). This
concludes the proof of our claim.
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Claim 10.29. Let X be a quasi-median graph, C a clique and J its dual hyperplane.
For every edge e dual to J , there exist an edge of C and a chain of adjacent squares
from it to e.

Proof. Let x, y denote the endpoints of e and x′, y′ their respective projections onto C.
Of course, x′ belongs to the interval I(x, y′) and y′ to the interval I(y, x′). Moreover, by
noticing that d(x, y′) = d(x, x′)+1, we deduce that the concatenation of a geodesic from
y′ to y with e defines a geodesic from y′ to x, so that y belongs to the interval I(x, y′);
similarly, x ∈ I(y, x′). It follows from Lemma 2.110 that there exists a flat rectangle
[0, 1]× [0, n] ↪→ X such that [0, 1]× {0} = e, (0, n) = x′ and (1, n) = y′. This precisely
means that there exists a chain of adjacent squares between e and the edge of C linking
x′ and y′.

As a consequence of Proposition 10.27, we are also able to describe stabilisers of linear
hyperplanes.

Corollary 10.30. Let J be a linear hyperplane. With respect to the notations of the
previous proposition, the stabiliser of J is equal to{

∆ · (A+ ε(b, g) + C) ·∆−1 | A ∈ D(P,G, a), C ∈ D(P,G, c), g ∈ Gb
}
,

where a = a1 · · · ar and c = c1 · · · cs. In particular, stab(J) is naturally isomorphic to
the product D(P,G, a)×Gb ×D(P,G, c).

Proof. Up to translating by ∆−1, we will suppose for convenience that ∆ is triv-
ial. Let S ∈ stab(J). For every g ∈ Gb\{1}, there must exist some diagram A ∈
X(P,G, a1 · · · ar), some diagram C ∈ X(P,G, c1 · · · cs), and some distinct elements
h, k ∈ Gb such that

S = S · (ε(a) + ε(b) + ε(c)) = A+ ε(b, h) + C

and
S · (ε(a) + ε(b, g) + ε(c)) = A+ ε(b, k) + C.

Because S is a spherical diagram, we get the equality

abc = top−(S) = bot−(S) = ubv

in Σ+, where u = bot−(A) and v = bot−(C). We claim that a = u and c = v, meaning
that A and C are spherical. Notice that the equality a = u follows from the equality
abc = ubv if we know that |a| = |u|. Suppose by contradiction that |u| < |a|. From the
equality abc = ubv, we deduce that a = up for some non empty word p ∈ Σ+. Thus, the
equality abc = ubv becomes pbc = bv. In particular, b must be the first letter of p, say
p = bq for some (possibly empty) word q ∈ Σ+. So our equality becomes qbc = v. It
follows that top−(A) = ubq, bot−(A) = u, top−(C) = c and bot−(C) = qbc, so that

S · (ε(a) + ε(b, g) + ε(c)) = A+ ε(b, h) + (C · (ε(q) + ε(b, g) + ε(c))).

Thus, our equality

S · (ε(a) + ε(b, g) + ε(c)) = A+ ε(b, k) + C.

is equivalent to ε(b, h) = ε(b, k) and g = 1, which is false. Therefore, |u| ≥ |a|. The
inequality |u| ≤ |a| is proved similarly, hence |u| = |a|, and finally a = u. Next, the
equality abc = ubv implies c = v, proving our claim. So far, we have proved that stab(J)
is included into

{A+ ε(b, g) + C | A ∈ D(P,G, a), C ∈ D(P,G, c), g ∈ Gb} .

The reverse inclusion is clear.
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In the following, a precise description of the atomic diagrams will be not necessary. We
only prove the following lemma.

Lemma 10.31. An atomic hyperplane J has exactly two fibers. Moreover, stab(J)
stabilises them.

Proof. Let (∆,∆ ·A) be an edge dual to J , where A is an atomic diagram, say labelled
the relation u→ v; this means that there exist words a, b ∈ Σ+ such that top−(A) = aub
and bot−(A) = avb, where u = v is a relation of R. According to Lemma 10.21, this is
a clique, so J has only two fibers, say ∂− and ∂+ containing respectively ∆ and ∆ · A.
We first notice that

Claim 10.32. If P ∈ ∂− and Q ∈ ∂+ are two adjacent vertices, then Q = P · B for
some atomic diagram labelled by the relation u→ v.

Because the edge (P,Q) is dual to the same hyperplane as the edge (∆,∆ ·A), and that
the hyperplane has only two fibers, there must exist a sequence of edges

(Γ1,Ξ1) = (∆,∆ ·A), (Γ2,Ξ2), . . . , (Γn−1,Ξn−1), (Γn,Ξn) = (P,Q)

such that (Γi,Ξi) and (Γi+1,Ξi+1) are opposite edges of some square for every 1 ≤ i ≤
n − 1. We argue by induction on n. If n = 0, there is nothing to prove. If n ≥ 1,
then our induction hypothesis implies that Ξn−1 = Γn−1 ·C for some atomic diagram C
labelled by the relation u→ v. Now, from description of the squares of X(P,G, w) given
by Lemma 10.25, the conclusion follows: there exists an atomic diagram B labelled by
u→ v such that Ξn = Γn ·B. This proves our claim.

Now, suppose by contradiction that there exists some g ∈ stab(J) such that g ·∆·A ∈ ∂−
and g · ∆ ∈ ∂+. As a consequence of our claim, g · ∆ = g · ∆ · A · B for some atomic
diagram labelled by u → v. It follows that A · B = ε(z) where z = top−(A), or
equivalently B = A−1. Because A is labelled by u → v, it follows that B must be
labelled by v → u, a contradiction.

10.3 Properties of diagram products

In this section, we want to prove that a diagram product acts topically-transitively on
its associated quasi-median graph, and next to apply the criteria stated in Sections 5
and 7.

Proposition 10.33. The action of D(P,G, w) on X(P,G, w) is topical-transitive.

Proof. Let C be a clique of X(P,G, w). According to Lemma 10.31, if C is an atomic
edge, then its stabiliser is trivial, and the stabiliser of the hyperplane J dual to C does
not permute the fibers of J .

Next, suppose that C is a linear clique. Fix a vertex ∆ ∈ C. According to Lemma
10.21, C is a coset, so that, if we write bot−(∆) = `1 · · · `n, then

C = {∆ · ε ((`1, 1) · · · (`i−1, 1)(`i, g)(`i+1, 1) · · · (`n, 1)) | g ∈ G`i}

for some 1 ≤ i ≤ n. It is clear that stab(C) is equal to{
∆ · ε ((`1, 1) · · · (`i−1, 1)(`i, g)(`i+1, 1) · · · (`n, 1)) ·∆−1 | g ∈ G`i

}
,

so that the action stab(C) y C is free and transitive on the vertices. Let S ∈ stab(J).
According to Corollary 10.30,

S = ∆ · (A+ ε(`i, g) + C) ·∆−1
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for some A ∈ D(P,G, `1 · · · `i−1), C ∈ D(P,G, `i+1 · · · `n) and g ∈ G`i . On the other
hand, it follows from Proposition 10.27 that the set S(J) of the fibers of J can be
naturally identified to G`i , so that the action of S on S(J) corresponds to the action of
g on G`i by left-multiplication. Thus, the element

∆ · ε((`1, 1) · · · (`i−1, 1)(`i, g)(`i+1, 1) · · · (`n, 1) ·∆−1

of the stabiliser of C induces the same permutation on S(J) as S.

Thus, we have proved that the action D(P,G, w) y X(P,G, w) is topical-transitive.

Our next preliminary lemma sum up a few easy observations.

Lemma 10.34. The following statements hold.

(i) If P is a finite presentation, then any vertex of X(P,G) belongs to only finitely
many cliques.

(ii) Vertex-stabilisers of X(P,G) are trivial.

(iii) If P is a finite presentation and if the class [w]P of w modulo P is finite, then
X(P,G, w) contains finitely many D(P,G, w)-orbits of cliques.

(iv) X(P,G) does not contain an increasing sequence of prisms. Moreover, if P is a
finite presentation and if the class [w]P is finite, then the cubical dimension of
X(P,G, w) is finite.

(v) Suppose that [w]P is finite. For every prism P = C1 × · · · × Cn, stab(P ) =
stab(C1)× · · · × stab(Cn).

Proof. We begin by proving Point (i). Let ∆ ∈ X(P,G). Clearly, if bot−(∆) has length
n, then there exist at most n cosets containing ∆. Moreover, because P has finitely
many relations, necessarily there exist finitely many atomic diagrams A such that the
concatenation ∆ ◦ A is well-defined. It follows from Lemma 10.21 that ∆ belongs to
finitely many cliques of X(P,G).

Point (ii) is clear since X(P,G) is a Cayley graph.

Two vertices ∆1,∆2 ∈ X(P,G, w) belong to the same D(P,G, w)-orbit if and only if
bot−(∆1) = bot−(∆2). Since we suppose that [w]P is finite, it follows that X(P,G, w)
contains only finitely many D(P,G, w)-orbits of vertices. On the other hand, we know
from Point (i) that a vertex belongs to finitely many cliques, so that Point (iii) follows.

Let P1, P2, . . . be a nondecreasing sequence of prisms, and set P =
⋃
i≥1

Pi. Notice that

P is gated since prisms are gated themselves. Let ∆ denote the projection of ε(w)
onto P , and fix some j ≥ 1 such that ∆ ∈ Pj . It follows from Proposition 10.24 that
the cubical dimension of any prism containing ∆ is bounded above by the length of
bot−(∆). So P1, P2, . . . is a nondecreasing sequence of prisms of uniformly bounded
cubical dimensions. It follows that the sequence must be eventually constant. This
proves the first assertion of Point (iv). The second assertion follows from Point (i)
and from the observation that X(P,G, w) contains finitely D(P,G, w)-orbits of prisms
according to Point (iii).

Finally, we want to prove Point (v). Let P be a prism. Up to translating, we can
suppose without loss of generality that ε(w) ∈ P . Let

P = {L1(g1) · · ·Lk(gk) ·B | gi ∈ Gyi , B ≤ A}
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be the description given by Proposition 10.24. As a consequence, if S ∈ stab(P ), then
S = S · ε(w) ∈ P implies that S = L1(g1) · · ·Lk(gk) · B for some elements gi ∈ Gyi and
some prefix B ≤ A. A fortiori, S is a thin diagram. On the other hand, S is also a
spherical diagram, so we deduce from Claim 10.35 below that S must be linear, ie., B
must be trivial. Thus, if we write w = p1y1 · · · pkykpk+1 where p1, . . . , pk+1 ∈ Σ+, we
have shown that

stab(P ) ⊂ {ε(p1) + ε((y1, g1)) + · · ·+ ε(pk) + ε((yk, gk)) + ε(pk+1) | gi ∈ Gyi}.

The reverse inclusion being clear, this inclusion turns out to be an equality. By noticing
that

{ε(p1y1 · · · pi−1yi−1pi) + ε((yi, g)) + ε(pi+1yi+1 · · · pkykpk+1) | g ∈ Gyi}

is the stabiliser of a clique of P , we deduce that, if we write our prism P as a product of
cliques C1×· · ·Cn such that C1, . . . , Ck are the cliques which are cosets and Ck+1, . . . , Cn
the cliques labelled by atomic diagrams, then stab(P ) = stab(C1)×· · ·×stab(Ck). Since
it follows from Lemma 10.31 and from Point (ii) that stab(Ci) is trivial for k+1 ≤ i ≤ n,
we conclude that stab(P ) = stab(C1)× · · · × stab(Cn).

Claim 10.35. Suppose [w]P finite. For any diagrams A1, . . . , An ∈ X(P,G, w), if
A1 + · · ·+An is spherical then every Ai must be spherical.

Proof. It is sufficient to prove our claim for n = 2, the general case following by in-
duction. So let A,B ∈ X(P,G, w) be two diagrams such that A + B is spherical. Set
top−(A) = a, top−(B) = b, bot−(A) = p and bot−(B) = q. So

ab = top−(A+B) = bot−(A+B) = pq

holds in Σ+. Suppose that |a| 6= |p|. Up to considering (A+B)−1 = A−1 +B−1 instead
of A+B, we can suppose without loss of generality that |a| < |p|. So the equality ab = pq
implies that a is a proper prefix of p, ie., p = ar for some non empty word r ∈ Σ+.
On the other, modulo P, we know that a = top−(A) = bot−(A) = p, so the equality
a = ar holds modulo P. Therefore, arnb ∈ [w]P for every n ≥ 0, so that [w]P must be
infinite since r is non empty. Thus, we have proved that the assumption that [w]P is
finite implies that necessarily |a| = |p|. So it follows from the equality ab = pq in Σ+

that a = q, and next that b = q. This precisely means that A and B are spherical.

Now, we are ready to apply the criteria proved in Sections 5 and 7. First, we deduce
from Proposition 7.4:

Theorem 10.36. Let P = 〈Σ | R〉 be a semigroup presentation, G is collection of groups
indexed by Σ and w ∈ Σ+ a base word. If the groups of G act properly on CAT(0) cube
complexes, then so does the diagram product D(P,G, w).

Next, it follows from Propositions 5.22, 5.25 and 5.26:

Theorem 10.37. Let P = 〈Σ | R〉 be a semigroup presentation, G is collection of groups
indexed by Σ and w ∈ Σ+ a base word. Suppose that P is a finite presentation.

• If the groups of G act metrically properly on CAT(0) cube complexes, then so does
the diagram product D(P,G, w);

• if the groups of G are a-T-menable, then so is the diagram product D(P,G, w);

• if the groups of G are a-Lp-menable for some p /∈ 2Z, then so is the diagram
product D(P,G, w).
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Finally, we deduce from Proposition 5.23 and Theorem 7.7:

Theorem 10.38. Let P = 〈Σ | R〉 be a semigroup presentation, G is collection of groups
indexed by Σ and w ∈ Σ+ a base word. Suppose that P is a finite presentation and that
[w]P is finite.

• If the groups of G act geometrically on CAT(0) cube complexes, then so does the
diagram product D(P,G, w);

• if the groups of G are CAT(0), then so is the diagram product D(P,G, w).

We conclude this section by estimating the equivariant `p-compressions of some diagram
products.

Theorem 10.39. Let P = 〈Σ | R〉 be a semigroup presentation, G is collection of groups
indexed by Σ and w ∈ Σ+ a base word. Suppose that P is a finite presentation, that [w]P
is finite, and that the groups of G are finitely generated. For every p ≥ 1, the diagram
product D(P,G, w) satifies

α∗p(D(P,G, w)) ≥ min
(1
p
,min
G∈G

α∗p(G)
)
.

Proof. It follows from [EPC+92, Proposition 11.2.4] that the canonical mapD(P,G, w) ↪→
X(P,G, w) (ie., the orbit map associated to the basepoint ε(w)) is a quasi-isometric em-
bedding. Therefore, the conclusion follows from Proposition 5.37.

Remark 10.40. It is worth noticing that our inequality turns out to be an equality
if p ≥ 2 and if D(P,G, w) contains a quasi-isometrically embedded non abelian free
subgroup; see Remark 8.28.

10.4 When is a diagram product hyperbolic?

In this section, our goal is to determine precisely when a diagram product is hyperbolic,
under the assumption that the class of our base word is finite (see the discussion relative
to Question 12.24). Our criterion is the following:

Theorem 10.41. Let P = 〈Σ | R〉 be a semigroup presentation, G a collection of
finitely generated groups indexed by Σ, and w ∈ Σ+ a base word whose class [w]P is
finite. The diagram product D(P,G, w) is hyperbolic if and only if, for every non empty
words u, v ∈ Σ+ such that w is equal to uv modulo P, at least one of the two diagram
products D(P,G, u) and D(P,G, v) is finite.

We want to apply Theorem 5.17. First of all, we need to understand when our quasi-
median graph X(P,G, w) is hyperbolic.

Proposition 10.42. Suppose that [w]P is finite. The graph X(P,G, w) is hyperbolic if
and only if, for every non empty words u, v ∈ Σ+ such that w is equal to uv modulo P,
at least one of the graphs D(P,G, u) and D(P,G, v) is bounded.

Proof. Suppose that there exist two words u, v ∈ Σ+ such that w is equal to uv modulo
P and such that both X(P,G, u) and X(P,G, v) are unbounded. Then the map{

X(P,G, u)×X(P,G, v) → X(P,G, v)
(∆1,∆2) 7→ ∆ · (∆1 + ∆2) ·∆−1 ,

where ∆ is a fixed diagram satisfying top−(∆) = w and bot−(∆) = uv, isometrically
embeds a product of two unbounded graphs into X(P,G, w), so that X(P,G, w) cannot
be hyperbolic.
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Conversely, suppose that, for every words u, v ∈ Σ+ such that w is equal to uv modulo
P, at most one of the two diagram products D(P,G, u) and D(P,G, v) is finite. We
want to apply Proposition 2.113. So let R : [0, n] × [0,m] ↪→ X(P,G, w) be a flat
rectangle. Up to translating, we can suppose that (0, 0) = ε(w). Let A, B and C denote
the vertices (0,m), (n, 0) and (n,m) respectively. Because A and B belong to some
geodesics between ε(w) and C, we deduce from Lemma 10.14 that A and B are prefixes
of C. Notice that, if D is prefix of both A and B, then D belongs to some geodesics
between ε(w) and A, and between ε(w) and B, according to Lemma 10.14, so that

0 = m+ n− (m+ n) = d(ε(w), A) + d(ε(w), B)− d(A,B)

= 2d(ε(w), D) + d(D,A) + d(D,B)− d(A,B) ≥ 2 ·#D

which implies that D is trivial. Therefore, A and B do not have a non trivial common
prefix. Because #C = m + n = #A + #B, it follows that the prefixes A and B cover
completely C. Next, we claim that the supports of A and B are disjoint. Indeed, if there
exists an edge e which belongs to the supports of A and B, four cases may happen:

• e is included into the top paths of cells of A and B. Since there exists at most one
cell below e, we deduce that A and B share a cell, which is impossible since we
know that A and B have no non trivial common prefix.

• e is labelled by a letter of Σ(G) with a non trivial second coordinate in both A
and B. Once again, this is impossible since we know that A and B have no non
trivial common prefix.

• e is included into the top path of some cell of B and is labelled by a letter of
Σ(G) with a second coordinate which is non trivial in A and trivial in B. As
a consequence of Lemma 10.14, it is possible to construct C from B by right-
concatenating unitary diagrams. Because e is included into the top path of some
cell, these concatenations cannot modify the label which has e in B, so that e must
be labelled in C by a letter of Σ(G) which has a trivial second coordinate. On the
other hand, we know that this coordinate in not trivial in A, so that it cannot be
trivial in C since A is a prefix of C.

• e is included into the top path of some cell of A and is labelled by a letter of Σ(G)
with a second coordinate which is non trivial in B and trivial in A. The situation
is symmetric to the previous one.

Thus, we have proved that the supports of A and B are disjoint. We conclude that there
exist words u1, v1, . . . , uk, vk ∈ Σ(G)+, a (ui, ∗)-diagram Ui and a (vi, ∗)-diagram Vi for
every 1 ≤ i ≤ k, such that w = u1v1 · · ·ukvk in Σ(G)+, C = U1 + V1 + · · · + Uk + Vk,
B = U1 + ε(v1) + · · ·+ Uk + ε(vk), and C = ε(u1) + V1 + · · ·+ ε(uk) + Vk.

Notice that, because [w]P is finite, k is bounded above by the maximal length L of a
word in [w]P . Set also

K = max {diam X(P,G, u) | u ∈ Vf} < +∞,

where Vf denotes the collection of all the subwords u of words of [w]P such that
X(P,G, u) is bounded. Next, by assumption, we know that at most one word m ∈
{u1, v1, . . . , uk, vk} is such that X(P,G,m) is unbounded. If such a word does not exist,
then

n = #B = #U1 + · · ·+ #Uk ≤ k ·K ≤ L ·K,
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Figure 17: A diagram and its maximal thin suffix.

and similarly m ≤ KL. Now, if such a word exists, up to switching B and C we can
suppose without loss of generality that ` = vi for some 1 ≤ i ≤ k. So we know that
X(P,G, uj) has diameter at most K for every 1 ≤ j ≤ k, so that n ≤ L ·K.

Thus, we have proved that any flat rectangle ofX(P,G, w) isKL-thin, so thatX(P,G, w)
must be hyperbolic according to Proposition 2.113.

Next, we need to understand further the combinatorics of linear hyperplanes of X(P,G).
This is done by Proposition 10.46 below, but first we need to introduce preliminary
definitions. Our next lemma defines the maximal thin suffix of a diagram; see [Far03]
for the definition in the context of diagram groups, and see Figure 10.4 for an example
based on the semigroup presentation

P = 〈a, b | ab2 = b2a, ab = ba, b = b2〉

and the groups Ga = Gb = Z.

Lemma 10.43. Let ∆ be a reduced diagram. There exists a unique thin diagram T such
that ∆ decomposes as an absolutely reduced concatenation ∆1 ◦T , and such that for any
other decomposition of ∆ as an absolutely reduced concatenation ∆2 ◦ T ′, where T ′ is a
thin diagram, necessarily ∆1 ≤ ∆2.

Proof. In this proof, we work in the interval I between ε(w) and ∆. According to Propo-
sition 2.93, this is a median graph. LetH denote the set of all the hyperplanes separating
ε(w) and ∆ which contain ∆ in their neighborhoods. Notice that H is necessarily finite
since only finite many hyperplanes separate ε(w) and ∆. Moreover, the hyperplanes of
H are pairwise transverse. Indeed, if there exist two disjoint hyperplanes J1, J2 ∈ H,
then cutting I along J1 and J2 produces three connected components, say A,B,C where
B is the connected component between J1 and J2, but then ∆ must belong to B because
it belongs to the neighborhoods of J1 and J2, so that either J1 or J2 does not separate
ε(w) and ∆, depending on whether ε(w) ∈ A or ε(w) ∈ C, a contradiction. As a conse-
quence, it follows from Proposition 2.73 that there exists a cube P containing ∆ whose
dual hyperplanes are precisely the hyperplanes of H. Let ∆1 denote the projection of
ε(w) onto P , and set T = ∆−1

1 ·∆. We claim that T is the diagram we are looking for.

First of all, notice that the concatenation ∆ = ∆1 ◦ T is absolutely reduced as a con-
sequence of Lemma 10.14, since there exists a geodesic between ε(w) and ∆ passing
through ∆1.

Next, we claim that T is thin. Notice that, because all the hyperplanes of H separate
ε(w) and ∆, they must also separate ∆1 and ∆, so that ∆1 and ∆ are diametrically
opposite in P . Therefore, our claim follows from

Claim 10.44. Let P be a cube of X(P,G) containing ε(w), and let A denote the vertex
of P diametrically opposite to ε(w). Then A is a thin diagram.
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Let A1, . . . , An denote the neighbors of ε(w) in P . Notice that they are unitary diagrams
since #Ai = d(ε(w), Ai) = 1 for every 1 ≤ i ≤ n. Moreover, for every 1 ≤ i <
j ≤ n, the vertices ε(w), Ai and Aj generate a square, so it follows from Lemma
10.25 that the supports of Ai and Aj are disjoint in w. Consequently, we can write
w = x1a1 · · ·xnanxn+1 so that (up to permuting A1, . . . , An) the diagram Ai can be
written as ε(x1a1 · · ·xi−1ai−1xi) + Πi + ε(xi+1ai+1 · · ·xnan) where Πi is either a single
cell or an edge. Because

{ε(x1) +Bi + · · ·+ ε(xn) +Bn + ε(xn+1) | Bi = Πi or ε(ai)}

is a cube generating by the edges (ε(w), A1), . . . , (ε(w), An), and that a collection of
edges generates at most one cube (this is a consequence of the fact that a quasi-median
graph does not contain induced subgraphs isomorphic to K2,3), it follows that the cube
given above is P . Therefore,

A = ε(x1) +A1 + · · ·+ ε(xn) +An + ε(xn+1).

This concludes the proof of our claim.

Finally, decompose ∆ as an absolutely reduced concatenation ∆2 ◦ T ′ where T ′ is thin.
The vertices ∆2 and ∆ belong to a common cube. Indeed, writting T ′ as a sum U1 +
· · · + Uk where Ui is a unitary diagram for every 1 ≤ i ≤ k, and setting top−(Ui) = ui
for every 1 ≤ i ≤ k, then

{∆2 ◦ (V1 + · · ·+ Vk) | Vi = Ui or ε(ui)}

defines such a cube. As a consequence, the hyperplanes separating ∆2 and ∆ define
a subcollection H′ ⊂ H. On the other hand, P contains a vertex such the set of the
hyperplanes separating it from ∆ is precisely H′; this vertex must be ∆2. So we have
proved that ∆2 ∈ P . A fortiori, there exists a geodesic between ε(w) and ∆ passing
through ∆1 and ∆2, so that ∆1 must be a prefix of ∆2 according to Lemma 10.14.

Thus, we have proved that T is a diagram satisfying the condition we are interested
in. Suppose that there exists another such diagram T ′, so that ∆ can be written as an
absolutely reduced concatenation ∆2 ◦ T ′. By applying twice the condition satisfied by
T and T ′, we find that ∆1 ≤ ∆2 and ∆2 ≤ ∆1, hence ∆1 = ∆2. It follows that

T = ∆−1
1 ·∆ = ∆−1

2 ·∆ = T ′,

which concludes the proof.

Following [Gen17a], we want to encode the linear hyperplanes of X(P,G) by using
specific semigroup diagrams.

Definition 10.45. An h-diagram (∆, e) is the couple of a semigroup diagram ∆ and
an edge e of the bottom path of ∆ such that the maximal thin suffix of ∆ is atomic,
such that e belongs to the bottom path of its unique cell, and such that the group
corresponding the letter labelling e is non trivial. Two h-diagrams (∆1, e1) and (∆2, e2)
are transverse if there exists a third diagram ∆3 containing ∆1 and ∆2 as prefixes such
that the edges e1 and e2 are distinct and both belong to the bottom path of ∆3.

Given an h-diagram (∆, e), let J(∆, e) denote the hyperplane dual to the clique

{∆ · (ε(a) + ε(b, g) + ε(c)) | g ∈ Gb} ,

where a, c ∈ Σ+ are words and b ∈ Σ a letter such that bot−(∆) = abc where b labels
the edge e.
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Proposition 10.46. The map (∆, e) 7→ J(∆, e) defines a bijection from the set of
h-diagrams onto the set of linear hyperplanes of X(P,G). Moreover, two h-diagrams
(∆1, e1) and (∆2, e2) are transverse if and only if their hyperplanes J(∆1, e1) and J(∆2, e2)
are transverse.

Proof. Let J be a linear hyperplane and let ∆ denote the projection of ε(w) onto N(J).
As a consequence of Proposition 10.27, there exist letters a1, . . . , ar, b, c1, . . . , cs ∈ Σ
such that bot(∆) = ε(abc) if we write a = a1 · · · ar and c = c1 · · · cs, and such that N(J)
is the subgraph generated by the vertices

{∆ ◦ (A+ ε((b, g)) + C) |A ∈ X(P,G, a1 · · · ar), C ∈ X(P,G, c1 · · · cs), g ∈ Gb } .

In particular, the maximal thin suffix of ∆ must be a sum of atomic diagrams. If e
denotes the edge of bot(∆) which is labelled by b, suppose by contradiction that there
exists a cell in the maximal thin suffix of ∆ which does not contain e in its bottom path.
So we can write ∆ = ∆0 ◦ (E + ε((b, 1)) + F ) for some (∗, (a1, 1) · · · (ar, 1))-diagram E
and some (∗, (c1, 1) · · · (cs, 1))-diagram F , such that #E + #F ≥ 1. By noticing that
∆ · (E−1 + ε((b, 1)) + F−1) = ∆0 belongs to N(J) and that #∆0 < #∆, we find a
contradiction with the fact that ∆ minimizes the distance to ε(w) in N(J). Thus, the
maximal thin suffix of ∆ contains a unique cell, and this cell contains e in its bottom
path. This proves that (∆, e) is an h-diagram, so that J = J(∆, e) since J and J(∆, e)
are both dual to the clique

C = {∆ ◦ (ε(a) + ε((b, g)) + ε(c)) | g ∈ Gb} .

This proves that our map is surjective. Next, for any clique C ′ dual to J different to C,
say

C ′ = {∆ ◦ (A+ ε((b, g)) + C) | g ∈ Gb}

for some A ∈ X(P,G, a1 · · · ar) and C ∈ X(P,G, c1 · · · cs) such that #A + #C ≥ 1,
notice that (∆ ◦ (A+ ε((b, g)) + C), e) is not an h-diagram. It follows that our map is
injective. So our map turns out to be bijective, but it is worth noticing that we have
also proved the following observation:

Fact 10.47. If J = J(∆, e), then ∆ is the projection of ε(w) onto N(J).

Let (∆1, e1) and (∆2, e2) be two h-diagrams. Suppose that they are transverse. So there
exists a third diagram ∆ containing ∆1 and ∆2 as prefixes such that the edges e1 and e2
are distinct and both belong to the bottom path of ∆. We can write bot−(∆) = pqrst
for some words p, r, t ∈ Σ+ and some letters q, s ∈ Σ, such that q and s label the
edges e1 and e2; up to switching ∆1 and ∆2, say that q and s label respectively e1
and e2. We first claim that, fixing some g ∈ Gq which is different from the inverse
of the second coordinate of the letter of Σ(G)+ labelling the edge e1 in ∆, the edge
between ∆ and ∆ · (ε(p) + ε((q, g)) + ε(rst)) is dual to the hyperplane J(∆1, e1). Indeed,
since ∆1 is a prefix of ∆ containing the edge e1 in its bottom path, ∆ decomposes as
∆1 ◦ (A + ε(q, h) + B) for some diagrams A,B and some element h ∈ Gq. Our claim
follows from Proposition 10.27. Similarly, fixing some k ∈ Gs which is different from the
inverse of the second coordinate of the letter of Σ(G)+ labelling the edge e2 in ∆, the edge
between ∆ and ∆·(ε(pqr)+ε((s, k))+ε(t)) must be dual to the hyperplane J(∆2, e2). On
the other hand, the vertices ∆, ∆ · (ε(p) + ε((q, g)) + ε(rst)), ∆ · (ε(pqr) + ε((s, k)) + ε(t))
and ∆ · (ε(p) + ε((q, g)) + ε(r) + ε((s, k)) + ε(t)) defines a square, so that the hyperplanes
J(∆1, e1) and J(∆2, e2) have to be transverse.

Conversely, suppose that J(∆1, e1) and J(∆2, e2) are transverse. According to Propo-
sition 2.73, there exists a prism P whose dual hyperplanes are precisely J(∆1, e1) and
J(∆2, e2). Let ∆ denote the projection of ε(w) onto P . We know from Fact 10.47
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that ∆1 is the projection of ε(w) onto N(J(∆1, e1)), so that we get a description of
N(J(∆1, e1)) from Proposition 10.27. Since ∆ ∈ N(J(∆1, e1)), it follows that ∆1 is
a prefix of ∆ and ∆ contains the edge e1 in its bottom path. Similarly, ∆2 is a pre-
fix of ∆ and ∆ contains the edge e2 in its bottom path. Notice that the clique of P
dual to J(∆1, e1) and containing ∆ corresponds to concatenating linear diagrams along
the edge e1 of bot(∆), and similarly, the clique of P dual to J(∆2, e2) and containing
∆ corresponds to concatenating linear diagrams along the edge e2 of bot(∆), so that
J(∆1, e1) 6= J(∆2, e2) implies that e1 6= e2. This concludes the proof.

Now, we are able to apply Theorem 5.17 in order to prove the converse of Theorem
10.41. In fact, the conclusion provides the following criterion of relative hyperbolicity:

Proposition 10.48. Let P = 〈Σ | R〉 be a semigroup presentation, G a collection of
finitely generated groups indexed by Σ, and w ∈ Σ+ a base word whose class [w]P is
finite. Suppose that, for every non empty words u, v ∈ Σ+ such that w is equal to uv
modulo P, at most one of the two diagram products D(P,G, u) and D(P,G, v) is finite.
Then the diagram product D(P,G, w) is hyperbolic relatively to a finite collection of
subgroups which are commensurable to groups of G.

Proof. Notice that the last two conditions of Theorem 5.17 amount to say that the fibers
of any hyperplane dual to an infinite clique must be finite. So we need to prove that the
fibers of a linear hyperplane of X(P,G, w) dual to an infinite coset are finite. In view
of Proposition 10.27, this statement is implied by our condition combined with Claim
10.49 proved below.

Next, suppose that there exist two linear hyperplanes J1 and J2 dual to infinite cosets
which are transverse. According to Proposition 10.46, there exist two h-diagrams
(∆1, e1) and (∆2, e2) such that J1 = J(∆1, e1) and J2 = J(∆2, e2), and moreover (∆1, e1)
and (∆2, e2) are transverse, ie., there exists a third diagram ∆ with ∆1 and ∆2 as pre-
fixes such that the edges e1 and e2 are included into bot(∆) and distinct. So we can
write bot−(∆) = pqrst for some words p, r, t ∈ Σ+ and some letters q, s ∈ Σ, such that
q and s label the edges e1 and e2. Notice that, since J1 and J2 are dual to infinite
cosets, necessarily Gq and Gs are infinite. On the other hand, the equality pqrst = w
holds modulo P. Therefore, our assumptions imply that two hyperplanes dual to infinite
cliques cannot be transverse.

The other assumptions of Theorem 5.17 are satisfied according to Lemma 10.34 and
Proposition 10.46. Therefore, Theorem 5.17 applies, so that the diagram product
D(P,G, w) is hyperbolic relatively to a finite collection of stabilisers of hyperplanes
dual to infinite cliques, which are commensurable to clique-stabilisers, and so which are
commensurable to groups of G as a consequence of Lemma 10.21.

Claim 10.49. Suppose that [w]P is finite. For every subword u of every word of [w]P ,
if D(P,G, u) is finite then so is X(P,G, u).

Proof. Let u be subword of some word of [w]P such that D(P,G, u) is finite. Notice that
X(P,G, u) is cubically finite, because it contains only finitely many D(P,G, u)-orbits of
cliques according to Lemma 10.34. On the other hand, according to Lemma 10.21, a
clique of X(P,G, u) is either an edge or a coset. But a coset of X(P,G, u) must be finite
since otherwise D(P,G, u) would be infinite. Therefore, X(P,G, u) contains finitely
many cliques, and its cliques are all finite, so that X(P,G, u) is necessarily finite.

Remark 10.50. In general, a factor of a diagram product (ie., an element of G) does
not canonically embed into the diagram product, in the sense that two non conjugated
clique-stabilisers may be isomorphic to a common group of G. So the collection of
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subgroups obtained in Proposition 10.48 may contain several subgroups isomorphic to
the same factor.

Proof of Theorem 10.41. If the conditions are all satisfied, we deduce from Proposi-
tion 10.48 that D(P,G, w) is hyperbolic relatively to hyperbolic groups, so that our
diagram product must be hyperbolic (see for instance [Osi06, Corollary 2.41]). Con-
versely, suppose that D(P,G, w) is hyperbolic. It follows from Lemma 10.51 below that
clique-stabilisers are quasiconvex subgroups, so that the groups of G are necessarily hy-
perbolic. Next, suppose that there exists a word uv ∈ [w]P such that both D(P,G, u)
andD(P,G, v) are infinite. If ∆ is a diagram satisfying top−(∆) = w and bot−(∆) = uv,
then {

∆ · (U + V ) ·∆−1 | U ∈ D(P,G, u), V ∈ D(P,G, v)
}

defines a subgroup of D(P,G, w) isomorphic to D(P,G, u)×D(P,G, v), which is a prod-
uct of two infinite subgroups. Because a hyperbolic group cannot contain such a sub-
group, it follows that D(P,G, w) is not hyperbolic.

Lemma 10.51. Let G be a finitely generated group acting topically-transitively on a
quasi-median graph X. Suppose that

• vertex-stabilisers are finite and clique-stabilisers are finitely generated;

• any vertex of X belongs to finitely many cliques;

• X contains finitely many G-orbits of cliques.

Then clique-stabilisers are quasi-isometrically embedded.

Proof. Let C be a collection of cliques such that any G-orbit of hyperplanes intersects
it along a single clique, and let C = C1 t C2 denote the associated decomposition of

C. For every C ∈ C2, let δC denote the discrete metric (x, y) 7→
{

1 if x 6= y
0 otherwise

on C. If C ∈ C1, denote by x0(C) the projection of a basepoint x0 ∈ X onto C
and transfer a word metric of stab(C) (with respect to a finite generating set) to a
metric δC on C via the orbit map g 7→ g · x0(C). According to Proposition 5.15, there
exists a coherent G-invariant system of metrics extending {(C, δC) | C ∈ C}, and, if δ
denotes the corresponding global metric, then G acts geometrically on (X, δ) according
to Corollary 3.27. On the other hand, we know that (C, δC) is isometrically embedded
into (X, δ) and that stab(C) acts geometrically on (C, δC), so it follows that stab(C) is
quasi-isometrically embedded subgroup of G.

10.5 Structure of groups acting on quasi-median graphs

In this section, we introduce rotative actions on quasi-median graphs, and we state and
prove a structure result for groups admitting such actions. We will show in the next
section that the actions of diagram products on their associated quasi-median graphs are
rotative, which will help us to understand the structure of these products. First of all,
we need to introduce some vocabulary. (Recall that rotative stabilisers of hyperplanes
were defined in Section 8.5.)

Definition 10.52. Let G be a group acting on a quasi-median graph X. Let J denote
a G-invariant collection of hyperplanes of X, and, for every J ∈ J , let S(J) denote
the set of the sectors delimited by J . The action G y X is J -rotative if the action
stab	(J) y S(J) is transitive and free for every J ∈ J . If J is the set of all the
hyperplanes of X, a J -rotative action will be referred to as a fully rotative action.
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Definition 10.53. Let X be a quasi-median graph, J a collection of hyperplanes and
x0 ∈ X a base vertex. A subcollection J0 ⊂ J is x0-peripheral if, for every J ∈ J0,
there does not exist a hyperplane of J separating J and x0.

Our structure result is the following:

Theorem 10.54. Let G be a group acting J -rotatively on a quasi-median graph X.
Fix a basepoint x0 ∈ X. If Y ⊂ X denotes the intersection of the sectors containing x0
which are delimited by a hyperplane of J , then

G = Rot(J )o stab(Y ), where Rot(J ) = 〈stab	(J), J ∈ J 〉.

Moreover, if J0 ⊂ J denotes the unique maximal x0-peripheral subcollection of J , then
Rot(J ) decomposes as a graph product ∆G, where ∆ is the graph whose vertices are the
hyperplanes of J0 and whose edges link two hyperplanes which are transverse, and where
G = {stab	(J) | J ∈ J0}.

Proof. Notice that, since J is G-invariant, the subgroup Rot(J ) is normal.

Let g ∈ G. Fix some r ∈ Rot(J ) and suppose that rg · x0 /∈ Y . Then there exists
some J ∈ J which separates rg · x0 from Y . Since the action stab	(J) y S(J) is
transitive, there exists some s ∈ stab	(J) which sends the sector delimited by J which
contains rg ·x0 to the sector delimited by J which contains x0. Let a ∈ N(J) denote the
projections of rg · x0 onto N(J) and C the clique dual to J containing a. Notice that

d(x0, rg · x0) = d(rg · x0, a) + d(a, x0) = d(srg · x0, s · a) + d(x0, s · a) + 1

≥ d(x0, srg · x0) + 1

Thus, if we choose some r ∈ Rot(J ) such that

d(rg · x0, g · x0) = min{d(sg · x0, g · x0) | s ∈ Rot(J )},

we deduce from the previous observation that rg · x0 ∈ Y . On the other hand, G
permutes the connected components of X cutting along the hyperplanes of J , and Y is
precisely the connected component which contains x0, so rg ∈ stab(Y ). Therefore,

g ∈ r−1 · stab(Y ) ⊂ Rot(J ) · stab(Y ).

Thus, we have proved that G = Rot(J ) · stab(Y ).

Next, we want to apply Proposition 8.44 in order to prove that Rot(J ) is isomorphic to
the graph product ∆G.

The first point to verify is that Rot(J ) = 〈stab	(J), J ∈ J0〉. Let J1 ∈ J . We want
to prove that there exists some r ∈ 〈stab	(J), J ∈ J0〉 such that rJ1 ∈ J0, which is
sufficient to deduce the previous equality.

Fix some r ∈ 〈stab	(J), J ∈ J0〉, and suppose that rJ1 /∈ J0. Let y0 denote the
projection of x0 onto N(rJ1). If no hyperplane of J separates x0 and y0, then J0∪{rJ}
defines a new x0-peripheral subcollection of J , contradicting the maximality of J0.
Therefore, there exists some hyperplane J2 ∈ J separating x0 and y0. As a consequence
of Lemma 2.34, J2 also separates rJ1 and x0. Notice that, if J2 /∈ J0, then similarly there
exists a third hyperplane separating J2 and x0, and so on. Since there exist only finitely
many hyperplanes separating rJ1 and x0, we can suppose without loss of generality
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that J2 ∈ J0. Let s ∈ stab	(J2) be an element which sends the sector delimited by J2
containing rJ1 to the sector delimited by J2 containing x0. Notice that

d(x0, N(rJ1)) ≥ d(N(rJ1), N(J2)) + d(x0, N(J2)) + 1

≥ d(N(srJ1), N(J2)) + d(x0, N(J2)) + 1

≥ d(x0, N(srJ1)) + 1

Therefore, if we choose r so that

d(x0, N(rJ1)) = min {d(x0, N(sJ1)) | s ∈ 〈stab	(J), J ∈ J0〉} ,

then rJ1 ∈ J0. This concludes the proof of our first point.

Next, notice that it follows from Lemma 8.46 that any element of stab	(J1) commutes
with any element of stab	(J2) whenever J1, J2 ∈ J0 are adjacent in ∆. Now, if J ∈
J0, let XJ be the union of all the sectors which do not contain x0. Notice that, for
every J ∈ J0 and every g ∈ stab	(J)\{1}, necessarily g · x0 ∈ XJ since the action
stab	(J) y S(J) is free. Moreover, it follows from Lemma 8.47 that, if J1, J2 ∈ J0 are
adjacent, then g · XJ1 ⊂ XJ1 for every g ∈ stab	(J2)\{1}. Finally, we need to verify
that, for every J1, J2 ∈ J0 which are not transverse and for every g ∈ stab	(J1)\{1}, we
have g ·XJ2 ⊂ XJ1 . Because J0 is a x0-peripheral subcollection of J , necessarily XJ2

is contained into the sector S delimited by J1 which contains x0. On the other hand,
g · S ⊂ XJ1 because the action stab	(J1) y S(J1) is free, hence

g ·XJ1 ⊂ g · S ⊂ XJ2 .

Thus, all the hypotheses of Proposition 8.44 are satisfied, and it follows that Rot(J ) is
isomorphic to ∆G.

Since the hypotheses of Proposition 8.44 hold, we also know from Fact 8.45 that, if
g ∈ Rot(J ) is non trivial, then g · x0 ∈ XJ for some J ∈ J . On the other hand,
g permutes the connected components of X cutting along the hyperplanes of J , Y is
precisely the connected component which contains x0, and XJ is a union of connected
components, so g · Y ⊂ Y . We deduce from

g · Y ∩ Y ⊂ XJ ∩ Y = ∅

that g · Y ∩ Y 6= ∅, so that g does not stabilise the connected component Y , ie., g /∈
stab(Y ). Thus, we have proved that Rot(J )∩ stab(Y ) = {1}. This concludes the proof
of the decomposition G = Rot(J )o stab(Y ).

Remark 10.55. It is worth noticing that J0 is stab(Y )-invariant, so, in some sense,
the action stab(Y ) y ∆G factors through an action stab(Y ) y ∆. See the discussion
related to Question 12.24.

Remark 10.56. If we apply Theorem 10.54 to the action of some graph product ΓG on
the quasi-median graph we defined in Section 8.1, we find that the group decomposes
as a graph product ΓG, so we do not find more structure on graph products. Similarly,
if we apply Theorem 10.54 to the action of some wreath product G oH, where H acts
on a CAT(0) cube complex with a vertex of trivial stabiliser, on the graph of wreaths

we defined in Section 9.2, we find that G o H decomposes as
( ⊕
h∈H

G

)
o H. So once

again, we obtain the initial decomposition of our group. Theorem 10.54 also applies
to right-angled graphs of groups studied in Section 11. Given such a graph of groups
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G, the semidirect product we find corresponds to the epimorphism ϕ : π1(G) � π1(Γ),
where Γ denotes the underlying graph of G. But in this case, the structure of ker(ϕ)
can be investigated in full generality by using Bass-Serre theory. The situation will be
more interesting in the next section, when we will consider diagram products.

As a by-product, we deduce the following characterization of groups splitting as graph
products.

Corollary 10.57. A group decomposes non trivially as a graph product if and only if
it admits a fully rotative and vertex-free action on a quasi-median graph which is not
reduced to a clique.

Proof. Let G be a group. If G decomposes non trivially as a graph product ΓG, then
the action G y X(Γ,G) is fully rotative and vertex-free, and X(Γ,G) is not reduced
to a clique. Conversely, suppose that G admits a fully rotative and vertex-free action
on a quasi-median graph X. By applying Theorem 10.54 to the collection J of all the
hyperplanes of X, we deduce that G decomposes as Rot(J ) o stab(Y ), where Y is a
vertex of X and where Rot(J ) decomposes as a graph product along the crossing graph
of the subcollection J0 ⊂ J containing the hyperplanes J such that x0 ∈ N(J). On
the other hand, since the action G y X is vertex-free, vertex-stabilisers are trivial, so
that G = Rot(J ). Moreover, since X is not reduced a single clique, we can choose
a basepoint x0 which belongs to at least two cliques, so that J0 contains at least two
hyperplanes. Consequently, G decomposes non trivially as a graph product.

10.6 Diagram products as semidirect products

In this section, we apply Theorem 10.54 to diagram products. Our motivation is twofold:
finding a method to compute presentations of diagram products (in addition to Corollary
10.11), and finding examples of right-angled Artin groups which are diagram groups. We
refer to the next section for applications to explicit examples of diagram products.

First of all, we need to introduce some notation. Given an h-diagram (∆, e), write
bot−(∆) = u`v for some words u, v ∈ Σ+ and some letter ` ∈ Σ such that ` labels the
edge e, and define the subgroup

G(∆, e) =
{

∆ · (ε(u) + g + ε(v)) ·∆−1 | g ∈ G`
}
.

Next, we define a P-diagram as a diagram ∆ whose edges are labelled by letters of Σ(G)
with trivial second coordinates; alternatively, #∆ is equal to the number of cells of ∆.
Finally, let Γ(P,G, w) denote the graph whose vertices are the h-diagrams (∆, e) such
that ∆ is a P-diagram satisfying top−(∆) = w; and whose edges link two transverse
h-diagrams.

Now, we are ready to state the main result of this section.

Theorem 10.58. Let P = 〈Σ | R〉 be a semigroup presentation, G a collection of groups
indexed by Σ, and w ∈ Σ+ a base word. The diagram product decomposes as

D(P,G, w) = A(P,G, w)oD(P, w)

where A(P,G, w) denotes the graph product with underlying graph Γ(P,G, w) and such
that the vertex (∆, e) is labelled by the group G(∆, e).

The first towards the proof of this theorem is to understand the rotative stabilisers of
linear hyperplanes.
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Lemma 10.59. Let (∆, e) be an h-diagram. The rotative stabiliser of the hyperplane
J(∆, e) is equal to G(∆, e).

Proof. If we write bot−(∆) = u`v for some words u, v ∈ Σ+ and some letter ` ∈ Σ such
that ` labels the edges e, then the hyperplane J(∆, e) is dual to the clique

{∆ · (ε(u) + g + ε(v)) | g ∈ G`} .

Consequently, the rotative stabiliser of J(∆, e) must be included into the stabiliser of
this clique, which is precisely G(∆, e). On the other hand, if C is any clique dual to
J(∆, e), according to Proposition 10.27 there must exist diagrams A and B satisfying
top−(A) = u and top−(B) = v such that

C = {∆ · (A+ g +B) | g ∈ G`} .

Because G(∆, e) clearly stabilises this clique, we conclude that G(∆, e) is indeed the
rotative stabiliser of J(∆, e).

Proof of Theorem 10.58. Let J denote the collection of linear hyperplanes ofX(P,G, w),
and let x0 = ε(w) be our basepoint. We claim that the action of D(P,G, w) on
X(P,G, w) is J -rotative. Indeed, if J ∈ J , then there exists an h-diagram (∆, e) such
that J = J(∆, e) according to Proposition 10.46, so that, if we write bot−(∆) = u`v
for some words u, v ∈ Σ+ and some letter ` ∈ Σ such that ` labels the edges e, then it
follows from Proposition 10.27 that the fibers of J are the subgraphs generated by{

∆ · (A+ g +B) | top−(A) = u, top−(B) = v
}

where g ∈ G`. So G(∆, e), which turns out to be the rotative stabiliser of J(∆, e)
according to Lemma 10.59, acts transitive and freely on the set of the fibers of J(∆, e),
proving our claim.

Thus, Theorem 10.54 applies, so that our diagram products decomposes as

D(P,G, w) = Rot(J )o stab(Y )

where Rot(J ) = 〈stab	(J), J ∈ J 〉 and where Y denotes the intersection of all the
sectors delimited by the hyperplanes of J which contain x0.

Notice that Y is the subgraph of X(P,G, w) generated by the P-diagrams, because the
edges dual to linear hyperplanes are precisely the edges which are labelled by linear
diagrams. As a consequence, stab(Y ) is the subgroup of D(P,G, w) defined by the
spherical P-diagram, which is precisely the diagram group D(P, w).

Next, we know from Proposition 10.46 that there is a bijection between J and the set
of the h-diagrams (∆, e) satisfying top−(∆) = w. Let J0 denote the subcollection of J
corresponding to the subset of the h-diagrams (∆, e) such that ∆ is a P-diagram. We
claim that J0 is the maximal x0-peripheral subcollection of J .

Let J = J(∆, e) be a hyperplane of J0. According to Fact 10.47, ∆ is the projection of
ε(w) onto N(J). A fortiori, any hyperplane separating x0 = ε(w) and J must separate
x0 and ∆. But ∆ is a P-diagram, so that no linear hyperplane can separate ε(w) and ∆
as a consequence of Lemma 10.14. This proves that J0 is a x0-peripheral subcollection of
J . Now, let J = J(∆, e) be a hyperplane which does not belong to J0. This means that
∆ is not a P-diagram, so that there exists a linear hyperplane H separating x0 = ε(w)
according to Lemma 10.14. On the other hand, we know from Fact 10.47 that ∆ is the
projection of x0 = ε(w) onto N(J), so we deduce from Lemma 2.34 that H separates
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x0 and J , so that J0 ∪ {H} cannot be an x0-peripheral subcollection of J . This proves
our claim.

We conclude that the decomposition of Rot(J ) as a graph product provided by Theorem
10.54 is preciselyA(P,G, w) as a consequence of the previous observations, of Proposition
10.46 and of Lemma 10.59.

If the diagram group D(P, w) is trivial and if the groups of G are either trivial or
infinite cyclic, it follows from Theorem 10.58 that the diagram product turns out to be
a right-angled Artin group. On the other hand, we know from [GS99, Theorem 4] that
a diagram product of diagram groups is a diagram group, so that we get a method to
produce right-angled Artin groups which are also diagram groups. It is worth noticing
that the graph Γ(P,G, w) does not depend heavily on the groups of G. Indeed, we only
need to know whether a group of G is trivial or not. Let us encode this data by a
function σ : Σ → {0, 1}, such that σ(`) = 0 if G` is trivial and σ(`) = 1 otherwise, and
let Γ(P, σ, w) denote the corresponding graph.

The previous discussion implies:

Corollary 10.60. Let P = 〈Σ | R〉 be a semigroup presentation, σ : Σ→ {0, 1} a map
and w ∈ Σ+ a base word. If the diagram group D(P, w) is trivial, then the right-angled
Artin group A(Γ(P, σ, w)) turns out to be a diagram group.

Below are some examples of right-angled Artin groups arising in this way.

Example 10.61. Let Σ = {a, b, xi, yi, gi, di, i ≥ 1} be our alphabet, and

R = {agixi = agi+1yi, yidib = xi+1di+1b, i ≥ 1}

our collection of relations. For every n ≥ 1, let Rn denote the collection of the first
n relations of R, and Σn the set of letters involved. The semigroup presentation we
are interested in is Pn = 〈Σn | Rn〉. Let σ : Σ → {0, 1} be the map defined by
σ(a) = σ(b) = 0, σ(xi) = σ(yi) = 0 for every i ≥ 1, and σ(gi) = σ(di) = 1 for every
i ≥ 1. We claim that the graph Λn = Γ(Pn, σ, ag1x1d1b) is a segment of length n− 1.

Let G1 denote the trivial diagram ε(ag1x1d1b), and, for every i ≥ 2, let Gi denote
the unique P-diagram satisfying top−(Gi) = ag1x1d1b and bot−(Gi) = agiyi−1di−1b.
Similarly, for every i ≥ 1, let Di denote the unique P-diagram satisfying top−(Di) =
ag1x1d1b and bot−(Di) = agixidib. For instance, G3 and D3 are illustrated by Figure 18.
Notice that the Gi’s and the Di’s are the only P-diagrams, and they all have a maximal
thin suffix reduced to a single cell. So {(Di, di), (Gi, gi) | i ≥ 1} are the vertices of
Λ = Γ(P, σ, ag1x1d1b). Moreover, for every i ≥ 1, the h-diagram (Gi, gi) is transverse
only to (Di, di) and to (Di−1, di−1) (when it exists), and (Di, di) is transverse only to
(Gi, gi) and to (Gi+1, gi+1). Thus, Λ is an infinite ray, and Λn is the initial subsegment
of length n− 1.

Consequently, for every n ≥ 1, if Pn denotes the segment of length n, then the right-
angled Artin group A(Pn) turns out to be a diagram group.

Example 10.62. To any collection of intervals on the real line is associated a graph
whose set of vertices is our collection and whose edges link two intersecting intervals. A
graph arising in this way is called an interval graph. We proved in [Gen15] that right-
angled Artin groups associated to complements of interval graphs are diagram groups.
We are able to reprove this result thanks to Corollary 10.60. So let Γ be a finite interval
graph. Since it is finite, we may suppose without loss of generality that Γ is associated
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Figure 18: The diagrams G3 and D3 respectively.

Figure 19: The generator ∆ of D(P, ab).

to a collection C of intervals on {1, . . . , n}, for some n ≥ 1. Now, consider the semigroup
presentation

P(C) = 〈x1, . . . , xn, aI , I ∈ C | xI = aI , I ∈ C〉,

where we use the notation xI = xi ·xi+1 · · ·xi+j for every interval I = {i, i+1, . . . , i+j}.
Let σ : Σ → {0, 1} be the map defined by σ(xi) = 0 for every 1 ≤ i ≤ n and σ(aI) = 1
for every I ∈ C. We claim that the graph Λ = Γ(P(C), σ, x1 · · ·xn) is isomorphic to Γ̄.
Indeed, if AI denotes the atomic diagram satisfying top−(AI) = x1 · · ·xn and labelled
by the relation xI → aI , then {(AI , aI) | I ∈ C} is the set of vertices of our graph Λ.
Moreover, two h-diagrams (AI , aI) and (AJ , aJ) are transverse if and only if I and J

are disjoint intervals. Consequently, the right-angled Artin group A
(
Γ̄
)
turns out to be

a diagram group.

10.7 Examples

This section is dedicated to the description of a few explicit families of diagram products.

Example 10.63. If P = 〈a, b, p | a = ap, b = pb〉 and G = {Ga = Gb = {1}, Gp = G}
for some group G, then the diagram product D(P,G, ab) is isomorphic to the wreath
product G o Z [GS99, Example 10].

Indeed, the only h-diagrams we have are {(An, a), (Bn, b) | n ≥ 1}, where An denotes the
unique P-diagram satisfying top−(An) = ab, bot−(apnb) and supp(An) = a, and simi-
larly, Bn the unique P-diagram satisfying top−(Bn) = ab, bot−(apnb) and supp(Bn) = b;
for instance A3 and B3 are illustrated by Figure 20. Moreover, any two h-diagrams are
transverse. On the other hand, by computing the fundamental group of the Squier com-
plex S(P, ab), it follows that the diagram group D(P, ab) is infinite cyclic, generated by

Figure 20: From left to right: A3 and B3.
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the diagram ∆ illustrated by Figure 19, and we notice that ∆ · An = An+1 for every
n ≥ 1, ∆ · Bn = Bn−1 for every n ≥ 2 and ∆ · B1 = A1. Consequently, by applying
Theorem 10.58, it follows that

D(P,G, ab) =

⊕
n∈Z

G

o Z,
where Z acts by shifting the coordinates. This proves our claim.

We do not elaborate more on this example since we dedicated Section 9 to the study of
wreath products.

Example 10.64. If P = 〈a, b, p | a = ap, b = pb〉 and G = {Ga = G,Gb = H,Gp = {1}}
for some groups G and H, then the diagram product D(P,G, ab) admits

G •H = 〈G,H, t | [g, tnht−n] = 1, g ∈ G, h ∈ H,n ≥ 0〉

as a (relative) presentation [GS97, Section 8].

Indeed, by computing the fundamental group of the Squier complex S(P, ab) it follows
that the diagram groupD(P, ab) is infinite cyclic, generated by the diagram ∆ illustrated
by Figure 19. Moreover, the only h-diagrams we have are {(∆n, a), (∆m, b) | n,m ∈ Z},
where we identify (∆n, a), when n ≥ 0, with the h-diagram corresponding to the smallest
prefix of ∆n containing the edge of bot(∆n) labelled by a, and similarly for (∆n, b), when
n ≤ 0, with respect to the edge of bot(∆) labelled by b; for instance, the h-diagrams
(∆3, a), (∆−3, a), (∆3, b) and (∆−3, b) are illustrated by Figure 21. Finally, for every
n,m ∈ Z, the h-diagrams (∆n, a) and (∆m, b) are transverse if and only if n ≥ m. Now,
we are ready to apply Theorem 10.58. Let Γ(G,H) denote the graph product whose
underlying graph Λ has Z×{0, 1} as vertex-set and {((n, 0), (m, 1)) | n ≥ m} as edge-set,
such that the vertices (n, 0) are labelled by the group G and the vertices (n, 1) by the
group H. So our diagram product D(P,G, ab) decomposes as the semidirect product
Γ(G,H) o Z, where Z (corresponding to the cyclic subgroup generated by ∆) acts on
the graph product Γ(G,H) via the translation (n, i) 7→ (n+ 1, i) of Λ. Therefore, given
infinitely many copies Gn, Hm of G,H respectively, where n,m ∈ Z, we find that our
diagram product admits〈
t,Hn, Gm, n,m ∈ Z

∣∣∣∣∣ [g(n), h(m)] = 1, n ≥ m
tg(n)t

−1 = g(n+1), th(m)t
−1 = h(m+1), n,m ∈ Z

, g ∈ G, h ∈ H
〉

as a (relative) presentation, where g(n) (resp. h(m)) denotes the element g ∈ G in the
copy Gn (resp. the element h ∈ H in the copy Hm). By noticing that g(n) = tng(0)t

−n

for every n ∈ Z and every g ∈ G, and h(m) = tmh(0)t
−m for every m ∈ Z and every

h ∈ H, this presentation simplifies as〈
H,G, t |

[
tngt−n, tmht−m

]
= 1, g ∈ G, h ∈ H,n ≥ m

〉
,

which gives the presentation mentionned above.

According to Theorems 10.36 and 10.37, if G and H act (metrically) properly on CAT(0)
cube complexes of dimensions dG, dH ≥ 1 respectively, then the G •H acts (metrically)
properly on a CAT(0) cube complex of dimension dG+dH . Moreover, a •-product of two
a-T-menable (resp. a-Lp-menable, where p /∈ 2Z) groups is a-T-menable (resp. a-Lp-
menable). On the other hand, G•H is essentially never hyperbolic. More precisely, it is
hyperbolic if and only if one of G,H is trivial and the other hyperbolic. Indeed, if g ∈ G
and h ∈ H are two non trivial elements, then gtgt−1 is an infinite-order commuting
tnht−n for every n ≤ 0, so that 〈gtgt−1〉 does not have finite index in its centraliser,
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Figure 21: From left to right: (∆3, a), (∆−3, a), (∆3, b) and (∆−3, b).

which implies that G • H cannot be hyperbolic. Conversely, say if H is trivial, then
G • H reduces to a free product G ∗ Z, which is hyperbolic if so is G. (In fact, more
generally, we can prove that G • H is relatively hyperbolic if and only if one of G,H
is trivial; see for instance [Gen16c, Fact 5.42] for the torsion-free case.) Nevertheless,
the product G • H turns out to be acylindrically hyperbolic [Gen16c, Example 5.41]
whatever are G and H.

About `p-compressions of G •H, Theorem 10.39 does not apply since [ab]P is not finite
(indeed, it contains apnb for every n ≥ 0). Nevertheless, we expect that the canonical
orbit map G•H ↪→ (X(P,G, w), δ), where δ is a global metric constructed by extending
word metrics on cliques, is a quasi-isometric embedding, so that, for every p ≥ 1,

α∗p(G •H) ≥ min
(1
p
, α∗p(G), α∗p(H)

)
,

with equality for p ∈ [1, 2]. We already know that this is true for Z • Z from [Gen15],
in which we study we study this group. In fact, we also proved a stronger statement:
Z • Z is isomorphic to the subgroup 〈a, c, bd〉 in the direct product of two free groups
〈a, b | 〉 × 〈c, d | 〉.

Example 10.65. Consider the semigroup presentation

P = 〈a, b, c, d | ab = ac, bd = cd〉

and the collection G = {Gb = Gc = {1}, Ga = G,Gd = H} for some groups G,H.
The Squier complex S(P, abd) is a cycle of length, so computing the fundamental group
of the graph of groups provided by Corollary 10.11 shows that the diagram product
D(P,G, abd) admits

G�H = 〈G,H, t | [g, h] = [g, ht] = 1, g ∈ G, h ∈ H〉

as a (relative) presentation. Notice that G�{1} ' G∗Z, so we will suppose in the sequel
that G and H are both non trivial. We introduced the group Z�Z in [Gen16c, Example
5.43] as an example of a cocompact diagram group which is not a right-angled Artin
group.

According to Theorems 10.36, 10.37 and 10.38, we know that

• if G and H act properly (resp. metrically properly, geometrically) on some CAT(0)
cube complexes of dimensions dG, dH ≥ 1 respectively, then G�H acts properly
(resp. metrically properly, geometrically) on some CAT(0) cube complex of di-
mension dG + dH ;

• if G and H are CAT(0), then so is G�H;

• if G and H are a-T-menable (resp. a-Lp-menable, where p /∈ 2Z), then G�H is
a-T-menable (resp. a-Lp-menable).
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Moreover, it follows from Theorem 10.39 that

α∗p(G�H) ≥ min
(1
p
, α∗p(G), α∗p(H)

)
for every p ≥ 1, with equality if p ∈ [1, 2] since G�H contains a quasi-isometrically
embedded non abelian free subgroup. Indeed, G�H decomposes as an HNN extension
(G× (H ∗H))∗

H
, so that it follows from Britton’s lemma that the subgroup 〈htht−1, t〉,

where h denotes a non trivial element of H, defines a quasi-isometrically embedded non
abelian free subgroup of G�H.

Next, notice G�H is hyperbolic if and only if G and H are both finite. Indeed, if G is
infinite and h denotes a non trivial element of H, then 〈htht−1〉 defines an infinite cyclic
subgroup in the centraliser ofG whose intersection withG is reduced to the identity. This
implies that G�H cannot be hyperbolic. On the other hand, if G and H are both finite,
then decomposition of G�H as an HNN extension (G×(H ∗H))∗

H
we mentionned above

shows that G�H is virtually free. In fact, if the statement mentionned in the discussion
related to Question 12.24 holds, it follows that no hyperbolic group constructed from a
diagram product can be one-ended.

Following the proof of Fact 8.25, it is worth noticing that the quasi-median graph asso-
ciated to G�H depends only on the cardinalities of G and H. In fact, we claim that
the arguments of the proof of Theorem 8.22 apply similarly, so that, if G1 and G2, and
H1 and H2, are Lipschitz-equivalent groups, then G1�H1 and G2�H2 are Lipschitz-
equivalent. For instance, Fn�Z and Fm�Z are Lipschitz-equivalent for every n,m ≥ 2.

11 Application to right-angled graphs of groups
We begin this section by fixing the basic definitions and notations related to graph of
groups; essentially, we follow [Ser03]. So far, our graphs were always one-dimensional
simplicial complexes, but we need a different definition in order to define graph of groups.
To avoid ambiguity, we will refer to the latter as abstract graphs.

Definition 11.1. An abstract graph is the data of a set of vertices V , a set of arrows
E, a fixed-point-free involution e 7→ ē of E, and two maps s, t : E → E satisfying
t(e) = s (ē) for every e ∈ E.

Below, we define graph of groups and their associated fundamental groupoids as intro-
duced in [Hig76].

Definition 11.2. A graph of groups G is the data of an abstract graph (V,E, ·̄, s, t),
a collection of groups indexed by V t E such that Ge = Gē for every e ∈ E, and a
monomorphism ιe : Ge ↪→ Gs(e) for every e ∈ E. The fundamental groupoid F = F(G)
of G is the groupoid which has vertex set V , which is generated by the arrows of E
together with

⊔
v∈V

Gv, and satisfying the relations:

• for every v ∈ V and g, h, k ∈ Gv, gh = k if the equality holds in Gv;

• for every e ∈ E and g ∈ Ge, ιe(g) · e = e · ιē(g).

Notice in particular that, for every e ∈ E, ē is an inverse of e in F. Fixing some vertex
v ∈ V , the fundamental group of G (based at v) is the vertex-group Fv of F, ie., the
loops of F based at 1v.

The following normal form, proved in [Hig76], will be fundamental for our study.
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Proposition 11.3. Let G be a graph of groups. For every e ∈ E, fix a left-transversal
Te of ιe (Ge) in Gs(e) containing 1s(e). Any element of F can be written uniquely as a
word g1 · e1 · · · gn · en · gn+1, where

• (e1, . . . , en) is a direct path of the underlying abstract graph;

• gi ∈ Tei for every 1 ≤ i ≤ n, and gn+1 is an arbitrary element of Gt(en);

• if ei+1 = ēi for some 1 ≤ i ≤ n− 1 then gi+1 6= 1.

Such a word will be referred to as a normal word.

Roughly speaking, we will be interested in graphs of groups gluing graph products. To
get something interesting, we need to control the gluings.

Definition 11.4. Given two graph products ΓG and ΛH, a morphism Φ : ΓG → ΛH
is a graphical embedding is there exists an embedding f : Γ → Λ and an isomorphism
ϕv : Gv → Hf(v) such that f(Γ) is an induced subgraph of Λ and Φ(g) = ϕv(g) for every
v ∈ V (Γ) and g ∈ Gv.

Typically, we glue graph products along “subgraph products” in a canonical way. We
refer to Section 11.4 for examples.

Definition 11.5. A right-angled graph of groups is a graph of groups such that each
(vertex- and edge-)group has a fixed decomposition as a graph product and and such
that each monomorphism of an edge-group into a vertex-group is a graphical embedding
(with respect to the structures of graph products we fixed).

In the following, a factor G will refer to a vertex-group of one of these graph products.
If G ⊂ Gv for some v ∈ V , we say that G is labelled by v.

Fix a right-angled graph of groups G. For every arrow e ∈ E, there exists a natural
left-transversal Te of ιe(Ge) in Gs(e): the set of reduced words of Gs(e) whose tails (see
Definition 8.1) do not contain any element of the vertex-groups of ιe(Ge). From now on,
we fix this choice, and any normal word will refer to this convention.

Let S ⊂ F denote the union of the arrows of E together with the vertex-groups (minus
the identity) of the graph products Gv, v ∈ V . By definition, S is a generating set of
the fundamental groupoid F of G. Any element g ∈ F can be represented as a word
g1e1 · · · gnengn+1 written over S, where

• for every 1 ≤ i ≤ n, ei ∈ E;

• for every 1 ≤ i ≤ n, gi is a reduced word of the graph product Gs(ei), and similarly
for gn+1 ∈ Gt(en);

• g1e1 · · · gnengn+1 is a normal word representing g when thought of as a word written
over E t

⊔
v∈V

Gv.

Notice that the length of this word is equal to

n+
n−1∑
i=1
|gi|,

where |gi| denotes the length of gi as an element of the corresponding graph product.
In particular, it does not depend on the choice of the reduced elements representing the
gi’s. We refer to a word as above as a reduced word representing g, and denote its length
by |g|. The following lemma shows that | · | coincides with the word length associated
to S.
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Lemma 11.6. For every g ∈ F, |g| is the shortest length of a word written on S
representing g.

Proof. Let g1e1 · · · gnengn+1 be a word written over S. Consider the following opera-
tions:

• if gi is trivial for some 2 ≤ i ≤ n and ei−1 = ēi, remove the subword ei−1giei;

• if gi = a · ιei(b) for some b ∈ Gei and 1 ≤ i ≤ n, replace the subword gi · ei with
a · ei · ιēi(b);

• if gi is not reduced for some 1 ≤ i ≤ n + 1, replace gi with a reduced word
representing it.

Notice that these operations do not increase the length of a word written over S. On the
other hand, it is clear that any word written over S can be made reduced by applying
finitely many times these operations. Therefore, any word written over S representing
some g ∈ F has length at least |g|. This concludes the proof.

We conclude this section with the following lemma which explains how to reduce the
product of a reduced word with a generator. For convenience, if g is a word representing
an element of a graph product, we denote by [g] a reduction of g.

Lemma 11.7. Let g1e1 · · · gnengn+1 be a reduced word representing an element g ∈ F
and s ∈ S a generator. If s ∈ E, write gn+1 = a·ιs(b) where ιs(b) the suffix of (a reduced
word representing) gn+1 containing the syllables of its tail which belong to ιs(Gs).Then

g1e1 · · · gnenasιs̄(b) if a 6= ∅ or en 6= s̄

g1e1 · · · gn−1en−1[gnιs̄(b)] if a = ∅ and en = s̄

is a reduced word representing gs. Otherwise, g1e1 · · · gnen[gn+1s] is a reduced word
representing gs.

Proof. Suppose that s ∈ E, a = ∅, and en = s̄. It is clear that g1e1 · · · gn−1en−1[gnιs̄(b)]
is a normal word, and it represents gs because

gn · en · gn+1 · s = gn · en · a · ιs(b) · s = gn · en · a · s · ιs̄(b)

= gn · s̄ · s · ιs̄(b) = gn · ιs̄(b)

Therefore, g1e1 · · · gn−1en−1[gnιs̄(b)] is a reduced word representing gs.

Now, suppose that s ∈ E and either a 6= ∅ or en 6= s̄. Notice that, by definition of our
decomposition gn+1 = a · ιs(b), a belongs to Ts. Moreover, if a is trivial then en 6= s̄
by assumption. Therefore, the word g1e1 · · · gnenasιs̄(b) is normal. And it represents gs
because

gn+1 · s = a · ιs(b) · s = a · s · ιs̄(b).

Consequently, g1e1 · · · gnenasιs̄(b) is a reduced word representing gs.

Finally, the case s /∈ E follows directly by applying the definition of a reduced word.
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11.1 Cubical-like geometry

Fix a right-angled graph of groups G, and a vertex ω ∈ V of its underlying abstract
graph. Define X = X(G, ω) as the connected component of the Cayley graph X(G) of F,
constructed from the generating set S, which contains the neutral element 1ω based at
ω. Equivalently, X is the graph whose vertices are the arrow of F starting from ω and
whose edges link two elements g, h ∈ F if g = h · s for some s ∈ S. It is worth noticing
that an edge of X is naturally labelled either by an element of E, or by an element of
Gv for some v ∈ V , and in particular by v. Moreover, the fundamental group Fω of G
(based at ω) acts naturally on X by left-multiplication.

When we work on the Cayley graph of a group, because the action of the group is
vertex-transitive, we may always suppose that a fixed base point is the identity element
up to a translation. In our situation, where X(G) is the Cayley graph of a groupoid, the
situation is slightly different but it is nevertheless possible to make something similar.
Indeed, if x ∈ X(G, ω) is a base point, then translating by x−1 sends x to an identity
element, but which does not necessarily belong to X(G, ω): in general, it will belong to
X(G, ξ) where ξ ∈ V is the terminal point of x when thought of as an element of F. In
the same time, Fω becomes Fξ, which is naturally isomorphic to Fω via the conjugacy
g 7→ xgx−1. Finally, we get a commutative diagram

Fω
isomorphism //

��

Fξ

��
X(G, ω) isometry // X(G, ξ)

Thus, we may always suppose that a fixed base point is an identity element up to
changing the basepoint ω, which does not disturb either the group or the Cayley graph.

Now, we want to prove that our Cayley graph is quasi-median.

Proposition 11.8. The graph X is quasi-median.

First of all, notice that it follows from the definition of X and from Lemma 11.6 that

Lemma 11.9. For every vertices g, h ∈ X, the equality dX(g, h) = |g−1h| holds.

It is worth noticing that, by construction of X, one finds in X many copies of the quasi-
median graphs associated to the graph products of our graph of groups. In order to
apply the results we proved in Section 8.1, we need to show that these copies are nicely
embedded into X. This is the purpose of our next lemma.

Definition 11.10. A leaf of X is the subgraph generated by the set of vertices gGv,
where g ∈ F is some arrow starting from ω and ending to some v ∈ V .

Lemma 11.11. A leaf Λ of X is a gated subgraph. Moreover, if Λ = gGv for some
g ∈ F and v ∈ V , then {

Gv → Λ
h 7→ gh

induces an isometry from the quasi-median graph associated to the graph product Gv
onto Λ. A fortiori, Λ is a quasi-median graph on its own right.

Proof. Let Λ be a leaf and g ∈ X a vertex. Up to translating by g−1, suppose that
g = 1ω. Write Λ = hGv, where h ∈ F and v ∈ V , such that h can be written as a
reduced word h1e1 · · ·hnenhn+1 where the tail of hn+1 does not contain any syllable
of Gv. For every s ∈ Gv\{1}, it follows from Lemma 11.7 that h1e1 · · ·hnenhn+1s
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is a reduced word representing hs, hence |hs| = |h| + 1. Thus, we have proved that
d(1ω, q) = d(1ω, h) + d(h, q) for every vertex q ∈ Λ, so that h is the gate of 1ω in Λ.
Consequently, Λ is a gated subgraph.
Now, suppose that Λ = gGv for some g ∈ F. Say that Gv is a graph product ΓG. The
map {

Gv → Λ
h 7→ gh

induces an isometryX(Γ,G)→ Λ according to Lemma 11.9 and Corollary 8.4. A fortiori,
Λ must be a quasi-median graph as a consequence of Proposition 8.2.

Proof of Proposition 11.8. Let us begin by verifying the triangle condition. Let g, h, k ∈
X be three vertices such h and k are adjacent, and the distances d(g, h) and d(g, k) are
equal, say to d. Up to translating by g−1, we can suppose without loss of generality
that g = 1ω. As a consequence, we deduce from Lemma 11.9 that d(g, h) = |h| and
d(g, k) = |k|. Because h and k are adjacent, there exists some s ∈ S such that k = h · s.
By noticing that |h| = |h · s|, we deduce from Lemma 11.7 that s /∈ E, ie., s ∈ Gv for
some v ∈ V . Therefore, h and k belong to the leaf Λ = hGv. Let p ∈ Λ denote the gate
of 1ω in Λ, which exists according to Lemma 11.11. Notice that

d(p, h) = d(1ω, h)− d(1ω, p) = d(1ω, k)− d(1ω, p) = d(p, k).

On the other hand, we know from Lemma 11.11 that Λ is a quasi-median graph, so there
exists some r ∈ Λ which is adjacent to both h and k, and such that d(p, r) = d(p, h)− 1.
By noticing that

d(1ω, r) = d(1ω, p) + d(p, r) = d(1ω, p) + d(p, h)− 1 = d(1ω, h)− 1 = d− 1,

we conclude that r is the vertex we are looking for. Thus, the triangle condition is
satisfied.
Next, let us verify the quadrangle condition. Let g, h, j, k ∈ X be four pairwise disctinct
vertices such that j is adjacent to both h and k, such that the distances d(g, h) and
d(g, k) are equal, say to d, and such that d(g, j) = d+ 1. Up to translating by g−1, we
can suppose without loss of generality that g = 1ω.
Suppose first that the edges (h, j) and (j, k) are not labelled by E. So there exist v ∈ V
and r, s ∈ Gv such that j = h · r and k = j · s. A fortiori, h, j and k belong to the leaf
Λ = hGv. Let p denote the gate of 1ω in Λ, which exists according to Lemma 11.11.
Notice that

d(p, h) = d(1ω, h)− d(1ω, p) = d(1ω, k)− d(1ω, p) = d(p, k),

and that

d(p, j) = d(1ω, j)− d(1ω, p) = d(1ω, h)− d(1ω, p)− 1 = d(h, p)− 1.

Because Λ is quasi-median according to Lemma 11.11, there must exist some q ∈ Λ
which is adjacent to both h and k, and such that d(p, q) = d(p, h)− 2. By noticing that

d(1ω, q) = d(1ω, p) + d(p, h)− 2 = d(1ω, h)− 2 = d− 2,

we conclude that q is the vertex we are looking for.
Now, suppose that the edges (h, j) and (j, k) are both labelled by E. So there exist
two edges f1, f2 ∈ E such that j = h · f1 and k = j · f2. Write h as a reduced word
h1e1 · · ·hnenhn+1. Because

|h · f1| = d(1ω, j) = d+ 1 = d(1ω, h) + 1 = |h|+ 1,
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we deduce from Lemma 11.7 that hn+1 can be written as a·ιf1(b) and that h1e1 · · ·hnenaf1ιf̄1
(b)

is a reduced word representing h · f1 = j. Next, because

|j · f2| = d(1ω, k) = d = d(1ω, j)− 1 = |j| − 1,

we deduce from Lemma 11.7 that f2 = f̄1 and that ιf̄1
(b) is trivial, so that h1e1 · · ·hnena

is a reduced word representing j · f2 = k. On the other hand, since ιf̄1
(b) is trivial,

necessarily hn+1 = a, hence

k = h1e1 · · ·hnena = h1e1 · · ·hnenhn+1 = h.

This constracts our assumption that g, h, j, k are four pairwise distinct vertices.
Finally, suppose that exactly one edge among (h, j) and (j, k) is labelled by E, say (h, j).
So there exist e ∈ E, v ∈ V and s ∈ Gv such that j = h · e and k = j · s. Notice that
necessarily v = t(e), since otherwise the products would be not defined. Write h as a
reduced word h1e1 · · ·hnenhn+1. Because

|h · e| = d(1ω, j) = d+ 1 = d(1ω, h) + 1 = |h|+ 1,

we deduce from Lemma 11.7 that hn+1 can be written as a·ιe(b) and that h1e1 · · ·hnenaeιē(b)
is a reduced word representing h · e = j. Next, once again according to Lemma 11.7, we
know that h1e1 · · ·hnenae[ιē(b)s] is a reduced word representing j · s = k. Furthermore,

1 = d(g, j)− d(g, k) = |j| − |k|

=
(
n+ 1 +

n∑
i=1
|hi|+ |a|+ |ιē(b)|

)
−
(
n+ 1 +

n∑
i=1
|hi|+ |a|+ |ιē(b) · s|

)

= |ιē(b)| − |ιē(b) · s|

hence |ιē(b) · s| = |ιē(b)| − 1. Therefore, the product ιē(b) · s is not reduced in the graph
product Gt(e), so that s must belong to ιē(Ge), say s = ιē(r) where r ∈ Ge. Now, we
claim that p = h1e1 · · ·hnena[ιe(br)] is the vertex we are looking for. By noticing that

p · s−1 = h1e1 · · ·hnen · (a · ιe(b)) · s · s−1 = h1e1 · · ·hnenhn+1 = h

and that

p · e = h1e1 · · ·hnena · ιe(br) · e = h1e1 · · ·hnena · e · ιē(br) = k,

we deduce that p is adjacent to both h and k. Next, we want to prove that d(1ω, p) =
d− 2. First, notice that

|ιe(br)| = |ιē(br)| = |ιē(b)s| = |ιē(b)| − 1,

where the first equality is a consequence of the observation that graphical embeddings
preserve the lengths. Next, since we proved that h1e1 · · ·hnenaeιē(b) is a reduced word
representing j, we deduce that

d(1ω, p) = |p| ≤ n+
n∑
i=1
|hi|+ |aιe(br)|

≤ n+
n∑
i=1
|hi|+ |a|+ |ιe(br)|

≤ n+
n∑
i=1
|hi|+ |a|+ |ιē(b)| − 1 = d(1ω, j)− 2
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On the other hand,

d(1ω, p) ≥ d(1ω, j)− d(j, h)− d(h, p) = d(1ω, j)− 2.

Consequently, d(1ω, p) = d− 2, which proves that p is indeed the vertex we are looking
for. This concludes the proof of the quadrangle condition.
Finally, if K is a subgraph of X isomorphic to K−4 , we deduce from Lemma 11.12 below
that the edges of K must belong to leaves. But a leaf contains its triangles, since it
is gated according to Lemma 11.11, so K must be included into a single leaf. Because
a leaf is a quasi-median graph according to Lemma 11.11, we conclude that K cannot
be induced in X. Next, it follows from Lemma 11.13 below that X cannot contain an
induced subgraph isomorphic to K3,2. Thus, we have proved that X is a quasi-median
graph.

Lemma 11.12. An edge of X which belongs to a triangle cannot be labelled by E.

Proof. Let g, h, k ∈ X be three vertices such that h is adjacent to both g and k, and
such that the edge (h, k) is labelled by E. Up to translating by g−1, suppose without
loss of generality that g = 1ω. It follows from Lemma 11.7 that |k| = |h| ± 1. Therefore,

d(g, k) = |k| = |h| ± 1 = d(g, h)± 1 ∈ {0, 2}.

A fortiori, g and k cannot be adjacent. This concludes the proof.

Lemma 11.13. Between any two vertices of X at distance two appart, there exist at
most two geodesics.

Proof. It is sufficient to prove that an element of length two in F can be written in at
most two different ways as a product of two elements of S. We distinguish four cases:

• Let g ∈ F be an element which can be written as a reduced word e1e2, where
e1, e2 ∈ E. Because the relations of F preserve the generators of E, e2e1 is the
only candidate for another reduced word representing g. However, this not the
case if e1 6= e2 according to our normal form. Consequently, g can be written as a
product of two elements of S in a unique way.

• Let g ∈ F be an element which can be written as a reduced word he where e ∈ E
and h ∈ Gv for some v ∈ V . Because the relations of F preserve the generators
of E, any other word of length two representing g must have the form ke or ek′
where k ∈ Gs(e) and k′ ∈ Gt(e). The equality he = ke implies h = k, and because
ek′ is reduced we deduce from our normal form that he 6= ek′. Consequently, g
can be written as a product of two elements of S in a unique way.

• Let g ∈ F be an element which can be written as a reduced word eh where e ∈ E
and h ∈ Gv for some v ∈ V . Because the relations of F preserve the generators of
E, any other word of length two representing g must have the form ke or ek′ where
k ∈ Gs(e) and k′ ∈ Gt(e). The equality eh = ek′ implies h = k′. If eh = ke, then ke
is not a normal word, so k = ιe(j) for some j ∈ Ge, and we find that ke = e · ιē(j).
From the equality e · ιē(j) = eh, we deduce that h = ιē(j). Consequently, g can
be written as a product of two elements of S in at most two ways.

• Let g ∈ F be an element which can be written as a reduced word hk where hk ∈ Gv
for some v ∈ V . Because the relations of F preserve the generators of E, any other
reduced word representing g must belong to Gv. It follows from the normal form in
graph products that kh is the only candidate for another reduced word representing
hk. Consequently, g can be written as a product of two elements of S in at most
two ways.
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This concludes the proof of our lemma.

It is worth noticing that the first point of the previous proof implies the following
observation, which will be useful later:

Fact 11.14. Two consecutive edges of a square of X cannot be labelled by E.

Cliques and prisms. Now, we want to understand the cliques and prisms of X. The
classification of cliques is given by the following lemma. Recall that a factor is a vertex-
group of some graph products in our right-angled graph of groups.

Lemma 11.15. A clique of X is either an edge labelled by E or a complete subgraph
gG where G is a factor and g ∈ F.

Proof. Let Q be a clique. If Q contains an edge e labelled by E, then it follows from
Lemma 11.12 that Q = e. Otherwise, Q must belong to a leaf, and the conclusion
follows from Lemma 8.6, which applies thanks to Lemma 11.11.

Next, we focus on the prisms of X. The first step is to understand the squares. In the
following lemma, for every edge e ∈ E we denote by ϕe the morphism ιē ◦ ι−1

e : ιe(Ge)→
ιē(Ge).

Lemma 11.16. Let S be a square of X. Fix a vertex h ∈ S and let hg, hs ∈ S denote
its neighbors where g, s ∈ S. Suppose that g ∈ Gv for some v ∈ V . Let w ∈ S denote
the fourth vertex. Either s ∈ E, so that g ∈ ιs(Gs) and w = hgs = hsϕs(g); or s ∈ Gv,
and g and s belong to two adjacent vertex-groups of the graph product Gv.

Proof. Because w is adjacent to both hg and hs, there exist p, q ∈ S such that w =
hgp = hsq. As a consequence, the equality gp = sq must hold.

Suppose that s ∈ E. Because the relations of F preserves E, it follows from the equality
gp = sq that p = s ∈ E and that q ∈ Gt(s). Next, because sq is a normal form, we
deduce that gs cannot be a normal word, so that g ∈ ιs(Gs) and gs = sϕs(g). From the
equality sq = gs = sϕs(g), we deduce that q = ϕs(g).

Next, suppose that s ∈ Gu for some u ∈ V . Because the product hg is well-defined and
that g ∈ Gv, we deduce that u = v since the product hs is also well-defined. Notice that
h, hg, hs belong to the leaf Λ = hGv. Because Λ is gated (and, in particular, convex),
necessarily w ∈ Λ. So S is a square of Λ. We deduce from Corollary 8.7 that g and s
belong to two adjacent vertex-groups of the graph product Gv.

Corollary 11.17. Let S be a square and (a, b) one of its edge. Suppose that this edge
is labelled by V . There exists a unique s ∈ S such that the opposite edge of (a, b) in S
is (as, bs).

Proof. Let c denote the neighbor of a in S which is distinct from b, and let s ∈ S be a
generator such that c = a ·s. According to Lemma 11.16, the edge of S which is opposite
to (a, b) is (as, bs). If there exists another r ∈ S such that this edge can be written as
(ar, br), then the edge (a, as) = (a, ar) is labelled by s = a−1 · (as) = a−1 · (ar) = r, so
the uniqueness follows.

Now, we are ready to describe the prisms of X. Notice that we already understand
the prisms which are included into some leaf, as a consequence of Lemma 11.11 and
Corollary 8.7. The other prisms are characterized by our next lemma.

Lemma 11.18. For every prism Q of X which is not included into a leaf, there exist
some e ∈ E and some prism P which is included into a leaf, such that Q is generated
by the set of vertices {g, ge | g ∈ P}.
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Proof. Because Q is not included into a leaf, it must contain an edge f labelled by some
e ∈ E. Cutting along the hyperplane J dual to f decomposes Q into two subprisms
Q1, Q2. According to Fact 11.14, Q1 and Q2 cannot contain edges labelled by E, so
they are included into some leaves. We claim that the edges of Q which do not belong
to neither Q1 nor Q2 are labelled by e. Let a be such an edge. There exists a chain of
adjacent squares from f to a, so we can suppose that a and f are opposite edges of some
square S, the general case following by induction of the length of the chain. We deduce
from Corollary 11.17 that a is labelled by e, proving our claim. As a consequence, if
h ∈ Q2 is a vertex, then h = g · e where g is the unique vertex of Q1 adjacent to h.
Thus, we have proved that the set of vertices of Q is {g, g · e | g ∈ Q1}, where Q1 is a
prism which is included into a leaf.

Hyperplanes. The rest of the section is dedicated to the study of the hyperplanes of
X. It is worth noticing that, as a consequence of Lemma 11.15, Fact 11.14 and Lemma
11.16, all the edges of a given hyperplane are labelled by either some edge of E or by V ,
so that the hyperplanes of X are naturally labelled by an edge of E or by V ; moreover,
two hyperplanes labelled by E cannot be transverse.

For convenience, we will use the following notations. If e ∈ E, denote by ϕe : ιe(Ge)→
ιē(Ge) the isomorphism ιē ◦ ι−1

e . A priori, ϕe is not defined on all Gs(e), but for every
subset S ⊂ Gs(e), we can define ϕe(S) as ϕe (S ∩ ιe(Ge)).

Roughly speaking, the neighbor of the hyperplane dual to the clique associated to some
factor G is generated by the vertices corresponding to elements of F which “commute”
with all the elements of G. Because commutation is not well-defined in groupoids, we
need to define carefully this idea, which is done by the following definition.

Definition 11.19. Let G be a factor labelled by v ∈ V . An element h ∈ F belongs to
the link of G, denoted by link(G), if it can be written as normal word h1e1 · · ·hnenhn+1
such that

• for every 1 ≤ i ≤ n− 1, ϕei (· · · (ϕe1(G)) · · · ) ⊂ ιei+1(Gei+1);

• for every 1 ≤ i ≤ n, hi belongs to the link of the vertex-group ϕei−1 (· · · (ϕe1(G)) · · · )
of the graph product Gs(ei);

• hn+1 belongs to the link of the vertex-group ϕen (· · · (ϕe1(G)) · · · ) of the graph
product Gt(en).

The “commutation” with the elements of G mentionned earlier is made precise by the
following lemma.

Lemma 11.20. Let G be a factor and ` an element of its link. Write ` = `1e1 · · · `nen`n+1.
The restriction ϕG` of the map ϕen ◦ · · · ◦ ϕe1 to G defines an isomorphism G →
ϕen (· · · (ϕe1(G)) · · · ). Moreover, for every g ∈ G, g · ` = ` · ϕG` (g).

Proof. We argue by induction on n. Suppose that n = 0. Notice that ϕG` is the
identity G → G. Say that G is a vertex-group of the graph product Gv where v ∈ V .
We know that ` = `1 belongs to the link of the vertex-group G in the graph product
Gv, hence g · ` = ` · g for every g ∈ G. Now, suppose that n ≥ 1, and set m =
`1e1 · · · `n−1en−1`n, so that ` = men`n+1. By our induction hypothesis, since m belongs
to the link of G, the restriction ϕGm of ϕen−1 ◦ · · · ◦ ϕe1 to G defines an isomorphism
G → ϕen−1 (· · · (ϕe1(G)) · · · ) such that g · m = m · ϕGm(g) for every g ∈ G. On the
other hand, we know that the image of ϕGm is included into ιen(Gen), which is the
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domain of the isomorphism ϕen , so necessarily ϕG` = ϕen ◦ ϕGm induces an isomorphism
G→ ϕen (· · · (ϕe1(G)) · · · ). Moreover, for every g ∈ G,

g · ` = m · ϕGm(g) · en · `n+1 = men · ϕG` (g) · `n+1 = ` · ϕG` (g),

where the last equality is justified by the observation that `n+1 belongs to the link of the
vertex-group ϕen (· · · (ϕe1(G)) · · · ) of the graph product Gt(en) and that ϕG` (g) belongs
to ϕen (· · · (ϕe1(G)) · · · ). This concludes the proof of our lemma.

Now, we are ready to describe the hyperplanes of X which are lablled by factors. In
fact, they are the only hyperplanes we need to understand precisely, the others being
dual to finite cliques.

Proposition 11.21. Let G be a factor and let J denote the hyperplane dual to the
clique G. An edge e of X is dual to J if and only if e = (h1`, h2`) for some h1, h2 ∈ G
distinct and ` ∈ link(G). As a consequence, N(J) = G · link(G) and the fibers of J are
the h · link(G) where h ∈ G.

Proof. Suppose that e is dual to J . According to Claim 10.29, there exists a chain of
adjacent squares from an edge of the clique G and e. We argue by induction on the
number of squares. If it is zero, there is nothing to prove. Otherwise, its antepenultimate
edge is (h1`, h2`) where ` ∈ link(G) and h1, h2 ∈ G are distinct. According to Corollary
11.17, e = (h1`s, h2`s) for some s ∈ S. Write ` = `1e1 · · · `nen`n+1. Notice that
(h1`, h2`) =

(
` · ϕG` (h1), ` · ϕG` (h2)

)
. We want to prove that `s ∈ link(G).

Suppose that s ∈ Gv for some v ∈ V . Noticing that `1e1 · · · `nen(`n+1s) is a normal
word representing `s. The only thing to verify in order to prove that `s belongs to
link(G) is that `n+1s belongs to the link of the vertex-group ϕn (· · · (ϕe1(G)) · · · ) of the
graph product Gt(en). Notice that, because the product `s is well-defined, necessarily
Gt(en) = Gv. We already know that our statement is true for `n+1. On the other
hand, we know from Lemma 11.16 that s and ϕG` (h1)−1ϕG` (h2) belongs to two adjacent
vertex-groups of Gv, so that the conclusion follows since ϕG` (h1)−1ϕG` (h2) belongs to
ϕn (· · · (ϕe1(G)) · · · ).

Suppose that s ∈ E. Write `n+1 as a · ιs(b), where ιs(b) is the suffix of `n+1 containing
the syllables of its tail which belong to ιs(Gs). According to Lemma 11.7,

`1e1 · · · `n−1en−1asιs̄(b)

is a normal word representing `s. In order to prove that `s ∈ link(G), we have to verify
that

(i) a belongs to the link of the vertex-group ϕen (· · · (ϕe1(G)) · · · ) in in the graph
product Gt(en);

(ii) ϕs (ϕen (· · · (ϕe1(G)) · · · )) ⊂ ιs(Gs).

(iii) ιs̄(b) belongs to the link of the vertex-group ϕs (ϕen (· · · (ϕe1(G)) · · · )) in the graph
product Gt(s);

The point (i) follows from the observation that a is a subword of `n+1 and that we
know that `n+1 belongs to the link of the vertex-group ϕen (· · · (ϕe1(G)) · · · ) in in the
graph product Gt(en) since ` ∈ link(G). Next, we deduce from Lemma 11.16 that
ϕG` (h1)−1ϕG` (h2) ∈ ιs(Gs). Because ϕG` (h1)−1ϕG` (h2) is a non trivial element of the
factor ϕen (· · · (ϕe1(G)) · · · ), and that ιs(Gs) is a subgroup of the graph product Gt(en)
generated by vertex-groups, we deduce that the point (ii) is satisfied. Finally, notice
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that, because ιs(b) is a subword of `n+1, it must belong to the link of the vertex-
group ϕen (· · · (ϕe1(G)) · · · ) in in the graph product Gt(en). Therefore, ϕs(ιs(b)) = ιs̄(b)
belongs to the link of the vertex-group ϕs (ϕen (· · · (ϕe1(G)) · · · )) in the graph product
ϕs(Gt(en)) = Gt(s).

Conversely, fix h1, h2 ∈ G distinct and ` ∈ link(G). Write ` = `1e1 · · · `nen`n+1. Con-
sider the paths

h1, h1`1, h1`1e1, . . . , h1`1e1 · · · `nen
and

h2, h2`1, h2`1e1, . . . , h2`1e1 · · · `nen.

Notice that the distance between h1`1e1 · · · `iei and h2`1e1 · · · `iei is equal to

d
(
`1e1 · · · `iei · ϕG`1e1···`iei(h1), `1e1 · · · `iei · ϕG`1e1···`iei(h2)

)
= 1.

Similarly, h1`1e1 · · · `iei`i+1 and h2`1e1 · · · `iei`i are adjacent for every i. Therefore, our
paths define a chain of adjacent squares from (h1, h2) to (h1`, h2`). A fortiori, (h1`, h2`)
is dual to J .

Thus, we have proved the first statement of our proposition. As a consequence, the set
of vertices of N(J) is necessarily included into G · link(G). Conversely, if g ∈ G and
` ∈ link(G), then, fixing some h ∈ G\{g}, the vertices g · ` and h · ` are adjacent since

d(g · `, h · `) = d(` · ϕG` (g), ` · ϕG` (h)) =
∣∣∣ϕG` (gh−1

)∣∣∣ = 1,

and the edge (g · `, h · `) is dual to J , so that g · ` must belong to N(J). Thus, we have
proved that N(J) = G · link(G).

We claim that h · ` belongs to the fiber of J passing through h. Indeed, for every g ∈ G,

d(h · `, g) = d(g−1h · `, 1ω) = d
(
` · ϕG`

(
g−1h

)
, 1ω

)
=
∣∣∣` · ϕG` (g−1h

)∣∣∣ .
Write ` = `1e1 · · · `nen`n+1. According to Lemma 11.7,

`1e1 · · · `nen ·
[
`n+1 · ϕG`

(
g−1h

)]
is a reduced word representing ` · ϕG`

(
g−1h

)
. Therefore, d(h · `, g) is minimal precisely

when the length of `n+1 · ϕG`
(
g−1h

)
is minimal. On the other hand, we know that `n+1

belongs to the link of the vertex-group ϕG` (G) in the graph product Gt(en), so that `n+1
and ϕG`

(
g−1h

)
belong to distinct vertex-groups of ϕG` (G), hence∣∣∣`n+1 · ϕG`

(
g−1h

)∣∣∣ = |`n+1|+
∣∣∣ϕG` (g−1h

)∣∣∣ .
Consequently, the distance d(h · `, g) is minimized precisely when g = h.

Corollary 11.22. Let G be a factor and J the hyperplane dual to the clique G.

stab(J) = {g ·m | g ∈ G,m ∈ link(G), ϕGm(G) = G}.

Proof. An element k belongs to stab(J) if and only if, for every distinct g1, g2 ∈ G, there
exist distinct h1, h2 ∈ G and ` ∈ link(G) such that k · (g1, g2) = (h1`, h2`). In particular,
taking g1 = 1, we deduce that there exist g ∈ G andm ∈ link(G) such that k = gm. Now
we want to prove that ϕGm(G) = G. Notice that m = g−1 · gm also belongs to stab(J),
since G stabilises the clique G and a fortiori the hyperplane J . Therefore, fixing some
distinct g1, g2 ∈ G, we know that exist distinct h1, h2 ∈ G and ` ∈ link(G) such that
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k · (g1, g2) = (h1`, h2`). Write m = m1e1 · · ·mrermr+1 and ` = `1e
′
1 · · · `se′s`s+1. From

the equality
m1e1 · · ·mrer(mr+1gi) = `1e

′
1 · · · `se′s(`s+1ϕ

G
` (hi))

between two normal words, we deduce that r = s, mj = `j and ej = e′j for every
1 ≤ j ≤ r = s, and mr+1gi = `s+1ϕ

G
` (hi). Notice that{

mr+1g1 = `s+1 · ϕG` (h1)
mr+1g2 = `s+1 · ϕG` (h2) implies ϕG`

(
h−1

2 h1
)

= g−1
2 g1 ∈ G.

Because ϕG` (G) and G are two vertex-groups of the graph product Gω which intersect
non trivially, we deduce that ϕG` (G) = G. On the other hand, because ei = e′i for every
i, necessarily ϕG` = ϕGm. This proves that ϕGm(G) = G.

Conversely, let g ∈ G and m ∈ link(G) be two elements, such that ϕGm(G) = G. Notice
that ϕGm defines an automorphism of G so that it is invertible. For every distinct g1, g2 ∈
G and ` ∈ link(G), we have

gm · gi` =
(
g
(
ϕGm

)−1
(gi)

)
· (m`)

where g
(
ϕGm

)−1
(gi) ∈ G and m` ∈ link(G) according to Lemma 11.23 below. Thus, gm

sends an edge of the clique G to an edge dual to J . A fortiori, gm ∈ stab(J).

Lemma 11.23. Let G be a factor. For every m ∈ link(G) and ` ∈ link
(
ϕGm(G)

)
, if the

product m` is well-defined then it must belong to link(G).

Proof. We argue by induction on the length L of a normal word representing `. If
L = 0, there is nothing to prove. Suppose that L ≥ 1. Write ` as a reduced word
`1f1 · · · `nfn`n+1. Setting p = `1f1 · · · `n−1fn−1`n, we have ` = pfn`n+1, and, by noticing
that p belongs to link

(
ϕGm(G)

)
, we deduce from our induction hypothesis that mp

belongs to link(G). Write mp as a reduced word a1e1 · · · arerar+1. Write ar+1 = b ·ιfn(c)
so that Lemma 11.7 applies. We distinguish two cases.

Suppose that b 6= ∅ or fn 6= ēr. According to Lemma 11.7, a1e1 · · · arerbfnιf̄n(c) is a
reduced word representing mpfn, so that, once again according to Lemma 11.7,

a1 · e1 · · · ar · er · b · fn ·
[
ιf̄n(c)`n+1

]
is a reduced word representing m`. Because mp ∈ link(G), necessarily a1e1 · · · arer ∈
link(G). Moreover, because ar+1 = b · ιfn(c) belongs to the link of the vertex-group
ϕer (· · · (ϕe1(G)) · · · ) of the graph product Gt(er), a fortiori b belongs also to this link,
and ιf̄n(c) belongs to the link of the vertex-group ϕfn (ϕer (· · · (ϕe1(G)) · · · )) of the graph
product Gt(fn). Now, notice that, because ` ∈ link

(
ϕGm(G)

)
and because the words

e1 · · · er and f1 · · · fn−1 contain the same sequence of edges of E up to cancellation in F,
necessarily

ϕer (· · · (ϕe1(G)) · · · ) = ϕfn−1

(
· · ·
(
ϕf1

(
ϕGm(G)

))
· · ·
)
⊂ ιfn(Gfn).

Finally, we know that `n+1 belongs to the link of the vertex-group ϕfn
(
· · ·
(
ϕf1

(
ϕGm(G)

))
· · ·
)

of the graph product Gt(fn). Since the words mf1 · · · fn and e1 · · · erfn contain the same
sequence of edges of E up to cancellation in F, it follows that

ϕfn (ϕer (· · · (ϕe1(G)) · · · )) = ϕfn

(
· · ·
(
ϕf1

(
ϕGm(G)

))
· · ·
)

(1)
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so that
[
ιf̄n(c)`n+1

]
belongs to the link of the vertex-group ϕfn (ϕer (· · · (ϕe1(G)) · · · ))

of the graph product Gt(fn). Thus, we have proved that m` belongs to link(G).

Now, suppose that the equalities b = ∅ and fn = ēr both hold. According to Lemma
11.7, a1e1 · · · ar−1er−1 [arϕfn(ar+1)] is a reduced word representing mpfn, so that, once
again according to Lemma 11.7,

a1 · e1 · · · ar−1 · er−1 · [arϕfn(ar+1)`n+1]

is a reduced word representing m`. Notice that, because mp belongs to link(G), nec-
essarily a1e1 · · · ar−1er−1 belongs link(G), ar belongs to the link of the vertex-group
ϕer−1 (· · · (ϕe1(G)) · · · ) of the graph product Gt(er−1), and ar+1 belongs to the link of
the vertex-group ϕer (· · · (ϕe1(G)) · · · ) of the graph product Gt(er). Because fn = ēr, we
deduce that ϕfn(ar+1) belongs to the link of the vertex-group ϕer−1 (· · · (ϕe1(G)) · · · ) of
the graph product ϕfn(Gt(er)) = Gs(er) = Gt(er−1). Finally, because ` ∈ link

(
ϕGm(G)

)
,

we know that `n+1 belongs to the vertex-group ϕfn
(
· · ·
(
ϕf1

(
ϕGm(G)

))
· · ·
)
of the graph

product Gt(fn) = Gt(ēr) = Gs(er) = Gt(er−1), which is equal to ϕfn (ϕer (· · · (ϕe1(G)) · · · ))
according to the equality 1, but also to ϕer−1 (· · · (ϕe1(G)) · · · ) since fn = ēr. Thus, we
have proved that the reduction [arϕfn(ar+1)`n+1] belongs the link of the vertex-group
ϕer−1 (· · · (ϕe1(G)) · · · ) of the graph product Gt(er−1). Consequently, m` ∈ link(G).

We conclude this section by proving the following statement about hyperplanes labelled
by E.

Lemma 11.24. Let J be a hyperplane labelled by E. Then J has two fibers which are
stabilised by stab(J).

Proof. Let (h, h · e) be an edge dual to J , where h ∈ F and e ∈ E. According to
Lemma 11.15, this edge is a clique, so J has only two fibers, say ∂− and ∂+ containing
respectively h and h · e. We first notice that

Claim 11.25. If a ∈ ∂− and b ∈ ∂+ are two adjacent vertices, then b = a · e.

Because the edge (a, b) is dual to the same hyperplane as the edge (h, he), and that this
hyperplane has only two fibers, there must exist a sequence of edges

(x1, y1) = (h, he), (x2, y2), . . . , (xn−1, yn−1), (xn, yn) = (a, b)

such that (xi, yi) and (xi+1, yi+1) are opposite edges of some square for every 1 ≤ i ≤
n− 1. We argue by induction on n. If n = 0, there is nothing to prove. If n ≥ 1, then
our induction hypothesis implies that yn−1 = xn−1 · e. Notice that, as a consequence
of Fact 11.14, the edge (xn−1, xn) cannot be labelled by E. Therefore, Lemma 11.16
applies, and we deduce that yn = xn · e. This concludes the proof of our claim.

Now, suppose by contradiction that there exists some g ∈ stab(J) such that gh ∈ ∂+
and ghe ∈ ∂−. According to our previous claim, necessarily gh = ghee, hence ee = 1v,
where v is the ending point of h thought of as an arrow of the groupoid F. But the
normal form provided by Proposition 11.3 asserts that this is not possible.

11.2 When is the action topical-transitive?

In order to apply our combination results, we need to show that Fω acts topically-
transitively on X. Unfortunately, this is not always the case; see Example 11.36. Propo-
sition 11.26 below gives a sufficient condition for our action to be topical-transitive,
which is essentially necessary as well. First, given a factor G, define

Φ(G) = {ϕG` | ` ∈ link(G), ϕG` (G) = G} ⊂ Aut(G).
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Proposition 11.26. If Φ(G) = {Id} for every factor G, then the action Fω y X is
topical-transitive.

Proof. Let C be a clique of X labelled by a factor G and let J denote its dual hyperplane.
According to Proposition 11.21, there is a bijection between G and the set S(J) of the
fibers of J . According to Corollary 11.22, if k ∈ stab(J) then k = g ·m for some g ∈ G
and m ∈ link(G) such that ϕGm ∈ Φ(G). For convenience, set ϕ = ϕGm. By using Lemma
11.20, we find

gm · (h · link(G)) = gϕ−1(h) ·m · link(G) = g · (h · link(G)).

Thus, the action of k = gm on S(J) corresponds to the action of g on G by left-
multiplication. Therefore, there exists an element of stab(C), namely g, which induces
the same permutation of the fibers of J as k. Equivalently, Im(ρC) ⊂ ρC(stab(C)). It
follows from Lemma 11.24 that the same inclusion holds if C is a clique labelled by E.

Next, if C is a clique labelled by E, then C is finite and it follows from Lemma 11.24
that stab(C) = fix(C) (which is trivial). Otherwise, if C is labelled by some factor G,
then the action stab(C) y C is isomorphic to the action Gy G by left-multiplication.
A fortiori, stab(C) y C is transitive and free on the vertices.

In order to apply our combination results, we register the following easy observations:

Lemma 11.27. The following statements hold.

(i) If the underlying abstract graph is locally finite and if the simplicial graphs defining
the graph products are finite, then any vertex of X belongs to finitely many cliques.

(ii) Vertex-stabilisers of X are trivial.

(iii) If the underlying abstract graph and the simplicial graphs defining the graph prod-
ucts are all finite, then X contains finitely many Fω-orbits of cliques.

(iv) If the underlying abstract graph and the simplicial graphs defining the graph prod-
ucts are all finite, then the cubical dimension of X is finite.

(v) For every prism P = C1 × · · · × Cn, stab(P ) = stab(C1)× · · · × stab(Cn).

Proof. Let g ∈ X be a vertex. As an element of F, g is an arrow from ω to some vertex
v ∈ V . If the underlying abstract graph of our right-angled graph of groups is locally
finite, so that v has finitely many neighbors, then only finitely many cliques labelled by
E contain g. Moreover, because the cliques labelled by V which contain g are the gG’s
where G is any vertex-group of the graph product Gv, Point (i) follows.

Point (ii) is clear since X is a (connected component of a) Cayley graph of F.

Suppose that the underlying abstract graph of our right-angled graph of groups is finite.
As a consequence, fixing for every v ∈ V some arrow gv ∈ F starting from ω and ending
at v, the set R = {gv | v ∈ V } is finite. Now, let C be a clique of X. According to Lemma
11.15, if C is labelled by E, it is an edge, say C = (g, ge) where g ∈ X and e ∈ E. Say
that, as an element of F, g is an arrow from ω to some v ∈ V . Then gvg−1 ·C = (gv, gve)
where gvg−1 ∈ Fω. Thus, we have proved that the edges of the form (gu, guf), where
u ∈ V and f ∈ E, define a finite set of representatives of cliques labelled by E. Next,
suppose that C is labelled by some factor G, ie., gG for some g ∈ F. Similarly, if g is
an arrow from ω to some vertex v ∈ G, then gvg−1 · C = gvG where gvg−1. Therefore,
the cliques guG define a set of representatives of the cliques labelled by V . Point (iii)
follows.
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According to Lemma 11.18, the cubical dimension of X is at most 1 + sup
Λ leaf

dim� Λ. So

Point (iv) follows from Lemma 11.11 and Corollary 8.7.
Finally, let P be a prism. If P is included into a leaf, the conclusion of Point (v) follows
from Lemma 11.11 and Corollary 8.7. Otherwise, according to Lemma 11.18, P = P1×P2
where P2 is an edge labelled by E and P1 a prism included into a leaf. We deduce from
Lemma 11.24 that stab(P ) = stab(P1)× stab(P2), and in fact stab(P ) = stab(P1) since
stab(P2) is trivial. Therefore, the conclusion follows from Lemma 11.11 and Corollary
8.7, proving Point (v).

Now, we are ready to apply the criteria proved in Sections 5 and 7. First, we deduce
from Proposition 7.4:
Theorem 11.28. Let G be a right-angled graph of groups such that Φ(G) = {Id} for
every factor G. If the factors act properly on CAT(0) cube complexes, then so does the
fundamental group of G.
Next, it follows from Propositions 5.22, 5.25 and 5.26:
Theorem 11.29. Let G be a right-angled graph of groups such that Φ(G) = {Id} for
every factor G. Suppose that the underlying abstract graph is locally finite and that the
simplicial graphs defining the graph products are finite.
• If the factors act metrically properly on CAT(0) cube complexes, then so does the
fundamental group of G;

• if the factors are a-T-menable, then so is the fundamental group of G;

• if the factors are a-Lp-menable where p /∈ 2Z, then so is the fundamental group of
G.

Finally, we deduce from Proposition 5.23 and Theorem 7.7:
Theorem 11.30. Let G be a right-angled graph of groups such that Φ(G) = {Id} for
every factor G. Suppose that the underlying abstract graph and the simplicial graphs
defining the graph products are all finite.
• If the factors act geometrically on CAT(0) cube complexes, then so does the fun-
damental group of G;

• if the factors are CAT(0), then so is the fundamental group of G.
We conclude this section by estimating the equivariant `p-compressions of fundamental
groups of right-angled graph of groups.
Theorem 11.31. Let G be a right-angled graph of groups such that Φ(G) = {Id} for
every factor G. Suppose that the underlying abstract graph and the simplicial graphs
defining the graph products are all finite, and that the factors are finitely generated. For
every p ≥ 1, the fundamental group Fω of G satifies

α∗p(Fω) ≥ min
(1
p
, min
G factor

α∗p(G)
)
.

Proof. It follows from [EPC+92, Proposition 11.2.4] that the canonical map Fω ↪→ X (ie.,
the orbit map associated to the basepoint 1ω) is a quasi-isometric embedding. Therefore,
the conclusion follows from Proposition 5.37.

Remark 11.32. It is worth noticing that our inequality turns out to be an equality if
p ≥ 2 and if Fω contains a quasi-isometrically embedded non abelian free subgroup; see
Remark 8.28. By noticing that there is a natural epimorphism Fω � π1(Γ), where Γ
denotes the underlying abstract graph of our right-angled graph of groups, we deduce
that there exists such a subgroup if the Euler characteristic of Γ is negative.
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11.3 Hyperbolicity

In this section, we determine precisely when the fundamental groups of our right-angled
graphs of groups are hyperbolic. More precisely, we prove:

Theorem 11.33. Let G be a right-angled graph of groups such that Φ(G) = {Id} for
every factor G. Suppose that the factors are finitely generated, and that the underlying
abstract graph and the simplicial graphs defining the graph products are all finite. The
fundamental group of G is hyperbolic if and only if the following conditions are satisfied:

• any simplicial graph defining one of our graph products is square-free;

• there do not exist a loop p in the abstract graph, based at some vertex v ∈ V , and
two non adjacent vertex-groups G,H in the graph product Gv, such that ϕGp (G) =
G and ϕHp (H) = H;

• the link of every factor is finite;

• the factors are hyperbolic.

In fact, in order to prove the reciprocal, we will show a sufficient condition for being
relatively hyperbolic by applying Theorem 5.17. More precisely, we prove the following
criterion:

Proposition 11.34. Let G be a right-angled graph of groups such that Φ(G) = {Id}
for every factor G. Suppose that the underlying abstract graph and the simplicial graphs
defining the graph products are all finite, and that the following conditions are satisfied:

• any simplicial graph defining one of our graph products is square-free;

• there do not exist a loop p in the abstract graph, based at some vertex v ∈ V , and
two non adjacent vertex-groups G,H in the graph product Gv, such that ϕGp (G) =
G and ϕHp (H) = H;

• the link of every infinite factor is finite.

The fundamental group of G is hyperbolic relatively to a finite collection of groups com-
mensurable to factors.

The first step toward the proof of this proposition is to determine when our quasi-median
graph X is hyperbolic. This is the purpose of the next proposition.

Proposition 11.35. Suppose that the underlying abstract graph and the simplicial
graphs defining the graph products are all finite. Suppose also that there exists an integer
N ≥ 1 such that, for every factor G, the automorphisms of Φ(G) have order at most N .
The quasi-median graph X is not hyperbolic if and only if one the following condition is
satisfied:

• one of the simplicial graphs defining the graph products contains an induced square;

• there exist a loop p in the abstract graph, based at some vertex v ∈ V , and two
non adjacent vertex-groups G,H in the graph product Gv, such that ϕGp (G) = G

and ϕHp (H) = H.

Proof. Suppose that the simplicial graphs defining the graph products are square-free.
As a consequence, it follows from Lemma 11.11, Fact 8.33 and Proposition 2.113 that
there exists a constant K ≥ 1 such that the flat rectangles of any leaf of X must be
K-thin. Set

L = 1 + max
(
B, (A2 + 1)(K + 1) ·#V

)
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where A is the maximum number of vertices of the simplicial graph associated to one
of the graph products of our right-angle graph of groups, and B the maximal number
of vertices of a clique in one of these graphs. If X is not hyperbolic, it follows from
Proposition 2.113 that X contains a flat rectangle R : [0, L] × [0, L] ↪→ X. Because
two transverse hyperplanes cannot be both labelled by an edge of E, as a consequence
of Fact 11.14, suppose without loss of generality that the edges of {0} × [0, L] are not
labelled by E. Fixing some 0 ≤ a ≤ b ≤ L, if the edges of [a, b]× {0} are all labelled by
V , then the subrectangle [a, b]× [0, L] must be included into some leaf Λ. By definition
of K, we deduce that b − a ≤ K. Thus, [0, L] × {0} contains at most K consecutive
edges labelled by V , so that it must contain m ≥ (A2 + 1) ·#V edges labelled by E.
Up to a translating by an element of F, suppose for convenience that (0, 0) = 1ω. Write
(0, L) as g1 · · · gn where gi ∈ Gω for every 1 ≤ i ≤ n. As a consequence of Corollary
11.17, if we write (L, 0) as a reduced word h1e1 · · ·hmemhm+1, then the vertices of R
are

g1 · · · gi · h1e1 · · ·hjej and g1 · · · gi · h1e1 · · ·hjejhj+1, 0 ≤ i ≤ n, 0 ≤ j ≤ m.

Notice that the vertices

g1 · · · gi · e1 · · · ej , 0 ≤ i ≤ n, 0 ≤ j ≤ m

define a new flat rectangle. Because m ≥ (A2 +1) ·#V , the path e1, . . . , em must contain
a loop passing through its basis at least A2 + 1 times. For convenience, we will supose
that e1, . . . , em is such a loop.
Because L > B, there must be two syllables of g1 · · · gn which belong to two non adjacent
vertex-groups G,H of the graph product Gω. By applying Lemma 11.16, we deduce that
e1, . . . , em ∈ link(G) ∩ link(H). Now, the collection

(
(ϕGe1···ei(G), ϕHe1···ei(H))

)
contains

at least A2 + 1 pairs of non adjacent vertex-groups of Gv, so there exist 1 ≤ r < s ≤ m
such that ϕGe1···er(G) = ϕGe1···es(G) and ϕHe1···er(H) = ϕHe1···es(H), and such that e1 · · · er,
er+1 · · · es and es+1 · · · em are loops based at ω.
Thus, we find that the second condition of the statement of our proposition is satisfied
for the loop er+1, . . . , es and the vertex-groups ϕGe1···er(G), ϕHe1···er(H).
Conversely, suppose that one the two conditions given in the statement of our proposition
is satisfied. If there exists a simplicial graph defining one of the graph products of our
right-angled graph of groups, we deduce from Lemma 11.11 and Fact 8.33 that X is not
hyperbolic. Next, suppose that there exist a loop p in the abstract graph underlying
our right-angled graph of groups, based at some vertex v ∈ V , and two non adjacent
vertex-groups G,H in the graph product Gv, such that ϕGp (G) = G and ϕHp (H) = H.
Fix an arrow k ∈ F starting from ω and ending at v, and two non trivial elements
g ∈ G and h ∈ H. If n ≥ 1 is any multiple of N ! and if φ, ψ denotes

(
ϕGp

)−1
,
(
ϕHp

)−1

respectively, then

d (k(gh)n, kpn) + d (k, kpn(gh)n) =
∣∣p−n(gh)n

∣∣+ |pn(gh)n| = 6n,

but
d (k, k(gh)n) + d (kpn, kpn(gh)n) = 2 · |(gh)n| = 4n

and

d (k, kpn) + d (k(gh)n, kpn(gh)n) = |pn|+
∣∣∣pn (φn(g)ψn(h))−n (gh)n

∣∣∣ = 2n

since φn(g) = g and ψn(h) = h. Therefore, if X is δ-hyperbolic for some δ ≥ 0,
necessarily 6n ≤ max(4n, 2n) + 2δ, hence δ ≥ n. Because we can choose n arbitrarily
large, we conclude that X is not hyperbolic.
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Proof of Proposition 11.34. Under our assumptions, it follows from Proposition 11.35
that X is hyperbolic. Moreover, the three first points of Theorem 5.17 are satisfied
according to Lemma 11.27; its two last points are equivalent to the following statement:
any fiber of a hyperplane dual to an infinite clique is finite. But X satisfies this statement
according to Proposition 11.21 and our assumptions. Therefore, Theorem 5.17 applies,
so that the fundamental group of G is hyperbolic relatively to subgroups commensurable
to clique-stabilisers of C. The conclusion follows.

Proof of Theorem 11.33. If all the conditions of our statement are satisfied, it follows
from Proposition 11.34 that the fundamental group Fω of G is hyperbolic relatively to
hyperbolic groups, so that it must be hyperbolic. Conversely, suppose that Fω is hy-
perbolic. It follows from the normal form provided by Proposition 11.3 that the factors
and the graph products of our right-angled graph of groups are quasi-isometrically em-
bedded, so that they must be hyperbolic. As a consequence, we deduce from Theorem
8.32 that the simplicial graph associated to these graph products must be square-free.
Assume that there exist a loop p in the abstract graph of our right-angled graph of
groups, based at some vertex v ∈ V , and two non adjacent vertex-groups G,H in the
graph product Gv, such that ϕGp (G) = G and ϕHp (H) = H. Fix two non trivial elements
g ∈ G and h ∈ H. Then p and gh define two infinite-order elements of the fundamental
group Fv based at v, and they commute. Therefore, Fv contains a subgroup isomorphic
to Z2, and a fortiori it cannot be hyperbolic. The same conclusion holds for Fω since
Fω and Fv are isomorphic.
Suppose that there exists a factor G whose link is infinite. We want to prove that, under
this assumption, the fundamental group of G is not hyperbolic. This will conclude the
proof of our theorem. We distinguish two cases.
First, supose that the length of normal words is bounded on link(G). Because the
abstract underlying our right-angled graph of groups is finite, there must exist edges
e1, . . . , en ∈ E such that infinitely many elements of link(G) can be written as a reduced
word `1e1 · · · `nen`n+1. Let 1 ≤ i ≤ n + 1 be an index such that there are infinitely
many choices for `i. Up to shortening our initial collection of edges, say that i = n+ 1.
So there exist an infinite collection of elements g1, g2, . . . ∈ Gt(en) such that e1 · · · engi ∈
link(G) for every i ≥ 1; in particular, the gi’s belong to the link of the vertex-group
ϕen (· · · (ϕe1(G)) · · · ) of the graph product Gt(en). Thus, we have found that some graph
product of our right-angled graph of groups contains an infinite vertex-groups such that
the subgroup generated by its link is infinite. Because a hyperbolic group does not
contain two commuting infinite subgroups intersecting trivially, we deduce that X is not
hyperbolic.
Next, suppose that the length of normal words is unbounded on link(G). As a conse-
quence, fixing some integer m ≥ 1, there exists some ` ∈ link(G) which can be written
as a normal word `1e1 · · · `nen`n+1 with n ≥ mA · #V , where A denotes the maximal
number of vertices of a simplicial graph of our right-angled graph of groups. The path
e1, . . . , en must contain a loop, say er, . . . , es for some 1 ≤ r < s ≤ n, which passes
through its basepoint at least mA times. Up to replacing G with ϕGe1···er(G), suppose
that r = 1. Since a graph product of our right-angled graph of groups contains at most
A vertex-groups, it follows that ϕGei···ej (G) = G for some subloop ei, . . . , ej with the same
basepoint as e1, . . . , es and such that j − i ≥ m. For convenience, we will suppose that
i = 1; otherwise, replace G with ϕGe1···ei(G). Set p = `1e1 · · · `jej`j+1. For every g ∈ G,

g · p = p · ϕGp (g) = p · ϕGe1···ej (g) = p · g.

Thus, we have proved that, for every m ≥ 1, there exist a vertex v ∈ V , an infinite factor
H ⊂ Gv and an element p ∈ Fv belongs to the centralizer of H and whose normal form
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has length at least m. Since there exist only finitely many factors, it follows that there
exist a vertex v ∈ V and an infinite factor H such that, for every m ≥ 1, there exists
some p ∈ Fv in the centralizer of H whose normal form has length at least m. If H is
a torsion subgroup, we already know that Fv cannot be hyperbolic since a hyperbolic
group does not contain an infinite torsion subgroup. So suppose that H contains an
infinite order element h. Since the length of normal words is bounded on a coset of
〈h〉, we deduce from the existence of the previous infinite collection of elements that the
centralizer of h cannot be covered by finitely many cosets of 〈h〉. This means that 〈h〉
has not finite-index in its centralizer. As a consequence, Fv cannot be hyperbolic.

11.4 Examples

This section is dedicated to explicit families of right-angled graphs of groups.

Example 11.36. Fix a group G and an automorphism ϕ ∈ Aut(G). The semi-direct
product H = G oϕ Z is also an HNN extension, so that it turns out to be an example
of a right-angled graph of groups. In this case, X is the Cayley graph of G oϕ Z with
respect to the generating set G ∪ {t}, where t is a generator of Z. As a consequence, X
is isometric to the product of a bi-infinite line (corresponding to the powers of t) with
a clique (corresponding to the cosets of G). Let J denote the hyperplane containing
the cosets of G. The fibers of J are naturally labelled by G, and the action of tn ∈ H
on the set of fibers of J corresponds to the action g 7→ ϕn(g) on G. By noticing that
the latter action fixes the fiber labelled by the identify element, we deduce that no non
trivial element of (the stabiliser of the clique) G may induce the same permutation on
the fibers. Consequently, H acts topically-transitively on X if and only if ϕ = Id; in this
case, H is just the direct product G× Z.
Thus, our method does not directly apply to a large class of right-angled graphs of
groups. But there is a true obstruction. For instance, Gersten noticed in [Ger94] that
the free-by-cyclic group

〈a, b, c, t | tat−1 = a, tbt−1 = ba, tct−1 = ca2〉

cannot be isomorphic to a subgroup of any CAT(0) group.

A natural class of right-angled graphs of groups satisfying our extra-condition ensuring
topical-transitivity of the action is obtained by gluing direct products along factors.

Definition 11.37. A Cartesian graphs of groups is a graph of groups such that groups
are direct products, edges are factors of vertices, and monomorphisms are canonical
embeddings.

Example 11.38. Let A1, A2 be two copies of a group A. Consider the HNN extension
(A1×A2)∗

A
associated to the monomorphisms A→ A1 and A→ A2. This is a Cartesian

graph of groups, and its fundamental group, which we denote by Ao, admits

〈A, t | [a, at] = 1, a ∈ A〉

as a (relative) presentation. Notice that, if A is infinite cyclic, we recover the group
introduced in [BKS87], which was the first example of fundamental group of a 3-manifold
which is not subgroup separable. Following the proof of Fact 8.25, it is worth noticing
that the quasi-median graph associated to Ao depends only on the cardinality of A. In
fact, we claim that the arguments used in the proof of Theorem 8.22 apply similarly,
so that, if A and B are two infinite Lipschitz-equivalent groups, then Ao and Bo are
Lipschitz-equivalent. As a concrete application, we can say for instance that the groups

Fo2 = 〈a, b, t | [a, at] = [b, bt] = 1〉
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and
Fo3 = 〈a, b, c, t | [a, at] = [b, bt] = [c, ct] = 1〉

are two Lipschitz-equivalent groups acting geometrically on two-dimensional CAT(0)
cube complexes, and that

Zon = 〈x, t | xn = [x, xt] = 1〉

is a cubulable hyperbolic group for every n ≥ 2. (In fact, Ao is (relatively) hyperbolic
if and only if A is finite.)
This example can be generalized in the following way. Let Pn be a segment with n+ 1
vertices v0, . . . , vn. Given a group A, denote by PnA the graph product associated to Pn
where each vertex-group is isomorphic to A. Now, consider the graph of groups which a
bouquet of n circles, where the vertex is PnA, the edges are A, and the monomorphism
on the i-th edge identifies A0 with Ai for every 1 ≤ i ≤ n. This is a right-angled graph
of groups such that Φ(G) = {Id} for every factor, and its fundamental group admits

〈A, t1, . . . , tn | [a, ati ] = 1, a ∈ A, 1 ≤ i ≤ n〉

as a (relative) presentation.

Example 11.39. Let A be a group and B1, B2 two copies of a group B. Consider the
HNN extension (B1×A×B2)∗

B
associated to the monomorphisms B → B1 and B → B2.

The group we obtain, which we denote by A on B, admits

〈A,B, t | [a, b] = [a, bt] = [b, bt] = 1, a ∈ A, b ∈ B〉

as a (relative) presentation. Notice that A on B is relatively hyperbolic if and only if B
is finite (if so, A on B is hyperbolic relatively to A). In particular, A on B is hyperbolic
if and only if B is finite and A hyperbolic. For instance,

F2 on Z3 = 〈a, b, c, t | [c, a] = [c, b] = [c, at] = [c, bt] = [c, ct] = c3 = 1〉

is a hyperbolic group acting geometrically on a two-dimensional CAT(0) cube complex.

Another possible construction in order to obtain right-angled graph of groups satisfying
our extra-condition is to take an HNN extension of a graph product conjugating two
isomorphic vertex-groups. Interestingly, many diagram products arise in this way.

Example 11.40. Let A be a group and B1, B2 two copies of a group B. Consider
the HNN extension (A × (B1 ∗ B2))∗

B
associated to the monomorphisms B → B1 and

B → B2. We recover the product A�B from Example 10.65, which admits

〈A,B, t | [a, b] = [a, bt] = 1, a ∈ A, b ∈ B〉

as a (relative) presentation.
Several generalisations of this construction are possible. For example, let A be a group
and, for every 1 ≤ i ≤ n, let B1

i and B2
i be two copies of a common group Bi. Consider

the graph product G = A × (B1
1 ∗ B2

1 ∗ · · · ∗ B1
n ∗ B2

n). Now, take the HNN extension
G ∗
B1∗···∗Bn

associated to the monomorphism B1∗· · ·∗Bn → B1
1∗· · ·∗B1

n and B1∗· · ·∗Bn →

B2
1 ∗ · · · ∗B2

n. The group we obtain admits

〈A,B1, . . . , Bn, t | [a, b] = [a, bt] = 1, a ∈ A, b ∈ Bi, 1 ≤ i ≤ n〉

as a (relative) presentation. Another possibility would be to make n distinct HNN
extensions, to get the (relative) presentation

〈A,B1, . . . , Bn, t1, . . . , tn | [a, b] = [a, bti ] = 1, a ∈ A, b ∈ Bi, 1 ≤ i ≤ n〉.
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Now, suppose that we consider a right-angled graph of groups such that the underlying
abstract graph is finite, as well as all the simplicial graphs defining the graph products,
and such that all factors are finite. It follows from Lemma 11.27 that the action of the
fundamental group on the associated quasi-median graph is geometric. Thus, although
the action is not topical-transitive in general, we are able to deduce some information
on the group. In fact, we suspect that the results proved in the previous two sections
hold under the weaker hypothesis that Φ(G) is finite for every factor G; see Remark 1.2.

Proposition 11.41. Let G be a right-angled graph of groups. Suppose that the under-
lying abstract graph and the simplicial graphs of the graph products are all finite, and
that the factors are finite groups. The fundamental group of G acts geometrically on
some CAT(0) cube complex. Moreover, it is hyperbolic if and only if the following two
conditions are satisfied:

• the simplicial graphs defining the graph products are square-free;

• there do not exist a loop p in the abstract graph, based at some vertex v ∈ V , and
two non adjacent vertex-groups G,H in the graph product Gv, such that ϕGp (G) =
G and ϕHp (H) = H.

The proposition follows directly from Propositions 4.16 and 11.35.

Example 11.42. Let A1, A2 be two copies of a finite abelian group A. Consider the
graph of groups which is a bouquet of two circles such that the vertex is A1×A2, the two
edges are A, the monomorphisms of one edge are the identities A → A1 and A → A2,
and the monomorphisms of the other edge are the identity A → A1 and the inversion
A→ A2. For instance, if A = Z3, we get the group

〈x, r, s | x3 = [x, xr] = 1, xs = x−1〉.

So this is a cubulable hyperbolic group.

Now, let B be a finite group and A1, A2 two copies of a finite abelian group A. Consider
the graph of groups which is a bouquet of two circles such that the vertex is B×(A1∗A2),
the two edges are A, the monomorphisms of one edge are the identities A → A1 and
A → A2, and the monomorphisms of the other edge are the identity A → A1 and the
inversion A→ A2. For instance, if A = Z3 and B = Z2, we get the group

〈x, y, r, s | x3 = y2 = [y, x] = [y, xr] = 1, xrs = x−1〉.

This is a cubulable group which is not hyperbolic.

12 Open problems
Disc diagrams. Section 2 contains essentially all the tools used for CAT(0) cube
complexes, except one: disc diagrams. They were used independently in [Sag95] and
in [Wis12] (see also [Hag12, Gen16c]). This is a very convenient tool, and it would be
interesting to know whether a similar technology can be developped for quasi-median
graphs. For this purpose, the local criterion formulated in Section 2.12 could be useful.

Problem 12.1. Study disc diagrams in quasi-median prism complexes.

One motivation is the following. It is known that a cube complex is a locally CAT(0)
metric space if and only if it satisfies Gromov’s link condition (see [Lea13]). Similarly, we
showed in Section 2.11 that a quasi-median prism complex turns out to be CAT(0), so
that a locally quasi-median prism complex must be locally CAT(0); but the converse does
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not hold. Indeed, two triangles glued along an edge defines a CAT(0) prism complex,
but its 1-skeleton is not a quasi-median graph. We expect that, by restricting the gluings
in the definition of a prism complex, the converse will hold. More precisely, define a
prism complex as a collection of prisms glued together along “factors” (thinking of a
prism as a product of simplexes). With respect to this definition,

Question 12.2. Is a prism complex locally CAT(0) if and only if it is locally quasi-
median?

Other properties to study. In Sections 5 and 7, we proved combination theorems
for several properties, but many properties of interest were not considered. We list
below some of them, for which similar arguments should be possible. Typically, it may
be expected that a result which holds for graph products and groups acting on CAT(0)
cube complexes generalises in the context of quasi-median graphs.

Question 12.3. Let G be a group acting on a quasi-median graph such that the hy-
potheses of Proposition 5.23 are satisfied. If clique-stabilisers are semihyperbolic (resp.
(bi)automatic), is G semihyperbolic (resp. (bi)automatic)?

Extending the normal cube paths from [NR98a] to quasi-median graphs, it is possible to
choose a canonical chain of cliques between two vertices of a quasi-median graph whose
cubical dimension is finite, and next, using Lemma 3.18, this choice leads to a natural
way to extend combings from cliques to a combing on the whole quasi-median graph
(with respect to a global metric). Notice that combings on graph products were already
studied in [HM95].

Question 12.4. Let G be a group acting on a quasi-median graph such that the hy-
pothesese of Proposition 5.23 are satisfied. Does the inequality

asdim(G) ≤ max {asdim (stab(P )) | P prism}

between asymptotic dimensions hold?

Notice that the asymptotic dimension of graph products was studied in [AD13], where
the above inequality is proved.

Question 12.5. Let G be a group acting on a quasi-median graph such that the hy-
potheses of Proposition 5.23 are satisfied. Does the inequality

δG ≺ max
{
δstab(C) | C clique

}
between Dehn functions hold?

This inequality for graph products was proved in [Alo96].

Question 12.6. Let G be a group acting topically-transitively on a quasi-median graph
of finite cubical dimension with finite vertex-stabilisers. If prism-stabilisers satisfy the
property RD, does G satisfy property RD?

We suspect that, under our assumptions, G satifies the property RD relatively to prism-
stabilisers (as defined by Sapir in [Sap14]), essentially as a consequence of Proposition
2.84. It is worth noticing that this is precisely the meaning of [Sap14, Theorem 3.24] in
the context of graph products.

Question 12.7. Let G be a group acting on a quasi-median graph such that the hy-
potheses of Proposition 5.23 are satisfied. If clique-stabilisers are coarse median, is G
coarse median as well?
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Coarse median groups were introduced by Bowditch in [Bow13], including hyperbolic
groups, groups acting geometrically on CAT(0) cube complexes, and mapping class
groups of surfaces. It is even not known whether being coarse median is stable under
graph products. Notice that there is a natural way to extend a collection of coarse
medians defined on cliques into a global coarse median thanks to Proposition 2.84.

The above properties are essentially metric, but similarly to the extensions of metrics
and collections of walls, it is possible to define coherent system of topologies and to
extend them as a global topology. For instance, we expect that extending contractible
topologies leads to a global contractible topology (the idea is that it should be possible
to collapse a hyperplane by identifying its fibers if its cliques are contractible). One
example of possible application is (see also [Alo96]):

Question 12.8. Let Γ be a simplicial graph and G a collection of groups indexed by
V (Γ). Suppose that every group G ∈ G is of type Fn(G) for some n(G) ≤ +∞. Is it true
that the graph product ΓG is of type Fn where

n = max
{

k∑
i=1

n(Gi) | G1, . . . , Gk pairwise adjacent
}

?

Some improvements. We suspect that some of our results may be strengthen. For
instance, by weighting the hyperplanes as in [CN05a], the lower bound in Proposition
3.30 might be improved if the cubical dimension of the quasi-median graph is finite.

Question 12.9. Under the hypotheses of Proposition 3.30, is it true that

αp(X, δ) ≥ inf
C clique

αp(C, δC)

if the cubical dimension of X is finite?

Theorem ??? proved that Lipschitz equivalent vertex-groups lead to Lipschitz equivalent
graph products. A natural problem would be to generalise the proof to a more general
context. More precisley:

Question 12.10. Let G and H be two groups acting topically-transitively on a common
quasi-median graphs. If stabilisers of a given clique are quasi-isometric (resp. Lipschitz
equivalent, strongly commensurable), when are G1 and G2 quasi-isometric (resp. Lips-
chitz equivalent, commensurable)?

(The question about commensurability is motivated by [JS01], whose results are proved
in the context of graph products.)

Curve graphs for graph products. Let us continue the discussion we began in
Section 8.5 about the analogy between graph products and mapping class groups. Al-
though I am conviced that the technics which are mentionned below lead to proofs of
the different statements, our discussion remains informal, and the statements need to
be showed.

First of all, inspired by Nielsen-Thurston classification of the homeomorphisms of a
surface, we can classify the elements of a graph product from their actions on the
associated quasi-median graph.

Statement 12.11. Let Γ be a simplicial graph and G a collection of groups indexed by
V (Γ). If g ∈ ΓG, three cases may happen:

• g is elliptic, ie., it stabilises a prism of X(Γ,G); if so, the support of g is included
into a clique.
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• g is reducible, ie., it is loxodromic and it stabilises a product of two unbounded
subcomplexes of X(Γ,G); if so, the support of g is included into a large join but
not on a clique.

• g is contracting, ie., it is contracting isometry of X(Γ,G); if so, the support of g
is not included into any large join.

This statement follows from the techniques we used in [Gen16c]. Given X(Γ,G), it
is natural to define the crossing graph T (Γ,G) as the graph whose vertices are the
hyperplanes of X(Γ,G) and whose edges link two transverse hyperplanes, and to think
of it as the curve graph. However, T (Γ,G) is connected only if Γ is connected itself. Since
this disconnectedness is produced by cut vertices of X(Γ,G), a solution is to add these
cut vertices to T (Γ,G) and to link them to their adjacent hyperplanes. Alternatively, it
is possible to mimic the definition of the contact graph of a CAT(0) cube complex, as
defined by Hagen in [Hag14]. (Notice that these two graphs are quasi-isometric.) But
another problem is that contracting elements of ΓG may induce elliptic isometries of
T (Γ,G) as well as in any of its variations. In fact, if you define a new graph Λ as the
join of Γ with a single vertex and a new collection H from G by labelling the vertex
of Λ\Γ with Z2, then our different graphs turn out to be bounded although the graph
product ΓG becomes ΛH = ΓG × Z2. Nevertheless, we have:
Statement 12.12. Let Γ be a connected simplicial graph and G a collection of groups
indexed by V (Γ). Then T (Γ,G) is a quasi-tree, unbounded if and only if Γ is not clique,
on which ΓG acts (non uniformly) acylindrically. Moreover, elliptic and reducible ele-
ments of ΓG induce elliptic isometries of T (Γ,G), and any element of ΓG inducing a
loxodromic isometry of T (Γ,G) must be contracting, the converse being true if the groups
of G are all infinite.
We refer to [Hag14, Gen16c, Gen16a] for the techniques which can be used to prove
this statement. As a consequence, although defining a reasonable curve graph in full
generality might be more technical and less natural, T (Γ,G) is a good candidate when
Γ is connected and the groups of G are infinite.

Quasi-isometric classification of graph products. We expect that the study of
the quasi-median graphs associated to graph products will lead to results towards the
classification up to quasi-isometry of (some) graph products, in particular when vertex-
groups are all finite. A first question is: is the quasi-isometric classification of graph
products of finite groups more difficult that the same classification of right-angled Cox-
eter groups? More precisely:
Question 12.13. Does there exist a graph product of finite groups which is not quasi-
isometric to a right-angled Coxeter groups?
We suspect a positive answer. Of course, a complete classification is not expected.
An interesting family of examples were studied in [Bou97] (whose arguments can be
interpreted in a very natural way by using our quasi-median graphs!), where infinitely
many pairwise non quasi-isometric hyperbolic graph products of finite cyclic groups are
given. A sligthly more general problem would be:
Problem 12.14. Classify cycle of finite groups up to quasi-isometry.
By a cycle of groups, we mean the graph product associated to a cycle. In particular, if
F is a group and n ≥ 1 an integer, we denote by CnF the graph product associated to
a cycle of length n whose vertex-groups are all isomorphic to F .
Question 12.15. Let n ≥ 5. Do there exist two infinite quasi-isometric groups G,H
such that the cycles CnG and CnH are not quasi-isometric?
We expect a positive answer. A case of interest is when G and H are surface groups.
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Wreath products. Theorem 9.37 provides a lower bound on the `p-compression of
some wreath products which depends on a constant TS(X) associated to a CAT(0)
cube complex X. It would be interesting to study the possible values of this constant.
A (possibly naive) guess is the following:

Question 12.16. Let X be a cocompact CAT(0) cube complex. Let d denote the
maximal integer such thatX contains an isometrically embedded subcomplex isomorphic
to Rd. Is it true that TS(X) = d/(2d− 1)?

Easier questions to test this problem may be the following:

Question 12.17. What is TS(T1 × T2) where T1, T2 are two trees?

Question 12.18. If X is a finite dimensional CAT(0) cube complex, is is true that
TS(X) > 1/2?

Corollary 9.29 shows that acting properly on a CAT(0) cube complex is stable under
wreath products, and according to Proposition 9.33, the CAT(0) cube complex on which
the wreath product acts properly can be chosen finite-dimensional for F o Zn, where F
is a finite group, whereas it is typically infinite-dimensional in the general case.

Question 12.19. When does a wreath product act properly discontinuously on a finite-
dimensional CAT(0) cube complex?

One obstruction is provided by the Tits alternative proved in [CS11]. A wreath product
acting properly on a finite-dimensional CAT(0) cube complex must either contain a non
abelian free subgroup or be (locally finite)-by-abelian. For instance, Z o Z cannot act
properly on a finite-dimensional CAT(0) cube complex. Another obstruction is provided
by the weak amenability. Indeed, it was noticed in [CSV08] that, for any non trivial finite
group F , the wreath product F oF2 does not act properly on a finite dimensional CAT(0)
cube complex, because a group admitting such an action must must have a Cowling-
Haagerup constant equal to one according to [Miz08, GH10], whereas it is proved in
[OP10, Corollary 2.11] that the Cowling-Haagerup constant of F o F2 is strictly larger
than one.

Diagram products. In Section 10, we were not able to study the stability of being
virtually special under diagram products. Following [Gen15], it may be expected that, at
least under the assumption that [w]P is finite, the action of a diagram group on its quasi-
median graph is special. So the main difficulty comes from the last point in the statement
of Proposition 7.5. Given some semigroup presentation P = 〈Σ | R〉, some collection of
groups G indexed by Σ and some base word w ∈ Σ+, let u ∈ Σ+ be a word equal to
w modulo P which we write as x1u1 · · ·xnunxn+1 for some x1, u1, . . . xn, un, xn+1 ∈ Σ+.
The map

(U1, . . . , Un) 7→ ∆ · (ε(x1) + U1 + · · ·+ ε(xn) + Un + ε(xn+1)) ·∆−1,

where ∆ is a fixed diagram satisfying top−(∆) = w and bot−(∆) = u, defines a
monomorphism D(P,G, u1) × · · · × D(P,G, un) ↪→ D(P,G, w). We call a group aris-
ing in this way a canonical subgroup.

Question 12.20. Is a canonical subgroup a rectract of the diagram product?

In the context of cocompact diagram groups, we showed in [Gen15] that canonical sub-
groups are virtual retracts. A related question, which may be easier to solve, is:

Question 12.21. If its factors and its underlying diagram group are residually finite,
is a diagram product residually finite?
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In fact, the problem reduces to show that a diagram product of finite groups turns out
to be residually finite if its underlying diagram group is itself residually finite.

In view of Corollary 10.60, a natural problem is to determine which right-angled Artin
groups we are able to obtain in this way. More precisely,

Question 12.22. When is a graph a Γ(P, σ, w) for some semigroup presentation P =
〈Σ | R〉, some map σ : Σ→ {0, 1} and some base word w ∈ Σ+?

Finally, notice that a consequence of Theorem 10.58, combined with [Chi12] and [Wie03],
is that a diagram product of left-orderable groups must be left-orderable. Because
diagram groups turn out to be bi-orderable [GS06], a natural question is:

Question 12.23. Is a diagram product of bi-orderable groups bi-orderable?

In our opinion, the cocompactness assumption [w]P < +∞ in Theorem 10.41 can be
removed by following the argument used in [Gen17a]. To be more precise, the analogue
of [Gen17a, Lemma 8] would be that a subgroup H ≤ D(P,G, w) either is containted
into a prism-stabiliser or splits over a finite subgroup; as a consequence, if D(P,G, w) is
finitely generated, it would decompose as a finite graph of groups whose edges are finite
groups and whose vertices are direct products of finitely many groups of G. However, it
might be more interesting to study the problem with a more general point of view. Let
us introduce the class of twisted graph products.

Let Γ be a simplicial graph and G a collection of groups indexed by V (Γ). Label the
vertices of Γ by the isomorphic classes of their associated groups. Let Isom+(Γ) denote
the subgroup of Isom(Γ) preserving this labelling. Fix a group for each of these classes,
and, for every s ∈ V (Γ), denote by G(s) the group we fixed in the class of the vertex-
group Gs, and fix an isomorphism ϕs : G(s)→ Gs. We deduce a monomorphism{

Isom+(Γ) → Aut(ΓG)
ϕ 7→

(
g 7→ ϕϕ(s) ◦ ϕ−1

s (g), g ∈ Gs
)

For every H ≤ Isom+(Γ), we define the twisted graph product ΓG oH, where H acts on
ΓG via its image in Aut(ΓG) by the previous map. Notice that, up to isomorphism, the
group we obtain does not depend on the choices of the isomorphisms ϕs. We recover
the graph-wreath products introduced in [KM16] when G is reduced to a singleton.

Question 12.24. When is a twisted graph products hyperbolic?

In this context, Theorem 10.54 shows that any group acting rotatively on a quasi-median
graph decomposes as a twisted graph product. Does the converse hold?

Question 12.25. Does a twisted graph product act naturally on a quasi-median graph?

Right-angled graphs of groups. In Section 11, we were not able to study the sta-
bility of being virtually special under right-angled graphs of groups. The main difficulty
comes from the last point in the statement of Proposition 7.5.

Question 12.26. Consider a right-angled graph of groups satisfying the hypotheses of
Theorem 11.30. Are hyperplane-stabilisers retracts?

Another problem is that the action on the quasi-median graph is not always special.

Question 12.27. When is the action of the fundamental group of a right-angled graph
of groups on its associated quasi-median graph special?
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Motivated by Corollary 10.11 and Cartesian graphs of groups defined in Section 11.4,
define a Cartesian cubing of groups as a complex of groups such that its underlying
complex is a non positively curved cube complex, its groups are direct products, and its
monomorphisms are canonical embeddings of factors into products.

Question 12.28. Does the fundamental group of a Cartesian cubing of groups act
topically-transitively on a quasi-median graph?
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