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Résumé

Les alliages intermétalliques riches en fer du ewst fer-aluminium, FAIl, ont des
caractéristiques trés intéressantes pour des apphtis mécaniques a haute température. lls
possedent, comme la plupart des composés intefipéés, une résistance mécanique élevée,
une bonne résistance a I'oxydation ainsi qu’unkléailensité. Cependant, les principales raisons
qui limitent leurs applications sont leur fragiléétempérature ambiante et une forte diminution
de leur résistance pour des températures sup&ieu®b0°C. Un aspect intéressant de ces
alliages est leur comportement envers les métauamsition. Certains éléments, comme Ti,
peuvent augmenter la stabilité de la phase, @@ augmentant la transition B2 vers des
températures plus élevées. La situation est méane alans le cas du Zr. En effet, malgré I'effet
bénéfique du dopage en Zr sur la cohésion dessjdimtgrains et la ductilité, il n'existe pas de
données expérimentales concernant son effet sstallité de la structure Q0du composeé
FesAl. Ce travail de thése vise a étudier I'effet ds deux métaux de transitions Ti et Zr sur les
propriétés du composeé intermétalliquesP@Al en utilisant des calculs pseudopotentiels ab
initio basées sur la théorie de la fonctionnelldaddensité (DFT). Deux principaux themes ont
été abordéegi) la compréhension du réle de ces deux métaux dsiti@ en termes de stabilité
de la phase DQa la lumiere de leur site préférentiel dans laicstme DQ-Fe&Al (i) le
comportement du Ti et Zr dans le joint de gral%s (310) [001] ainsi que leur effet sur la
stabilité structurale de cette interface. Un élémmportant pour étudier ces aspects est de
prendre en compte l'effet de la température. Cétzssite un traitement de type dynamique
moléculaire des atomes dans la supercellule. Lnigae dynamique moléculaire ab initio
(AIMD) résout ces problémes en combinant des cslaéd structure électronique avec la
dynamique a une température finie. Ainsi, notredéta été menée a la fois en utilisant des
calculs ab initio statiques a OK ainsi que par flgsgen compte de l'effet de la température
jusqu’a 1100K (Dynamique Moléculaire Ab Initio).

Abstract

FesAl-based intermetallic compounds are promising mmalte for structural applications at high
temperature. Their advantageous properties origifi@m their low density and their high
corrosion resistance in oxidizing and sulfidizingvieonments. However, because of their
limited room temperature ductility and their lowrestgth and creep resistance at higher
temperatures (~550°C), it is necessary to impréwgr tproperties to adapt them for structural
applications. An interesting aspect of these allsysheir behaviour towards transition metal
impurities. Some elements like Ti increase the istalof the DO; by increasing the DIB2
transition towards higher temperature. The situatsoless clear for Zr addition, indeed, despite
the beneficial effect of small Zr addition on theig boundary cohesion and ductility; there is
no experimental data available concerning its &ffeon the stability of the DREFeAl
compounds. In this thesis the effect of the Ti ardtransition metals on the BEFeAI
inntermetallic compounds has been investigated ans of ab initio PseudoPotentials
numerical simulations based on Density Functiorf@oFy. Two main issues will be addressed
(i) the understanding of the role of these two traorsinetals in terms of stability of the bulk at



the light of their site preference in the $£B;Al structure (ii) the behaviour of Ti and Zr
transition metals in thg5 (310) [001] grain boundary and their effect oa #tructural stability

of this interface. An important issue when studythgse aspects is to take into accounts the
effect of temperature. This requires a moleculanaglyics treatment of the atoms in the
supercell. The technique known asinitio molecular dynamics (AIMD) solves these problems
by combining ‘on the fly’ electronic structure calations with finite temperature dynamics.
Thus, our study was conducted both using the cdoreal static ab initio calculations (0OK) as
well as by taking into account the effect of tengpere (Ab Initio Molecular Dynamics).
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Introduction

FesAl-based intermetallic compounds are promising malte for structural applications at high
temperature. Their advantageous properties origifie@m their low density and their high
corrosion resistance in oxidizing and sulfidizingvieonments. At ambient and intermediate
temperatures, BAl shows higher strength than other single-phase @lloys due to its ordered
D03 superlattice structure. However, at about 550di€grdering of the Dstructure as well as
a sharp drop in the flow stresses occur in therpistoichiometric FgAl compound, causing
detrimental effects to this material with regardstauctural applications. An interesting aspect of
these alloys is their behavior towards transiticetahimpurities. Some elements like Ti increase
the stability of the D9 by increasing the (B2 transition towards higher temperature. The
situation is less clear for Zr addition, indeedsplte the beneficial effect of small Zr addition on
the grain boundary cohesion and ductility; theraasexperimental data available concerning its
effects on the stability of the R®e;Al compounds.

In this thesis the effect of the Ti and Zr tramsitimetals on the DR&FeAl intermetallic
compounds has been investigated by means of ab RseudoPotentials numerical simulations
based on Density Functional Theory. Two main issuéde addresse(l) the understanding of
the role of the these two transition metals in eohstability of the bulk at the light of theitesi
preference in the QEFe;Al structure(ii) knowing that the ductility of iron aluminides i#ected

by grain boundary brittleness and that experimeimérmation on segregation at grain
boundary (G.B.) is hardly available because of tesolution of the measuring tools, the
behaviour of Ti and Zr transition metals in th& (310) [001] grain boundary will then be
studied to point out their effect on the structustbility of this interface. The particuldib
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(310) [001] grain boundary has been selected becaligs short period and the presence of a
single type of (310) planes in the D6tructures. These two factors make it much easier
numerical simulation by keeping the calculation dirwithin reasonable limit. It is also
reasonable to consider however that, due to ite Hiegree of coincidence, this specific grain
boundary can be representative of a wide rangewhdaries in F&AIl alloys. Thus, the behavior
depicted here for Ti and Zr atoms with respectheirt neighbor atoms should not change

drastically with the nature of the grain boundary.

In principle, and this is the approach emphasizedthis thesis, a theory attempting to
realistically describe of the structural propertigsability of the D@ structure and grain
boundary relaxation) needs to take into accountdfiect of temperature. This requires a
molecular dynamics treatment of the atoms in theestell. The technique known ab initio
molecular dynamics (AIMD) solves these problems dombining ‘on the fly’ electronic
structure calculations with finite temperature dymas. Thus, our study was conducted both
using the conventional static ab initio calculatiai®K) as well as by taken into account the

effect of temperature (Ab Initio Molecular Dynamics

The most important element in an AIMD calculatianthe representation of the electronic
structure. The calculation of the exact groundestéctronic wave-function is intractable, and
approximations must be used. In the present studychoose to use pseudopotentials methods
implemented in the Vienna Ab Initio Simulation Pagk (VASP). It is one of the most powerful
ab initio DFT pseudopotential-based packages availat present. It has been already applied to

a wide range of problems and materials, includinlg Bystems, surfaces and interfaces.

This thesis is organized as follows. In Chapterel prvovide a literature review concerning the

effect of alloying elements on the properties ofAHeased intermetallics compounds.

In Chapter Il an outline of the theoretical backgrd that serves as a foundation of our
calculations is given. The implementation of Ab timi Molecular Dynamics within the
framework of plane wave pseudopotential densityctiomal theory is given in detail. A short
introduction to density functional and pseudopatritheory will be given in the second part of
this chapter.

Chapter 11l and IV are devoted to the applicatibth@se methods and the use of tools described
in the previous section. In Chapter I, the resudf the static ab initio calculations of the
substitutions of the Ti and Zr transition metalghe bulk as well as thg5 grain boundary are

presented. Chapter IV gives the results of Abdniiolecular Dynamic calculations that was set
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up to investigate the effect of temperature onsthéctural stabilities of the two transition metals
impurities in the bulk ani’5 (310) [001] grain boundary of the PBe;Al compounds.

Finally, we conclude the document and summarizéésec insights






Chapter I

Background for the iron aluminides based
intermetallics analysis

In this chapter, we give survey of the literature concerning the
effect of the alloying elements on the properties of FeAl based
intermetallics compounds. After a brief introduction to the
properties of the intermetallics and the more especially the
intermetallic compounds based on the FeAl system, in Section I
and II, the different strengthening mechanisms of the alloying
elements in the bulk are presented in Section III. In Section IV the
effect of additions at the grain boundaries are also discussed with
a description of the different tools for the characterization of the

grain boundaries.

|. Intermetallic compounds

Intermetallic compounds can be simply defined ae@d alloy phases formed between two or
more metallic elements. These materials have diftecrystal structures from those of their

based metallic constituents metallic componentsextibits long-range ordered superlattices. In
comparison with conventional metallic materialggermetallic compounds have the advantages
of high melting point and high specific strengthhigh make them promising high temperature

structural materials for automotive, aircraft, @etospace applications.

The ordered nature of intermetallic compounds garerhigh temperature properties due to the
presence of long-range-ordered superlattice, whattuce dislocation mobility and diffusion
processes at elevated temperatures [1, 2]. Alumgniblased intermetallics are low density

materials which are distinctly different from comtienal solid-solution alloys. For example,
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NizAl exhibits an increase in yield strength with ie&sing temperature, whereas conventional
alloys exhibit a general decrease in strength wethperature [3, 4]. Nickel and iron aluminides
also possess sufficiently high concentration ofratium, thus formation of a continuous and
adherent alumina scale on the external surfacénefmaterial could always be achieved. In
contrast, most of the alloys and capable of opsgadbove 700 °C in oxygen-containing
environments contain less than 2 wt. % aluminiuna @variably contain high concentration of
chromium for oxidation protection with chromia. K&t and iron aluminides therefore could
provide excellent oxidation resistance at tempeeatwanging from 1100 to 1400 °C owing to

their high aluminium contents and high melting peif].

[l1.Iron aluminides

Among the big family of intermetallic compoundsgetke-Al, Ni-Al and Ti-Al systems are
attracting most of the attention. The FeAl systerattractive because of specific features. Due to
their excellent oxidation resistance _first notedthe 1930s_ iron aluminides have been the
subjected to extensive studies with respect tocstral and functional applications [6]. In
addition to their superior oxidation and sulfidaticesistance, iron aluminides also offer the
advantages of low material cost, Consisting of stvategic elements, their density is also lower
in comparison with stainless steels. Therefore ti@ye long been considered for applications in
the automotive and petrochemical industries as waellconventional power plants and coal
conversion plants, fot components such as, shaftes as well as coatings for heat exchangers
and molten soft applications [7]. However, theiropaductility at room temperature and
significant drop in strength above 600 °C togethdth inadequate high temperature creep

resistance has limited their potential for struat@pplications.

The phase diagram of the binary Fe—Al system, aaegrito Kubaschewski [8], is shown in Fig.
I-1. The solid solubility of Al in f.c.cy-Fe is limited to 1.3 at.% at 1180 °C. In contrastthe
disordered b.c.ca-Fe (A2) up to 45 at.% Al can be dissolved at higmperature (1310 °C).
Between 0 and 54 at.% Al two ordered compoundst.eXise DQ-ordered FgAl is stable at
compositions around 27 at.% Al and from room terapge to 550°C (830K). Above 550°C the
ordered FgAl with DO3 structure transforms to an imperfectly ordered(&2) structure, which
ultimately changes to a disordered solid solut&?(a). On the other hand, FeAl exists with B2
structure and is stable from about 36-48 at% Adl @@ transition from B2o(x(1)) to A2 occurs
well above 1100°C. In contrast to the newer diagrdoy Massalski [9] the orderexth phase

field has been subdivided into three separate nwadiibns,a,’ and ay(l) region at lower and
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az(h) one at higher temperatures. The subdivisioa result of measurements by Kdster and
Godecke [10] who recorded energy evolution as wsllexpansion coefficients and elastic

moduli as function of composition and temperature.

In the present work, we are studying the Fe3Al lstmuoetric alloy with the D03 structure.
According to the phase diagram in Fig. I-1, it xpected that, at this composition, the structure
encounters the change at about 550°C (850K). Foiply the change at 790°C (1063K)

1600
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Figurel- 1 Fe-rich part of the Fe—Al system according to kadieewski [8]. In addition to the

phase boundaries fgr(disordered Al)a (disordered A2), FAI (ordered DQ) and FeAl (2;
ordered B2) additional lines are shown for the €teimperature ¢J, for different variants ofi,

and the area in which the so-call&estate’ is observed.

During the last decade, efforts have been madenbaree room-temperature ductility, high-
temperature strength, and high-temperature cresgtaace by alloying of iron aluminides. Two
approaches, namely, solid-solution strengtheningl agrecipitation strengthening, were
considered for strengthening of iron aluminidegni#nts such as Nb, Cu, Ta, Zr, B and C were
considered for precipitation strengthening; while T, Mn, Si, Mo, V and Ni were added into
iron aluminides for solid solution strengthening.deneral, the addition of elements either for
precipitation strengthening or solid solution sg#mening to improve high temperature tensile

strength and creep resistance resulted in low reonperature tensile elongations [11].
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It is well established that the fracture of irorsed intermetallics is often brittle in nature
occurring by cleavage and/or intergranular (i.euodng along grain boundaries) fracture. In this
context, it is important to determine the effecttefnary element additions both @n bulk

strengthening as well 48) grain boundary “softening”.

I11. Bulk strengthening
[11.1 Strengthening by solid-solution hardening

The Fe—-Al-Cr system is an example where, withirargd area of compositions only, solid-
solution hardening is possible. In Fig. I-2 thel®wwmal section at 1000 °C is shown [12]. At this
temperature the phase boundary betwe€fe,Al) and FeAl has not been determined and the
terma-(Fe,Al)/FeAl is used here and also otherwise ia thapter when no distinction between
the two phases is made. Complete solid solubikivieena-(Fe,Al)/FeAl anda-Cr exists and
according to the 1000 °C isotherm solid-solutiordieaing is the only strengthening mechanism
available from the phase diagram for compositignsau50 at.% Al. Only at higher Al contents
the possibility of precipitating a second phasg, bexagonal ACrs, exists. There are a number
of Fe—Al-X systems, e.g. with X=Si, V, Mn, Co, Ny, Zn, where an extended solid solubility
for X in a-(Fe,Al)/FeAl exists.

Cr —
; ; l"*._ I: FeAl;
10 10, b, 2: FeAls
‘*-\f“ 3: FeAl,
4: ALCr
Y 5: AlLCry
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Figure.l- 2 Isothermal section of the Fe—AIl-Cr system at 18D(12]. The phase boundary
betweern-(Fe,Al) and FeAl has not been determined andasefiore given by a broken line.
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It has been reported that the addition of Cr, whishbeneficial for increasing the room
temperature ductility [13, 14], does not show affgat on yield stress at 600 °C for alloys with
25 at.% Al [15]. This is not corroborated by theuks of Stein et al. [16] who investigated the
effect of solid-solution hardening for various gilogy additions for alloys containing 26 at.% Al
(Fig. 1-3). At 600 °C an increase of the yield stés observed by adding 2 at.% of Ti, V, Cr, or
Mo. If higher amounts are added a further increzsine yield stress is only observed for Mo
while for V and Cr even a decrease of the yieldsstis reported [16]. At 700 °C the yield stress
increases continuously with the amount of alloyaaglition for Ti, V and Mo while for Cr only
an addition of 2 at.% increases the yield stre¢s800 °C again a continuous increase of the
yield stress with the amount of alloying additi® abserved for Ti, V and Mo within the
investigated composition range while the additibil€ohas no marked effect on the yield stress

at this temperature (Fig. 1-3).



Chapter | : Background for the iron aluminides based intermetallics analysis 9

450
600 °C
400 - A
e — T
e ”v-— 5
£ ! i
= 350+ b -
-] .H- 4!\1._\ ///
£ £ ."/\;«
4 Sy
-] . ."’/f E x.-/ \“‘\x\_\‘
A !
& i e e
:. -I-hu_ f{/ I,
= Yo
.-f -
-’r + Cr
200 -V
——de— Mo
= T
150
g i 2 3 3 3
40
Y
104 |700 °C h A
_/ r
200 M
- i -
= Ry
= 180 L a
= .//’ /
£ 160+ &
3 * o [—e—ua
£ 1404 4 ./ . )
i % F
= . ——h—— Mo
o104 s —-g—- T
= oy NN
{’/ e “"--._.__\_
1004 s —
y *
sc-—fa’:
60 < T r T T
0 1 2 3 4 5
140
_ | |so0°C
1_'0' -‘
i. .’j
= -~ _.J
B 100 . e
_— -
= 7 4{_:‘_.’
g g0 |
" P -
g2 ’,'_, —— O
i 7 — RV
= ;.',’ - lle—— Mo
] i
S 40 e = T
i
o
0 —8
D T L] T T T
0 1 2 3 4 5
at% X

Figure.l- 3 0.2%-yield stress (in compression: €' deformation rate) at 600, 700 and 800 °C

for Fe—26Al with additions of 2 and 4 at.% X (X #,&, Mo, Ti) [16] and Fe—28Al-5Mo [17].

Black symbols denote B2-type ordering while greymmbgls denote D{L2;-type ordering at the
respective temperature.

Several experimental and theoretical studies haoweised on the structural and magnetic

properties of Fe-Cr-Al with the DR@ype structure. X-ray, neutron, magnetization and
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Mossbauer effect [18] studies which have been edraut on Fg,CrAl alloys with x < 0.6
showed that chromium atoms occupy preferentialliysites and enter also Al-positions. Their
magnetic moments are small, if any, and they dishithe value of the neighbouring iron atoms
by roughly 0.1us per chromium atom. Ready et al.[20] have foundt t@a couple
antiferromagneticaly with the Fe atoms and occingyRel site. More recently the self-consistent
TB-LMTO calculations [19] confirm the result of RlBaand al. indicating that a strong exists
preference of the Fel-site occupation by chromiank&Al. The TB-LMTO calculations [19]
show also the effect of the surroundings on the meag moment. They confirm negative

magnetic moment of chromium found experimentallj1i8].

[11.2. Strengthening by incoherent precipitates

[11.2.1. Precipitation of intermetallic phases

In many Fe—Al-X systems the solid solubility foetthird element within the Fe—Al phases is
limited and the possibility of strengthening Fe-bsed alloys by precipitation of another
intermetallic compound exists. In several systehms intermetallic phase is a Laves phase, e.g.
in the Fe—AlI-X systems with X=Ti, Zr, Nb and Ta.drder to study the effect of precipitates on
strengthening, the Fe—Al-Zr system may be considasea prototype system as only limited
solid solubility for Zr in the Fe—Al phases has me®und, which is independent from
temperature, at least between 800 and 1150 °C Fd]. -4 presents the partial isothermal
section of the Fe-corner at 1000 °C, which is shdwnmeans of example, for the phase
equilibria in the temperature range 800-1150 °Ce ®™othermal section reveals that for
(Fe,Al)-based alloys strengthening by a Laves plmg@ssible in this temperature range while
FeAl-based alloys may be strengthened by preogstaf the tetragonal phase (FeiAd)y (11).

As the solubility for Zr ina-(Fe,Al)/FeAl does not increase with temperature, possibility

exists for generating fine and evenly distributegcpitates from a solid solution.
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1000 °C

20 / 40

FeAl

at.% Al

Figure.l- 4 Partial isothermal section of the Fe—Al-Zr systm000 °C [21]. The two ternary
compounds, which are in equilibrium with the FephAbses, are either a Laves phasevth A
denoting the cubic C15 structure anddenoting the hexagonal C14 structure) or thedetral
ThMny,- type phase (Fe,AZr (14).

A set of experiments with the laves phases in #&Fsystem have been done. However, the
dependence of their mechanical properties on tieenatal composition is not yet understood.
Thus a deeper understanding of the structure #tabihd mechanical properties of the laves
phases is essential to control the material pragserof the iron aluminides. Recently,
experimental investigations of the pure lave phdssllb [22] and (FeARNDb [23] have been
performed and the phase equilibria in the respedtrnary systems has been studied.

In addition to experiments, the structural progsrtof the FeNb laves phase (C14 Hexagonal
structure) has been investigated by quantum-mechlaab initio calculations [24]. Fig. I-5
shows the results of the calculated single crystalelastic constants tensof, Gvhich gives
direct insight into the directional dependenceh# Young modulus. It indicats a rather strong
elastic anisotropy, i.e. deviations from an idga#tiese. The derived Young’'s modulus at T=0K
by using selfconsistent crystal homogenization metis about 250 + 22 GPa. The authors have

determined also the site preference of Al betwéenFe sublattices of the C14 structure using a

combined experimental and theoretical approach.
[0001]

[1070] 0170]
Figure.l- 5 Quantum-mechanically calculated directional depexd of single-crystalline

Young’'s modulus of F&\b with the hexagonal C14 structure. Shape deviatioom an ideal
sphere identify elastic anisotropy of the studiestidés phase compound.
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In the abinitio investigation, the site preference has been irgagsd at both low and elevated
temperatures, making use of CALPHAD-like statidtisablattice models to determine the
configurational entropy. The resulting free enesgige shown for (kesAlp25).Nb in Fig. 1-6
(considering a double-layer antiferromagnetic stre). Thex axis at the bottom/top indicates
the fraction of 2a/6h sites occupied by Al. Thehaut show that the 2a site has the lowest
solution free enthalpy already at T = 0 K (see IF8y. With increasing temperature, the larger
number of sites and thus configurations in the 6hlagtice and the corresponding gain in
configurational entropy make the occupation of thighlattice more and more attractive.
However, even for temperatures up to 1500 K tharmim of the free enthalpy curve is above x
= 0.25 (the value corresponding to the statisticstribution), yielding a net-preference to the 2a
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Figurel- 6 The ab initio calculated solution free enthalg@s(Fe) 75Al0.25.Nb at different
temperatures. The black dots indicate results ofttio calculations, solid lines combine these
results with a sublattice regular solution moddl|[2

[11.2.2. Precipitation of carbides

Besides hardening by precipitation of intermetalpbases, carbides could also act as
strengthening phases. Fig. I-7 shows two part@hermal sections at 800 and 1000 °C of the Fe
corner of the Fe—Al-C system [25]. At both temperasa-(Fe,Al) and FeAl are in equilibrium
with the cubic K-phase BAIC. The solid solubility for carbon in-(Fe,Al)/FeAl changes only
slightly between 800 and 1200 °C but is considgrddolver at lower temperatures, e.g. drops
from about 1 at.% C at 1000 °C to about 50 ppn2&t°& [26]. This leads to the precipitation of
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fine needle shaped precipitates of thphase at the grain boundaries during cooling. hes t
carbon diffusivity is even high at ambient temperes, these precipitates at the grain boundaries
are found at room temperature in all alloys of appate compositions even after quenching and
they do strongly affect mechanical properties at temperatures [26]. The effect kfphase
precipitates on the mechanical behaviour of Fe-ael alloys with Al contents between 25 and
30 at.% has been studied in detail by Schneidak §7].

at.% C

at.% C

10 % 20
at.% Al

Figurel- 7 Partial isothermal sections of the Fe—Al-C sys&ita) 800 (b) and 1000 °C [15].
The exact course of tlee (Fe,Al)/FeAl phase boundary has not been detemnvithin the
ternary system and therefore only its positiorhmbinary Fe—Al system is indicated by a bar on
the Fe—Al axis.
To control the precipitation end microstructuresstfe carburizing process of the Fe-Al alloys, it
IS necessary to rely on the thermodynamical praggedf the iron riche phases Fe-Al-C system,
and to know the fundamental properties of thesesghaSeveral experimental and theoretical
informations are present in the literature aboetkltarbide. Thek phase is associated to the
FeAIC structure, with theStrukturbericht Designation E2; (a perovskite-type structure). This
carbide is based on the fcc ordered structugdlFel , where the iron atoms are located in the
center of each face, and the aluminium atoms sthercorners of the cube (see Fig. I-8). The
carbon atom occupies the central octahedral imiatqtosition formed by the six iron atoms as

first nearest neighbours.
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Figure.l- 8 Conventional cell of thi-Fe;AlC carbide. The carbon atom is represented inavhit
in octahedral position, the aluminium atoms in grag the iron atoms in dark-grey.
The stoichiometric FAIC has, in fact, never been observed. Experimbnttde stoichiometry
proposed fork is Fa.Al,Cy where 0.89<1.2 and 0x<1 [28]. Other results indicate that the
composition of the different synthesized compousdsobably close to BAIC-1/2[29, 30]. In
addition, the experimental magnetic nature of themgound (ferro- or nonmagnetic) is not yet
well established. Since the investigations of Mioft&34) [31], it has been stated several times
that the Kappa phase is ferromagnetic. The givemeGamperature values would lie between
125 [32] and 290 °C [33]. However, the investigasiof Parker et al. [34] indicate that tke
phase might not be magnetic. Later, the invesbgatiof Andryushchenko et al. [28] seem to
have confirmed these observations. These authove baserved that the distribution of
aluminium on the corners of the cube and of irontloa faces of the cube is apparently not
perfect. Antisites’ defects (aluminium atoms omirgsites and reciprocally iron on aluminium

sites) seem to be at the origin of the reduced mtEgmoment.

Ohtani et al. [35] have published a Fe-Al-C phasgmm based on ab initio calculations within
an all electron approach, and Maugis et al. [36jehdiscussed the relative stability of various
phases in aluminium- containing steels, througlnélo calculations using the VASP package.
More recently, Connétable et al. [37] have invegtd the influence of the carbon on different
properties of the RBAl system using ab intio calculations. The authbave found that the
insertion of the carbon atom decreases the magmefishe iron atoms and modifies strongly the
heat capacity and the elastic constant in k-phasepared to the BAI-L1, structure. The
interactions between the Fe and the C are is the ongin of these modifications. Kellou et al.
have also investigated the structural and thermmapgoties of F@AIC k-carbide [78]. The
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authors show that The C addition has the highdsttein strengthening the cohesion of the
Fe;Al base between several additions. These authees foand that the bulk modulus (166GPa)
and cohesive energy (5.7eV/ atom) of theARe (k-carbide) phase has been found to the highest
from all the investigated B&IX compounds (X=. H, B, C, N, O) [78].

[11.3. Strengthening by coherent precipitates

In the Fe—Al-Ni system a miscibility gap betweenadderedn-(Fe,Al) (A2) and ordered NiAl
(B2) exists at temperatures below about 1200 °Q. [BBe lattice mismatch of both phases is
sufficiently small so that it is possible to produwery fine-scale coherent two-phase
microstructures of disordered(Fe,Al) (A2) + ordered (Ni,Fe)Al (B2). Except ftine Fe—Al—-Ni
system, the mechanical properties of the cohengntphase microstructures have not been
studied in detail. The coherent precipitates hasgang strengthening effect and microstructures
can be varied such that the hard (Ni,Fe)Al phasdtli®r the matrix or the precipitate and in both
cases a strengthening effect has been achieveddéfbemation behaviour of ternary Fe—Al-Ni
alloys at high temperatures has been studied [BBgse studies have been extended to
guaternary Fe—AI-Ni—Cr alloys and first resultspexsally on the creep behaviour of these
alloys, are reported by Stallybrass et al. [40].

[11.4. Strengthening by order

An additional possibility for strengthening of FeH#ased alloys is to stabilise the ructure
with respect to the B2 structure to higher tempeest. Nishino et al. [41, 42] have determined
the DQ- B, transformation temperatures in (Kk®,)3Al with M= Ti, V, Cr, Mn and Mo. In
particular, the transformation temperaturgddfr M= Ti and V increase rapidly with increasing
X, reaching § values as high as 1300 K for x=0.15 (approx. 1% &ti) and x=0.25 (approx. 19
at.% V). Anthony and Fultz [43] have reviewed tl@ute effects on Jin FgAl and also

measured the changes infor a large number of solutes only in the diluteit (see Fig. I-9).
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Figure.l- 9 Effect of ternary concentrations M‘g 03-B2 143].

Among the transition elements, the addition of ilieg rise to the sharpest increase ¢l the
rate of 55 K/at.% Ti [43, 41]. Likewise, the addits of V and Mo increasey, but only at the
rates of 35 K/at.% V [43, 41], and 25 [44, 42] & [83] K/at.% Mo. An initial rise in { for
M=Ti, V and Mo tends to moderate at a higher contmss An approximately linear
dependence of®*®20n ternary concentration is observed for all exdéeptwo elements of the
transition metals. The two exceptions, Nb and Teveha limited solubility in F&l, and the
increase in 7" saturates at a 1% concentration [43] (as seen Figml-9). In contrast, the
Cr, Hf and the Zr additions have been reportedawemo significant effect onyT43], except
for a slight increase inglreported by Mendiratta and Lipsitt [45]. It is wlowhile mentioning
here that an increase in the FBR transformation temperaturg ¢an lead to an improvement in
the high-temperature strength of;Rkbased alloys [2, 46]. Nishino et al. [42] havedeed
demonstrated that a peak in hardness extendshertigmperatures in parallel with the increase
in To for M= Ti, V and Mo. At present, there is no clesrderstanding of why these solutes have
their characteristic effects on the transformatiemperature. The effect of solute atom gn T

DO0s3-B; is expected to be related to its c istallogragite preference in the RBtructure.

[11.4.1. Site preference

FesAl crystallizes in a D@type structure shown in Fig. 1-10. In this struetuthere are two
inequivalent Fe sites with specific neighbor coafggions, which are named Fel and Fell sites.
The former has eight Fe nearest neighbors in ahedtal configuration, and the latter has four
Fe and four Al nearest neighbors in a tetrahedsafiguration. It is known in FSi, which is

isomorphous with FAl, that transition-metal impurities occupy the Fet the Fell site
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selectively [47]. The elements to the left of Fetle periodic table, i.e. Ti, V, Cr and Mn,
substitute for the Fel site, while those to théhtig.e. Ni and Co, substitute for the Fell site.
Such a selective site substitution has also beemdféor FgGa based alloys [48, 49], where the
D0; phase is always stabilized although@& forms an L1 phase, unlike BSi and FeAl, in

the low-temperature equilibrium state.
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Figurel- 10 The unit cell of D@ ordered FgAl.

The site preference of transition elements igAFenay to follow that of FgSi and FeGa, as
supported by the band calculations [50]. Never®gléhe site preference data onAtare still
incomplete. While Ti, Mo [44, 43, 51] and probaldin [51] occupy the Fel site, Mossbauer
experiments for the substitution of V [52] and 68] provided tentative exceptions to the above
trend. Other results of Mossbauer experiments neperted that Cr occupies preferentially the
Fel site and also enters the Al site [54]. Moreergly, Reddy et al. [20], by using the ab initio
calculations found, that the Cr can occupy the & Fell sites with nearly equal energies.
However, the authors [20] confirmed that the Crptewanti-ferromagnticaly with Fe atoms and
prefer to occupy the Fel site. The results of Reetdgl. [20] also show that the V occupies the
Fel site (see Fig. I-11). Comparatively, the Co Aindhough the difference is small between the
Fel and Fell occupation, it has been found thaseahtvo impurities prefer the Fell site [20].
Furthermore, X-ray analysis [41] and ab initio cdd¢ions [55] have indeed demonstrated the
Fel site selection of V atoms. The situation islekar concerning an element such as Zr for

which there is no data on site preference ig-B8AI.
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Figurel- 11 The energy gain/loss when the Fel /Fell siteggptaced by variousd3ransition-
metal atoms. The negative energies corresponcetgaim in energy while the positive energy
corresponds to a lowering of the overall bindingrgy with respect to pure clusters [20].
After all, we believe that the site preference plap important role in stabilizing the Pphase
of FesAl-based alloys. Therefore, it is of the utmosenesst to determine the site preference and

ab-initio calculations coupled with temperaturesetfanalysis are a good tool for this.

[11.4.2. Solute effects on D03 ordering

Although pseudopotential calculations [56] predicteome of the solute effects on the
transformation temperature, further questions should be addressed as to ettgic transition
elements cause their own characteristic increas@s Fortnum and Mikkola [44] suggested that
the difference between solutes in raisingisf most probably caused by the difference between
their electronic structures and/or atomic sizeghadny and Fultz [43] have shown that the solute
effect on T is related to the difference between the meta#idii of a solute atom and an Al
atom: the closer the metallic radius of a ternanyte to that of Al, the greater its effectiveness
in raising b, as shown in Fig. I-12. A qualitative support this atomic size argument is
provided by their lattice parameter results: addsi of Mo, W and Ta are effective both in

raising Tp as well as in increasing the lattice parameter.
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Figurel- 12 The showing the relationship between the efficyenica ternary additive in raising

AT 7?2, and the absolute value of the difference in rfietaldii between that ternary element
and Al [43].

However, the atomic size effect inevitably assuthesFel site occupation of any solute atom,

regardless of the site preference rule, and isialsonflict with the lattice contraction for M=V,

as shown in Fig. 1-13. In this respect, the atosime mismatch may not be a major factor

controlling the phase stability. The large increasdy is rather related to an increase in the

ordering energy of the ROsuperlattice caused by the site preference as mEnated by
Fortnum and Mikkola [44]
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Figure.l- 13 Lattice parameters of the Pphase in (FeMy)sAl as a function of composition x
for M=Ti, V, Cr, Mn and Mo. The D{single-phase state is obtained in the range slogwhe
solid lines [41].
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Taking the site preference into consideration, ttengion is directed to the variation of electron
concentration, as proposed by Nishino et al. [4], Big. I-14 shows the B, transformation
temperatures olin (Fa.xMy)3Al with M=Ti, V, Cr, Mn and Mo as a function of thaverage
electron concentration e/a. The £B) transformation temperature always increases atahmes

of e/a lower than 6.75 for E&l since, the Fe atoms are substituted by the itranselements
with less than half-filledd states. As mentioned in Section 1lI-4.2, the increasiagerofT, for
the addition of Mo is lower than that of V. In coadt, as shown in Fig. I-14, the curve of the Mo
addition almost coincides with that of the V adufitin the range of the R&ingle-phase state
when plotted as a function efa. The electron concentration effect further demaes that the
curves forM= V and Mo are rather close to that fd= Ti, despite the sharpest increasdn
for the Ti addition. Consequently, the variationtleé electron concentration plays a dominant
role in determining the values df. The situation is less clear fdi= Cr, since the site
preference of Cr is not as clear adMa Ti, V and Mo. Finally, it was also suggested ttied
electron concentration effect could predict there@ase inTy even for the additions of two or

more kinds of transition elements, if these complibays have a D{single phase structure.
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Figurel- 14 D0s-B2 transformation temperatures in {Kkel,)sAl as a function of average
electron concentration (e/a) for M=Ti, V, Cr, Mndalo [49].
The results of Reddy et al. [20] suggest that this sign of magnetic coupling that determines
the preferential location of the impurity atoms. pumities to the left of Fe couple
antiferromagnetically to Fe and prefer Fel siteslevthe impurities to the right (Co and Ni)

couple ferromagnetically and prefer Fell sites. #ar case of Cr, whereas the small difference
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between energies when substituted in Fel/Fell sttésfound to couple antiferromagnetically to
Fe and ocuppy the Fel site (Table. I-1). HoweMVeesé calculations have been carried out at O
Kelvin, and the nature of coupling changes withréasing the temperature has not been

investigated.

Table.l- 1 The bond length (BL), binding energy (BE), and ttegure of coupling in various
21limmers. The corresponding bond lengths in thexesl 35-atom clusters are also given [20].

Dimer Relaxed Cluster
System BL (a.u.) BE (eV) coupling BL (a.u.)
TiAl 4.80 1.94 FM 4.73
TiFe 3.23 4.22 AFM 4.36
CrAl 5.07 1.33 AFM 4.55
CrFe 4.41 1.38 AFM 4.20
NiAl 4.19 2.75 AFM 4.38
NiFe 3.91 2.79 FM 4.30

[11.5 Objective of our work for bulk analysis

The above analysis of the effect of the transitiogtals in raising the temperature of transition
D0s—B. (Tc) and consequently the strength of theMrentermetallic shows that the increases in
T. is related to the increases in the ordering of @i superlattice caused by specific site
substitutions by the solutes. The most effectivatss in raising §, (Ti , V and Mo) have been
found to occupy the Fel site in the {fructure. The situation is different and in cadtctions

for Cr additions. Whereas for the case of Zr, themo experimental data about it site preference
in the DQ FeAl. Additionally, the majority of the calculatiorfer the intermetallic compounds
are performed at zero tempreture. The effect ofptrature rarely used because of the time

consuming calculations.

In this framework, the purpose of the present wierto compare the behviours of Ti and Zr in

the bulk of FeAl. In particular we aim at determining:

v' The temperature dependence of the site preferdriteaad Zr.

v' The effect of temperature on the stability of the& phase of the pure as well as Ti and Zr
doped FeAl.

v' The effect of temperature on the structural propemf the pure RAl as well as the Ti

and Zr doped compounds.
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V. Effect of alloying elements on ductility

V. 1Boron addition and grain boundary strength

In the case of many intermetallic alloys, smalldsoadditions modify their ambient temperature
properties. In fact, these alloys, which preseninénimsic intergranular brittleness in their ‘pure
state, change their fracture mode, when boron-ddpesbme cases — like in the B-dopedMli
alloys — the fracture becomes ductile. In otheesabke in FeAl-B2 alloys, even in the B-doped
alloys a brittle fracture is observed, it takescplaleavage in a transgranular manner. If the first
(intergranular) type of room temperature brittlenesf intermetallic alloys is commonly
considered as amtrinsic one, the second one (transgranular) seems in dabetdue to an
extrinsic embrittling action of atomic hydrogen, created dgrihe oxidation reaction on the

sample surface.
2Al+3H,0—Al ,03+6H (Ee)
This phenomenon, first identified by Liu et al. [68 known as the ‘environmental effect'.

The boron effect in intermetallic alloys is typilgahttributed to its intergranular segregation.
This hypothesis is a simple conclusion of experitaemeasurements of some intergranular
boron enrichment, mainly in Bl alloys, by the Auger Electrons Spectrometry (AESethod
[61, 62]. This hypothesis was confirmed by the expental results of Fraczkiewicz et al. [63].
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Figure.l- 15 Effect of temperature on the intergranular coneiun of boron. Fe-45A1+400
appm B alloy; annealing during 24 h [63].

The authors [63] have used AES to measure the otmaten dependence of boron segregation

at grain boundaries of polycrystalline Fe-40 at.%bAse intermetallics. In a series of alloys
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containing different (80-2000 at. ppm) contents bmfron, a maximum grain boundary
concentration of about 13 at.% boron was measwedhe bulk concentrations above 800 at.
ppm boron, i.e. close to its solid solubility limihder these conditions. The Fowler approach
[64] was used to fit the experimental results paowg them with the values of the Gibbs free
energy of segregatiodGg’=-41 kJ/mol, and the Fowler interaction parameter+96 kJ/mol
[63]. The numerical values of thermodynamic paramsetescribing this system were corrected
later by the same authors [65]. In fact, a stroag-equilibrium segregation was still present in
the studied materials under the applied conditiohshe heat treatment. After a prolonged
annealing, however, all boron remaining at the rgt@undaries can be considered to be in
segregation equilibrium. The true equilibrium grdioundary fractions of bororfXg®®, are
shown in Table. I-2. Based on this correction, ¥aéues ofAGg? ranging from —30 to -34
kJ/mol, andzw ranging from +220 to 320 kJ/mol were obtained. &mcently, by means of ab
initio pseudopotential calculations [66], the comgan between the formation energies of boron
insertions in the bulk and at)eb grain boundary shows that the boron atoms ptefeegregate

at the grain boundary of the FeAl intemetallic campd.

Tablel- 2 Measured dependence of grain boundary atomicidracdf boron, "X, in
polycrystalline Fe—-40 at.% Al alloy at 673 K on luboron concentrationgg [63] and
corresponding equilibrium values of grain boundaigmic fraction=Xg®® [65].

Cs (al.ppm) MXBGB EXBGB FXBGB (3)XBGB (Z)XBGB (l)XBGB (l)xBGB,opt
80 0.05 0.018 0.018 0.011 0.013 0.020 0.017
200 0.08 0.028 0.028 0.025 0.026 0.031 0.030
400 0.11 0.040 0.038 0.043 0.041 0.037 0.039
800 0.12 0.047 0.049 0.065 0.057 (0.041) 0.047
2000 0.13 0.051

AGg’(673K) (kJ/mol) -34 -39+2.1 -43+1.6 -51+1.9 -48+0.4

2w (kJ/mol) +228

X ot 0.139 0.093 0.046 0.058

V. 2. Transition metal additions

The room temperature ductility of #/d can also be significantly improved with Cr aliog [13,
14] together with increasing the Al-content frone tochiometric 25 towards 28 at.% [65, 66].
A small addition of Zr (up to about 1 at.%) areodtgeneficial for the ductility by increasing the
grain boundary strength and by trapping of hydrog@gnzirconium rich precipitates [67].
Furthermore, the results of a combined experimeartdlfinite element modeling simulations of
intergranular fracture indicates that the 0.5% of t@ the ternary Fe-28%Al-5%Cr alloy
increases the intrinsic fracture resistance at reeamperature [68].
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Stein et al. have measured the flexural fracturairg of as-cast samples as a function of
temperature in four-point bending tests, in ordertést their Britle-Ductile Temperature
Transition BDTT. The results show that the BDT temgtures of the ternary alloys strongly
increase with increasing volume fraction of secphdserl. The effect of the Al content on the
BDT of the investigated ternary Fe—Al-Zr alloysgsalitatively very similar to that of binary
Fe—Al alloys even in the presence of 50 vol% obseécphasal. At Al contents below 40at.%
there is only a very weak dependence of the terperaange of the BDT on Al content,

whereas the alloy series with 40at.% Al shows @ngfincrease of the BDT temperatures.
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Figure.l- 16 Flexural fracture strains as a function of tempeeafor two series of Fe—Al-Zr
alloys (a) with varying Al content in Fe—AIl+50 volkaves phase alloys and (b) with varying
volume fraction of the second phase in Fe—40AI0%vd phase (the arrows indicate fracture
strains above 3%).

V. 3 Modelling approach and objectives of our G.B. simulations

After all, we believe that the grain boundaries #&ne key parameters determining the
macroscopic mechanical properties of iron alumisidend must therefore be characterized as

regards of their intrinsic structural propertiedloz influence of the alloying elements.

To this purpose, experimental techniques _High-Riésa Transmission Electron Microscopy

(HRTEM) and Auger Electron Spectroscopy, among rstheare particularly well adapted to
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yield structural information. However, Fe-Al sanglghigh-purity bicrystals prepared in well-
controlled conditions, for instance), because eirtextreme sensitivity to impurities, are very
difficult to obtain and manipulate, which certainlyontributes to limit experiments. In
complementary manner, atomic-scale simulationsoém a valuable way of investigating both
the structure and thermodynamics of model intedadéis must yield matter for comparison
with available or future experimental results angbimvide with new insights for understanding

of the related mechanisms.

In performing atomic-scale simulations, specialecias to be taken of the choice of the
potential-energy modelAb initio methods provide the reputedly most accurate stfatiee-art
potentials but require a high computational powanpared to other semi-emperical (e.g. tight-
binding) or empirical (e.g., embedded atom methHodivM) models. In spite of the continuous
enhancement of the available computer power, tigd kkbmputational cost of thab initio
calculations limits the size of tractable systemsabout 50 transition-metal atoms, hindering
comprehensive grain boundary studies that haventtude point defect thermodynamics,
chemical and segregation effects, in addition teene@mmon studies generally limited to a few
specific grain boundary variants. In particularomaer to determine the ground state properties
of a given grain boundary, the configurational atphase space that has to be investigated
must include in-plane rigid-body translations (RBjTand local composition that can be different
from the bulk one (if segregation occurs). Owingtle difficulty of this task, there is no
example ofab initio study embracing the full problem, including bothe tchemical and
translational degrees of freedom, a deficiency ghidltmakes relevant the use of the empirical

potentials.

Although alloy interfacial segregation is a wellekvn phenomenon, deeper insight into it was
recently gained from the ab initio, explaining imarficular the effect the grain boundary
segregation of boron and sulphur on grain boundahgesion [69] and co-segregation of boron,
titanium and oxygen at the grain boundariesxafon [70]. Segregated gallium was found to
draw charge from the surrounding aluminium atorngst to reduce the cohesion of aluminium
[71]. On the basis of the local density functiommjuations, several phenomena were also
determined: the structure and electronic propeuieboron and sulphur at the coherent twin
boundary in ferritic iron [72], the embrittlement the same boundary induced by phosphorus
segregation [73], hydrogen segregation [74] ordfiect of boron [75] on the cohesion of iron.
The first-principles quantum mechanical calculasi@mowed that large bismuth atoms weaken

the interatomic bonding by pushing apart the copp@ms at the interface [76]
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The density-functional theory was further appliedtudy the geometric and magnetic structures
of fully relaxed symmetrical tilt {013} grain bouady in iron and {012} grain boundary in

nickel. In both cases, enhancements of the locgnetec moments of the atoms in the grain
boundary plane were found. Calculated values ofsd#gregation enthalpy of silicon and tin at

these grain boundaries were in good agreementexpiriment [77].

Concerning more specifically the atomic simulatioh the grain boundary segregation in
intermetallics, except for some studies by Besdoal.€79] and Raulot et al. [64], they were
done Ni-Al. Concerning the modeling works carriad on Fe-Al based alloys, the majority of
these calculations were always carried out withlaltng into account the vibrational effect

related to the effect of temperature.

In this context the goals of the present modelimgkwon the}'5 (310)[001] in D@-FesAl are

done to determine;

v' The site preference of the two transition metals &hd Zr) between different
configurations on the grain boundary interface.

v' The effect of the transition metals on the stapiit the grain boundary.

v The effect of the relaxation on the structural defations of the grain boundary
interface.

v' The effect of temperature on structural relaxatibthe grain boundary.

v' The temperature dependence of the site preferdrtbe two transition metals Ti and Zr.
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Chapter II

Theoretical tools

In this Chapter we review the theoretical models that were used in
our simulations. Two major theories will be described, the Ab
Initio Molecular Dynamics and the Density Functional Theory. In
the first part, the focus is on the temporal evolution of a molecular
system. In particular, the methods considering the nuclei as
classical particles are described. However, the goal is not to list in
an exhaustive manner the different methods of molecular
dynamics but to clarify the context within which the ab initio
molecular dynamics takes place. In the second part, the Density
Functional Theory ‘DFT” used in the context of our simulations is
described. Finally we detail the computational techniques that
were used to carry out our pseudopotential calculations through
the VASP (Vienna Ab initio Simulation Package) code.
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Part A: Ab Initio Molecular Dynamics

[.1. Introduction

Modern theoretical methodology, aided by the adwenhigh speed and massively parallel
computing, has advanced to a level that the miomscdetails of chemical processes in
condensed phases can now be treated on a relatoudipe basis. One of the most commonly
used theoretical approaches for such studies iMttecular Dynamics (MD) method, in which
the classical Newtonian equations of motion foystem are solved numerically starting from a
specified initial state and subject to a set ofriatary conditions appropriate to the problem. MD
methodology allows both equilibrium thermodynamia adynamical properties of a system at
finite temperature to be computed. The quality &fid calculation rests largely on the method
by which the forces are specified. In many apploces, these forces are computed from an
empirical model or “force field”, an approach thaas enjoyed tremendous success in the
treatment of systems ranging from simple liquidd aalids to polymers and biological systems
including proteins, membranes, and nucleic acidaceS most force fields do not include
electronic polarization effects [1] and can trehemical reactivity only through specialized
techniques [2], it is often necessary to turn ®riethodology oéb initio MD (AIMD).

AIMD is a rapidly evolving and growing techniqueathconstitutes one of the most important
theoretical tools developed in the last decadesannAIMD calculation, finite-temperature
dynamical trajectories are generated by using foatgained directly from electronic structure
calculations performed “on the fly” as the simuatiproceeds. Thus, AIMD permits chemical
bond breaking and forming events to occur and adsdor electronic polarization effects [3, 4].
AIMD has been successfully applied to a wide vgriet important problems in physics and
chemistry and is now beginning to influence biol@gywell. In numerous studies, new physical
phenomena have been revealed and microscopic msgiselucidated that could not have been
uncovered by using empirical methods, often leatlingew interpretations of experimental data

and even suggesting new experiments to be perform.
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Ab initio ES Classical MD
Schrodinger Eq : Ab Initio MD Newton Eq :
Car-Parrinello Fermi — Pasta — Ulam/

Hartree — Fock/
Kohn — Sham LDA MR = -VE,

H¥Y=E,¥

Static and Dynamics
Electron and Nuclei

Alder — Wainwright

MR = —VE®¢ff

Molecules, Clusters, Complees
Liquids, Solids, Surfaces
Composites

AtT =0

Figure. II- 1 Ab initio molecular dynamics unifies approximateiaitio electronic structure
theory (i.e solving Schrodinger’s wave equation etaoally using, for instance, Hartree-Fock
theory or the Local Density Approximation (LDA) Wwih Kohn-Sham theory) and classical

molecular dynamics (i.e solving Newton’s equatidmetion numerically for given interaction

potential as reported by Fermi, Pasta, Ulam, amagbs for one-dimensional anharmonic chain

model of solids and published by Alder and Wainwtifpr the three-dimensional hard-sphere
model of fluids [5]).

|.2. Quantum Molecular Dynamic

[.2.1. Deriving Classical Molecular Dynamics
The starting point of the following discussion i®nArelativistic quantum mechanics as

formalized via the time-dependent Schrédinger agoat

.,
th— g({ri}, R }; £) = HY({r;},{R;}; t) (Eq. A-1)
in its position representation in conjunction witle standard Hamiltonian
hz hz ez ez QZZIZ]
H=-) —Vi— —v§+2 —Z +Z
- ZMI - Zme = |ri—r]'| T |R1—ri| I<]|RI_R]|
h? n*
== D7, =D U Vel (R
l
KEA-2)

= i3 Vi + Ho((r) (R
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for the electronidr;} and nucleafR,;} degrees of freedom.

The goal of this section is to derive classical esalar dynamics [7-8, 9] starting from
Schrodinger’s wave equation and following the elégaute of Tully [10, 11]. To this end, the
nuclear and electronic contributions to the totale functiong({r;}, {R,}; t), which depends on
both the nuclear and electronic coordinates, havwetseparated. The simplest possible form is a
product ansatz

Hird (R0 ~ p({rid O 2R YD) exp [ [, dtEe(e)] (Eq. A-3)

Where the nuclear and electronic wave functionssagarately normalized to unity at every
instant of time, i.gy;t|y;t) =1 and(y; t|y; t) = 1, respectively. In addition, a convenient

phase factor

E = [drdR v ({r}t) v (R} OH w({r} Ox({R} 6) (Eq. A-4)

was introduced at this stage such that the finaatons will look nice;f drdR refers to the
integration over all i=1,... and I=1,... variablfgs} and{R,}, respectively. It is mentioned in
passing that this approximation is called a oned@nhant or single-configuration ansatz for the
total wavefunction, which at the end must lead tonean-field description of the coupled
dynamics. Note also that this product ansatz (eketuthe phase factor) differs from the Born-

Oppenheimer ansatz [12, 13] for separating thediadtslow variables
G0 (rid AR 1) = Xie=o ¥, (Iri 1, {IR D7, (AR5 1) (Eq. A-5)

even in its one-determinant limit, where only agterelectronic state k (evaluated for the nuclear

configuratiodR,}) in included in the expansion.

Inserting the separation ansatz Eq. (A-3) into EAsL)-(A-2) yields (after multiplying from the
left by (y] and(y| and imposing energy conservatid(H)/dt = 0) the following relations

ih3Y = 37— V7 +{[ dRY (R Voo (rh (RDARE O}y (G AB)

{ % - _leh_,vz,lvlzl+ {Jary {r}OH{r3 (R v(r O}y (Eq. A7)

This set of coupled equations defines the basith@fTime-Dependent Self-Consistent Field
(TDSCF) method introduced as early as 1930 by Djtd¢. Both electrons and nuclei move

guantum-mechanically in a time-dependent effecipatential (or self-consistently obtained
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average fields) obtained from appropriate averdggaantum mechanical equation val(ie3)
over other class of degree of freedom (by using rntbhelear and electronic wavefunctions,
respectively). Thus, the single-determinant an&atz(A-3) produces, as already anticipated, a
mean-field description of the coupled nuclear-etadt quantum dynamics. This is the price to

pay for the simplest possible separation of eleatrand nuclear variables.

The next step in the derivation of classical mdi@cdynamics is the task to approximate the
nuclei as classical point particles. How can thesdehieved in the framework of the TDSCF
approach, given one gquantum-mechanical wave equatscribing all nuclei. A well-known

route to extract classical mechanics from quantwsthanics in general starts with rewriting the

corresponding wavefunction

2R} 6) = AR} ) exp[iS({R}; ) /] (Eq. A-8)

In terms of an amplitude factérand a phase S which are both considered to beneaf>0 in
this polar representation [15]. After transformitite nuclear wave function in Eq. (A-7)

accordingly and after separating the real and inmeagiparts, the TDSCF equation for the nuclei

as 1 . 1 V%4

P ZIZ_MI(VIS)Z + [ dr y'H,y = h? ZIZ_MIIT (Eq. A-9)
24 45, 2 (V,4) (V,S) + X, — A(V,S)? = 0 (Eq. A-10)
Y 13, Wi I I 2m, I = g.

is (exactly) re-expressed in terms of the new Wwem A and S. This so-called “quantum fluid
dynamical representation” Eqgs. (A-9),(A-10) canually be used to solve the time-dependent
Schrodinger equation [16]. The relation fA&r Eq. (A-10), can be rewritten as continuity
equation [15] with the help of identification ofetmuclear densitjy|? = A% as directly obtained
from the definition Eq. (A-8). This continuity edian is independent df and ensures locally

the conservation of the particle probabilipy? associated to the nuclei in the presence of a flux

More important for the present purpose is a motailéel discussion of the relation f& EQ.
(A-9). This equation contains one term that depemuls, a contribution that vanishes if the

classical limit

as 1 *
ET + ZIZ_MI(VIS)Z + f dr vHyw=0 (Eq A-ll)
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Is taken ash - 0; an expansion in terms &f would lead to a hierarchy of semi-classical
methods. The resulting equation is now isomorphiequations of motion in the Hamilton-
Jacobi formulation [17]

ZHHARLVSH =0 (Eq. A-12)

of classical mechanics with the classical Hamifiamction

H{R;},{P;}) =T{P;}) +V({R}) (Eq. A-13)

Defined in terms of (generalized) coordinaffs} and their conjugate momer{iB;}. With the

help of the connecting transformation
P,=V,S (Eq. A-14)

the Newtonian equation of motidh, = —V,V({R;}) corresponding to Eq. (A-11)

dapP «
d—t’z—v,fdr w'H, or

M;R,(t) = =V, [dr y'H.y (Eq. A-15)
= -V, VZ{R, (O} (Eq. A-16)

can be read off. Thus, the nuclei move accordingdssical mechanics in an effective potential
V.E due to the electrons. This potential is a functibronly the nuclear positions at times a
result of averagindi, over the electronic degrees of freedom, i.e. cdmguits quantum
expectation valu¢y|H,|y), while keeping the nuclear positions fixed at thestantaneous
values{R,(t)}.

However, the nuclear wave function still occurstie TDSCF equation for the electronic
degrees of freedom and has to be replaced by thieégms of the nuclei for consistency. In this
case the classical reduction can be achieved sinhglyreplacing the nuclear density
l7({R;}; ©)|?in equation Eq. (A-6) in limit. -0 by a product of delta functiond;5(R, —

R/t centered at the instantaneous positidds of the classical nuclei as given by Eq. (A-15).

This yields e.g. for the position operator

[ dR 7 (R} OR (R} 1) =5 R, (©) (Eq. A-17)
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the required expectation value. This classicaltlieads to a time-dependent wave equation for
the electrons

1% h?

ih2l = =3 vyt V(i (R (ODY
- e
l

= H({r}, IR, (O w({ri}, {R;}; 1) (Eq. A-18)

Which evolve self-consistently as the classicalleiuare propagated via Eq. (A-15). Note that
now H, and thuap depend parametrically on the classical nucleaitipagR,(t)} at the timet
throughV,,_. ({r;}, {R;(t)}).

The approach relying on solving Eq. (A-15) togetweth Eg. (A-18) is sometimes called
“Ehrenfest molecular dynamics” in honor of Ehrebhfe@ho was the first to address the question
of how Newtonian classical dynamics can be derivesh Schrodinger’'s wave equation [18]. In
the present case this leads to a hybrid or mixguo@gh because only the nuclei are forced to

behave like classical particles, whereas the @pstare still treated as quantum objects.

[.2.2. « Ehrenfest » Molecular Dynamics

Although the TDSCF approach underlying Ehrenfeslesidar dynamics clearly is a mean-field
theory, transitions between electronic states actuded in this scheme. This can be made
evident by expanding the electronic wavefuncti¢i{as opposed to the total wave functign

according to Eq. (A-5)) in terms of many electrostiates or determinant4;

{13 AR} 8) = Xizo ck(O) ¥ ({ri}, {R}) (Eq. A-19)

with complex coefficient$c, (t)}. In this case, the coefficienfr, (t)|%}) (with X, |ci (D)]? =

1) describe explicitly the time evolution of the pégitons (occupations) of the different states
{k} whereas interferences are included via{ttje; # k} contributions. One possible choice for
the basis function§¥,} is the adiabatic basis obtained from solving timetindependent

electronic Schrodinger equation
He({ri}; {R1} ¥ = Ex({R/}) P ({ri}; {R1}) (Eq. A-20)
where{R;} are the instantaneous nuclear positions at tiaeeording to Eq. (A-15).

Thereby, thea priori construction of any type of potential energy stefés avoided from the
outset by solving the time-dependent electronicr&tihger equation “on the fly”. This allows
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one to compute the force from(H,) for each configuratiofR,(t)} generated by molecular
dynamics. The corresponding equations of motiaeims of the adiabatic basis Eq. (A-20) and

the time-dependent expansion coefficients Eq. (A-19
MR, (1) = — X [k (OI?V,Ex — X, crci (B — EDdrt (Eg. A-21)
ihé, (t) = e (OE, — ik Y ¢ (HR; df (Eq. A-22)

Where the coupling terms are given by
d*({R, (D) = [ dr HY, ¥ (Eq. A-23)

with the propertydf® = 0. The Ehrenfest approach is thus seen to inclugerausly non-
adiabatic transitions between different electrosiates¥), and ¥ within the framework of

classical nuclear motion and the mean-field (TDS&gproximation to the electronic structure.

The restriction to one electronic state in the espan Eq. (A-19), which is in most cases the
ground statéV,, leads to
MR, (t) = =V, {(¥o|H,|¥,) (Eq. A-24)

in 2%

o= H. ¥, (Eq. A-25)

note thatH, is time-dependent via the nuclear coordind®ggt)}. A point worth mentioning
here is that the propagation of the wavefunctionngary, i.e. the wavefunction preserves its

norm and the set of orbitals used to build up tagefunction will stay orthonormal.

Ehrenfest molecular dynamics is certainly the dld@sproach to “on the fly” molecular
dynamics and is typically used for collision- anchtsering-type problems. However, it was
never in widespread use for systems with many adagrees of freedom typical for condensed
matter problems (although a few exceptions exiSt [A0] but here the number of explicitly

treated electrons is fairly limited with the exaeptof [21]).

[.2.3. « Born-Oppenheimer » Molecular Dynamics

An alternative approach to include the electrotracure in molecular dynamics simulations
consists in straightforwardly solving the statieatonic structure problem in each molecular
dynamics step given the set of fixed nuclear pms#iat that instance of time. Thus, the

electronic structure part is reduced to solvingnaetindependent quantum problem, e.g. by
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solving the time-independent Schrodinger equatommcurrently to propagating the nuclei via

classical molecular dynamics.

Thus, the time-dependence of the electronic streasia consequence of nuclear motion, and
not intrinsic as in Ehrenfest molecular dynamicke Tesulting Born-Oppenheimer molecular

dynamics method is defined by
MR, () = =V, min{(y,|H,|v,)} (Eq. A-26)
Eov, = He (Eq. A-27)

for the electronic ground state. A deep differewtth respect to Ehrenfest dynamics concerning
the nuclear equation of motion is that the minimaf{H,) has to be reached in each Born-
Oppenheimer molecular dynamics step according to(&®6). In Ehrenfest dynamics, on the
other hand, a wavefunction that minimiz&d,) initially will also stay in its respective

minimum as the nuclei move according to Eq. (A-24).

A natural and straightforward extension [22] of gnd-state Born-Oppenheimer dynamics is to
apply the same scheme to any excited electronie giawithout considering any interferences.

In particular, this means that also the “diagomatection terms” [23]
DI*({R,(OY) = — [ dr v,V y, (Eq. A-28)

are always neglected; the inclusion of such tesndiscussed for instance in ( Refs. [10, 11]).
These terms renormalize the Born-Oppenheimer anfpked nuclei” potential energy surfdge

of a given state¥, (which might also be the ground stdfg) and lead to the so-called
“adiabatic potential energy surface” of that stgt8]. Whence, Born-Oppenheimer molecular
dynamics should not be called “adiabatic molecdiaramics”, as is sometime done.

It is useful for the sake of later reference tonfalate the Born-Oppenheimer equations of
motion for the special case of effective one-platidamiltonians. This might be the Hartree-

Fock approximation defined to be the variationahimum of the energy expectation value

(w,|He|v,) given a single Slater determinapf = det{y;} subject to the constraint that the

one-particle orbitalsy, are orthonormal<y/i|y/j>=6ij. The corresponding constraint

minimization of the total energy with respect te thrbitals

min{<W0|He|W0>}|{<%|u,> 5 } (Eq. A-29)
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can be cast into Lagrange’s formalism

R A A LA A TARED (Eq. A-30)

where/;; are the associated Lagrangian multipliers. Uncairstd variation of this Lagrangian

with respect to the orbitals

oL
5 =0 (Eq. A-31)

leads to the well-known Hartree-Fock equations

The diagonal canonical fora?* w, = €y, is obtained after a unitary transformation &t

denotes the effective one-particle Hamiltonian. Téguations of motion corresponding to
Egs.(A-26)-(A-27) read

MR, (t) = —V; min{{y, [HIF|y,)} (Eq. A-33)

for the Hartree-Fock case. A similar set of equettias obtained if Hohenberg-Kohn-Sham
density functional theory [24, 25] is used, whB{E has to be replaced by the Kohn-Sham
effective one-particle Hamiltoniai'F. Instead of diagonalizing the one-particle Hanilém an

alternative but equivalent approach consists ieatlly performing the constraint minimization

according to Eq. (A-29) via nonlinear optimizati@chniques.

Early applications of Born-Oppenheimer moleculanaiyics were performed in the framework
of a semi empirical approximation to the electrostizicture problem [26, 27]. But only a few
years later amb initio approach was implemented within the Hartree-Fga@imation [28].
Born-Oppenheimer dynamics started to become poputhe early nineties with the availability
of more efficient electronic structure codes in joastion with sufficient computer power to

solve “interesting problems”.

Undoubtedly, the breakthrough of Hohenberg-KohnraSkdansity functional theory in the realm
of chemistry - which took place around the sameetinalso helped a lot by greatly improving
the “price/performance ratio” of the electronicusture part [29, 30]. A third and possibly the

crucial reason that boosted the field af initio molecular dynamics was the pioneering
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introduction of the Car-Parrinello approach [31hisItechnique opened novel avenues to treat
large-scale problems vab initio molecular dynamics and catalyzed the entire fildnaking

“interesting calculations” possible, see also tlosiog section on applications.

1.2.4. « Car-Parrinello » Molecular Dynamics

A non-obvious approach to cut down the computatierpenses of molecular dynamics which
includes the electrons in a single state was pexgpdyy Car and Parrinello in 1985 [31]. In
retrospect it can be considered to combine the rdadgas of both Ehrenfest and Born-
Oppenheimer molecular dynamics. In Ehrenfest dyoartiie time scale and thus the time step
to integrate Egs.(A-24) and( A-25) simultaneouslydictated by the intrinsic dynamics of the
electrons. Since electronic motion is much fagtantnuclear motion, the largest possible time
step is that which allows to integrate the eledtr@guations of motion. Contrary to that, there is
no electron dynamics whatsoever involved in solthrgyBorn-Oppenheimer Egs.(A-26)-(A-27),
i.e. they can be integrated on the time scale gbyenuclear motion. However, this means that
the electronic structure problem has to be sohadficensistently at each molecular dynamics
step, whereas this is avoided in Ehrenfest dynamies to the possibility to propagate the
wavefunction by applying the Hamiltonian to aniaditvavefunction (obtained e.g. by one self-

consistent diagonalization).

The basic idea of the Car-Parrinello approach @awiéwed to exploit the quantum-mechanical
adiabatic time-scale separation of fast electramd slow nuclear motion by transforming that
into classical-mechanical adiabatic energy-scalearsdion in the framework of dynamical
systems theory. In order to achieve this goal W@domponent quantum/classical problem is
mapped onto a two-component purely classical probiéth two separate energy scales at the
expense of losing the explicit time-dependence loé tquantum subsystem dynamics.
Furthermore, the central quantity, the energy ef étectronic subsystdm, |H.|y,) evaluated
with some wavefunctioy,, is certainly a function of the nuclear positifRg. But at the same

time it can be considered to be a functional of wavefunctiony, and thus of a set of one-

particle orbitalq v, }.

Now, in classical mechanics the force on the nuddebbtained from the derivative of a
Lagrangian with respect to the nuclear positiortgs Buggests that a functional derivative with
respect to the orbitals, which are interpreted lasscal fields, might yield the force on the
orbitals, given a suitable Lagrangian. In additipossible constraints within the set of orbitals
have to be imposed, such as e.g. orthonormality.
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Car and Parrinello postulated the following claskagrangians [31]
1 1 . . .
Lep = ZIEMIR,Z + X5l (g//l.| ;//i) - <l//O|He| l//0> + constraints (Eq. A-35)

to serve this purpose. The corresponding Newtoagrations of motion are obtained from the
associated Euler-Lagrange equations

d oL _ aL

dt OR; ~ OR; (Eq. A-36)
d 8L 6L
e = o Eq. A-37)

like in classical mechanics, but here for both tinelear positions and orbitals; naie = (y,|

and that the constraints are holonomic [32]. Foihmathis route of ideas, generic Car-Parrinello

equations of motion are found to be of the form

.. d ] .
M,R,(t) = _a_R,(%|He| Wo> + a—Rl{constramts} (Eq. A-38)

. 1) ) .
piiy,(t) = — 6—%(%|He| Wo> + 6—%{constramts} (Eq. A-39)

wherey; (= p) are the “fictitious masses” or inertia parametesigned to the orbital degrees of
freedom; the units of the mass param@tere energy times a squared time for reasons of

dimensionality.

constraints = constraints ({ ‘//i}' {R;}D (Eq. A-40)

might be a function of both the set of orbit@l;zl.} and the nuclear positiod®,}.These

dependencies have to be taken into account propertieriving the Car-Parrinello equations
following from Eq. (A-35) using Eqgs.( A-36)-(A-37).

According to the Car-Parrinello equations of motitime nuclei evolve in time at a certain
(instantaneous) physical temperatureccy; M;R? whereas a “fictitious
temperature’=y); ui(i//l.h'z/i) is associated to the electronic degrees of freedbmthis
terminology, “low electronic temperature” or “coldlectrons” means that the electronic
subsystem is close to its instantaneous minimumggn&in{v,i}(z//0|He|1//0), l.e. close to the
exact Born-Oppenheimer surface. Thus, a grouné-staive function optimized for the initial

configuration of the nuclei will stay close to gsound state also during time evolution if it is

kept at a sufficiently low temperature.
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1.3. Integration of the equations of motion

In the classical MD [9, 7, 33], the trajectory ftire various components of the system is

generated by integrating the Newton equations dfanpwhich, for each particle i, write:

d*R;(t)

MR = fi(D) €q. Ay
fi©) = -5 |

V(X) is the potential energy function of the N—partisiestem, which only depends upon the
Cartesian coordinatesf_f{ }. Egs.(A-41) are integrated numerically usingiafinitesimal time—

step,dt, to guarantee the conservation of the total gnefghe system.

Hoping to generate exact trajectories over longsins, however, illusory, considering that the
Newton equations of motion are solved numericaligh a finite time—step. The exactness of the
solution of Egs.(A-41) is, nevertheless, not agialuas it would seem. What really matters in
reality is the correct statistical behavior of tha@ectory to ensure that the thermodynamic and
dynamic properties of the system be reproduced witlsufficient accuracy. This pivotal
condition is fulfilled only if the integrator empled to propagate the motion possesses the
property of symplecticity [34-35]. A so-called syiegtic propagator conserves the invariant

metric of the phase spade,As a result, the error associated with this pgaper is bound:

(Eq. A-42)

e(kst)— 6(0)|

1\ vn
11m"step"°°( ) k=1 €(0)

Here, ngey denotes the number of steps of the simulad(®) = H(R;, p,; 0), the initial total
energy of the equilibrated system, ang, the upper bound for energy conservation—viz* 10
constitutes an acceptable value. Assuming thattithe—step is limited, integration of the
equations of motion does not lead to an erratiowgroof the error associated with the
conservation of the total energy, which may aff@gnificantly the statistical behavior of MD
over long times. In order to clarify the statistieguivalence between the numerical solution and
the exact solution of the equations of motionsituseful to recall some points of hamilton’s
approach and relationship with statistical mechanic

[.3.1. Hamiltion’s point of view and statistical mehanics

The Hamiltonian of a system with N particles movurgler the influence of a potential function

U is defined as
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HERY,PY) = 51, 7L + U(RY) (Eq. A-43)

Were {P,} are the momenta of particles definedﬁ,}s: MI_/}. RY(P") is the union of all

positions (or momentdR,, R,, ..., Ry }.

The forces on the particle are derived from the pioal

AU(RN
F(RV) = -2 (Eq.44)
1
The equations of motion are according to Hamilt@gsation
p —OH _ P ]
Ri=35 =% (EA-45)
p _— _OH _ 90U _ N -
P, = o om F;(RY) (Eqg. A-46)
From which we get Newton’s second law usiyg= M;R,
MIRI = FI(RN) (EA-47)

The equations of motion can also be derived usimg ltagrange formalism. The Lagrange

function is
L(RV,RY) = 3, ~M;R? — U(R™) (Eq. A-48)

And the associated Euler-Lagrange equation

d oL _ oL

dt oR;  OR; (Eq. A-49)

leads to the same final results. The two formuretiare equivalent, but the ab initio molecular

dynamics literature almost exclusively uses therdagian techniques.

[.3.2. Microcanonical Ensemble

The equations of motion are time reversible (inuatrito the transformation+ -t) and the total
energy is a constant of motion

0 _ oH(RN.RN)

at at 0 O(EA-50)

These properties are important to establish a lhieteveen molecular dynamics and statistical
mechanics. The latter connects the microscopialdetha system the physical observables such
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as equilibrium thermodynamic properties, transpodefficients, and spectra. Statistical
mechanics is based on the Gibbs’ ensemble con@éatt is, many individual microscopic
configurations of a very large system lead to #raes macroscopic properties, implying that it is
not necessary to know the precise detailed moti@very particle in a system in order to predict
its properties. It is sufficient to simply averameer a large number of identical systems, each in
a different configuration; i.e. the macroscopiceaables of a system are formulated in term of
ensemble averages. Statistical ensembles are wsobHracterized by fixed values of
thermodynamic variables such as energy, E; temyreral’; pressure, P; volume, V; particle
number, N; or chemical potentipl One fundamental ensemble is called the microagaabn
ensemble and is characterized by constant partigigber, N; constant volume, V ; and constant
total energy, E, and is denoted theE ensemble. Other examples include the canoniciEVar
ensemble, the isothermal—-isobarid\i#*T ensemble, and the grand canonicgh'drT ensembile.
The thermodynamic variables that characterize aerable can be regarded as experimental
control parameters that specify the conditions unvda@ch an experiment is performed. Now
consider a system of N particles occupying a caetaiof volume V and evolving under
Hamilton’s equation of motion. The Hamiltonian Wik constant and equal to the total energy E
of the system. In addition, the number of partickesl the volume are assumed to be fixed.
Therefore, a dynamical trajectory (i.e. the posgi@and momenta of all particles over time) will
generate a series of classical states having cdn$ia V, and E, corresponding to a
microcanonical ensemble. If the dynamics generatgsossible states then an average over this
trajectory will yield the same result as an averag@ microcanonical ensemble. The energy
conservation conditior(RY, RV) which imposes a restriction on the classical nsicopic
states accessible to the system, defines a hyparsun the phase space called a constant energy
surface. A system evolving according to Hamiltorguation of motion will remain on this
surface. The assumption that a system, given anitenfamount of time, will cover the entire
constant energy hypersurface is known as the ergbypothesis. Thus, under the ergodic
hypothesis, averages over a trajectory of a systeeying Hamilton’s equation are equivalent to
averages over the microcanonical ensemble. Iniaddid equilibrium quantities also dynamical
properties are defined through ensemble averagese Torrelation functions are important

because of their relation to transport coefficiearid spectra via linear response theory [36, 37].

The important points are: by integration Hamiltoatguation of motion for a number of particles
in a fixed volume, we can create a trajectory; tamerages and time correlation functions of the

trajectory are directly related to ensemble avesagehe microcanonical ensemble.
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1.3.3. The molecular dynamics propagators

Several approaches for integrating numericallyNeeton equations of motion (Eq. A-41) are
currently available. Among them, three will be deth here. Unquestionably the simplest, the
Verlet algorithm relies upon the knowledge of thmiplét {R,(t), R;(t — 6t), a;(t)}, where
a,(t) = R,(t) denotes the acceleration of particleg38]. Modifying the positions of the

particles is achieved through a Taylor expansiothefpositiont — 6t and att + §t, leading to:
R,(t + &t) = 2R, (t) — R,(t — &t) + a,(t) 5t (Eg. A-51)

Which implies possible errors {@t*). It is worth noting that the velocities;(t) = R,(t) =
dR;(t)/dt, do not appear explicitly in this scheme. Theycehmut in the Taylor expansion of
x;(t + 6t) andx; (t — 8t). Though unnecessary for describing the trajectibwiy evaluation is
an obligatory step for computing the kinetic enerfpy), which depends upon the sole
momentum variableg, and, consequently, the total energy of the syséaeording to:

R;(t+6t)—R;(t—6t)
26t

V@) = (Eq.5%)
At each time-step, the associated error i&irt).

The so-calledeap-frog algorithm, derived from the preceding one, malkasthe{R,(t),V,(t —

ot2), a/(¢) triplet. The origin of its name appears clearlyha writing of the algorithm:

R,(t + 8t) = R,(t) + V, (t + %) St

vi(t+3) =vi(t-3) + a5t (Eq. A-33)

In practice, the first step is the computationVeft + 6t/2), from whichV;(t) is deduced,

which is a requisite for evaluating the term following:

R,(t + 8t) = R,(t) + V, ()5t + %a,(t)&z

(Eq. A-54)
V,(t +68t) = V,(t) + w&
This scheme involves the two following steps:
V, (t + %) =V;(t) + %a,(t)& (Eq. A-55)

From which the thermodynamic forceg, and accelerationg;, at timet + §t can be evaluated.

It ensures that:
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V,(t+6t) =V, (t + %) + %a,(t + &t) ot (Eq. A-56)

The kinetic energy may then be deduced at timke5t, while the potential energy, , is computed

in the force loops.

[.3.4. Extended System Approach

In the framework of statistical mechanics all enslm® can be formally obtained from the
microcanonicalNVE ensemble — where particle number, volume and gnarg the external
thermodynamic control variables — by suitable Lapldransforms of its partition function.
Thermodynamically this corresponds to Legendresftams of the associated thermodynamic
potentials where intensive and extensive conjugatgiables are interchanged. In
thermodynamics, this task is achieved by a “sudhty weak” coupling of the original system to
an appropriate infinitely large bath or reservoia & link that establishes thermodynamic
equilibrium. The same basic idea is instrumentagémerating distribution functions of such
ensembles by computer simulation. Additional degret freedom that control the quantity
under consideration are added to the system. Thelaion is then performed in the extended
microcanonical ensemble with a modified total egeag a constant of motion. This system has
the property that after the correct integrationrove additional degrees of freedom has been
performed the distribution function of the targe&temble is recovered. Two important special
cases are: thermostats and barostats, which adedagmpose temperature instead of energy and

/ or pressure instead of volume as external copamdmeters [7, 9, 39, 40, 41, 42, 43].

1.3.4.1. Barostats

Keeping the pressure constant is a desirable feafior many applications of molecular
dynamics. The concept of barostats and thus cangt@ssure molecular dynamics was
introduced in the framework of extended system dyna by Andersen [42]. His method was
devised to allow for isotropic fluctuations in tiwelume of the supercell. An extension of
Andersen’s method consists in allowing for changkthe shape of the computational cell to
occur as a result of applying external pressurg, [#tluding the possibility of non—isotropic
external stress; the additional fictitious degreéfreedom in the Parrinello-Rahman approach
[41] are the lattice vectors of the supercell. Eheariable—cell approaches make it possible to
study dynamically structural phase transitionsahds at finite temperatures. The basic idea to
allow for changes in the cell shape consists insttanting an extended Lagrangian where the
lattice vectorsa, a, andag of the simulation cell are additional dynamicatighles. Using the 3
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x 3 matrix h = &, az, ag] (which fully defines the cell with volumaet h) the real-space position
R, of a particle in this original cell can be expessas

whereS; is a scaled coordinate with componef)ts € [0,1] that defines the position of thtn
particle in a unit cube (i.e2,,;; = 1) which is the scaled cell [41]. The resulting meetensor
G = hth converts distances measured in scaled coorditadistances as given by the original

coordinates. The variable-cell extended Lagrangambe postulated
L= }V%M, (8tGS$,) — U(h, ™) +%W Tr hth — pQ (Eq. A-58)

with additional nine dynamical degrees of freedbiat are associated to the lattice vectors of the
supercellh. Here,p defines the externally applied hydrostatic pressi defines the fictitious
mass or inertia parameter that controls the timaesof the motion of the cell h. In particular,
this Lagrangian allows for symmetry—breaking flidtans — which might be necessary to drive
a solid—state phase transformation — to take pépmmtaneously. The resulting equations of

motion read
. U h,SN _ 4 .
MISI,u = - 3:1% (ht)m} - MI 13;=1 Z?:l GulevsSI,s (Eq A'59)

Why, = QY3 (ILF — pSus) (R34 (Eq. A-60)

Where the total internal stress tensor
1 . .
L5 = 2%, Mi(S[GS))  + Ihs (Eq. A-61)

Is the sum of the thermal contribution due to thelear motion at finite temperature and the
internal stress tensot derived from the interaction potential. A modeonnfiulation of barostats
that combines the equation of motion also with iwstats (see next section) was given by
Martyna et al. [43].

1.3.4.2. Thermostats

Standard molecular dynamics generates the microozadcor NVE ensemble where in addition
the total momentum is conserved [9]. The tempegatsimot a control variable and cannot be
preselected and fixed. But it is evident that asthin molecular dynamics the possibility to

control the average temperature (as obtained fl@raverage kinetic energy of the nuclei and
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the energy equipartition theorem) is welcome foysital reasons. A deterministic algorithm of
achieving temperature control in the spirit of exted system dynamics [42] by a sort of
dynamical friction mechanism was devised by Nosktoover [40, 44]. Thereby, the canonical
or NVT ensemble is generated in the case of ergodic dgsathis well-known that the standard
Nosé—Hoover thermostat method suffers from nonedicgy problems for certain classes of
Hamiltonians, such as the harmonic oscillator [44]closely related technique, the so—called
Nosé—Hoover—chain thermostat [45], cures that prabhnd assures ergodic sampling of phase
space even for the pathological harmonic oscillafidris is achieved by thermostatting the
original thermostat by another thermostat, whictumm is thermostatted and so on. In addition to
restoring ergodicity even with only a few thermeésta the chain, this technique is found to be
much more efficient in imposing the desired tempegeg The underlying equations of motion

read
MR, = —V,EXS — M} & R, (E-6R)
Q{l;&l = [ZIMIRIZ - ngT] - Q{l‘;flégz (Eq. A-63)
QRE = |orad_, —kaT| - QREE,,(1— 6u) wherek=2,...K  (Eq.A-64)

By inspection of (Eq. A-22) it becomes intuitivetyear how the thermostat worlégz can be

considered as a dynamical friction coefficient. Tiesulting “dissipative dynamics” leads to
non—Hamiltonian flow, but the friction term can aog positive or negative sign according to its
equation of motion. This leads to damping or acegilen of the nuclei and thus to cooling or
heating if the instantaneous kinetic energy of rielei is higher or lower thaksT which is

preset. As a result, this extended system dynamars be shown to produce a canonical
ensemble in the subspace of the nuclear coordirmtdsmomenta. In spite of being non—
Hamiltonian, Nosé—Hoover (—chain) dynamics is alsstinguished by conserving an energy

quantity of the extended system; see (Eq. A-67).

The desired average physical temperature is giyeh éd g denotes the number of dynamical
degrees of freedom to which the nuclear thermastain is coupled (i.e. constraints imposed on
the nuclei have to be subtracted). It is found that choice requires a very accurate integration
of the resulting equations of motion (for instanmg using a high—order Suzuki-Yoshida

integrator [46]). The integration of these equatiaf motion is discussed in detail in Ref. [46]

using the velocity Verlet algorithm. One of the adiages of the velocity Verlet integrator is

that it can be easily used together with higheeosthemes for the thermostats.
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The choice of the "mass parameters” assigned tdhienostat degrees of freedom should be
made such that the overlap of their power specideatlae ones of the thermostatted subsystems is

maximal [46]. The relations

Qr = HZ%T (Eq. A-65)
P2 (Eq. A-66)

Assures this itv,, is a typical phonon or vibrational frequency oé thuclear subsystem (say of
the order of 2000 to 4000 &M There is a conserved energy quantity in the aafse

thermostatted molecular dynamics. This constamation reads
1 . 1 .
EME = S2 MR + URN) + B5_, S QRE, + TK_, ks TE, + gksTE,  (EQ. A-67)
For Nosé-Hoover-chain thermostatted molecular dyosm
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Part B: The Electronic Structure Methods
[l. 1. Introduction

Up to this point, the electronic structure methoctalculate theb initio forcesV,( ¥, |H,| %)
was not specified in detall. It is immediately cléaat ab initio molecular dynamics is not tied to
any particular approach, although very accuratieriecies are of course prohibitively expensive.
It is also evident that the strength or weakness @articular ab initio molecular dynamics
scheme is intimately connected to the strength eakwess of the chosen electronic structure
method. Over the years a variety of different apph@s were combined with molecular
dynamics. The focus of the present reviswlassical molecular dynamics in conjunction with
Hohenberg-Kohn-Sham density functional theory [[L,12 the following, only those parts of
density functional theory are presented that implaeictly on our stati@b initio and molecular

dynamics calculations.

ll. 2. Density Functional Theory

The total ground-state energy of the interactirgfeay of electrons with classical nuclei fixed at

positions{R, }can be obtained
miny, {{ ¥o|He| #o)} = mingyy ES [{4,}] (Eq. B-1)
as the minimum of the Kohn-Sham energy [1, 2]
EXS[{g}] = To[{#}] + J dr Vere @) n(@) +5 [ drVy(@n() + Exe[n]  (Eq. B-2)

which is an explicit functional of the set of aueily functions{;/}l.(r)} that satisfy the
orthonormality relatior(¢i|¢i) = §;;. This is a dramatic simplification since the miration
with respect to all possiblmany-body wavefunctiond ¥} is replaced by a minimization with
respect to a set of orthonormal one-particle fumsj the Kohn-Sham orbita[syﬁi}. The

associated electronic one body density or chargsitye

n(r) =X filg, )I? (Ecr3
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is obtained from a single Slater determinant bfsdm the occupied orbitals, whefé} are
integer occupation numbers. The first term in tlwik-Sham functional (Eqg. B-1) is the kinetic

energy of a non-interacting reference system

(o] = 20 i (0] -7 ) (Eq. B-4)

consisting of the same number of electrons exptséie same external potential as in the fully

interacting system. The second term comes fronfixbd external potential

Z1Z
ext(r) _ZI |R r| + 21<] |R II; | (Eq B'S)

in which the electrons move, which comprises thel@ub interactions between electrons and
nuclei and in the definition used here also thermiclear Coulomb interactions; this term

changes in the first place if core electrons aptaed by pseudopotentials. The third term is the
Hartree energy, i.e. the classical electrostatergynof two charge clouds which stem from the

electronic density and is obtained from the Harpetntial

Vy(r) = [ dr ) (Eq. B-6)

[r—7|
which in turn is related to the density via
V2Vy(r) = —4mn(r) (Eq. B-7)

Poisson's equation. The last contribution in théic&ham functional, the exchange-correlation
functionalE,.[n], is the most intricate contribution to the totEatronic energy. The electronic

exchange and correlation effects are lumped togethe basically define this functional as the
remainder between the exact energy and its KohmSiecomposition in terms of the three

previous contributions.

The minimum of the Kohn-Sham functional is obtaitgdvarying the energy functional Eq. B-
1) for a fixed number of electrons with respecthe density Eq. B-2) or with respect to the

orbitals subject to the orthonormality constrairttis leads to the Kohn-Sham equations

SExc[n

{=3 72+ Vere (1) + Vg (1) + 27

mxetll g,(r) = 3 454,r)  (Eq. B-8)
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(=392 +Vers (M} 4,0) = 2 44;9,(7) (Eq. B-9)
HES§,(r) = 3 Aij ¢, (1) (Eq. B-10)

which are one-electron equations involving an ¢iffecone-particle HamiltonianHXS with the
effectif potentialV, . Note that/X° nevertheless embodies the electranamy-body effects by
virtue of the exchange-correlation potential

SExc[n

571(7‘) = xc(r) (Eq' B)ll

A unitary transformation within the space of thewued orbitals leads to the canonical form
H§S¢i = Ei¢l’ (B]'.].Z)

of the Kohn-Sham equations, whdeg} are the eigenvalues. In conventional static dgnsit

functional or “band structure” calculations this séequations has to be solved self-consistently
in order to yield the density, the orbitals and Kwhn-Sham potential for the electronic ground

state [3]. The corresponding total energy (Eq. B&) be written as

= Tiei =3 [ dr Vy(n() + Exeln] — [ dr 225 n(r) (Eq. B-13)

where the sum over Kohn-Sham eigenvalues is tleaked “band-structure energy’.

Thus, Egs. (B-8)-(B-10) together with Eqgs. (A-33)%4) define Born-Oppenheimer molecular
dynamics within Kohn-Sham density functional theorire functional derivative of the Kohn-
Sham functional with respect to the orbitals, th@hK-Sham force acting on the orbitals, can be

expressed as

6E
= fHES, (Eq. BY14

Which makes clear the connection to Car-Parrimalbdecular dynamics, see Eq. A-39.

ll. 3. Energy functionals

Crucial to any application of density functionakthy is the approximation of the unknown

exchange and correlation functional. Those exchaogelation functionals that will be
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considered in the implementation part, belong te thass of the “Generalized Gradient
Approximation” [4]

ESEA[n] = [ dr n(r)eféA (n(r); Vn(r)) (Eq. B-15)

where the unknown functional is approximated byrdegral over a function that depends only
on the density and its gradient at a given poinspace The combined exchange-correlation
function is typically split up into two additive rtase, ande. for exchange and correlation,

respectively.

In the simplest case it is the exchange and cdisal@nergy density:24(n) of an interacting
but homogeneous electron gas at the density giyeheb“local” densityn(r) at space-point in

the inhomogeneous system. This simple but astargghipowerful approximation [5] is the
famous local density approximation LDA [6] (or léepin density LSD in the spin-polarized
case [7]). The self-interaction correction [8] A€ applied to LDA was critically assessed for
molecules in Ref. [9] with a disappointing outcormesignificant improvement of the accuracy
was achieved by introducing the gradient of thesdgras indicated in Eg. B-14) beyond the
well-known straightforward gradient expansions. Jéneso-called GGAs (also denoted as
“gradient corrected” or “semilocal” functionals)terded the applicability of density functional

calculation to the realm of chemistry.

Another considerable advance was the successfaldunttion of “hybrid functional” [10, 11]
that includes to some extent “exact exchange” jh2addition to a standard GGA. Although
such functional can certainly be implemented withirplane wave approach [13], they are
prohibitively time-consuming. A more promising reut this respect are those functional that
include higher-order powers of the gradient (orld@al kinetic energy density) in the sense of a
generalized gradient expansion beyond the firsh.té&?romising results could be achieved by
including Laplacian or local kinetic energy terms4], but at this stage a sound judgment
concerning their “prize/performance ratio” has wead further scrutinizing tests. The “optimized
potential method” (OPM) or “optimized effective patials” (OEP) are another route to include
“exact exchange” within density functional theotyere, the exchange-correlation functional

EZPM = Eyc[{¢,}] depends on the individual orbitals instead of ooly the density or its

derivatives.
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ll. 4. The plane wave pseudopotential method

The Kohn Sham equation, (Eq. B-12), can be solmepractice by expanding the Kohn Sham
orbitals in a finite set of basis functions. Theh&clinger equation then transforms into an
algebraic equation for the expansion coefficienticlwhmay be solved by various well—

established numerical methods. Among these methedslimit our discussion to the Plane

Wave (PW) basis set. Plane waves are the exactfeiggions of the homogeneous electron gas.
Therefore, plane waves are the natural choice fdrasis expansion of the electron wave
functions for simple metals where the ionic coras be viewed as rather small perturbations to
the homogeneous electron gas (“nearly free elettraals). Plane waves are orthonormal and
energy—independent. Hence, upon a basis set eppaih& Schrodinger equation transforms into
a simple matrix eigenvalue problem for the expamsioefficients. A further advantage of plane

waves is that they are not biased to any particaiam. Any region in space is treated on an
equal footing so that calculations do not havedatrrected for a basis set superposition error.
Since plane waves do not depend on the positiotieecdtoms, the Hellmann—Feynman theorem
can be applied directly to calculate atomic ford&sen for a non-complete basis set the Pulay

terms are identical zero.

In practical calculations only plane waves up toegain cutoff wave vector are included in the
basis set. The convergence of the calculations véfipect to the basis set size is therefore
controlled by a single parameter and can be chesikeply by increasing the length of the cutoff
wave vector. However, due to the nodal structurehef valence wave functions in the core
region of the atoms a prohibitively large numbemt#ne waves would be needed for a good
representation of these fast oscillations. For @laave approaches to be of practical use we
have to replace the Coulomb potential of the ebeetnucleus interaction by pseudopotentials.
By introducing pseudopotentials we are able toeehtwo goals: First, we can remove the core
electrons from our calculations. The contributidrih@ core electrons to the chemical bonding is
negligible but they contribute most to the tota¢mgy of the system (typically a thousand times
more than the valence electrons). Hence, the relnodwhe core electrons from the calculation
means that total energy differences between ioardigurations can be taken between much
smaller numbers so that the required accuracyh®itdtal energy calculations will be much less
demanding than in an all-electron calculation. 8d¢dyy introducing pseudopotentials we
replace the true valence wave functions by so-@gse=udo wave functions which match exactly
the true valence wave functions outside the iomie aegion but are nodeless inside. These

pseudo wave functions can be expanded using a mmetler number of plane wave basis
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states. A further advantage of pseudopotentiakhas relativistic effects can be incorporated
easily into the potential while further treating thalence electrons non—relativistically.

In spite of introducing pseudopotentials, the numbg basis functionsNy, needed for an
accurate calculation is still an order of magnitudeger than for approaches using localized
orbitals. This disadvantage, however, is more tt@mpensated by the possibility to evaluate
many expressions with the help of the Fast Fodmansform (FFT) algorithm. The most time
consuming step in solving the single—particle Sdimger equations is to apply the Hamilton
operator to the valence wave functions. In a tiawail matrix representation of the Hamilton
operator this step scales quadratically with thealmer of basis functions. With plane waves and
the FFT algorithm this operation reduces thian(Nyw) scaling. Hence, for large systems the
use of plane wave basis functions will become munciie efficient than localized basis sets.
Furthermore, the total charge density and the Blarpotential are easily calculated in a plane

wave representation.

[1.4.1. Plane waves
11.4.1.1. Supercell

Although we have simplified the complicated manydypproblem of interacting electrons in the
Coulomb potentials of fixed nuclei to a set of sergarticle equations, the calculation of the
one—electron wave functions for an extended (onewgnite) system is still a formidable task.
To make the problem tractable we assume that aiesyof interest can be represented by a box
of atoms which is repeated periodically in all thspecial directions. The box shall be described
by three vectorg,, a;, andas. The volume of the box is given by

‘QC = al. (azxag) (Eq B'16)

The three vectors define a lattice in real spacene@al lattice vectors are multiples of the

primitive lattice vectors:
T = N1a1 + Nzaz + N3a3 (Eq B'l?)

Where N, Nz, N3 can be any integer number. The box can be, fompla either the primitive
unit cell of a crystal or a large supercell contagna sufficient number of independent atoms to
mimic locally an amorphous solid or a liquid phaBg. using supercells also atomic point
defects, surfaces or isolated molecules can be ledds illustrated schematically in Fig. II-1. It

is essential to make the supercells large enouginetieent the defects, surfaces or molecules in
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neighboring cells from interacting appreciably wiglach other. The independence of the
configurations can be checked systematically byeasing the volume of the supercell until the

computed quantity of interest has converged.

{h:} . . . (C} .

2010
1

G
@=0
+?5
H

%

1s1

Figure. 1I-2. Schematic illustration of a supercell geometryf@a)a vacancy in a bulk
crystalline solid, (b) surface, and (c) for a isethmolecule. The boundaries of the supercells are
shown by dashed lines.
11.4.1.2. Fourier representations

The translational symmetry of the atomic arrangasmi@an now be exploited to reduce the
computational cost for solving the Kohn—Sham eaqumati The effective potential (as well as the

electron density) is a periodic function with theripdicity of the lattice, i.e.

for any lattice vectofl of the form of (Eq. B-17). TherefoMy can be expanded into a Fourier

series
Vers(r) = X Verr(6)e™™, Vosp(G) = Qicfgc Vers(re T d3r (Eqg. B-19)

The sum runs over all vecto@ which fulfill the conditionG.T= 2z M for all lattice vectorsr
with M being an integer number. The vect@dorm a lattice, the so-called reciprocal lattice,

which is generated by the three primitive vectmr,, b; defined by [15]
al-.bj = 27-[51'] ) l,] =1,2,3 (Eq B-ZO)

The volume of the unit cell of the reciprocal legtiis given by

3
b,.(b,xbs) = (Zg) (Eq.28)
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11.4.1.3. Bloch’s Theorem

The solutions of a single—particle Schrodinger équawith a periodic potential are by no means
themselves necessarily periodic. However, the sigées can be chosen in such a way that

associated with each wave functigis a wave vectdk to hold
d(r+T) = e g(r) (Eq. B-22)

for every lattice vectors T (Bloch’s theorem). Framw on all eigenstates of the single— particle
Schrodinger equation will be labeled with its cepending vector k. From the form of the
exponential factor in (Eqg. B-22) it is obvious thia¢ values of k can be restricted to within one
unit cell of the reciprocal lattice. By conventitims unit cell is usually taken to be the first
Brillouin Zone (BZ) [15]. Different solutions to ¢hsame vector k will be labeled with the band

index |.

Bloch’s theorem is often stated in an alternatowen. The property in (Eq. B-22) is equivalent to
the statement that all eigenfunctiogsof a single—particle Schrédinger equation with Bqukc
potential can be written as a periodic functignmodulated by a plane wave with wave vedtor
[15]:

¢kj(r) = ey, (1) (Eq. B-23)

This allows us to restrict the calculation of thgeafunctions to within one unit cell. The form
of the eigenfunctions in all other unit cells igetenined by applying (Eq. B-22). From now on

we will assume that the eigenfunctions are norredliith respect to a single unit cell:
JolgmPdr =1 (Eqg. B-24)

Since the functionsy are periodic they can be expanded in a set okepleaves. Together with

the exponential prefactor we get
by () = T g et O (Eq. B-25)

Before we make use of the plane wave expansiomefaave functions we write the Kohn—

Sham equations of density functional theory inrtbation of Bloch—states:

(_%A + Veff(r)) ¢kj(r) = 6kj¢kj (r) (Eq. B-26)

with
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Verr(r) = Vore(r) + Vy[n(r)] + Vic[n(r)] (Eg. B-27)
and

2
(2m)3

n) = 2255, [, |8, 0| 6 - e (Eq. B-28)

Vet Vi andVy are the external potential of the nuclei, the H@&tand the exchange— correlation
potential, respectively. By the factor of 2 in (lB328) we take the electron spin into accont.
Is a step function which is one for positive andoz®r negative argumentsrks the Fermi
energy up to which single—particle states haveetmdxupied. The Fermi energy is defined by

the number of electronsc:hh the unit cell:
o, n()dr = N, (Eq.2B)

For an insulator the Fermi energy lies in a barl ¢ence, at each k—point exactly2bands
will be occupied. For metals one or more bandssctbhe Fermi energy so that the number of
occupied states will change between k—points.

[1.4.1.4. k—Point Sampling

By making use of Bloch’s theorem we have transfariie problem of calculating an infinite
number of electronic states extended infinitelysrace to one of calculating a finite number of
eigenstates at an infinite number of k—points wldoh extended over a single unit cell. At first
glance this seems to be only a minor improvementesstill an infinite number of calculations
are needed for the different k—points. However,dleetronic wave functions at k—points which
are close together will be very similar. Hencesipossible to represent the wave functions of a
region of k—space by the wave function at a sikg{eoint. We thus define a regular mesiNg§
k—points and replace the integral over the Brillomone by a discrete sum over the chosen k—

point mesh:

Qc 3 1
(2m)3 fBZ @(EF - e-k]')d k —)WptZkfk] (Eq B'BO)

Thef,; are occupation numbers which are either one ar. Zveral schemes to construct such
k—point meshes have been proposed in the litergfiGel7]. Within this approximation the

electronic states at only a finite number of k—p®iare needed to calculate the charge density
and hence the total energy of the solid. The enduced by this approximation can be reduced

systematically by increasing the density of the dirp mesh. For insulators it turns out that
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usually only a small number o—points is required to get good converged resutisirkcreasing
size of the supercell the volume of the Brilloumne becomes smaller and smaller (see E-
22). Therefore, with increasing supercell size @3d less —pants are needed. From a cert
supercell size on it is often justified to use jasingle —point, which is usually taken to be k:
(k—point approximation). For metallic systems, on d¢tieer hand, much dense—point meshes
are required in order to ¢ a precise sampling of the Fermi surface. In thesges the
convergence with respect to the~point density can often be accelerated by intrauy

fractional occupation numbers |-19].

[1.4.1.5. Fourier representation of the Kohr-Sham equations

In a plane wave representation of the wave funstitre Koh~Sham equations assume
particular simple form. If we insert (Eqg.-25) into (Eq. B26), multiply from left with

exp(—i(k + G")r) and integrate over we get the matrix eigenvalue equa
h? , ; .
ZG (ﬁ) ”k + G”Zama + Veff(G - G)CIG(] = ekjclacf (Eq B-31)

In practical calculations the Fourier expansion.(B-25) of the wave functions is truncated
keeping only those plane wave vectck+G) with a kinetic energy lower than dven cutoff

valueEy:
hZ
(5=) llk + GII < Ey, (Eq. B-32)

The convergence of all calculations with respecthi basis set size can be tested si by
increasing step by step the plane wave cutoff ar.

Theelectron density in Fourier representation is gibg
__2 i\ ki
n(r) = 5~ fiy Yelcg_g) o (Eq. B-33)

Since we have truncated the wave functions at amax wave vector it is obvious from Eg-
34 that the electron density has only -vanishing Fourier components up to twice the lerugi
this cutoff wave vector. In Fourier space the cialton of the tartree potential is particular
simple. It is given by

G
V,(G) = 4me? ﬁ (Eq. B-34)
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As the electron density, the Hartree potential &dsite Fourier expansion. To calculate the
exchange—correlation potential we have to Fourmmsform the electron density to real-space,

evaluate the given functional and Fourier transfbauk the result.

[1.4.1.6. Fast Fourier Transformation (FFT)

The main advantage of working with plane wavehi& the evaluation of various expres- sions
can be speeded up significantly by using FFTs.drtiqular, since the wave functions and the
electron density have a finite Fourier represeomatinis can be done without any loss in
accuracy, as long as we use in our real-space dfagnid twice as many grid points in each
spacial direction than the number of points in Bwaurier space grid [20]. For example, the
calculation of the electron density according ta BeB4 scales quadratically with the number
Now of plane waves. However, if we Fourier transfohma tvave functions to real-space (which

2
scales withNpwIN(Npw)), calculatel ¢kj (r)| on the real-space Fourier gridy(fé$caling) and then

Fourier transform back the result we significamdguce the computational cost. Along the same

arguments we can also reduce the number of calwuatfor the evaluation of the term

26 Verr(G' — G)c'G‘j in Eq. B-32 from aVy,, to aNpuIn(Npw) scaling.

11.4.2. Pseudopotentials
[1.4.2.1. Norm conserving Pseudopotentials

The norm—conserving pseudopotential approach pesvah effective and reliable means for
performing calculations on complex molecular, lajaind solid state systems using plane wave
basis sets. In this approach only the chemicallgivacvalence electrons are dealt with
explicitely. The inert core electrons are elimimhtthin the frozen—core approximation, being
considered together with the nuclei as rigid notedqiable ion cores. In turn, all electrostatic
and quantum—mechanical interactions of the valexleetrons with the cores, as the nuclear
Coulomb attraction screened by the core electri®asli repulsion and exchange and correlation
between core and valence electrons, are accoumtedyf angular momentum dependent
pseudopotentials. These reproduce the true potemthvalence orbitals outside a chosen core
region but remain much weaker and smoother inside.

The valence electrons are described by smooth psedmtals which play the same role as the
true orbitals, but avoid the nodal structure nbarnuclei that keeps the core and valence states

orthogonal in an all-electron framework. The resipecPauli repulsion largely cancels the
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attractive parts of the true potential in the cagion, and is built into the therefore rather weak
pseudopotential.

This pseudoization of the valence wavefunctions@lavith the removal of the core states
eminently facilitates a numerically accurate salmtiof the Kohn—-Sham equations and the
Poisson equation, and enables the use of planeswas/&n expedient basis set in electronic
structure calculations. By virtue of the norm-cowmagon property and when constructed

carefully pseudopotentials present a rather margiparoximation, and indeed allow for an

adequate description of the valence electrons tlverentire chemically relevant range of

systems.

» Pseudopotentials should be additive and transkerabdlditivity can most easily be
achieved by building pseudopotentials for atomsraference states. Transferability
means that one and the same pseudopotential sheukitlequate for an atom in all
possible chemical environments. This is especiatiportant when a change of the
environment is expected during a simulation, likechemical reactions or for phase
transitions.

* Pseudopotentials replace electronic degrees ofddreein the Hamiltonian by an
effective potential. They lead to a reduction @& thumber of electrons in the system and
thereby allow for faster calculation or the treatmnef bigger systems.

* Pseudopotentials allow for a considerable reduabiothe basis set size. Valence states
are smoother than core states and need therefssebbesis functions for an accurate
description. The pseudized valence wavefunctioesnadeless (in the here considered
type of pseudopotentials) functions and allow faraalditional reduction of the basis.

This is especially important for plane waves. Cdesthe 1s function of an atom

@15(r) ~ e (=Z"7) (Eq. B)35
with Z* = Z | the nuclear charge. The Fourier transfornhefdrbital is
75/2

915(G) ~ 16T (Eq. B-36)

G2+72
From this formula we can estimate the relative ftsitoeeded for different elements in the

periodic table.

« Most relativistic effects are connected to corectetms. These effects can be incor-

porated in the pseudopotentials without compligatire calculations of the final system.
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11.4.2.1.1. Hamann-Schluter—Chiang conditions

Norm—conserving pseudopotentials are derived frtomiz reference states, calculated from the
atomic Kohn-Sham equation (Eq. B-4). This equaiomeplaced by a valence electron only
equation of the same form

(=V* + Vo) | ) = &|&*) (Eq. B-37)

Hamann, Schluter, and Chiang [21] proposed a seteqfiirements for the pseudo wave-

function and pseudopotential.

The pseudopotential should have the following proge

1. Real and pseudo valence eigenvalues agree fopsectprototype atomic configuratian.=
€

2. Real and pseudo atomic wave functions agree beyamsen core radius r

)= ) forr = 1,

3. The integrals from 0 to R of the real and pseuldarge densities agree f& > r.for each

valence state (norm conservation).
(#107), = (18) for R =

where

(°|4°) = J,r2 1 5 ()] 2dr (Eq. B-38)

4. The logarithmic derivatives of the real and psewgive function and their first energy
derivatives agree far>r..

Property3) and4) are related through the identity
d d R
= (A% &Elnqﬁfs]R = [3r?| F°| 2dr (Eq. B-39)
They also gave a recipe that allows to generatedogmtentials with the above properties:
1.

ViOm = Var 0 [1 - £ ()] (Eq. B-40)
rq : core radiuss 0.4 - 0.6 Rax , where Ruax is the outermost maximum of the real wave
function.

2.
VP = vP + af () (Eq. B-41)
determine cso thate; = € in
(—v2 + Vl(z)(r))wl(z)(r) = e,w,@(1) (Eq. B-42)
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F°@ =i [w @) + ir+ 1 ()] (Eq. B-43)
Tcl
wherey, andd, are chosen such that

#° () - ¢, (r) forr = ry
and
V.2 [ |wl(2)(r) + 81rl+1f3(rid) fdr=1 (Eq. B-44)
4. Invert the Schrodinger equation &rg}* (r) to getVy,, (r)
5. Unscreerv}y, (1) to getV}(r)

Vs (1) = Vi (1) = Vi () — Ve (1) (Eq. B-45)
whereVy (py ) andVy (py ) are the Hartree and exchange and correlation paitenf the pseudo
valence density.

Hamann, Schluter and Chiang chose the followingfE€uunctionsf; (x) = f,(x) = f3(x) =
exp (—x*).
These pseudopotentials are angular momentum demeltieeh angular momentum state has its
own potential that can be determined independdnti;m the other potentials. It is therefore
possible to have a different reference configurafar each angular momentum. This allows it
for example to use excited or ionic states to consthe pseudopotential fostates that are not
occupied in the atomic ground state.
The total pseudopotential in a solid state calcuhathen takes the form

Vps(r) = VpLs(T)PL (Eq. B-46)

where L is a combined indgkm} and R is the projector on the angular momentum Stiae} .

[1.4.2.1.2 Bachelet-Hamann-Schluter (BHS) form

Bachelet et al. [22] proposed an analytic fit te gseudopotentials generated by the HSC recipe
of the following form

Vos(0) = Veore (™) + T AV (1) (Eq. B-47)
Vegpe(r) = — ZT [X2, cforeerf (Jaforen)] (Eq. B-48)
AV (r) = T, (A; +r?Aisz)exp (—oyr?) (Eq. B-49)

The cutoff functions were slightly modified to béx) = f2(x) = fs(x) = exp(-X").
They generated pseudopotentials for almost thereempgriodic table (for the local density
approximation), where generalizations of the oagjischeme to include spin—orbit effects for

heavy atoms were made. Useful is also their ligttoimic reference states.
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BHS did not tabulate the;Aoefficients as they are often very big numbernsdnother set of

numbers ¢ where

Ci=—-X1AQu (Eq. B-50)
and
A= -X-CQy (Eq. B-51)
with
0 i>1
0y = [Su — Zich Q]2 i=1 (Eq. B-52)

1 i 1.
o [Si — 2 QuiQua] 72 i<
WhereS;;, = fooo r2¢;(r)e,(r) dr and

e~®m =123
r2 e~ i=456 (Eq. B-53)

@i(r) = {

11.4.2.1.3. Kerker Pseudopotetials

Also in this approach [23] pseudopotentials with HiSC properties are constructed. But instead
of using cutoff functiongf,, f, , f3) the pseudo wavefunctions are directly construteah the
all—-electron wavefunctions by replacing the alletten wavefunction inside some cutoff radius
by a smooth analytic function that is matched te #fi— electron wavefunction at the cutoff
radius. The HSC properties then translate into taoseequations for the parameters of the
analytic form. After having determined the pseudavefunction the Schrdinger equation is
inverted and the resulting potential unscreenedie Nbat the cutoff radius of this type of
pseudopotential construction scheme is consider&lyer than the one used in the HSC
scheme. Typically the cutoff radius is chosen shglsmaller than Ra.x , the outermost
maximum of the all-electron wavefunction. The atialfporm proposed by Kerker is
#(r) = ritter® (Eq. B-54)

with

p(r) = ar*+pr3+yr?2+46 (Eq. B-55)
The term linear in r is missing to avoid a singijeof the potential at r = 0. The HSC conditions

can be translated into a set of equations for #iampeters, 3, v, o.

[1.4.2.1.4. Trouiller—Martins Pseudopotentials

The Kerker method was generalized by Trouiller &hartins [24] to polynomials of higher

order. The rational behind this was to use the temdil parameters (the coefficients of the
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higher terms in the polynomial) to construct smeotpseudopotentials. The Trouiller—Martins
wavefunctions has the following form
#*(r) = ri+ter® (Eq. B-56)
with
p(r) = co + o2+, + cgr® + cgT® + 1110 + 1712 (Eq. B-57)

and the coefficients,are determined from

* norm-—conservation

e Forn=0...4
dn¢ps _ dTL¢
art | . artleey, (Eq. B-58)
ag’’
ar |, = 0 (Eq58)

[1.4.2.1.5. Kinetic Energy Optimized Pseudopotentiks

This scheme is based on the observation that thkeoergy and the kinetic energy have similar
convergence properties when expanded in plane wabesefore, the kinetic energy expansion
is used as an optimization criteria in the consiomcof the pseudopotentials. Also this type [25]
uses an analytic representation of the pseudo waggbn withinr,

#° () = Tty aii(qir) (Eq. B-60)
whereji(gr) are spherical Bessel functions with zeros at positions smaller thgn

The values of} are fixed such that

j(aire) ¢, (1) (B}ﬁl)

The conditions that are used to determine the gabfia are:

. ¢fs is normalized
* First and second derivatives@fare continuous at r

« AEk ({a}, qc) is minimal

* c 2
AE, = — [ d®rdf* V2WPS — [ d qq?|#° () (Eq. B-62)
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AExk is the kinetic energy contribution above a targetoff valueq.. The value ofg. is an
additional parameter (as for examplethat has to be chosen at a reasonable valueadhigeq.

is changed until it is possible to minimix&x to a small enough value.

[1.4.2.2. Pseudopotentials in the Plane Wave Basis

With the methods described in the last section veeadle to construct pseudopotentials for
stated = s, p, d, f by using reference configurations that are eitherground state of the atom
or of an ion, or excited states. In principle higlamgular momentum states could also be
generated but there physical significance is goeable. In a solid or molecular environment
there will be wavefunction components of all anguteomentum character at each atom. The
general form of a pseudopotential is

Vop(1,7) = 520 Sy VI P™ (w) (Eq. B-63)
whereP'™ (») is a projector on angular momentum functions. Adyapproximation is to use

Vir) = Ve(r) forl > Ly (Eq. B-64)

With this approximation one can rewrite

o0

Vo) = ) VEEIP () + Y V() ~ VE@IP™(w)
L

L
— Ve Z P (W) + Z SVL(r) P™ ()
L L

=Ve@r) + X7 6Vi(r)P™(w) (Eq. B)6
where the combined inddx= {l, m} has been used. The pseudopotential is now segardte
two parts; the local or core pseudopotentiflr) and the non-local pseudopotentials
SV (r)P™(w). The pseudopotentials of this type are also caledilocal, as they are local in the
radial coordinate and the nonlocality is restridizthe angular part.

The contribution of the local pseudopotential te thtal energy in a Kohn—Sham calculation is
of the form

Eiocai= [ VE(r)n(r)dr (Eq. B-66)

It can easily be calculated together with the otleeal potentials. The non—local part needs
special consideration as the operator in the pleane basis has no simple structure in real or
reciprocal space. There are two approximationsdaatbe used to calculate this contribution to
the energy. One is based on numerical integratnohtle other on a projection on a local basis
set.
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[1.4.2.2.1. Gauss—Hermit Integration

The matrix element of the non—local pseudopotential
' 1 . .
V™ (G,G) = Zﬁf dre 'CTAVL(r)e'€T
L

=31 f, dr{GIY),r?AVE(r)(Y,1G), (Eq. B-67)
where(.|.),, stands for an integration over the unit spheres€hntegrals still depend onThe
integration over the radial coordinate is replalog@ numerical approximation

Jy PP F@dr = Zwif (r) (Ea6B)
The integration weightsy; and integratiorpoints r; are calculated using the Gauss— Hermit

scheme. The non-local pseudopotential is in thigrag@mation
nl ! 1 L ri nTi
VUG,6) = ) = WAV (G116
L i

= T TiwAVE) P (6)PH(G) (Eq. B-69)
Where the definition for the projectdes
PL(6) = (Y, 1G);; Eq. B-70)
has beenntroduced.The number of projectors per atom is the numbentefgrationpoints
(5 -20 for low to high accuracy) multiplied by thmeimber of angular momenta. For the case
of s and p non-local components and 15 integraimnts this accounts to 60 projectors per

atom.
The integraion of the projectors can be done analytically

PkG) = f Y (w)eTidw
w

o]

l
_ j Y;(W)zmz GGy Y Y (W)Y, (6)dw

i=0 m'=-1
= 4, (Gry)Y,(G) (Eq. B-71)
where the expansion of a plane wave in sphericehbmaics has been usef. are the

spherical Bessel functions arfl the angular components of the Fourier vedBr

11.4.2.2.2. Kleinman-Bylander Scheme

The other mthod is based on the resolution of tidentity in a local basis set

Zal)(a)()(al =1, (BRt72)

where {x, } are orthonormal functions. Thigdentity can now beintroduced in the
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integrals forthe non—localpart

V(G,G) = Ood G|Y,),r? AVE(TYG),
(6,6) Zj r(GIY,)or? A VEE)Y,IG)

= Tap 2y Ar(Glxa)xel Vo AVE()(Velxp) (x5|G") (Eq. B-73)
and the angulaintegrationsare easily performed using the decomposition oflibsis in
spherical harmonics

Xa () = X&) Y (w) (Eq. B-74)
This leads to

e G)—ZZ(ﬂxa) f drym (r)r2 AVEE X ) (xs|6)

—ZaBZL<G|X(x>A 3(XB|G> (ERr.75)
which is the non-local pseudopotential in fully @gle form. The coupling elements of the
pseudopotential

AVip = [ drym () r2AvE(r)x g™ (r) (Eq. B-76)
are indegpoendert of the plane wave basis and can be calculatededohtype of pseudopo-
tential once the expansion functiogsare known.

The final question is nowvhat is an optimal set of basis functiogn Kleinman and Bylander
[26] proposed to use the eigenfunctions of the gseatom, i.e. the solutions to the
calculations of the atomic referenctate using the pseudopotential Hamiltonian. This
choice of a single reference function per angulasmmrta guarantees nevertheless the
corred result for the reference state. Now assuntingt in the molecularervironmert only
small perturbations of thevavefundions close to th@tomsoccur, this minimal basis should
still be adequate. The Kleinman-Bylander form & grojectors is

lx)avixl
2L AV (xLAVExL) =L (Eq.7)

where x, are theatomic pseudo wavefunctions. The plane wave matrix elesnehthe non—

local pseudoptertial in Kleinman—Bylander form is

(GIAVE Y XAVE 116G
(xLAVEIyxr)

Generalizations of the Kleinman—Bylander schementwe than one reference function were

VKB(G,G) =

(Eg. B-79)

introduced by Blochl [27] and Vanderbilt [28]. Theyake use of several reference functions,
calculated at a set of reference energies.
In transforming a semilocal to the correspondingiiihan—Bylander (KB) pseudopotential one

needs to make sure that the KB—form does not leaghphysical "ghost” states at energies
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below or near those of the physical valence stasethese would undermine its transferability.
Such spurious states can occur for specific (unte) choices of the underlying semilocal
and local pseudopotentials. They are an artefadhefKB—form nonlocality by which the
nodeless reference pseudo wavefunctions need tthdodowest eigenstate, unlike for the
semilocal form [29]. Ghost states can be avoideddigg more than one reference state or by a
proper choice of the local component and the cutatii in the basic semilocal
pseudopotentials. The appearance of ghost statesecanalyzed by investigating the following
properties:
» Deviations of the logarithmic derivatives of theegyy of the KB—pseudopotential from
those of the respective semilocal pseudopotentiall-eelectron potential.
« Comparison of the atomic bound state spectra fog #®emilocal and KB-
pseudopotentials.
e Ghost states below the valence states are idehbffea rigorous criteria by Gonze et al.
[29].

11.4.2.3. Non-linear Core Correction

The success of pseudopotentials in density funaticalculations relies on two assumptions: the
transferability of the core electrons to differegrtvironments and the linearization of the
exchange and correlation energy. The second asgumst only valid if the frozen core
electrons and the valence state do not overlap.edexy if there is significant overlap between
core and valence densities, the linearization ledld to reduced transferability and systematic
errors. The most straightforward remedy is to idelisemi—core states” in addition to the
valence shell, i.e. one more inner shell (whictiosn a chemical viewpoint an inert "core level”)
is treated explicitely. This approach, howeverdieto quite hard pseudopotentials which call for
high plane wave cutoffs. Alternatively, it was pospd to treat the non-linear parts of the
exchange and correlation eneifgy explicitely [30]. This idea does not lead to aore@ase of the
cutoff but ameliorates the above—mentioned problguie a bit.

The method of the non-linear core correction dracady improves results on systems with
alkali and transition metal atoms. For practicgblegations, one should keep in mind that the
non-linear core correction should only be appliedether with pseudopotentials that were

generated using the same energy expression.
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[1.4.2.4. Ultrasoft Pseudopotentials Method

For norm—conserving pseudopotentials the all-edactvavefunction is inside some core radius
replaced by a soft nodeless pseudo wavefunctioth tie crucial restriction that the PS
wavefunction must have the same norm as the altrele wavefunction within the chosen core
radius; outside the core radius the pseudo aneledtron wavefunction are identical. It is well
established that good transferability requiresra cadius around the outermost maximum of the
all-electron wavefunction, because only then thargh distribution and moments of the all-
electron wavefunction are well reproduced by theups wavefunctions. Therefore, for elements
with strongly localized orbitals (like first-row,d3 and rare-earth elements) the resulting
pseudopotentials require large plane wave basss Betwork around this problem, compromises
are often made by increasing the core radius sogmifly beyond the outermost maximum of the
all-electron wavefunction. But this is usually net satisfactory solution because the
transferability is always adversely affected whiea tore radius is increased, and for any new
chemical environment, additional tests are requii@destablish the reliability of such soft
pseudopotentials.

An elegant solution to this problem was proposed/agderbilt [31]. In his method, the norm—
conservation constraint is relaxed and to makeaupte resulting charge deficit, lo- calized
atom—centered augmentation charges are introdlites$e augmentation charges are defined as
the charge difference between the all-electron pseldo wavefunctions, but for convenience
they are pseudized to allow an efficient treatnadrthe augmentation charges on a regular grid.
The core radius of the pseudopotential can nowhiosen around the nearest neighbor distance;
independent of the position of the maximum of thieel@ctron wavefunction. Only for the
augmentation charges a small cutoff radius musideel to restore the moments and the charge
distribution of the all-electron wavefunction acaigly. The pseudized augmentation charges are
usually treated on a regular grid in real spaceackvis not necessarily the same as the one used
for the representation of the wavefunctions. THatien between the ultrasoft pseudopotential

method and other plane wave based methods wasdestby Singh [32].
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Tools

The most important factors determining the leveth&fory of a quantum-mechanical computer
experiment are the choice of an exchange—correldtioctional, the choice of a basis-set for the
expansion of the Kohn—-Sham orbitals, charge- and dpnsities and potentials, and the
algorithm adopted for solving the Kohn—Sham equmtiand for calculating energies, forces and
stresses. The degree to which the chosen functamtalunts for many-electron correlations and
the completeness of the basis-set determine theramc of the calculation, the numerical
algorithms are decisive for its efficiency.

Our calculations, both static and ab initio molacutlynamics, were performed using the
Generalized Gradient Approximation formulated bydee/-Wang functional (GGA-PW91) and
the UltraSoft PseudoPotential (USPP) method anakeplzave basis set. These calculations were
carried out using the Vienna Ab initio SimulatioradRage (VASP) The VASP code is
developed at the Institute fur Materialphysik a¢ thniversity of Wien by Kresse, Furthmdiller
and Hafner. More details about the calculation méshwill be given in the beginning of the two
following chapters.



Chapter III

Static ab initio calculations (0K)

In this chapter, the results of the static cal¢ortet of the substitutions of
Ti and Zr transition metals in the bulk as welbashe)'5 (310)[001] grain
boundary are presented. To this end, the chaptelivided into three
sections. In section |, the computational detafl®ur static calculations
are given. Section Il gives the results of the getic of the point defects
in the bulk of the D@FeAl structure. Emphasis is also given on the
importance of using relaxation when determiningnfation energy of
calculation for site preference configurations. the last section, the
behaviour of the two transition metals Ti and Zrthe >5 (310) grain
boundary are discussed. The formation energiesntedace energies and
the electronic charge density transfer associatiétal thve presence of the

impurity has been investigated.
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|. Computational details
[.1. Computational method

Our calculations were performed within the Vandeétype UltraSoft PseudoPotential (USPP)
[1] and the formalism of Density Functional The@y implemented in the Vienna Ab initio
Simulation Package (VASP) [2, 3]. The electronicvevéunctions were expanded in plane waves
with a kinetic energy cutoff of 240 eV. The USPRgpyed in this work explicitly treated eight
valence electrons for Fe (@sf), three valence electrons for Al {3g') and four valence
electrons for both Ti (48d7) and zr (58d). The spin polarization was taken into account for

all calculations.

The Generalized Gradient Approximation (GGA-PW9Igswemployed for evaluation of the
exchange — correlation energy with the Perdew aaddWersion [4, 5].

The Brillouin zone integrations were performed gsincentered Monkhorst-Pack [6] k-point
meshes, and the Methfessel- Paxton [7] techniqule &i0.3 smearing of the electrons levels.
Tests were carried out for #d unit cell (four atoms by cell) using differentgoint meshes to
ensure the absolute convergence of the total ertergyprecision of 16 eV/atom. As a result,
the k-mesh for the BAl unit cell was adapted using (16x16x16) k-poirilepending on the
structure and the size of the cell, the number -piikts changes as a consequence of the
resultant modification of the Brillouin zone sizi€or total energy calculations of the ;BAé
supercells with 32 atoms (2x2x2 unit cell) and #&mns (3x3x3 the unit cell), the (8x8x8) and
(4x4x4) k-points mesh were chosen, respectivelythéncase of grain boundary configurations,

the Monkhorst- Pack grid was adapted to the supgrasmmeters using (4x2x5) k-points.

The ground state atomic geometries were obtainedhbyminimizing the Hellman-Feyman
forces using a conjugate —gradient algorithm uiotite on each atom reaches a convergence

level of 0.1 A/atom and for an external pressureelothan 0.3 GPa.

|.2. Structural properties

All the results presented below were obtained egipépthe computational settings described in
the previous paragraph. However, for #Al-D0; unit cell additional calculations were also
conducted with alternative settings to gauge theral accuracy of the reported results.
Specifically, test calculations were performed ewjlg the Local-Density Approximation

(LDA) as well as the GGA, in order to compare th® tapproximations and determine the

influence of the analytical representation of tkReh@nge-correlation functional.
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Fig. 1lI-1 shows the total energy plotted, as fumetof the volume of the unit cell, for the GGA

and LDA functionals. The solid lines are the reilfit to Birch-Murnaghan equation of state
[8]. The equilibrium lattice constants and bulk mbidvere determined from these fitted curves.

The values are given in Table. Ill-1 along with @nailable theoretical and experimental data
for DOs-FesAl.
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Figure. I11- 1 The total energy within LDA and GGA according be tpseudopotential
calculations.

Not surprisingly, the GGA functional gives a largexlue for the equilibrium lattice constant
compared to the LDA functional, as it is well kno#rat in most cases the frequent over binding
for transition metals and their compounds in LDA@rected with GGA. Furthermore, a fairly
good agreement is found for the lattice parameter tae bulk modulus, which are calculated
with the USPP-GGA, when compared with the valuemfexperiment [13]. The present value
of lattice parameter 5.76A is also comparable &dther theoretical values obtained with GGA
exchange-correlation functional [13-14, 15]. In soany, the results show that the used ultarsoft

pseudopotential and the GGA exchange-correlatiggraxjpmation reproduce successfully the
structural properties of the BF&AI structure.
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Table. I11-1. Lattice parameters and the bulk modulus faAReDO03.

a(A) B(Gpa)
Present Work
USPP-GGA 5.76 143
USPP-LDA 5.59 157
Theory
FPLAPW-GGA-spGonzales et al. 2002] 5.77 -
USPP-PBHConnétable et al. 2008] 5.76 159
MBPP-PBE-sfiLechermann et al. 2002] 5.78 151
MBPP-CAPZ-sjLechermann et al. 2002] 5.60 192
PWSCF-PBHKellou et al. 2010} 5.78 139
Experiment 5.79[Nishino et al. 1997] 144[Leamy et al. 1967]
|.3. Energetics

In this section, we first define the energies useour calculations.

To examine the preferential site occupations oftthesition metal atoms both in the bulk and at

the grain boundary, their formation enerdigswere evaluated in different sites by:
Et= Esolid (F&AIX) + Ereor i - Esiia (FE3AI) - Ex (Eq.lI-1)
for substitutional impurities and by
Er = Esolid (FEAIX) - Esoia (FE3AI) - Ex (Eq.lI-2)
for interstitial impurities.
The formation energy, for the case of vacancies, evaluated using the following equation [16]
Ef = Esid (FE3AIV) + Ereor A - Esolid (FE3A!) (Eq.llI-3)

In these equation¥ andv represent the T.M. atoms and vacancies, respbctigiq(FesAlX)
(solid referring to bulk as well as G.B.) is the enerdy tbe supercell containing one
substitutional or interstitial impurity arte,iq (FesAl) is the energy of the pure supercell without
defect.Ere or s (Fe Or Al being the atom which is substituted) &xdare the calculated total

energies for pure metals in their equilibrium @8 bcc Fe, fcc Al, hcp Ti and hep Zr. Note

! Ref. [10]
?Ref. [11]
*Ref. [12]
“Ref. [13]
°Ref. [14]
®Ref. [15]
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that, as it is very unlikely that Ti and Zr resiole interstitial sites in the bulk, Eq. I11-2 willnty
be used for the analysis of Ti and Zr interstitiglghin the G.B.

The grain boundary energyg for the undoped system is defined as:
YGB = (EGB - Ebulk) [ 2A (Eq.III-5)

Ecs andEy,k are the total energies of the grain boundary autkl $upercells, respectively, and A
iIs the area of the interface (the factor of % igdeel to account for the presence of two
symmetrically equivalent grain boundaries per satiah cell). In our computer simulations, the
energiesEgs and Epyk are calculated for simulations blocks consistifigaio equal number of

atoms of each species.
For the impurity doped system, the G.B. energyw&uated from:
yee = (Ecax - Eresaix) / 2A (Eq.Il1-6)

In this formulation, as presented in [17, 18kgx and Ereax are the total energies of the

supercells with impurity- doped G.B. and bulle/&k respectively.

[1. Point defectsin bulk FesAl

We first investigate the properties of point dedect the bulk of the DYFe&AIl structure.
Because of their atomic size, Ti and Zr must occsiylystitutional sites rather than interstitial
ones within the bulk RAl. The three types of possible point defectssubstitution impurity or
vacancy formation on Al, Fel, Fell sites (see HRi¢2)- were modeled within a supercells
containing 32 and 108 atoms. It must be noted thiagn substituting an impurity atom (Ti or
Zr) on a site of the 32 atoms supercell, the cpording impurity concentration is about 3 at.%.

For the case of 108 atoms supercell, the impudhcentration is about 1 at. %.
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Figure. I11- 2 (a) The un-doped structure of the bulk&leand the three point defects
substitutions as well as vacancies on (b) the t&l(®) the Fel site and (d) the Fell site.

[1.1. Importance of relaxation

In order to have some insight in the effect of xateon and underline the importance of this
relaxation for the calculation of intermetallic3gFlll-3 compares the formation energy of the
substitution defects calculated by using unrelaaxed relaxed supercells (with 32 atoms). It is
clear that the relaxation leads to an overall rédocin the formation energies. Additionally,
though the curves have the same profile, it appel@arly that the differences in formation
energies determined using the unrelaxed and relsxpércells are lower for substitutions of Ti
than for Zr. On a first approach, this differencaynbe attributed to the differences in size
between the Ti and Zr atoms (the Ti atom is smétlan the Zr one). What is important to stress
here is essentially the magnitude of the differendhile the overall differences under the
relaxed and unrelaxed modes are in the range B® @ for the various Ti substitutions, the
relaxation decreases the formation energy by nfae 140 % in the case of the substitution of a
Zr atom on a Fesite. For the case of vacancies, the relaxatiandse pronounced when the
vacancy is created in the Al site. This can alsoeteted to the difference in size between the Fe

and Al atoms. Knowing that the Al atom is greateart the Fe one, the void created when the
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vacancy is produced in the Al site is larger anohsequently, the relaxation is also more
important. Thus, in the following, only data obtihfrom relaxed configurations are treated.
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Figure. 111- 3 Energy profile of point defects formation energ@sunrelaxed and relaxed B0
FeAl supercells.

I1.2. The site preference of point defectsin the bulk DOs-FesAl
The values of formation energies for substitutiand vacancies in relaxed supercells are given

in Table I1I-2. The results obtained by Mayer etfat 32 atoms [19] are also listed in Table IlI-2

for comparison.

Table. 111-2 The calculated effective formation energies (ir) &®f point defects in DQordered
bulk FeAL.

EfTi Eer E}J
Al Fel Fell Al Fel Fell Al Fel Fell

Present work
Relaxed (108 atoms) -0.46 -1.01 -0.39 0.45 -0.14 0.39 0.94 0.34 0.31
Relaxed (32 atoms) -0.20 -0.72 -0.06 0.70 0.17 0.76 2.26 1.72 1.09
Theory [19]
Unrelaxed (32 atoms) 197 244 1.71

From Table 1lI-2, it can be seen that, though tlaeancies occur with positive formation
energies in the three different configurations, ker formation energy correspond to the
substitution on the Fell site. This tend agrees| wgh the conclusion of Mayer et al. [19]

obtained by ab-initio pseudopotential method. Calue of the formation energy of a vacancy in
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Fell sublattice (1.09 eV) is also comparable td810.04 eV) obtained by Schaefer et al. [20]
from positron annihilation experiments. Compardyivdiraskova et al. [21], who investigated
the Mdssbauer spectra of a;#d,s compound, found that the Fe vacancies appear eifre¢h
sublattice which is in conflict with our result atitht obtained by Mayer et al [19]. Since the
results of Jiraskova were obtained at ambient teatypes, unlike our calculations and those of
Mayer et al. [19] which were carried out at OK, thi#erence in site occupation of vacancies can

be related to the effect of temperature.

To check this possibility, we have calculated tleédt energies of the vacancies on the Fel and
Fell sites at 300K, using the Ab Initio Moleculayfamics. The defect energies are defined as a

change in energy of the pure cluster when an impugplaces the Fel or the Fell sites, namely,
E; =E(d) —E, (BG-7)

E(d) and E, are the energies of the supercell with and withoamsition metal impurities,
respectively. The preferential site then corresgotadthe case where the energy is gained by

replacing the Fel/Fell sites.

More details about the calculations of the tempeeatiependence of the defect energies will be
presented in Chapter IV. However, some resultpesented here in Table. llI- 3 together with

the results of the defects energies calculatedKafTBe values of the defect energies are more
important than that of the formation energies. Tikibecause the value of the total energy of

pure iron in its equilibrium latticed¢c Fe) has not been subtracted as defined in EG. llI-

As seen from Table. IlI-3, the Fell site remains tavoured site occupation of vacancies even at
300K. This means that the temperature changesermnrahge 6-300K does not modify the
stability of vacancies in the bulk BFe&AIl intermetallic compound. Here, both the static ab
initio and molecular dynamics at 300K results areconflict with the Mossbauer conclusions.
This indicates that the disagreement with the ewpsrtal results does not be related to the
effect of temperature but is certainly related e thigh sensitivity of these alloys to the
vacancies. This is because the difference betweerfarmation energies of 3% and 1% of
vacancies calculated in supercells with 32 and dto#ns is important. From Table. 111-2, one
can see that the formation energies at differéas sire reduced by ~60% when the concentration
of vacancies is reduced. From 1% (at 108 atoms3%o (at 32 atoms), additionally, the
difference between the formation energies of vaieanan the Fel and Fell sites is also reduced

with the concentration of the vacancies. The dififiee between the formation energies is about
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0.6 eV for the 3% of vacancies while for the caB¢éhe concentration of 1%, the difference is
only about 0.03 eV.

Table. I11-3. The defect energies of vacancies on the Fel ahdskes. E(d) andE, are the
energies of the supercell with and without trapsitinetal impurities, respectively.

E, = E(d) — E, (eV)

Fel Fell
0K
Supercell with 32 atoms (3 at.%) 10.59 9.78
Supercell with 108 atoms (1 at.%) 7.85 7.55
300K
Supercell with 108 atoms (1 at.%) 9.55 8.89

The calculated formation energies for the subsbimgtin the relaxed scheme are also shown in
Table 1lI-2. For the three configurations of Ti stitution, negative formation energies are
obtained. This means that these defects are stalllen other words, that 1 at% as well as 3 at%
of Ti impurities are miscible in BAl. This is consistent with the solubility data aisted
experimentally [22] and from phase diagram calcoitet available in the literature [23]. The
calculation also shows that the most stable cordigon for Ti is to reside on the Fel site, with
the lower effective formation energies for botheagpof calculation (i.e. concentration). This is
the correct prediction of the experimentally obserbehavior [24]. For the case of Zr, the most
favoured configuration is also the substitution arrel site. However, contrary to Ti, at 3%
concentration all the formation energies are pasitindicating a cost in energy to introduce Zr
on a substitution site in the bulk. It is interegtito notice that these values tend to diminish
when the calculation is carried out with 108 atoarsl that the concentration of defects
decreases. This is consistent with experimentaérvbsion indicating that the solubility of Zr is
below 0.1% and that precipitation of a second phaseh as Laves phase Zr(FeAdipd ther,

phase Zr(Fe,Al) by adding small amounts of Zr [25].

[11. Impurity segregation at grain boundaries
[11.1. Crystal structuresand location of structural defects

The atomic structure of the5 (310)[001] symmetric tilt grain boundary injA¢ was obtained
using geometrical rules of the Coincidence Sitdit@atmodel (CSL). An overview about the
CSL theory is given imMppendix A. Fig. IlI-4 gives a view of the resultant cell sfing the
symmetry of the}5 (310) [001] grain boundary. Along the [001] diien, the supercell
contains in fact four alternating (001) layers sapad by the fourth lattice constang, &he four
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layers consist of two pure Fell layers and two rdikel/Al layers as shown in Fig. llI-4 (b). The
cell size was chosen in order to preserve a largeuat of bulk crystal between the two
interfaces visible in Fig. IlI-4 (a), and, therebsgasonable energy convergence. Several
calculations were made preliminarily in order tdireate the sufficient number of planes.
Following these energy convergence calculationsa estimated that 20 planes parallel to the
grain boundary plane were required. This configaraieads to a total of 80 atoms per
calculation cell. It must also be noted that, cdesng a grain boundary region having a
thickness of five atomic planes, the local conadidn of impurities at the grain boundary when

substituting one atom is about 1.25 at.%.
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Figure. I11- 4 Atomic structure of the BAl >5 (310) [001] grain boundary (a) viewed along the
[001] direction (b) viewed along the (130) directio

The DG structure being more complex than the B2 one [2&],number of G.B. defects to be

taken into account is significantly larger. Thedbon of the G.B. defects is given in Fig.llI-5.
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From Fig. llI-5 (a), it can be seen that nine tgpisubstitutional sites are present within }fe
(310) grain boundary. They are grouped in threegmaies depending on their distance from the
interface: (i) three sites within the G.B. inteda@Al, OFel andOFell (ii) three sites in the first
plane from the G.B1Al, 1Fel and1Fell, and (iii) three sites in the second plane from @B,

2Al 2Fel and ZFell. In Fig.lll-5 (b) are presented the two sites esponding to the possible
insertion of an interstitial atom within the emgiyace generated at the grain boundary interface.
They correspond to the si{g) with only Fell atoms as first neighbours and the §fewith both

Al andFel as neighbour atoms.

{a}w 0 'I - ‘
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W - v 6 ® w
@ - @ -
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G.B. Interface — 5 §&

Figure. I11- 5Typical (a) substitutional sites and (b) the intiéed sites within the G.B.
interface.

[11.2. Site preference and effect of Ti and Zr on the grain boundary cohesion

The calculated impurity formation energies of twe transition metals in the grain boundary are

given in Table 1lI-4 for each type of defect.
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Table. 111-4 The calculated effective formation energies (in M) relaxed grain boundary
supercells.

Es (ineV)

Insertions Substitutions

G.B. Interface First plane from G.B. Second plane form G.B.

(1) (2  OAl OFel OFell 1Al 1Fel 1Fell 2Al 2Fel 2Fell

Ti-dopedGB 0.31 0.90 0.05 -0.86 -0.63 -044 -132 -121 031 -098 -0.93

Zr-doped GB -0.18 2.09 0.49 -0.47 -0.51 -0.04 -0.97 -090 0.05 -0.66 -0.78

As seen in Table llI-4, between the two types dérnstitials ( and 2), the most favorable
configuration is the interstitial sitg) for both Ti and Zr doped grain boundaries. This/rha
explained simply as a consequence of surroundifigstg in this configuration the impurities
are surrounded only by Fell neighboring atoms. $dume behavior was obtained in FeAl for B
atoms which preferred to be inserted along5a(310) grain boundary at locations where they
could be surrounded by Fe near neighbors [26]. 8 leehowever here a clear difference in the
behaviors of the Ti and Zr impurity atoms. The fatian energy is positive for both
configurations if we consider the presence of Teistitial, indicating thereby that it costs more
energy to insert Ti at the grain boundary interfaCemparatively, the atomic configuration
becomes more stable (-0.18 eV) when Zr is insatex(1) site (i.e. iron rich configuration). As
for B in FeAl [26], the negative values of formati@energy (-0.18 eV) obtained here for Zr
indicates that this atom is more stable when irgevtithin Fe neighbors at the grain boundary
than in the bulk of the material. It is importaatrecall that small additions of these two atoms

tend to bring some ductility in iron aluminides {28, 29].

In the case of substitutions, the results givemable IlI-4 are also plotted in Figs. 1ll-6 (a) and
[11-6 (b) by taking into account the distance frohe G.B interface (Fig. 11-5). For comparison
the formation energies of the transition metalssstutions in the bulk (supercell with 108

atoms) are represented in Figs. IlI-6 (a) and I(bp

The comparison of the formation energies withinlibtk material and within the grain boundary
shows that Ti is generally stable with the samephkbth in the bulk and within grain boundary
interface. However, for case of the Zr impurity ahis clearly not stable in the bulk, prefers to
segregate at the grain boundary with lower fornrmagoergies Thus, the effect of Zr at grain
boundary has really to be taken into account teetstdnd the overall properties of these ternary
iron aluminides. Comparing Al and Fe sites, itlsac that substitution of the transition metals

on Al sites are never the favoured configuratidits.the Fe substitutions, as for the bulk results,
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the Ti impurity always prefers to reside on the &itds rather than the Fell ones. The situatic
less pronounced for Zr. Indeed while Fe sites aneys preferred to Al ones, the Fell &
favoured when the substitution of Zr atom icated at the G.B. interfac-0.51 eV) and within
the second plane(:-78 eV). Finally, it is also interesting to nokat, for both transition met
substitution, the most stable is obtained for suligin on a Fel site located in the first ple
away from the interface1-32 eV for Ti-0.97 for Zr).

(a) Ti G.B. doped
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Figure. I11- 6 Impurity formation energies (in eV) for differentlsstitution sites in (a) Titaniu-
doped systems and (b) Zirconi-doped systems.
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The influence of the segregated impurities on titerfacial energetic has been calculated for
different substitutional configurations using EH-8. Our calculated results are listed in Table
[1I-5 and plotted in Fig. IlI-7. Our calculationdicates that the values of interface energy for a
cleanY’5 (310) [001] D@FesAl grain boundary is 0,37 JimComparatively, this is about three
times lower than the values obtained op%(310) [001] iron aluminide grain boundary for the
FeAl B2 state (1,12 J/n[26]. Except for one case (0AI for T =0.38 J/M), it can be seen
that Ti and Zr impurities lower the interface enewhen compared for a clean-grain boundary
(0.37 J/mM). This suggests that the alloying elements Ti Zndan stabilize the grain boundary
in DOs-FesAl. The maximum expected reductions are obtainednathe transition metals are on
a Fell site locate in the first plane away from éxact interface: 14% for Ti (0.32 Jand 22%

for Zr (0.29 J/M), respectively. It can be noticed also that therface energies for the Zr-doped
grain boundaries are systematically lower thantfa Ti-doped ones [Fig. IlI-7]. Thus the
principal trend that can be drawn here is thatoninem is more cohesion enhancer than titanium
for 3’5 (310) FeAl-grain boundary. Indeed, the presence of Zr mdtef Ti on the various sites
systematically decreases further the interfaceggniey 0.02 / 0.03 J/fnthis is to say by 5% to
8%.

Tablel11-5 The calculated interface energies (in?)/for impurities in substitutional sites.

YGB
Clean-GB 0.37
Ti doped GB Zr doped GB
G.B. Interface
0Al 0.38 0.36
OFel 0.36 0.34
OFell 0.34 0.31
First plane from G.B.
1Al 0.36 0.33
1Fel 0.34 0.31
1Fell 0.32 0.29
Second plane from G.B.
2Al 0.36 0.34
2Fel 0.36 0.33

2Fell 0.33 0.30
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Figure. I11- 7 Interface energies (in JAnfor impurity-doped grain boundaries and the clean
grain boundary.

In order to investigate the interaction between ith@urities and their adjacent atoms, the
formation energies are calculated for the firstrasaneighbor vacancies to 1Fel substituted by
transition metal impurities (i.e. the most stabdafeguration for the doped grain boundary). For
comparison, we have calculated the formation emsrdor these vacancies in clean-grain
boundary. The results of the formation energiediated in Tables 11I-6 and 1lI-7 for Ti and Zr
impurities. From Table 1l1I-6, it can be seen thiar, the Ti impurity, the formation energy
increased only when the Fell is replaced by a vac#éb.15 eV) compared to that calculated in
the clean grain boundary (1.02 eV). This meansithatmore expensive to remove a Fell atom
in the presence of Ti impurity which indicates tiiastrengthens the interactions with their Fell
first neighbor. This may originate from the antienagnetic coupling that forms between Ti
and its Fell atoms [30]. However, for the case oirdpurity (see Table. 11I-7), the formation

energy increases slightly (~+2%) when a vacangyaduced on an Al site.

Table I11-6. The calculated formation energies (in eV) for vages in clean-grain boundary
and Ti doped grain boundary.

I Irel Irell
E’ (Clean GB) 3.40 1.44 1.02
EX (Ti doped GB) 3.26 1.08 1.15

Relative difference -3% -25% +13%
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Table I11-7. The calculated formation energies (in eV) for vages in clean-grain boundary
and Zr doped grain boundary.

S Srel SFail
Ef' (Clean GB) 2.35 1.43 1.11
Es' (Zr doped GB) 2.37 0.75 1.01
Relative difference +2% -47% -9%

[11.3. Charge density distribution

In order to gain new insight at the microscopicelesf the bonding charge density at the grain
boundary from that in the bulk, we have calculaieel charge density difference both for the
bulk system and the grain boundary. The chargeityeditference is defined as the difference
between the total charge density in the solid &edstperposition of each charge density placed

at lattice sites, namely,

Ap(r) = p(FesAl) - Yp(Fe) - Yp(Al) (Eq.1lI-7)

The bonding charge density represents the nettriédiion as atoms are brought together to
form the crystal or the grain boundary. The rekmtredistribution of the bonding normal and

parallel to the boundary interface is responsibtettie changing in cohesion and the mechanical
properties of the grain boundary. Based on thisimapsion, Lu et al. [31] have explained the

detrimental effect of Hydrogen on the cohesion lué 5 (210) grain boundary in BAl

intermetallics compounds.

The charge density difference for the bulk systenthe (004) and (001) planes is shown in Figs.
[11-8 (a) and 111-8 (b), respectively. The (004)aple contains both Al and Fel atoms, while the
(001) contains only Fell atoms as in the grain llaup. The positive and negative curves
represent contours of increased (accumulation) decreased (depletion) bonding charge

density. Contours start from +0.25 e/&And increase successively by factor root of 0.008.
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a)

Figure. 111- 8 Difference charge density of bulk Al on (a) the (004) Fel/Al mixed plane a
(b) the (001) pure Fell plane. Positive (negato@)tours represent contours of increa
(decreased) charge density. Contours start fro®5:e/(A)® and increase successively b
factor of root 0.008.

It canbe seen that, on (004) plane [Fig-8 (a)], there is a charge transfer from Al to Fanad.
Based on the Bader charge analysis, the resulisaedthat each Al atom loses three elect
while, comparatively, Fell (with four Fel and foAt atoms as earest neighbours) atoms e:
gains 1.45 electrons and a Fel atom gains only 8l88trons. This can be compared to
interpretation of Schaefer et al. [20]. Taking tieW electronic bar-structure calculations «
Ishida et al. [32], and supposing 1 the electrons outside the muffim spheres may be add
proportionally to the electrons inside the mt-tin spheres, Schaefer et al. have found tha

Al atoms lose 1.00 electrons and Fell atoms each @&7 electrons. It also interesting to n
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that both on (004) [Fig. 118 (a)] and (001) [Fig. 1-8 (b)] planes the charge density is ¢
transferred from thex?-y?/dZ* to dxy, dxz anddyz orbitals in the Fe atoms.

Figs. 1119 (a) and (b) shows the charge density differencahe grain boundy > 5(310)[001]
on (004) and (001), respective

a)

ot

Fll el

Figure. I11- 9 Charge density difference of sAl > 5 (310) clean grain boundary, on (a)
(004) Fel/Al mixed plane and (b) the (001) purel péne. Positive (negative) contot
represent contours of increased (decreased) cHargity. Contours start from +0.e/(A)® and
increase successively la factor of root 0.008.

As for the case of bulk, it can be seen in Fi¢-9 (a) that in the grain boundary a depletior
electron density at the Al sites is accompanieé Isygnificant buil-up of charge density at tl
Fe sites. Here the orbital dirionality in Fel atoms further away from the intexdahas change
as results of misorientation of the crystals byaagle of 36.8° (the angle of t[}’5 (310) grain
boundary), except for one atom in the third plamenf the interface who try to create bing

with it nextnearest Fel atom in the first plane from the gbaondary interfac

The bonding charge distribution in the boundaryaegs different from that in the bulk due
the different atomic rearrangement. The accumuladio theinterstitial bonding charge betwe
the two nearest-neighbor FEel atoms across the boundary plane [Fi¢-9 (a)], increases the
covalent bonding normal to the grain boundary. Tindicates that the Fe atoms have

important role in holding the gre boundary together.
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The charge density difference on the (001) planéim I1I-9 (b) shows a different charge
distribution between the nearest neighbour Fell-&&®ims across the grain boundary plane. The
bonding parallel to the interface develops betwtenFell (refer to rectangle) atoms, which
contributes very little, if any, to the grain bowamg cohesion. This accumulation is within very

thin range and extends only about 0.2 A away frioengrain boundary plane.

In the first plane from the interface, it can bersahat the Fell atoms [Fig. IlI-9 (b)] have
different charge density distributions. This isated (due) to the effect of relaxation as will be
demonstrated in the Section IlI-5. During the ralion the atoms moves from their initial
positions, thus their charge density distributianthe vertical sections to the interface will be
different. This is because in the vertical sectibig. 111-9 (b)] only a portion of total charge
density are represented.

[11.4. Impuritiesinduced bonding charge density

To understand the effect of impurities on the bogdiharge properties of the grain boundary we
consider the redistribution of bonding charge iretlby the impurity atom when placed at the
substitutional site (1Fel). This configuration isnsidered because it is the most stable one
between the different tested configurations. Thedoty charge properties can be best described
by the difference in charge density between thee pamd impurity-doped grain boundaries,

namely,

Ap(r) = p(FesAIX) - Y p(Fe) - 2p(Al) - p(X) (Eq.1lI-8)

The impurity-induced bonding charge density in (QQ@®01) planes is shown in Fig. IlI-10.
Figs. 111-10(a) and 1lI-10(c) represent the redmsition of bonding charge density for doped Ti-
grain boundary and the Figs 111-10(b) and 111-10&d¢ for doped Zr-grain boundary.
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Figure. 111- 10 Impuritiesinduced charge density >'5 (310) grain boundary in 3Al. The
plots (a) and (c) are for Tinrduced charge density in the planes (004) and)(084pectively
The plots (b) and (d) are for-induced charge density in the planes (004) and)(l
respectively. The impurities occupy the substitugicsite 1Fe on the mixed Fel/Al (004) plan
Positive (negative) contours represent contouisareased (decreased) charge den
Contours start from0.25¢/( A)® and increased successively by a factor of root&

Comparison of Fig 119 (a) with Figs. II-10(a) and 10(b), evidences that the substitu
impurities induce a significant redistribution obriwling charge across the boundary interf

The presence of the impurities results in the redaoof bonding normal to the grain bound:
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on the (004) atomic plane. Furthermore, it candenghat the depletion of charge density for Ti
impurity [Fig. 11I-10(a)] is larger than that of Zmpurity [Fig. 111-10(b)]. This indicates that the
Ti impurity loses more electrons than the Zr imputo form bonds with its first neighbour
atoms. This is consistent with the results obtaifredn the calculations of the formations
energies of the vacancies created around the TZammpurities (section 11.2.3). It was found
that there are more interactions between the Tumhpand their adjacent atoms (specifically

the Fell atoms) than for the case of Zr impurity.

On another hand, on the (001) atomic plane [FigslO(c) and 111-10(d)], the bonding charge
between the nearest Fell atoms across the graindiaoy has been changed when compared to
that of the pure G.B. in Fig.lll-9 (b) (refer toctangle). These two atoms develop covalent
bonding normal to the interface. Recall that thadiweg normal to the boundary plane between
the two Fe atoms is the most important contributmithe cohesive force which holds the two
grains together; this bonding picture reveals thecteonic origin for impurities-induced

intergranular cohesion in A& 5 (310) grain boundary.

As in the clean grain boundary, the closest atanhé interface have different charge density
distributions because they moved from their inipiakitions by the effect of relaxation. This will
be discussed in the following sections.

[11.5. Therelaxation of the clean grain boundary

In this section, the effect of relaxation on theustural deformation of thé5(310) grain
boundary will be discussed. Fig. 11l-11 (a) represethe calculated magnitude of displacements
of the atoms. The magnitudes of the displacemehtsh® atoms are obtained for each
configuration by subtracting the un-relaxed atorpmsitions from the relaxed ones. The
positions of the various atoms (Al, Fel and Felig given on thex axes depending on their
location (n) away from the exact interface at nBQe to the cell symmetry 0 and -/+10 label the

two interfaces in the supercell.

From Fig. lll-11, it can be seen that the largeluga of displacements correspond to atoms
located in the vicinity of the interface. This iarpcularly true for the first and second planes
labeled -/+1, -/+2 as well as -/+8 and -/+9. Nooahat, the rate of the displacement decay
away from the grain boundary interfaces (or towdh#sbulk). The displacement of each atom
from its initial position is also represented bylidoarrow in Fig. IlI-11 (b). The large

displacement of the atoms in the first and secdadgs from the grain boundary interface is

clearly visible with the largest arrows. As pointaat in previous study by Wolf et al. [33], the
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large atomic displacement seen in the grain boyndderface is mainly due to the strong

repulsive forces between the counter atoms in bioliss of the mirror plane. This gives rice to a
shift of the first and second plane parallel to ihierface causing an expansion of the grain
boundary. It was found that the grain boundary aegmm affects significantly the kinetics of

formation and migration of point defects as welltlas interaction between lattice dislocations
and grain boundaries [34, 35].
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Figure. 111- 11 (a) The calculated displacements of the atomendlaxed pure-grain boundary
as function of distance from (0 and -10 label tmeifaces in the supercell). These
displacements are represented with solid arrovis)in

[11.5. Therelaxation of the doped grain boundary

At first, the displacements of the Ti and Zr impies in the grain boundary supercell are
calculated for different substitutional configuaats. The results are represented in Fig. 11l-12 (a)
and (b) for Ti and Zr substitutions, respectively.
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Figure. 111- 12 The displacement of the impurities (a) Ti and4b)n different configurations of
substitutions.

As seen from Figs. 1ll-12 (a) and (b), for both dnd Zr impurities the largest displacements
correspond to the substitutions on the Fell sitéss may be related to the environment effect.
In the Fell substitutions, the impurities are surmded by four Fel and four Al atoms. Based on
the assumption that both Ti and Zr impurities preti@ reside on the Fel site where are
surrounded by eight Fell atoms, their large disgtaents reveals that the impurities tend to relax

to an iron rich configuration.

Note also that the displacements of impuritiesraoee important in the first and second planes
from the interface. The large displacement is alsserved for Zr substitutions on the Al site
(~0.6A) in the second plane from the interface altih it is an iron rich configuration. The
displacements of the atoms in the grain boundapgrsell for this configuration are represented
in Fig. llI-13 (a) and (b). For comparison, the pligscements of the atoms in the case of Ti
substitution on the same configuration are repitesem Fig.l1l-14 (a) and (b). It clear that for
this configuration, the displacement of Zr is mamgportant when compared to that of Ti
impurity. From Fig. 111-13 (b), it can be seen atbat the Zr impurity tends to relax to the grain
boundary interface. This reveals that Zr impuritefprs to segregate at the G.B. interface
whatever the nature of the environment, contramhéoTi impurity which prefers to reside in an

iron rich environment.
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After having examined all the configurations of suintions, it has been found that the
behaviour of impurities can be classified in tha#féerent categories according to their distances
from the G.B. interface. In this section, threeresgntative configurations will be presented,
namely, the impurities substitutions within the Gifserface, substitutions in the first plane from
the interface and substitutions on the second diame the interface. All the configurations are

presented in Appendix B.

For the case of the substitutions with the G.Beriiaice, we have chosen the configurations for
the impurity substitutions on the Al site. Figd-1b and I1I-16 represent the displacement of the
atoms in the supercell when the Ti and Zr impurdiesplaced in the Al site within the interface.
From the comparison of Figs. IlI-15 and 1lI-16 withg. 1ll-11, it can be noticed that the
presence of impurities does not affect the natdirdh@ relaxation observed for the clean grain
boundary supercell. Additionally, in this type obndigurations the displacement of the
impurities is smaller when compared to that of stidgons on the first and second plane from

the interface.

For the case of substitutions on the first planenfthe interface, we have chosen to represent the
configurations for the impurities substitutionstbe Fel site. Figs .11I-17 and 111-18 represent the
displacement of the atoms in the supercell wherTttend Zr impurties are placed on the Fel in
the first plane from the interface. As first poitite displacements of the atoms in the supecell
are more important than that for the case of clgasmin boundary [Fig.lll- 11] and/or
substitutions within the G.B interface [Figs.lll-1&and I[lI-16]. Furthermore the large

displacement correspond to the first nearest neigitshin the opposite plane (n=-1).

For the case of substitutions in the second plaoe fthe interface, we have chosen the
configurations of the impurities substitutions dre tFell site. In Figs.lll-19 and 111-20, the
displacement of the atoms in the G.B. supercehwhe Ti and Zr impurities on the Fell site in
the second plane from the interface are represergspectively. One can see that both Ti and Zr
tend to relax toward the grain boundary interfadt &n iron rich environment. On other hand,
from Figs. lll- 19 (a) and 11I-20 (a), it can betiwed that the displacements of the atoms in the
grain boundary supercell are more important tha fibr the case of the impurities substitutions
within the G.B. interface [Figs. 1lI-15 and IlI-16The large displacements of the atoms in the
first (n=+1) and third planes (n=+3) correspondhe first nearest neighbours of the impurities.
The large displacements of the atoms in the sulppence also observed for the case of
substitutions on the Fel site in the first planenirthe interface [Figs. IlI-17 and 111-18]. This
indicates that the relaxation of the atoms foradhse of substitutions further away the interface
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(1% and 29 planes) are more important in the bulk region ttret for the configurations when
the impurities are placed in the G.B. interfacewideer the expansion of the interface for these
configurations (substitutions in thé' and 39 plane) is lower when compared to that produced
both in the clean interface and the doped G.B. wiburities substitutions in the G.B. interface.
In terms of energy, these configurations corresptanthe lower interface energies (listed in
Table 111-7 and presented in Fig. 11I-5). This rsagreement with the results of Shiga et al. [36].
These authors show that, the G.B. interface valggending on the multilayer relaxation of the

G.B. interface: the larger the interface expandioahigher the interface energy.
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Figure. I11- 15 (a) The displacement of the atoms in the relaxgeicell with Ti substitutions
on the OAl site as function of the positions of fih@nes parallel to the grain boundary interface.
These displacements are represented with soligvariro(b).
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Figure. I11- 17 (a) The displacement of the atoms in the relaxpeicell with Ti substitutions
on the 1Fel site as function of the positions efphanes parallel to the grain boundary interface.
These displacements are represented with soligvariro(b).
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V. Summary and Conclusion

In this chapter, the effects of Ti and Zr transitimetal impurities located in the bulk as well as
at the)’5 (310)[001] tilt grain boundary in the BE&eAl intermetallic compound were studied

by means of static ab-initio calculations. The n@inclusions are as follows:

- Relaxation is extremely important to determineuaate formation energies and determine the
stability of the point defect$:or example, 140% error in formation energy is wigid when

considering a Zr substitution on a Fell site uanggell that is not relaxed.

- In the bulk, the calculated formation energieseed that the Fell sites are the preferential sites
for vacancies while both Ti and Zr prefer to resieFel sites.

- The interface energy of a cle®® (310) interface has been found to be (0.36)J/fhe lowest
formation energies for the T.M. substitutions halways been obtained on Fel sites on the first
plane away from the exact grain boundary interfdcand Zr impurities are found to reduce the
interface energies on various sites of ths (310) grain boundary by an average of 14% and
22%, respectively. However, significant differendegween the behavior of Zr and Ti atoms
were revealed. In particular, Ti can reside in bafid grain boundary configurations with the
same order of stability. Comparatively, Zr is stablithin the grain boundary both as an
insertion and as a substituting element (on Fel Bat sites). Also, the creation of Fell

vacancies in a Ti doped boundary is energeticalbglg while it favored in a Zr-doped one.

- The expansion of the G.B region occurs as anceid the relaxation in the pure grain

boundary. The presence of the impurities in the @&tBrface does not affect the relaxation of
the grain boundary. For the case of substitutionthe first and second plane, the important
displacements correspond to the first nearest beigis atoms of the impurities while the G.B.

region was not affected. The Ti impurity prefergéside in iron rich environment while the Zr

impurity tends to relax to the grain boundary ifaee.
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Chapter IV

Effect of temperature on the structural stabilities
of Ti and Zr in the bulk and the ) 5 grain boundary:
Ab Initio Molecular Dynamics study.

In this chapter the results of the AIMD calculasonf Ti and Zr
substitutions in the bulk and at th& grain boundary are given. This
chapter is divided in three major sections. Inftre section (section I),
the calculation details together with the prelimynaalculations are
presented. Section Il gives the results of the sratpre dependence of
the site preference of the two transition metald toeir effect on the
structural properties of the bulk BBe&Al. The pair distribution
functions were also calculated in different tempaes to get insight on
the phase stability of the BROstructure with the transition metals
additions at higher temperatures. In Section g tlefect energies of Ti
and Zr transition metals are calculated in differeanfigurations within
the >5 grain boundary to compare their stability witke thulk. In a
second part of section lll, the effects of tempa®aton the structural
relaxation of the grain boundary is given. Finatlye limitations of the

CSL model at higher temperature are also discussed.
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|. Calculation details

l. 1. Computational methods

In our molecular dynamic simulations, the atomiaccés were calculated from Density
Functional Theory (DFT) as implemented in the VASNnna Ab initio Simulation Package)
code [1, 2]. The calculations are based on the aéned Gradient Approximation (GGA) [3, 4]
and made use of the Ultra Soft Pseudo-Potentialoapgh USPP [5]. The Verlet algorithm was
used to integrate the Newton’s equations of motwth a time step ofAt=5 fs and each
simulation were allowed to turn for a total of 28@ps. To ensure that any memory of the initial
configuration is completely erased, the first 100et steps were reserved for equilibrating the
system and were discarded from the subsequentsismaly

We have used a cutoff energy of 250 eV which wamdoto be required in order to reach
convergence in total energy. The valence states arsels’3d° for Fe, 3s?3p! for Al, 4s?3d? for
Ti and5s?4d? for Zr.

The large dimension of the supercells used in aloutation (108 atoms in bulk supercell and 80
atoms in theé’5 (310) G.B. supercell) allowed us to limit the gdimg of the Brillion zone to the
I point. The simulation were performed in the canahiensemble NVT (particle Number,

Volume and Temperature are fixed).

l. 2. Preliminary calculations

Preliminary test calculations were performed athe@nperature in order to obtain the lattice
parameter of the RGstructure at zero pressure. In a first step, dktecé parameter of the d-

DOs; supercell was dilated/compressed to the equilibriattice constant at the zero pressure.
From this value of lattice parameter, a new catautawas carried out to obtain the new

pressure. In the second step, the resulting vafupr@ssure —which is close to zero- was
reintroduced in the graph of the evolution of th#ite parameter with the pressure to obtain a
more accurate lattice parameter as shown in thel¥d from the calculations at 100 K. The

deduced lattice parameter at 100K is indicatedeblyarrow in Fig. IV-1.

The pressure difference was found smaller thankB&r in the simulated temperature range
from 100 to 1100K. Such a small pressure differemceour simulation should not bring

significant errors for the comparison of structyradperties at different temperatures.
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Figure. IV-1. The evolution of pressure as function of expansmmpression of the lattice
parameter (at temperature T=100K). The diamondsgndres symbols represent the calculated
pressure and the statistical uncertainty, respagtiv

1.3. Energetic

In order to examine the temperature dependencheo$ite preference of Ti and Zr transitions
metals, their defect energies were calculated lothe bulk and thé5 (310)[001] over a wide
range of temperatures (100-1100 K). The defectggeeiare defined as change in energy of the

pure supercell when an impurity replaces an atotharsupercell, namely,
Eq = Esonia(FesAlX) — Esiia(Fe3Al) (Eq.Iv-1)

Where X represent the T.M. impuritie€,;;q(Fe;AlX) and Eg,;q4(FesAl) (solid referring to
bulk as well as G.B.) are the energies of the sighewith and without transition metal
impurities, respectively. The preferential sitertt@rresponds to the case where the energy is

gained by replacing an atom.

Unlike the formula of the formation energy used in the previous chapter (Chapter 111, section
[-2) the energies of the pure elements (Fe, Al, Ti and Zr) are not introduced in the formula of
the defect energy. Thus, the comparisons (i) between the defect energies of the two transition

metals and (ii) between substitutions on the Fe and Al sitesare not possible.
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It is important to recall that the formation energylefined as
Ef = Esolid(Fe3AlX) + EFe or AL — Esolid(Fe3Al) - EX (Eq IV'Z)

In this equationEre or a (Fe or Al being the atom which is substituted) &gdare the calculated

total energies for pure metals in their equilibrilattices bcc Fe,fcc Al, hcp Ti andhep Zr.

In the following, we will only examine the replacent of Fel or Fell sites by transition metal
impurities. Indeed, the case of substitutions @Ahsite was not treated since the comparison is
not possible but also as we have found, from thcstalculations (at OK), that the substitutions
on the Al sites are not favourable both in the lasild at the grain bounda}ip (310)[001].
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Il . Transition metal impurities in the bulk DOs-FesAl

11.1. Site preference of he Ti and Zr substitutions

The defect energies of the two transition metalsevealculated using system of 10fatoms (81
atoms of Fe ah 27 atoms of Al), i.e. 3x33 the DQ-Fe;Al unit cell, under periodic bounda
conditions. By substituting an impurity in this sugell, the impurity concentration is about
(exactly 0.92%)The results of the defect energies are summarizdablelV-1 for Ti and Zr
substitutions. To help @nindicate better the trendshe energies differences between

substitution in Fel and Fell sites are also listad presented in FIV-2.

Table. IV-1. The defect energies (in eV) when the Fel/Fell sitesreplaced by the Ti and
transition metals.

Ti Zr
T(K) Fel Fell EqFel)-Eq(FIl) Fel Fell Eq(Fel)-Eq(Fell)
100 -1.79 0.0% -1.84 -2.04 -1.29 -0.7¢
200 -1.62-0.4¢ -1.16 -2.34 -1.62 -0.72
300 -2.54-0.5¢ -1.98 -2.35 -1.76 -0.5¢
400 -1.90-0.6% -1.25 -2.62 -1.93 -0.6¢
500 -1.77-0.3<¢ -1.43 -2.30 -1.60 -0.7
600 -2.16-0.4¢ -1.68 -2.36 -1.69 -0.67
700 -1.98-0.5t -1.43 -2.23 -1.71 -0.52
800 -1.99 0.1¢ -2.15 -2.29 -1.79 -0.5
900 -2.35-0.0¢ -2.27 -2.08 -2.55 +0.47
1000 -2.55 -0.7C -1.85 -2.65 -2.28 -0.37
1100 -1.71 -0.31 -1.40 -2.58 -2.14 -0.31
1
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Figure. IV-2. The energies differences (in eV) between the dwitisinson Fel and Fell sites.
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The replacement of Ti on the Fel site leads togaificant gain in energy (-1.62~-2.55 eV) on
the overall temperature range. Comparatively, gpacement on the Fell site is energetically
more expensive (+0.05~-0.7 eV). This also indicdated, over the entire tested temperature
range, the Ti impurity is always more stable wheated on the Fel site. For the case of the Zr
impurity, the gains in energy are even more sulisiag-2.04~-2.65 eV) and (-1.29~-2.55 eV)

on a Fel and Fell sites, respectively.

The most interesting point revealed by these datiag evolution with temperature of the relative
stability between the different sites for the twansition metals. The difference in behavior
between the two elements is more clearly depiatdeéig.IV-2. For Ti, the preference of the Fel
site over the Fell site is confirmed with a diffiece in energy in the range -1.16 to -2.27 eV. In
addition, the negative slope depicted by the daiatp in Fig.IV-2 indicates a clear trend for
increasing the stability of the Fel over the Fates when the temperature increases. The
observed trends for Zr are rather different. Fitlse magnitude in terms of energy difference
between the two sites does not exceed 0.75 eV5-thax at 100K). Second, while Fel is
favoured at low temperature, increasing the tentpezaends to stabilize more and more the
Fell site. Ultimately, with very stable energetionéiguration for the Fell site at 900K (-2.55
eV), 1000K (-2.28 eV) and 1100K (-2.14), the sitefprence for the Fel and Fell sites are very

close.

The reason for the large difference in energiesyéen the two occupancies in the case of Ti
substitutions, can be related to the equilibriumdtengths of Ti-Al that are substantially larger
than the corresponding Ti-Fe bond lengths. Therfiaseof Ti at the Fell site, therefore, leads to
a large repulsion between Al and the Ti transitiogtal atom. The calculated distances between
Ti when placed at the Fell site and its first néigis Fe and Al atoms are represented in Fig. IV-
3. The Fell-Fel and the Fell-Al bond lengths in fhee FgAl supercell are also presented for a
comparison. From Fig. IV-3, note that the distantéhe Al atoms from the central Fell site
increased from ~2.5 A in the puresRésupercell to ~ 2.65 A for the case when the wites
occupied by Ti impurities overall range of temparat However, the distances between the Ti
and its Fel neighbours are smaller compared wighR#ll-Fel bond lengths. This indicates that

there are more interactions between the Ti anéatrst neighbours.

Fig. IV-4. shows the calculated distances betwbenZr atom, when placed in the Fell site, and
its first neighbour Fel and Al. As seen in Fig. 4/both the Zr-Fel and Zr-Al bond lengths are
larger when compared to the Fell-Fel and Fell-Aé®rmn the pure supercell over the entire

temperature range. This may be related to the efiteet, knowing that the atomic radius of
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zirconium is greater than that of the Fe and Almso From Fig. V-4 it can be seen also that up
to 500K, the Zr-Fel bond lengths are substantisthaller than that of Zr-Al ones. This indicates
the interactions between the Zr and their firsghbours Fel are stronger than that with the Al
atoms. However, from about 600K, the distances &etwZr and its first neighbours converge

and become almost equal. This means that repulsigeactions occurs between the Zr and its

first neighbours Fel.
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Figure. IV-3. The bond lengths in the relaxed pure and Ti-ddgmAl supercells.
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To quantify the interactions between the Zr impurénd their adjacent atoms at higher
temperatures the defect energies were calculatethéofirst neighbour vacancies to Fell site
substituted by Zr impurity. We have chosen to penfdhese calculations in the most stable
configurations; i.e. substitutions on the Fell sité900K and 1000K. For comparison, the defect
energies for these vacancies were calculated ipuahe supercell. This method is more detailed
in the previous chapter (Chapter 11, Section ljI-Ihe results of defect energies are presented in
Table IV-2 together with the relative differencetveeen the defect energies of vacancies in
doped and pure B&l. The defect energies of vacancies in Ti-dopeghFare also listed.

The results of the defect energies shows that #tancies are more favoured in the Zr doped
FeAl than in the pure supercell. Their defect eneygé vacancies decrease by (-39%) and (-
66%) when the vacancies are created in the Al hedFel sites, respectively, at 900K. This
suggests that the presence of Zr on a Fell sitkevsaboth the FeAl and the FeFe bonds.
Despite the small increase in the defect energygaohncy at 1000K, it remains low compared to
that in the case of Ti additions. One can see fii@able IV-2 that it is energetically more
expensive (about +60%) to create a vacancy on ¢heaite when the Fell is replaced by the Ti
impurity. Comparatively, the defect energy of vananreated on the Al site is (-65%) smaller
than that created in the puresBRE at 900K. Further the Ti-Al average bond lengthrabout 2.6

A compared to Ti-Fe average bond length of 2.45THe occupancy of a Fell site by a Ti,
therefore, not only leads to a reduced interactirisalso induces strain on the neighbouring Al

atoms. Ti atoms, therefore, occupy Fel site evdngliter temperatures.

Table. IV-2. The calculated defect energies (in eV) for vacsai pure FAIl as well as Ti and
Zr-doped FeAl. The relative difference between the defect giesr of vacancies in the pure and
doped FeAl are also presented.

Pure-Fe;Al Ti-doped Fe3Al Zr-doped FesAl
900K
Vacancies on Al sitesl(;) -2.64 -7.61 (-65%) -4.18 (-39%)
Vacancies on Fel sites§y,;) 1.14 2.79 (+59%) 0.38 (-66%)
1000K
Vacancies on Al sitesl(;) -8.16 -7.12 (+13%) -8.08 (+1.2%)
Vacancies on Fel site§{,;) -4.61 -1.78 (+61%) -4.24 (+8%)

The above results reveal that the behaviour oZthenpurity differs from that of the Ti one. At
higher temperature (about ~900K), while Ti impurigmains stable on a Fel site, the Zr
impurity can reside on both the Fel and/or the Bidls with the same order of stability.
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[1.2. Structural and stability results
11.2.1. Equilibrium lattice parameters

Fig. IV-5 represent the calculated lattice paramseté DG-FesAl in the temperature interval 100
— 1100 K with the incrememdT=100 K. The value obtained at OK from the stafticiitio

calculations are also ploted (5.76A).
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Figure. IV-5. The calculated lattice parameters at differenfematures for pure REFe;AL.
The error bars represent the statistical uncegtaint

From Fig. IV-5 it can be seen that a small decr@adbe lattice parameter takes place between
100 and 300K before the curves level off at 400KisTsmall decrease may be due to the
changes of magnetic moment at these temperatucearding to a theoretical calculation [7],
performed by TB-LMTO code, it was found that thesea close relationship between Fe
magnetic moment and lattice parameter in the Fafdrmetallic compounds. On other hand,
magnetization measurements [8] and neutron difractanalysis [9] have reported
magnetization decrease with temperature below 17 K0s-FeAl. Fig. 1V-6 shows our
calculated magnetic moment of Fe atoms as fundfdhe temperature. In agreement with the
experimental results [8, 9] a small decrease inntlagnetic moment is observed below 200K.
Another interesting point is the increase in thegnatic moment that occurs smoothly from
about 600K and increasing sharply at 800K. Thiwiated to the structural disorder that occurs
in the D@ after 830K. This is reflected also on the latti@@gmeter. From Fig.IV-5, it can be

seen that, from about 300K the lattice parametereases gradually with temperature up to
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700K. Between 700 and 900K the rate of increasheofattice parameter is slightly larger. Thus,
in agreement with the experimental result, there direct relationship between the magnetic and

structural properties in the BFe&Al intermatallic compounds.
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Figure. IV-6. the temperature dependence of the total magneticant in the D@Fe;Al.

Fig. IV-7 shows the temperature dependence of thetibnal length chang@dL/L(T,) =

[L(T) — L(T,)]/L(T,) where the reference of temperature T=300K, togetiith the previously
experimental [10] and theoretical [11] data.
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Figure. IV-7. Fractional length change data of FfaAl.
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From Fig. IV-7 it can be seen that our results \&ey close to the experimental data which
indicates the validity of the AIMD used method. Qsults are also comparable with the
pioneer results obtained by Seletskaia et al. {kijg the Debye model to take into account the
effect of temperature. At low temperatures, thewated fractional lengths obtained using the
Debye model are consistent with our results as aelthe experimental data. However, an
increasing divergence is observed when the temperabcreases. This is due to the growing
contribution of the optical phonons to the thermgbansion, since, the anharmonic effects (the
vibrational contributions) are neglected in the i&nodel. Considerable effort has lately gone
into understanding the role of lattice vibratioms thermodynamics of chemical ordering in
binary substitunational alloys [12, 13]. It has hegiggested [14, 15] in this connection that the
contribution of vibrational entropy to the phasabdity in alloys can be quite significant. Nix
and Shockley [16] first suggested that the stat@radér could affect the lattice vibrations through
a change in the Debye temperature. Suprisingly gmaihe vibrational entropy contribution has
remained largely neglected as compared to the ganaiional entropy for quite some time.
Several theoretical calculations [17, 18] followethphasizing its significance. This indicates
that the approach used in the present work is raiheerful to take into account the effect of the

temperature in this kind of material.

Fig. IV-8 shows the temperature dependence ofdttie¢ parameter with Ti and Zr substitutions

in Fel sites, respectively. The lattice parametfrshe pure FAl are also represented for

comparison.
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Figure. IV-8. The calculated lattice parameters at differenfoeratures for pure gal, Ti
doped-FeAl and the Zr-doped-FRAl. The error bars represent the statistical uradety.



Chapter 1V : Ab Initio Molecular Dynamics cal culations 118

It is clear that the addition of Ti and Zr leadsato increase on the lattice parameter. It appears
also that the effect of Zr addition on the caloedatattice parameter is more important than that
of Ti one. This difference is related to the diffiece in size between the Zr and Ti atoms (the Ti
atom is smaller than the Zr one). What is importanstress here is the profile of the curves
above 800K. For the case of Ti substitution, theck parameter increases linearly up to higher
temperature. Comparatively, the rate of increasernes lower of the pure $d compound and

Zr doped compound. This suggests that the Zr inypdoes not affect the structural stability of
pure FgAl, from about 800K, despite the large increase itharings to the lattice parameter.

Fig. IV-9 shows the variation of the fractional ¢ginAL/L(T,) as a function of temperature for
the pure FéAl, Ti-doped FeAl and Zr-doped F&Al when the transition metals are placed in on a

Fel site.
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Figure. IV-9. Fractional length change data of £/8;Al, Ti-doped FgAl and Zr-doped FA
(Ti and Zr are placed on the Fel site).

As seen from Fig.IV-9, the values of the fractiotealgth for Ti-doped FAl are smaller than
that of the pure and Zr-dopedsRé& This means that the thermal expansion of TiAFés lower
than that of the pure and Zr-dopedAle Interestingly, the variation of the Ti dopednepound
linear up to the highest temperature of 1100K whilehange in slope is visible for the case of
pure and Zr-doped-BRI compounds. It is clearly visible, from Fig. IV-#hat the evolution of
the three fractional lengths remain rather closéou®O0OK. The discontinuity starts to take place
for the pure FAl between 900 and 1000K. There is a cross ovewdsmt the curves
corresponding to the Ti and Zr doped compounds é&tvw000 and 1100K. This means that the
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effects of Ti and Zr on thermal expansion of thgAFeare different reflecting their different
effects on the stability of the REeAl above 800K. These trends are consistent withrélsalts
depicted in Fig. IV-8 for the lattice parameters.

In order to explore, in more detail, the effectlodse transition metals on the stability of the DO
structure we will examine, in the following sectidhe pair distribution functions for the pure

FesAl structure and those for Ti and Zr-dopedAerepectively.

[1.2.2. Pair distribution function

The Pair Distribution Function PDF or pair corrgatfunction,g(r), is a very suitable measure
to analyze the structure of material. Its variatiath temperature and pressure gives information
about the structural phase transition.

Figure. IV-10. Space discretization for the evaluation of thealadistribution function.

Considering an homogeneous repartition of the gasgiin space, thg(r) represents the
probability to find a particle in the shelt at the distance of another particle (Fig. IV-10).

By discretizing the space in intervals (Fig. IV-10), it is possible to compute for a givatom
the number of atomdn(r) at a distance betweerandr + dr of this atom:

dn(r) = g(r) 4z r° dr (Btt4)

where N represents the total number of particlgsthe volume and where §(is the radial

distribution function.

In this notation the volume of the shell of thickedr is approximated\shei = gn(l’ +dr)® - gnr3

=4z 1 dr).
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By distinguishing the chemical species it is pdssio compute the partial radial distribution

functionsg,(r):

9= D yith p, = - =~ (EQ.IV-5)

4mridrpg a - NXcq

wherec, represents the concentration of speaieShese functions give the density probability
for an atom of the: species to have a neighbour of fh&pecies at a given distance

In the following, we have computed tlggs(r) evolution with temperature (T=100-1000K) in
order to investigate the effect of temperature fw gtructural phase stability of the SRe;Al
structure, the Ti doped RFeAl and Zr doped D@FeAL

I1.2.2.1. Pair distribution functions for DO s-FesAl

Fig. IV-11 shows the PDFs g(r) in BEe&Al for the Fe-Fe [Fig. IV-11(a)], Al-Al [Fig. IV-
11(b)] and Fe-Al [Fig. IV-11(c)] pairs.

From the comparison of each profile with the cqroesling g(r) at 100K, it can be seen that all
the peaks of the g(r) become broader when the teye increases. This is due to the larger

thermal motion of atoms in the supercell.

For the case of the-ge{r), the noticeable feature is that the charadier@gouble-peak structure

in the range 2.5 A-3 A disappears as the temperataches 800K. The first peak is located at

around 2.5 /3\(? a, the distance between the Fel and its eight fliestr negibours Fell atoms).

This peak decreases and widens gradually with &song temperature. However, the peak

position is almost unchanged meaning that the mistdbetween the first near neighbours Fe

atoms remains constant. The second peak is loeatatbund 2.87 ﬁ(%, the distance between

the Fell and its second near neighbours Fell atoM&)h the increase of temperature, its
position shows a slight shift towards 3 A and igght decreases obviously.

In the AI-Al PDF curve [Fig. IV-11 (b)], the firspeak position is around 4.1 Ag(a, the

distance between the first near neighbours Al atomtghe DQ-Fe;Al structure). Its height
decreases with the increase in temperature. Fuamtrer it can be noticed that a new peak
appears around 3.9 A in the profile af,g(r) from about 800 K. The appearance of the nevk pea
in the gy.ai(r) indicates that the distances between the ffiesir neighbour atoms decreases as a
consequence of the large displacement of the Ahstim the supercell. This means also that the
order of the D@ superlattice is affected from this temperatureisTriesult is remarkable as it
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points to a direct correlation with the experiméigtabserved transition phase (§B,) that

occurs around 820K in the 4 compound.

As shown in Fig. IV-11 (c), the disappearance @f $kecond peak from 800K is also noticed in

the greal(r) pair distribution function.
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Figure. IV-11. Pair distribution functions (a)
Fe-Fe (b) Al-Al and (c) Fe-Al pairs for the
pure DQ-FeAl, in the temperature range of
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11.2.2.2. Pair distribution functions for doped Ti and Zr-FesAl

Based on the results obtained from the defect @wergalculations, the radial distribution
functions were calculated at first time for theahid Zr substitutions on the Fel site in thesD0O
structure. For the case of Zr, the pair distributfanctions were also calculated for the Fell
substitutions at higher temperatures for comparlswwing that the stability of Zr on the Fel

and Fell becomes equivalent at higher temperatures.
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Figs. IV-12 and IV-14 represent the PDFs g(r) islB&Al with Ti and Zr substitutions in the
Fel site, respectively, for (a) Al-Al, (b) Fe-Fedaft) Fe-Al pairs.
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Figure. IV-12. Pair distribution functions (a)
Fe-Fe (b) Al-Al and (c) Fe-Al pairs for the Ti-
doped D@FeAl (Ti on Fel site), in the

temperature range of 100-1000 K.
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Figure. IV-13. The gyai (r) for pure and Ti-doped RUF&Al (on the Fel site) at 600K, 800K and
1000K.
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Figure. IV-14. Pair distribution function (a)
Fe-Fe (b) Al-Al and (c) Fe-Al pairs for the Zr-
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From Fig. IV-12 (a), the Fe-Fe PDF ofsA&doped with Ti impurity, it can be seen that tha
peaks (in 2.5-3 A) remain even 800 K, contraryh® Ee-Fe PDF of pure & in which a shift
of the second peak from 2.8 A to 3 A was observed.

On the other hand, note that the profile curvegf @) [Fig. IV-12 (b)] remains unchanged, and
the peak (around 3.8 A) which appears at about 880tKe Al-Al PDF curve of pure-Ral is
not observed here. This is clearly visible when A&l PDFs for the pure and Ti-doped B0
FesAl are represented together in the Fig. IV-13. Pphe distribution functions in Fig. IV-13 are
represented selectively for three temperatures 680BK and 1000K to illustrate the difference

that occurs above 800K. The absence of the pealndr8.8 A (at the temperatures 800 and
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900K) reveals that the distance between the fiestrest neighbours remains constant up to
higher temperatures and the Al atoms remain siabtleeir initial positions. Form Fig. IV-13 it
can be seen clearly that the peak appears agab0aK in the g (r) curve. This indicates that
the order in the Lstructure (the ternary equivalent of thesB@ructure) is affected only from
about this temperature. Thus, the PDFs indicatettigapresence of Ti in Fel site maintains the
short range order of the L214A¢ intermetallic up the temperature 1000K. Thisdiimg is in
agreement with the experimental results reportefilB); Indeed, these authors have shown that
the addition of 1% of titanium in the PB@tructure increases the stability of the;B@ucture up

to 1000K.

However, in the PDFs for &l doped with Zr impurity (Fig. IV-14), it can besen that the
peaks are less affected by the presence of Zr itggarFel site. In geedr) [Fig. 1V-14(a)], the
position of the second peak shows a slight shifth whe increase of temperature. The appearance
of the peak at around 3.8 A in the(r) [Fig. IV-14(b)] is also observed from about 880
This indicates that the stability of the D03 sturetis not affected by the presence of Zr on the

Fel site.

Knowing that the stability of Zr on the Fell incees site for higher temperatures and tends to be
equivalent to that of Fel substitutions, the pastribution functions were also calculated for the
case when the Zr is placed on the Fell site. Thectticulated ga (r) for Zr substitutions on the
Fel and Fell sites are represented in Fig. IV-Igetoer for comparison. As can be seen from
figure, the profile curves of the two PDFS showat timere is no significant difreneces between
the substitutions on the Fel and Fell sites. Tiniscates that the presence of Zr whether on a Fel

site or a Fell site has no effect on the stabdityhe DQ-structure.
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Figure IV-15. the gAIAl(r) for pure and Zr-doped REeAI on the Fel site and Fell sites at
600K, 800K and 1000K.
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lll. Transition metals segregation in>5 (310) [001] grain boundary

After having determined the differences in the veta between of the two transition metals
(Ti and Zr) in the bulk, in the following, theiradiilities in the}’5 (310) [001] will be treated.

The calculations were performed using a superaétl 80 atoms. More details about the method
used for the construction of the grain boundary #redchoice of the size of the supercell are
described in the previous chapter (Chapter 11 ti8adll-1). The configurations of the transition
metals substitutions considered in our calculati@me given in the Fig. IV-16. These
configurations are grouped in three categoriesthiige substitutions in the grain boundary
interface (ii) three substitutions in the first péafrom the interface and (iii) three substitutiams
the second plane from the interface.

L L
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First Plane —
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(2Al/2Fel) Gﬂ
/
»R‘&ff_“] / Efluugeﬂ w A
{OFell)

L (Dal/oFel) =
\\ / N\ 1
>

@ ra
@ rell

Figure. IV-16. Sketch showing the nine substitutional sites kedatithin three different planes
the within}’5 (310)[001] grain boundary.

Unlike the bulk, each calculation has been turnétl 400 dynamic molecular steps in order to

gain a compromise between the size of the supeandlithe relative running time. The 300 first
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steps were reserved for equilibrating the systemd waere discarded from the subsequent

analysis.

l1l.1. Site preference of Ti and Zr in the > 5(310)[001]

Because the large number of configurations to kentanto account in thg5 (310) [001] grain
boundary and the AIMD consuming calculation timee tlefect energies of the two transition

metal impurities were determined only for three penatures (300 K, 600 K and 900 K).

The defect energies of the two transition metalhengrain boundary were calculated using the
Eq. IV-1. However, unlike the bulk, the defect energies were also calculated for the transition
metals substitutions on the Al site in addition to the substitutions on the Fel and Fell site.
These calculations were carried out to determine the site preference of the transition metals
between the substitutions on the Al configurations and then to examine the relaxation of the
grain boundary. It is important to recall that the comparisons (i) between the defect energies

of the two transition metals and (ii) between substitutions on the Fe and Al sites are not
possible. The results are represented in Figs. IV-17 and8\er substitutions on the (a) Al sites
(b) Fel sites and (c) Fell sites, by taking inte@mt the distance from the G.B. interface. For

comparison, the values obtained from the staticutations at OK (Chapter I1l) are also recalled.
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(a) Ti on the Al site
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(b) Ti on the Fel site

0 (K) 300 (K) 600 (K) 900 (K)

)
L
%]
9
g
7]
o
] -4 3,49
g -5
Q5

-7

: HOFel W 1Fel m2Fel

Temperature (K)

(c) Ti on the Fell site
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Figure. IV-17. The calculated deft energies of Ti impurity in thg5 (310) [001] grair
boundary at 300 K, 600 K and 900 emperatures, for substitutions (a)Al sites (b) Fel sites
and (c) Felkites, by taking into account the distance fromG@h. interface.
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(a) Zr on the Al site
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(b) Zr on the Fel site
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(c) Zr on the Fell site
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Figure. IV-18. The calculated defect energies o impurity in the} 5 (310) [001] grair
boundary at 300 K, 600 K and 900 emperatures, for substitutions (a) Al sites (b) Fel site
and (c) Fell sites, by taking into account theatise from the G.I interface.
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As shown in Fig. IV-17 (a) for Ti on Al configuraf, for the three temperatures, the most stable
configuration corresponds to substitutions in theB.Ginterface. For the case of Fe
configurations, a comparison between the subsiitiatof Ti on the Fel and Fell sites [Figs. IV-
17 (b) and (c)] shows that for the three tempeestiuthe defect energies are generally smaller for
the configurations of the Fel substitutions, exdeptthe three configurations 2Fell at 300K (-
3.33 eV), 1Fell at 600K (-3.77 eV) and OFell at R0E6.44 eV) when the Ti impurity occupy
the Fell sites with lower defects energies. The flaat the Ti impurity occupy the Fell site near
the interface may be related to the effect of tdrenment knowing that the Ti impurity prefers
to occupy the site where is surrounded only byReeatoms as first neighbours (i.e. iron rich
environment). Note also that, contrary to the bule geometry of the grain boundary has
greatly changed as an effect of the temperaturectwked to changes in the first nearest
neighbours of the Ti impurity. The structural eoviment of the impurities will be discussed
below (Section IlI-2).

On the other hand, The classification of the mastofirable configurations for the three
temperatures, by taking into account the distanom fthe interface, is Fe substitution in: the
second plane at 300K (2Feb) the first plane from the interface at 600K (1Feilthe G.B
interface at 900K (OFell). This indicates that wtability of the Ti impurity changes with
increasing the temperature. While for intermeditdenperatures (300K) is stable within
configuration close to the bulk, by increasing temspure Ti impurity tends to occupy
configuration in the grain boundary interface. hother words, this means that, it takes more
temperature for the Ti impurity to be stable at@&®8. interface.

For the case of Zr substitutions, it can be seem frFig.IV-18 that the most favorable
configurations correspond to the substitutionshen &.B. interface (OAl, OFel and OFell) for the
three temperatures. Contrary to the case of Tiigordtions at the grain boundary, the Zr
impurity prefers to reside in the G.B. interfaceee\at intermediate temperature. It is important
to recall that, from the static calculations atozegmperature [Fig. 1V-18], the most favorable
configurations were found to be the substitutiomghe first plane from the grain boundary
interface (1Al, 1Fel and 1Fell) for the two tramsmit metals. Therefore, the small increase in
temperature (to the intermediate temperature) léadse migration of Zr impurity to the G.B.
interface. Whereas for the case of Ti substitutiensigher temperature (~900K) was needed to
cause its relaxation to the grain boundary.

Now, the comparison between the defect energiesubstitutions in the Fel and the Fell sites
[Figs. IV-18(a) and (b)] shows that for intermediéémperature (300K) the Zr impurity prefer to
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occupy the Fel sites. However, for higher tempeeatuthe Zr impurity tends to occupy the Fel
and Fell sites with nearly equal energies. Thiscaugs that, like in the bulk, the stability of Zr
on the Fell site increases with increasing tempeeat

From the calculated defect energies, it is cleat the two transition metals have different
behaviours. While Ti is more stable at the bulk @ndkes a higher temperature to relax to the
grain boundary, the Zr impurity prefers to segregait the grain boundary with lower defect

energies even at intermediate temperature.

l11.2. The effect of temperature on the structural relaxation of 5 grain
boundary

In this section, the influence of temperature oa skructural deformations of the Ti and Zr -
doped grain boundaries will be treated. Beforengpteng to model the geometrical relaxation of
the grain boundary induced by the impurity segiiegait is important to examine the relaxation

of the pure grain boundary structure.
[11.2.1. Relaxation of the clean grain boundary

To quantify the relaxation of the atoms we havewated their displacements in the supercell.
The displacements were calculated as differencedsst the average positions of the last 100
MD steps. We have considered only the last 100sstfipr having tested that the movements of
the atoms become almost to a stable configuratiten eelaxation towards the final positions.

For example, Fig. IV-19 represents the positionatofns during the relaxation, at 300K, for (a)
400 molecular dynamic (MD) steps (b) the last 20D Meps and (c) the last 100 MD steps. It is
clear from Fig.IV-19 (b) that the relaxation of ai® is less important when the 200 first steps
were removed. The effect of relaxation is even legsortant when only the last 100 steps are
considered [Fig. IV-19 (c)]. This suggests that #tems have relaxed to their final positions

after the 300 first steps of thermalization of slystem.

Fig.IV-20 represents the displacements of the atoatulated from the static calculations at OK
and that from AIMD calculations for the three difat temperatures 300K, 600K and 900K. It is
important to note before further analysis that #eale indicating the magnitude of the
displacement vectors are rather different betwdeartd 300K-600K and 900K.

Clearly one can see that the relaxations with teaipee of the grain boundary structure are
important when compared to that at OK. For the tenajpires 300 and 600K, the displacements

of the atoms are in range 0.2-1.6 A. Comparativielythe case of relaxation at OK, the
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(a) all the MD steps (400 steps)

(b) the last 200 MD steps

{c) the last 100 MD steps
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displacements of the atoms are in between 0 arsfQiZ. on average 70% smaller than that
at 300K. This is due to the large vibrations ofnagdoas an effect of temperature. Increasing
the temperature increases the internal energyhasdstreflected in an increase in the average
motion of the atoms in the system. For the caselakations at 900K, it can be seen that the
displacements are more important, and can reath 25 A & to the distance between the Fe
nearest neighbours atoms inz&B in the interface region. Fig. IV-21 gives thelative
difference between the average displacements atteatperature and the average positions
in the relaxed grain boundary at OK. On can seettiedisplacement of atoms at 900K are
very important, about ~90%. This indicates thab@al disorder occurs in the grain boundary
suprecell at this temperature. This trends is sbast with the experimental and theoretical
results presented in the literature. Some authamsider indeed, from experimental results of
grain boundary relaxation, that pronounced relaxatakes place when the temperature is
higher than § 0.4 T, or so ([, is the melting temperature) [19]. Note, that foe tase the
FesAl intemetallic compounds of [0 614K [0 0.4x1536K. Thus is consistent with our
estimation showing a shop change between 600 abid. Ithis also indicates that significant
local disordering only occurs above this tempegtéiso, according to results of dynamic
molecular simulation for bicrystals with CSL struet becomes disordered above this
temperature [20, 21]. This signifies thBs is the transformation temperature at which the
structure of the grain boundary transforms from G8ucture to disordered structure. Thus in
the following, the study will be limited to the gttural relaxation at the intermediate
temperature of 300K.
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Figure .IV-21 Average displacements of the atomth@relaxed supercells at OK, 300K,
600K and 900K. The relative differences are maiketie graph.
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Fig. IV-22 gives the relaxed pure grain boundary & OK and (c) at 300K. The
displacements of the atoms from their initial posis are represented in Fig. 1V-22 (b). At
first sights, the magnitude of the displacementreesuch that the center of the simulation
box (away from the G.B) has a different aspectsTififerent aspect is in fact partially related
the fact that the image of the grain boundary o F¥-22 (c) correspond to the superposition
of four different planes contained in the depthhe simulation box and that even the small
displacement of the atom position leads to a higluenber of atoms visible in Fig. 1V-22 (c).
However, comparison between Fig.IV- (a) and (chvahthat despite the apparent important
relaxation of the atoms from their initial positgrthe global structure of the5 (310) is

preserved. In particular, the misorientation amgléhe grain boundary is not affected.

As reported by T.S. Ke et al. [22], the coincidetatice grain boundary constructed on the
basis of geometrical considerations can not bdestaben the temperature increases, because
atomic overlaps or crowding of atoms will be progign the boundary plane so that atomic
readjustment or rigid translations will take placereduce the energy. Then, although the
periodicity of the boundary can be maintaineds ixpected that the coincidence sites will no
longer coincide with atoms. Especially when the anientation is large or when there are
deviations from coincidence site lattice misori¢iotas, the disordered grain boundary region

formed should be complicated.
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Figure. IV-22. (a) The initial positions of the relaxed grairundary at OK (b) the displacement of the atoms ftoeninitial positions in the
relaxed grain boundary at 300K and (c) the finaifians of the atoms in the relaxed grain boun@ar300K.
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[11.2.2. Relaxation of the doped grain boundary at300K

Now we turn to the structures of the doped graionoaries with the substitutional Ti and Zr

transition metal impurities.

First of all, we examine the displacement of thepumities in different substitutional

configurations. Fig. V-23 (a) and (b) shows thecagkdted displacement of the impurities in

different substitutional configurations. In Fig. 23 the configurations are classified based on

their positions from the grain boundary interfa€er comparison, the calculated displacements

of Ti and Zr impurities at OK are also representeBig V-23 (c) and (d) respectively.
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Figure. IV-23. The displacements of the impurities (a) Ti (bpZB00K, (c) Ti and (d) Zr at OK
on different substitutional configurations.

The first point to be made is that the displacemefthe impurities at 300K are more important

than that at OK. From Fig.V-23 it can be seen thatdisplacements of the impurities at OK are

in between 0.1 and 0.6 A. Comparatively, while the case of 300K, the amplitudes of

displacements is between 0.35 and 1.1 A. On therdtland, it can be seen that the most

significant displacements take place when impwitee incorporated in the first and second

planes from the grain boundary interface. Thesplatiements are in between 0.8 and 1.1 A,
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which are closer to the distance between two mrplanes (0.92 A) in the grain boundary

supercell. This suggests that the impurities tenelax to the grain boundary interface.

It important to recall that, at OK, it has beenrfduhat the largest displacements of the impurities
correspond to the configurations of the substihgion the Fell sites (Figs. IV-23 (c) and (d)).
The reason for this is that the impurities, patddy the Ti impurity, in these configurations
(poor iron environment, 4Fel+4Al) tend to relaxato iron rich environment. However, at 300K,
it can be seen from Figs. 1V-23 (a) and (b), thatdisplacements of the impurities are important
for substitutions on the Fell sites as well asAbrand Fel sites. Additionally, in the first and
second planes from the interface, the displacenwdritse impurities on the Al and Fel sites are
larger than that on the Fell ones, despite thetfadtthese configurations are initially richer in

iron.

Knowing that the atoms in the grain boundary suglelave moved from their initial positions,

it very much possible that the environment aroura itnpurities has changed due to the large
displacement of the first nearest neighbours. i ¢hse, it is likely that the impurities also drie
to move towards a new iron rich environment. Tockhthnis possibility we have analyzed the
environment (the first nearest neighbours) corredpm to each configuration after relaxation.
Fig. IV-24 represents the structural environmestrihutions for the different configurations of
the Ti and Zr substitutions. For comparison, thiacstiral environments of the impurities in the
un-relaxed grain boundary are also representethisrfigure, the calculated defect energies that
were obtained in Section IIl.1 (Chapter IV) areoalisted to get more insights about the most

stable configurations.

For the un-relaxed configurations, due to the d#ifé atomic arrangement in the grain boundary
region, one can see that the structural environraéstbstitutions on the G.B. interface (OAl,
OFel and OFell) and the first plane from the irdeef (1Al, 1Fel and 1Fell) are different from
that of substitutions in the bulk (see Fig.IV-1Burther away from the G.B. interface (2Al, 2Fel

and 2Fell), the structural environments becomedaiito that of the bulk.

For the case of Ti substitutions, the comparisotwéen the defect energies of the three
configurations (i.e. G.B interfaces'plane and %' plane) for each type of substitutions (i.e. Al,
Fel and Fell) shows that the most stable configamatcorrespond to the substitutions with an
iron rich environments. The three most stable gumétions are, depending on the nature of
substitutions, substitution on the OAIl site withihe G.B. interface with (5Fell+3Fel) as first

neighbours, substitution on the 1Fel site in thst fplane from the interface with (3Fell-2Fel-
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2Al) as first neighbours and substitution on thel2Bite in the second plane from the interface
with (3Fell-3Fel-2Al) as first neighbours.

On another hand, comparison between the substituba the Fel and Fell sites reveals that the
most stable configuration corresponds to substigtion the Fell site in the second plane from
the interface (2Fell) with the lower defect enesgi€his indicates that the Ti, in addition to the
nature of the environment, prefers to occupy aigardtion close to the bulk. Comparatively,
for the case of Zr substitutions, the most stabldigurations correspond to the substitutions on
the G.B. interface (OAl, OFel and OFIl). Except tbe case of substitution on the OFel site with
(5Fell-3Al), the two other configurations corresgomo the substitutions with iron rich
environments. This indicates that, contrary toThanpurity, the Zr atom prefers to reside in the

configurations within the G.B. interface whateves hature of its environment.

Configurations | Un-relaxed G.B. Ti-doped G.B. ET Zr-doped G.B. EZr

OAl 8Fell SFell-3Fel -6.94 SFell-3Fel -7.19

1Al -5.94| 3Fell-4Fel-1Al | -0.31

w

2Al -6.20 6Fell-2Fel -2.58
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OFel 8Fell 4Fell-1Fel-3Al -2.16 SFell-3Al -7.49
1Fel -2.7 -4.16
2Fel 8Fell 6Fell-2Al 0.29 4Fell-4Al -2.44
OFell 4Fel-4Al 3Fell-2Fel-3Al -0.61| 2Fell-4Fel-2Al | -6.32
1Fell 4Fel-2Fell-2Al -0.94 5Fell-3Al -3.58
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2Fell 4Fel-4Al 2Fell-4Fel-2Al -3.33 Fell-3Fel-4Al -4.85

Figure.lV-23. Snapshots of the structural environment of theuinties before and after
relaxation in theé’5 (310)[001] grain boundary.

Figs. V-24 and V-25 show the relaxed grain boundggmetries with the substitutional Ti and
Zr transition metal impurities, respectively, ftvetmost stable configurations among the three
types of substitutions on (a) Al sites (b) Felsiaad (c) Fell sites at 300 K.

It is important to recall that from the calculatefects energies, it has been found that the OAl,
1Fel and 2Fell are the most stable configuratiansTi substitutions. For the case of the Zr
substitutions, the most stable configurations ak OFel and OFell. In order to understand the
mechanism which lead to grain boundary deformatsosimplified representation of the same
atomic positions shown in Figs. (a), (b) and (cgien in Figs. (e), (d) and (f), respectively, in
which the displacement of each atom from its ihg@sition is shown by solid arrow.

Examination of the doped-grain boundary structufeég. 1V-24 and 25) indicates that the

addition of transition metal impurities affect thedaxation process of the grain boundary in an
irregular manner for different configurations anffusion process can take place in the grain
boundary interface. Thus the grain-boundary relarabecomes pronounced. In general, the
segregation of the impurities at the grain boundaduces the deformation of its structure.
However, comparison between the Figs. IV-24 an@B/shows that, despite the bigger size of
Zr impurity, the distortions of the G.B. interfaceeated by Ti additions are more important than
that created by Zr additions. The reason for thishat the Ti impurity tends to reinforce the

bonds with their first nearest neighbours.
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Figure. V-24.The left plots (a), (b) and (c) are the relaxedrgbmundary geometries with '
substitutionon the most stable configurations OAIl, 1Fel andIRFespectively. The right plots (d), (
and (f) the displacement of each atom in the dvaimdaries represented in (a), (b) and (c) frormitsl
positions.
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Figure. V-25.The left plots (a), (b) and (c) are the relaxedrgbemundary geometries with
substitution on the most stable configurations Q&lel and 2Fell, respectively. The right plots (@),
and (f) the displacement of each atom in the dvaimdaries represented in (a), (b) and (c) frormitsl
positions.
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IVV. Summary and conclusion

In this chapter Ab Initio Molecular Dynamic studyasv set to investigate the effect of
temperature on the structural stabilities of Ti @ndmpurities in the bulk any5 (310)[001] of
the DQ-FeAl intermetallic compound.

The results of defect energies indicate that tlabildly of Ti on the Fel site increase with
temperature. Comparatively, Zr impurities have tdr@dency to occupy nearly equally the Fel

and Fell sites at higher temperatures.

The calculated defect energies of vacancies cregtethe first nearest neighbours to the
impurities allow to draw the conclusion that theimpurity strengthens the interaction with their
Fe first neighbour atoms. However, the Zr additioseduce the interactions with their first
nearest neighbours when compared to Fe-Al and Hes#es in the pure BAl.

The calculated pair distribution functions in theg FeAl reveal that the structural stability of
the DQ is affected from about 800K. We show also thatagneement with the experimental
results, there is a direct relationship betweenntlagnetic moment and the lattice parameter of
the DG FeAl intermetallic compounds. The structural disordéithe DQ starting from about
800K alters the values of magnetic moment of theatéens. In agreement with the the trends
observed experimentally, it is found here that 1B& of Ti increases the stability of the D0
structure up to 1000K. Comparatively, the Zr additdoes not affect the stability of the 20

structure.

The calculated defect energies of the impuritietha> 5(310) grain boundary show that the Ti
impurity prefers to reside in an iron rich enviroemh further away the interface at intermediate
temperature of 300K. It becomes stable at the @uBrface only at high temperature (900K).
The results show also that, contrary to the Ti imtputhe Zr segregate at the G.B. interface with

the lower defect energies even at intermediate ¢eatpres.

The relaxation of thé&'5 (310) grain boundary at the temperatures of 3@6H 600K is 70%
more important than that occurred at OK. Howeviee, structural geometries of the interface
remain unchanged. In agreement with the theoretisalmptions and experimental data for
metals, the relaxation of the grain boundary becpmenounced only above 0.4x{Tmelting
temperature). At the intermediate temperature @K3Q@he segregation of impurities in théb
(310) grain boundary affects its relaxation in aegular manner and a local disorder occurs in

the grain boundary interface.
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Conclusion

Combining low density with creep and corrosionstsice, the DPordered iron aluminides are
promising materials for a wide variety of mediumhigh-temperature structural applications.
However, their application is still limited becausé their room-temperature intergranular
brittleness and their low strength and creep rascs at higher temperatures. Efforts to improve
the high-temperature mechanical properties havenaficluded ternary additions to JA¢ in
order to extend the temperature range over whieh DI phase is stable up to higher
temperatures. In this work, the effects of Ti andransition metals on the stability of the 0
structure were studied by means of ab-initio calttahs. Knowing that, in these compounds,
small additions of transition elements, such ascan strengthen the grain boundary cohesion,
comparison of the behaviour of these two transitioetals when are placed at thé (310)
[001] has been then investigated. Our study wa@peed both by using the static and Ab Initio

Molecular Dynamics to take into account the effifdemperature.
The results obtained based on the static ab initio calculations can be summarized as follows :

The analysis of site occupancy in the bulk confirm@nsistently with the previous literature
results, that Fell sites are the preferential sitesvacancies. Comparatively, both Ti and Zr
prefer to reside on Fel sites. The positive fororagnergies calculated for all Zr substitutions
suggest however that Zr has very little miscibilitythe bulk D@-FesAl while the 3% of Ti

impurities are miscible in BAl.

The interface energy of a cle&b (310) interface has been found to be (0.36%)J/ifhe
presence of transition metal impurities on varisites is found to reduce the interface energies
by about 14% and 22% for Ti and Zr, respectivelize Tmnaximum expected reductions are
obtained when the transition metals are locatea@ &iell site in the first plane away from the
exact interface. This suggests that both Ti andred grains boundaries are more stable than
the parent ‘clean’ grain boundary. The interfacergies for the Zr-doped grain boundaries are
systematically lower than for the Ti-doped bound&g that the stability induced with Zr is
more important than that of Ti. The interface egyedgpends also on the relaxation of the
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multilayers of the G.B interface: the larger théerface expansion, the higher the interface

energy.

At the grain boundary, the analysis of interstitahfigurations indicates that the most favorable
sites for Zr and Ti is the one for which this triéins metal impurity interacts with only Fe atoms
as first neighbors. Interestingly, the negativeueal of formation energy (-0.18 eV) obtained for
Zr indicates that this atom is more stable wherertesl on such a site atb (310) grain
boundary than in the bulk of the material. Compeedy, Ti is clearly more stable within the

bulk than inserted at the grain boundary.

Contrary to Ti which is not stable as an insertii, results indicates that Zr is stable within the
grain boundary both as an insertion and as a sutisgj element (on Fel and Fell sites). This
brings a high potential for introducing Zr at theig boundary with a large domain of stability

in terms of the exact location within a relaxedigtzoundary.

The bonding charge distribution in the boundaryaegs different from that in the bulk due to
the different atomic rearrangement. For the cleaingboundary, the bonding normal to the
grain boundary develops between the Fel atomseirfd@l) planes. Whereas, in the (002) plane,
the accumulation of interstitial bonding chargeoasrthe neighbours Fell pair is parallel to the
grain boundary. The T.M. impurities (when subsét)tin the most stable configuration are
found to reduce the general bonding with theirt fiigsighbor Fel atoms in the (004) plane and
enhance the bonding charge normal to the interfmteeen the Fell atoms in the pure Fell
plane. Therefore the beneficial effect of the inijes on the cohesion of the5 (310)[001]
grain boundary may originate from the Fell-Fell al@nt bonding normal to the interface in the

pure Fell planes which holds the two grains togethe
Selected results from the ab initio molecular dynamics are summarized bel ow:

The analysis with temperatures (100-1100 K) ofdite preference for substitutions of Ti and Zr
impurities on Fel and Fell sites of the;REhas revealed interesting differences betweenioe

transition metal elements. Ti is more stable orehdite and the stability of this site increases
with temperature. Comparatively, Zr impurities hdkie tendency to occupy nearly equally the

Fel and Fell sites at high temperature.

The calculated bond lengths between the impuréres their first nearest neighbours show that
the Ti impurity induces a strain on their neighbogrAl atoms when it is placed on the Fell site.

Complementary, it was found that it is rather mexpensive to create a vacancy on the Fe site
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first nearest neighbour to the Ti impurity thantba Al one. This indicates that the Ti impurities
strengthen the interactions with their first Feneganeighbours atoms. However, for the case of
Zr additions, the vacancies are favoured both erFnand Al sites. Therefore, the Zr impurities

reduce the interactions with their first nearesghleours in the FAI structure.

The appearance of new peaks in the Al-Al pair ttistrons function, calculated for the pure
FeAl, from about 800K indicates that the stabilitytbb DQ-Fe;Al structure is affected from
this temperature and local disorder occurs. Forcdse of Ti substitutions, the pair distributions
function gy.a(r) maintains unchanged up to 1000K. This indicdked, in agreement with the
experimental observations, the 1% of Ti increabesstability of the D§ structure up 1000K.
However, for the case of Zr substitutions, the wsialof the pair distribution function shows that
the Zr additions have no effect on the stabilitytteg D@ both when are placed on the Fel and

Fell sites.

The calculated defect energies of the impuritiethay 5(310)[001] grain boundary shows that
the Ti impurity prefers to occupy the iron rich @ignrations further away the interface at
intermediate temperature of 300K. The relaxationTofmpurity to the G.B. interface occurs
only at high temperature (at 900K). Comparativétg Zr impurities occupy the configurations
at the G.B interface with the lower defect energiesn at intermediate temperatures.

The relaxation of the grain boundary becomes dmant as an effect of temperature. It was
found that the relaxation at intermediate tempeestis 70% more important than that occurred
at OK. However, although the large displacemerthefatoms, the structural stability of thé
(310)[001] grain boundary maintains unchanged. Fetmout 600K the relaxation becomes
pronounced, 90% more important than that at OK,taeddisorder occurs in the grain boundary
supercell. Based on the theoretical and experirhaasaimptions this temperature corresponds to
the temperature transformatiog®.4xT, (T, melting temperature) of the CSL grain boundary

structure to a disordered structure.

Thus, in our study, the analysis of the structgedmetries induced by the segregated impurities
has been limited to the intermediate temperatur@00K. It has been found that the segregated
impurities (Ti and Zr) affect the relaxation proses the grain boundary. The relaxation of both
Ti and Zr doped-grain boundaries occurs in irregaolanners. However, despite the bigger size
of the Zr impurity, it has been found that, thetai8ons created by Ti addition are more
important than that produced in the case of Zresgajion. The reason is because the Ti impurity

tends to strengthen the interactions with thegt fireighbours Fe atoms.
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On a more general basis, the work carried outig BimD brings additional information on the
complex field dealing with the understanding of thigect of transition metal additions in
intermetallic coumpounds. Indeed, it is worth rerbenng that the iron aluminide based
intermetallic compounds still presents several apegstions, despite the numerous experimental
and theoretical studies in the literature. For gxamit is well known that their ductility and
fracture toughness can be modified by additioreafidry elements and that the associated grain
boundary segregation can change the fracture mmodevieral compounds of the FeAl systems.
However, little is known from the microscopical pbiof view on dislocation nucleation,
mobility or pile-up at grain boundaries and thduahce of interstitial and substitution solutes. A
lot of work is still required before mastering tm@deling of crack tip plasticity or the atomistics
of brittle fracture in the presence of ductiliziagditives. The type of work carried out in this
thesis is just one of the numerous stages to be dornunderstand, in the future with the
combination of the experimental investigation, tbHect of segregated elements on the
ductility/hardening of the FeAl intermetallic compuals. Our work, using first principal density
functional theory calculation, has shown that Tdafdr are two transition metals having
significantly different effects in BAl. Their site preferences with temperature haeerb
determined in the bulk and for a speci}ié grain boundary. Such information on the location
of site defects and the way different transitiontafeerelax a grain boundary is the type of
important information that will be required by medical engineers and metallurgists dealing

with dislocation interactions to understand plastior lack of plasticity) in these alloys.



Appendix A

In this Appendix, the calculated displacements of the atoms in the doeped-grain boundary
supercell will be presented. It is important to recall that the displacement of the atoms is
calculated as difference between the final positions of the atoms in the relaxed supercell and
theinitial positions in the un-relxed supercell. The following left plots represent the cal culated
displacements of the atoms. The positions of the various atoms (Al, Fel and Fell) are given on
the x axes depending on their location (n) away from the exact interface at n=0. Due to the
cell symmetry O and -/+10 label the two interfaces in the supercell. In the right plots, the

displacements are represented by solid arrows.



152

Ti_0Al

Appendix A

0 +1 +2 +3 +4 +5 +6 +7 +8 +9 +10

+

4 3 2

8 7 6 5

10 9

o % _ _ L
. — T T 7 L N B B R N
B &, 2 L o O * 2
L 0o -9 n ¢ oo 4% i
B _ > an - — so0 % 53
B NMHeﬂ e L NMM:H + 009 m ==
B Pl = | o e 9 | oo ed
= =T - w 7 B
. o2 - *a % i
L Ooe— % = Ce % B
- felt 4 In\.., M . a - | N_ = o]
L = o .I._ L O® \DM 21_ B
- i % B L ¢ o * 7 = oF
L Ooe ™ L ¢ 0o ¢ B
L L ImEied - €00 — B
L 5 L ¢ o0 Y —
L -0 L ) * @ ~
L fax SRy
. & HY L : N -
L oe — %9 i M e -
I » — g =
1 [ | P L o
o__o_n_,,_p_q_q._of l_o_o.,.,b,k_Do,W, ¢0.. PR T I I ,,,_,jﬂ Ly m.. L __,,O_
T A,Mv W T i ® 3 3 X g8 " 2 8 35 - "3 2 28 7 3 32

(y) swoje jo juswaoe|d

@

a () swioje jo Juswsde|dsig



153

Appendix A

— -
r
2
o
T T T T | ] T 4H
@ 2
0o %
_ ® H:
— 00— for Sk
<L Wi~ 4
-2
oOed
oY
«H 2
oo #%
ot —
O (ol ] —%
W_ ¢ 0g{o
[= o 7
0o #o
«0-{ @
oY
«©
e ©
* =
ooe %
0 o
,__,,_,__,_,,__D{_m
e -
—_ —_ — — =] < =] =1

(y) swoye jo juswasejdsiq

Ti_1Fel

(y) swoje jo juswaoedsig

0 +1 +2 +3 +4 +5 +6 +7 18 18 +10

-1

4 3 2

8 -7 6 -5

-10 9

F
' .
*
el — | I ....|
T — T
o
_Bo.—
<TLW Wk
oDe4
oo <
[ I NSO N N N |
ST < T R . B B -
e ) = 9O

Ti_2Fel

+ Fell

o Al
o Fel

7
]
|
T —
jo
=
4
@ O
e’
[ Ll
oo = =9
— - (=T

() swioje jo juswaoe|dsig

0 +1 +2 +3 +4 45 46 +7 +8 +9 +10

-1

3 -2

109 8 7 6 5 -4




154

E A _.SSSEs . . E. e IR

- E . & - P s - " s

Appendix A

- 4 »
I L T
. e - 7 " i 4 b _l '] N A
L =. F .
| ¢ , ﬂ
! i 1
. i . _ . ,
] I
A 5 ’ . £ o & L &
- - - ' J i
a _ 4 # r ._. ¥ "
i L L 1 L

o o o
T T T T T 7 s T T L e b~ T T T T T T
B a1 —2 - o O ¢ 2 - 2
- toe 1% [ + 00 % - 2
I — * Of - — *00 % - — 5
L =00 - @ L |0 ®._ e - ©
TILLiE e 5 TLLiE & 0O04H% TLLiE _M

= €2 — ) * 2 = o
coed = on0ed ki oc0ed by
- L e - e I - 1
= L anh I~ w0 -2 ~ LA 3| 2
— I o oY - - — - 4 & 00 o
e @ 7 5 « e T 5k o 0 T
o b <« # |oCT W_ B ¢ T auu__ = S
= = oo T = — o0 ¢ & 7 = = v
- o> e - + & 0o 9 - o
= L - * @ % - o
— L B=h = “» O ¥ — T
= LRy = o e = = e
= jsmR SR - L ¥ = Ll
= * % = 0 -~ - iy
— e @ — » % — o
= e 9 = « -4 = o O L
FIY T N T | Lo L L] g 12 TN N T I | Lo L Loy Iy gt 12 TN I T I | S I o
e w9 T e = e g o o v o %8 % e — @ g o ool T "

- - - = = - - - - — - S @ <o 4o - - — - =

() swore jo uswaoedsig (y) swore jo uswaoedsig (y) swore jo uswaoeldsig



155

Appendix A

i _._H-.nhh...:-.l.l

Zr_0Al

o Al
O Fel

* Fell
& 7r

OO0 #

ol

|
=
-

|
e}
-

T e — @ 9 % e
— e [T = T = Y o= |

(y) swoye jo juswase|dsig

0 +1 42 43 +4 +5 46 +7 +8 +9 +10

-1

4 3 2

9 -8 -7 6 5

-10

@ b o N
ra
"
" L I..
"
[ ]
[
- ]
f
r
I = L
(=1
T T T A *
I oo e -2
- + 00 9%
- = 00
[ P Sy . o
TN ¢ O0H%
I _|wn
ooed oo by
— *® — +
- ® 2
[ « \2+
s | | i .
A +
N » 0 e
S o u| * 07
- 00 ¥
= ¢ oo -
- ¢ oo
- m * 0
- > e
= s -n
- * %
- a» e
N N IR NN NN U I g le o
o ®w o % e o~ . 9 = e
— —_ — —_ = i=] =] =

(y) swore jo Juswsoe|dsig

B . TN

Zr 2Al

o Al
o Fel
+ Fell
a Zr

!
o % o — . g
2 ]

() swoe Jo juswiade|dsiq

0 +1 42 +3 +4 15 46 +7 +8 +9 +10

5 4 3 2 -

8 -7 6

-10 -9



156

Appendix A

= + I
...... - .r.m....._. ...r...i.. -. ” e EE '. i”.u...........
" i ré ¥ . = ! | . oy e -
. _l - - " A
- ® _ o , I ’ .
0 L}
F = g
_ L] L] 1 L
- - - # L = %
L1 ' . # ! . - - r
- F . r
— " 3 f =
| : : 1 ) ) ,
o o =
T T T T T 1 7 4“ T T T T T 4H T T LA B I B S B h
= a0 2 - o0 e o - oo + -2
= R Ak = ¢ 0o % B + Oc %
I —= * =HE s — e % = —= €00 5
[ p— i o oo =0 @ e
=205 80_“ = | P 4+ 00+% =22y scO B
- I v = e+
oo ed e o0 +4 SR S oo e4 s
- «HI L e |t = «© i
- 0|2 - w2 B e %
= a e = o Y B “» %
M - 1c TN M = Ie ¥ B s M - ® 0 T
S r + dgo = - eo o &+ € oo
S e - N oo + 7 &g o o -
= a e - oo o B @0 ¥
- 09 s eon o = ¢ oo o
= oY - ¢ DY - + ¥
~ «0 — [} * 0 = jm 0
- fomR S04 - » —© = » ©
- * O~ - *+a % - * O oy
~ e —%° — ® —® = [ 3 %9
~ o 2 - o 3 i ~ »l o
PR S TR I L L Ly | gl 12 PR T N T BT Lo Loy by Iy g 12 P N N I | I I BRI = a
T - T e M @ % 9 T e — ® o  * oo @ w9 T e~ ® g T :
- = — - =} = =1 e | —= = =} s o —_ - - - =} =] =
(y) swoye jo juswasejdsiq (y) swoe jo Juswsoe|dsiq (y) swoje jo juswaoedsiq



157

Zr_OFell

Appendix A

2 =
_ _ _ LI B L B B P N - T T F L2 [ =] 7
~ a1 2 — o O ¢ 2 ~ c J —
— oo 12 — ¢+ 0o 92 ~ » .
— — * &7 - — o0 —' — » O —
- 12888 R ok - 220y & o = » -
BEERS i T oo e4 A B =N S
~ oo 1 - - -1 - v @
~ -2 - o0 % - * e
— a » % = e 4 -9 — 4 ¢ 00 —
- Tor S B | 4« ae % 3 - oD o
= 4 ®oC W_ - e ooC E_ = o &
— e 7 ﬂ = (O 3 * 7 ﬂ i *» 0 =
~ a » o — ¢ 00 9 — D =
— *e— D — * e = » =)
— » O = o 0O ¥ — - —
— €0 = D« =it} = =
— o @ = » ~ = + 00
— ® 9 = *0 i — #00 —
~ e % = L % ~ * 00 —
— ®©0 49 — ® - — o O *
Bl s = e
— — — — o < a o — — — — o o a o — — — — =1 = =] =
() swioje jo yuswsoedsiq () swoie jo uswsoedsi] (y) swioe jo jusiusoe|dsiq

0 +1 42 +3 +4 +5 +6 +7 +8 +9 +10

-1

109 8 7 6 5 4 -3 2



Appendix B

This appendix will give a brief general introductionto the field of two-dimensional defects

in materials and the Coincidence Site Lattice tlyeor

Generally one speaks of an interface being preiseat system if the physical properties
discontinuously change across that interface. Phasedaries i.e. exist between phases of
different state of order. For example this is tfoeliquid-solid or liquid-gaseous interfaces.
Limiting the discussion to internal interfaces inlid state materials one differentiates
between either phase or grain boundaries. Phasedhaoas separate grains of different
phases. This i.e. could be grains having diffeftatitice structure. Grain boundaries (GBSs)
separate almost stress free grains having the &stiee structure but different orientation.
Throughout history the structure of GBs was seeneqdifferently. First models by
Rosenhain [1] understood a GB as being an amorpdisasdered region separating grains. A
succeeding model by Mott [2] assumed that GBswacedimensional defects where zones of
good lattice match and zones of bad lattice matddt.e

A different approach is to discuss GBs in the frenmidx of dislocations. The Read-Shockley
model [3] tried to explain GBs on the basis of atsitions. Such an approach is well suited
for low-angle GBsHere it is well known that low-angle GBs can form drrays of lattice
dislocations. Although discrete lattice dislocatioare having long-range stress fields,
dislocation theory is able to show that by lineaperposition of GB dislocation stress fields,
GBs can be formed that only exhibit a short rangess field. For instance Fig. 1
demonstrates how stabile almost stress free GBoedormed One of the major drawbacks

of this model is the non-inclusion of any rigid lyadanslations between crystals [9].
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Fig. 1 The description of tilt GBs in the framework ofjedlislocations.

A model which has received much success in thepregation of experimental data is the
coincidence site lattice (CSL) model [4, 5]. Tisghe model upon which the present work is

basedThus it seems necessary to explain in more déimibasic idea of the CSL.
The coincidence site lattice

In general the CSL represents lattice points of digarete lattices that coincide if one
imagines that the two lattices interpenetrate edbhbr. If both crystals have the same crystal
structure and are aligned without any misorientatotranslation then the CSL would be the
underlying lattice of the material. Introducing asorientation between the two lattices
described by a rotation matrRR will only give CSLs for certain misorientation deg and
axes. For a better understanding of the underlyraghematics let us recall here that the
position of an atonm can only be found in real space if its coordingxesy, z) as well as the
unit vectors,g,, g ande;, spanning out the actual coordinate system arevknélerer; =
(%,¥i,z) only gives the coordinates of atom i with respged certain coordinate system and its
real space vector would be given hy= x & + Yy  + z €. The same is true for two
misoriented crystals that do interpenetrate eabkroHere this means that for either of the
two crystals the internal coordinates Vi, z) of any atom are exactly the same when bearing
in mind that they are defined with respect to eambrdinate system. This now offers a simple

way of mathematically expressing the basic equdboroincidence, namely writing

rl2 = Rorll =yl 4 ¢t (2.

where r*! represents the internal coordinates of a certafticé point with respect to
coordinate system No.x-? the internal coordinates of that lattice pointhwiespect to

coordinate system No.2 and finatfy the coordinates of a translation vector of latfite 1
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with respect to coordinate system No.1. Thus atticéapointr™! of lattice No.1 that satisfies
Eq. lll-4 is a lattice point of lattice No.1 and Rcand therefore represents a coincident point.
Here one should note that the CSL is confined szidke lattice points.

In order to find the vectors that span out the C54, 1 needs to be rewritten and thus one
obtains Eq. 2. Inserting the translation vectordattice No.1 in Eq. 1 would then give the

CSL vectors.
Rt —rt=R-Drt=t" < r't=R"-1t" (Eq. 2)

Extending the discussion to any paiht andr* within the lattices leads to the concept of the
O-lattice [6]. It is a more general concept tham @SL and the CSL is a sub-lattice of the O-
lattice.

There are several different approaches to deseritmésorientation relationship between two
coordinate system. In this work the misorientatielationship is expressed by a rotation axis
[H,K, L]and a rotation anglé. For certain misorientation relationships betwega crystals
depending on the rotation axis and angle well-&&fi@SL lattices exist that are characterized
by a single parameter namely thgivalues. Since this work only deals with cubic mats,

the further discussion is restricted to cubic mater Well-defined misorientations between
both crystals can for instance be expressed byi@neah Rodrigues vectop = %[H, K,L],
wherem, n, H, KandL are integers [6]. Here the misorientation angleasexplicitly set but
rather defined through the distinct semafn, H, KandL.

In terms of rotation axis and angle the Rodriguestar represents a rotation about an axis
[H,K, L] by 8wherefis given by

tan (g) =%m (2.

Furthermore the ratio of the volume of the prineti€SL with respect to the atomic volume
of the material is characterized pyand formally given by

Y =n?+m?.(H? + K? + L?) (Eq. 4)

Eq. 3 and 4 can be used as master equations tdatelthe misorientation angbeand)’ for

a chosen rotation axi$l, K, L] andm andn. If > as given by Eq. 4 is an even numbers
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then to be divided byRwith 3 being the smallest integer to find the largest ddumber.
The CSL scheme itself is not unique concerningnisorientation path. Theoretically a given
CSL can be generated by 24 different misorientapaths for cubic materials due to the
symmetry operations possible for cubic materia]sfdr instance one obtaing® CSL by a
36.87° [001] rotation (see Fig. 2) as well as by5&13° [001] rotation. These two
representations are linked by the 270° [001] symyngperation of the cubic lattice. So far a
GB has yet not appeared in the discusssion of 8lescheme and thus the plain CSL scheme
is therefore only associated with misorienting targstals. Utilizing the CSL concept to
misorient two crystals, the final step to geomelhcgenerate symmetrical CSL twist GBs,
symmetrical CSL tilt GBs as well as asymmetricalL @i GBs is to define the GB plane that
will separate the two crystals from each othersTheans that either one of the crystals only
exists on one side of the GB, thus here the dismuss interpenetrating crystals comes to an
end. Obviously the scheme itself is rather thecaésince for instance in sample preparation
of experiments such a working sequence of misanignbterpenetrating crystals can only be

regarded as imaginary.
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Fig. 2 (a) Two interpenetrating lattices, misoriented3®y87° /001 forming a dichromatic
pattern, viewed down 001. (b) GB generated frondtbleromatic pattern in (a). (c)
coincidence site lattice,=5, generated by the misorientation shown in (aj &m). (d) GB
formed by a misoriented of 22.62°/001, which gav€SL ofy =13. The coincidence sites are
denoted by solid symbols throughdé.

Concerning the nature of GBs some general statesnoamt be made with respect to the CSL
procedure if one restricts the discussion to osgérait CSL misorientation representation out
of the 24 possible. Generally it can then be sttiatla pure twist GB follows the rule that its
GB normal and the misorientation axis are paralek pure tilt GBs a similar rule exists,
namely that the GB normal and the tilt axis argpedicular to each other. These rules are
rather simple and once again illustrated by Figa)3and (b) and for any pure twist or tilt GB

the rule will apply for at least one of the 24 nmisatation representations.
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(a)

Fig. 3 Schematic of twist and tilt GB geometries. (ajsitates the generation scheme of
symmetrical twist GBs and (b) illustrates the gatien scheme of symmetrical tilt GBs.
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Résumé en francais

Les alliages intermétalliques riches en fer du esyst fer-aluminium, FAl, ont des
caractéristiques tres intéressantes pour des apphs mécaniques a haute température. lls
possedent, comme la plupart des composeés intetigéés, une résistance mécanique élevée,
une bonne résistance a l'oxydation ainsi qu’'unéléadensité. Cependant, les principales
raisons qui limitent leurs applications sont lexagflité a température ambiante et une forte
diminution de leur résistance pour des températm@serieures a 550°C. Un aspect
intéressant de ces alliages est leur comportemer@re les métaux de transition. Certains
eléments, comme Ti, peuvent augmenter la stald@éla phase D) en augmentant la
transition D@/B2 vers des températures plus élevées. La situasbmoins claire dans le cas
du Zr. En effet, malgré l'effet bénéfique du dopagezZr sur la cohésion des joints de grains
et la ductilité, il n’existe pas de données expéritales concernant son effet sur la stabilité de
la structure D@ du composé RAl. Ce travail de thése vise a étudier l'effet @s ceux
meétaux de transitions Ti et Zr sur les propriétascdmposé intermétallique BE&AI en
utilisant des calculs pseudopotentiels ab initiséles sur la théorie de la fonctionnelle de la
densité (DFT). Deux principaux themes ont été alesdi) la compréhension du role de ces
deux métaux de transition en termes de stabilitédadghase D9 a la lumiere de leur site
préférentiel dans la structure PBeAl (i) le comportement du Ti et Zr dans le joint de
grainsX5 (310) [001] ainsi que leur effet sur la stabil#itucturale de cette interface. Un
élément important pour étudier ces aspects estatale en compte I'effet de la température.
Cela nécessite un traitement de type dynamiqueaulaliée des atomes dans la supercellule.
La technique dynamique moléculaire ab initio (AIMEsout ces problemes en combinant
des calculs de structure électronique avec la dimera une température finie. Ainsi, notre
étude a été menée a la fois en utilisant des calulinitio statiques a OK ainsi que par la
prise en compte de l'effet de la température jusdOOK (Dynamique Moléculaire Ab

Initio).
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|. Détails de calculs

[.1. Méthodes de calculs

Nos calculs ont été effectués en utilisant les ggpotentiels de Vanderbilt (UltraSoft USPP)
[1] et basé sur formalisme de la théorie fonctidlenge la densité telle que implémentée dans
le code VASP (Vienna Ab initio Simulation Packagl), 3]. Les fonctions d'onde
électroniques ont été étendues sur une base d'qildess avec une énergie de coupure de
240 eV. Les USPPs employés dans ce travail exgingnt traitent huit électrons de valence
pour le cas du Fe1€3dP), trois électrons de valence pour B5Bp') et quatre électrons de

valence a la fois pour Ta€3d?) et Zr 6°4d?). Tous les calculs ont été spin polarisés.

L’approximation du gradient généralisé (GGA-PW91gta utilisée pour décrire I'énergie
d'échange et de corrélation avec la version deeleed Wang [4, 5]. Les intégrations de la
zone de Brillouin ont été effectuées en utilisamé¢ grille d’échantillonnage de Monkhorst-
Pack [6]. Les tests ont été effectués pour la keelinité FeAl (quatre atomes par cellule) en
utilisant différents nombre de points k dans ldeyk pour assurer la convergence de I'énergie
totale avec une précision de®6V/atome. Par conséquence, la grille pour la maitlité a
ete adaptée en utilisantAd¢ (16x16x16)points-k Selon la structure et la taille de la cellule,
le nombre depoints-kchange comme conséquence de la modification thllle de zone de
Brillouin. Pour les calculs d'énergie totale destgercellules Al avec 32 atomes (2x2x2
cellule unité) et 108 atomes (3x3x3 de la celluitaire), les grilles ont été générées avec
(8x8x8) et (4x4x4)points-k respectivement. Dans le cas du joint de graiasgriille
Monkhorst-Pack a été adaptée pour les parametresitibsant (4x2x5) k-points. Les
géométries atomiques de I'état fondamental onbbténues par la minimisation des forces

Hellman-Feyman utilisant un algorithme de gradmortjugué.
1.2. Energies

Dans cette section, nous définissons d'abord lesgi@s utilisées dans nos calculs. Pour
examiner les site préférentiels des métaux deitramsx la fois dans le bulk et au joint de
grains, leur énergies de formatioks ont été calculées dans différents configurations e

utilisant I'équation suivante:
Ef = Esolid (F&3AIX) + Ere ou A~ Esolid (FE3AI) - Ex (Eq.1)

pour les configurations de substitution et par
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Ef = Esolid (FEAIX) - Esoiig (FE3AI) - Ex (Eq.2)
pour les configurations d’insertion.

L'énergie de formation, pour le cas des lacun&t¢ @&valuée en utilisant I'équation suivante

[7]:
Ef = Esolid (FE3AIV) + Ere ou A Esoiid (FE3Al) (Eq.3)

Ou X et v représentent les métaux de transitions et lacurspectivementEgqig (Fe3AIX)
(solide, indigue bulk ainsi que joint de grains) Emergie de la supercellule contenant une
impureté etEqqig (FeAl) est I'énergie de la supercellule sans déuto, a(Fe ou Al étant
'atome qui est substitué) Ex sont les énergies totales calculées pour les métarsxdans
leurs réseaux d’équilibrée-bcg Al-fcc, Ti-hcp et Zr-hcp. Notant que, comme il est tres
improbable que Ti et Zr occupent des sites intgzltidans le bulk, I'EQ. 2 ne sera utilisée que
pour l'analyse des interstitiels dans le joint chergs.

L’énergie d’'interfacesg pour le systeme non dopé est définie comme:
B = (EcB - Boui) / 2A (Bp.

Ecs et Epuk sont les énergies totales des supercellules dot joé grains et bulk,
respectivement. A est la surface de l'interfacefdlgeur de %2 est nécessaire pour rendre
compte de la présence de deux joints de grains teguement équivalents dans la
suprcellule). Dans nos simulations, les énergigset En ik sont calculées pour les blocs de

simulations, comprenant un nombre égal d'atomehdgue espéece.
Pour le systéeme dopé, I'énergie d’'interface estiutéé en utilisant:
yee = (Ecex- Eresan) / 2A (Eq.5)

Dans cette équation, telle que présentée dang,[&sBx et Eresaix SONt les énergies totales

des supercellules joint de grains et bulkA&lopés, respectivement.
Il. Résultats des calculs statiques a OK

Il. 1. Défauts ponctuels dans le bulk-EAl

Dans cette section les résultats des défauts pelaadans le bulk DEFe;Al seront présentés.
Les trois types de configurations de substituti@s dmpuretés ou formation de lacunes
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possibles dans les sites Al, Fel et Fell (voir Hig.ont été modélisés dans des supercellules
contenant 32 et 108 atomes. Il faut noter que,asnde substitution d'une d'impureté (Ti ou

Zr) sur un site de la supercellule & 32 atomespteentration de défaut correspondante est
d'environ 3% at. Pour le cas de la supercellul®& d@tomes, la concentration de défaut est

d'environ 1 % at.
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Fig. 1. (a) La structure DRFe;Al non-dopée et les trois défauts de substitutainsi que les
lacune sur les sites (b) Al (c) Fel et (d) Fell.

[I.1.1. Importance de la relaxation

Afin d'avoir un apercu sur l'effet de relaxationdet souligner son importance sur les calculs
des intermétalliques, Fig. 2. compare les énerggeformations des impuretés calculées en
utilisant des supercellules relaxées et non rekxaeec 32 atomes). Il est bien clair que la
relaxation conduit a une réduction globale desgasrde formation. En outre, bien que les
courbes aient le méme profil, il apparait clairebeure les différences dans les énergies de
formation calculées en utilisant les supercelluitaxée et non relaxée sont plus basses pour
les substitutions de Ti que celles du Zr. Danspreeniere approche, cette différence peut étre
reliée a des différences de taille entre le Tiefl& Ti est plus petit que le Zr). Ce qui est

important a souligner ici est essentiellement Iewmpdes différences. Alors que I'ensemble



Résumeé en Francais 167

des différences entre les énergies de formatioltsiléa dans des supercellules relaxées et
non relaxées sont dans la fourchette de 15 a 509 Ips différentes substitutions du Ti

diverses, la relaxation diminue I'énergie de foramatde plus de 140% dans le cas de la
substitution du Zr sur un site Fell. Pour le cas &&unes, la relaxation est plus prononcée
lorsque la lacune est créée dans le site Al. Galid gussi étre lié a la différence de taille entre
les atomes de Fe et Al. Sachant que I'Al est phasd) que le Fe, le vide créé lorsque la
lacune est produite dans le site Al est plus grahdpar conséquent, la relaxation est
egalement plus importante. Ainsi, dans la suitejlssées résultats obtenus a partir des

configurations détendues seront traitées.
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Figure. 2. Profil des énergies de formation des défauts petetalculées dans des
supercellules relaxées et non relaxées

11.1.2. Les sites préférentiels des défauts pontsugans le bulk D@-FezAl :

Les valeurs des énergies de formation pour les titulisns et les lacunes dans les
supercellules relaxées sont données dans le Tableas résultats obtenus par Mayer et al.
En utilisant une supercellule a 32 atomes [10] sgatiement représentés dans le Tableau. |

pour comparaison.
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Tableau. | Les énergies de formation (en eV) pour des défporstuels dans le bulk RO
FesAl.

E]Z'i Eer E}i
Al Fel Fell Al Fel Fell Al Fel Fell

Present work
Relaxed (108 atoms) -0.46 -1.01 -0.39 045 -0.14 0.39 0.94 0.34 0.31
Relaxed (32 atoms) -0.20 -0.72 -0.06 0.70 0.17 0.76 2.26 1.72 1.09
Theory [19]
Unrelaxed (32 atoms) 197 244 1.71

D'apres le Tableau. |, bien que la lacune se psedavec des énergies de formations positives
dans les trois différentes configurations, la ghasse énergie de formation correspond a la
substitution sur le site Fell. Cette tendance asaezord avec la conclusion de Mayer et al.
[10] obtenu par la méthode ab-initio pseudopoténtia valeur de I'énergie de formation
d'une lacune dans le sous-réseau Fell (1,09 e\§gadement comparable a (1,18 + 0,04 eV)
obtenue par Schaefer et al. [11] en utilisant lathoae d'annihilation de positons.
Comparativement, Jiraskova et al. [12], qui onliaéiles mesures Mdssbauer d'un composé
FesAl,g, ont trouvé que les lacunes Fe apparaissent ssous-réseau Fel, ce qui est en
conflit avec notre résultat et celui obtenu par Btagt al [10]. Puisque les résultats de
Jiraskova ont été obtenus a température ambiaotdtarement a nos calculs et ceux de
Mayer et al. [10] qui ont été réalisées a OK, Fédénce de I'occupation des lacunes peuvent
étre lies a l'effet de la température. Pour vérifiette possibilité, nous avons calculé les
énergies de défaut des lacunes dans les sites IFelllea 300K, en utilisant la dynamique
moléculaire ab initio. Les énergies de défauts sbéfinis comme les différences dans
I'énergie du systeme pur quand une impureté rempéaEel ou Fell, a savoir,

Eq = E (d)-E (Eq. 6)

E(d) et Eg sont les énergies de la supercellule avec etiggngetés, respectivement. Le site
préférentiel correspond alors au cas ou I'énegi@euise en remplacant les sites Fel / Fell.
Plus de détails sur les calculs sur la dépendanderepérature des énergies défaut seront
présentés dans la section Mependant, certains résultats sont présentésnei ldaTableau.

Il ainsi que les résultats des énergies de défaltsilées a OK. Les valeurs des énergies de
défauts sont plus importantes que celle des érsedgidormation. C'est parce que la valeur de
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I'énergie totale du fer pur dans son réseau dibagui(bcc Fe) n'a pas été soustrait tel que

défini dans I'Eq. 2.

Comme le montre le Tableau. Il, le site Fell rdstsite privilégié des lacunes, méme a 300K.
Cela signifie que les changements de température ldggamme 8- 300K ne modifie pas la
stabilité¢ des lacunes dans le bulk du composé niélique D@-FeAl Ici, les deux
résultats obtenus par les deux méthaeitio statiqueetab initio dynamique moléculaire

a 300K sont en conflit avec les conclusions MosshaGela indique que le désaccord avec
les résultats expérimentaux ne doit pas étre liGeffet de la température, mais est
certainement liee a la haute sensibilité de cesgat aux lacunes. C'est parce que la
différence entre les énergies de formation de 3%%tdes lacunes calculées dans des
supercellules a 32 et 108 atomes est importanggré&s le Tableau. |, on peut voir que les
énergies de formation sur différents sites sontuitéd par environ 60% lorsque la
concentration des lacunes diminue. En outre, dga %08 atomes) a 3% (a 32 atomes), la
différence entre les énergies de formation desnkeswans les sites Fel et Fell est également
réduite avec la concentration des lacunes. Lardiffée entre les énergies de formation est
d'environ 0,6 eV pour les 3% de lacunes alors que [& cas de la concentration de 1%, la

différence n'est que d'environ 0,03 eV.

Les énergies de formation calculées pour les gubsetis dans la supercellule relaxée sont
également indiquées dans le Tableau. I. Pour ledeadi, les trois configurations de
substitution donnent des énergies de formationtivgga Cela signifie que le Ti est un défaut
stable et/ou en autres termes, les 1% ainsi quee&% sont miscibles dans #7d. Ceci est
cohérent avec les données de solubilité obtenysiriexentalement [13] et a partir de calculs
de diagramme de phase disponibles dans la littérfiid]. Le calcul montre également que la
configuration la plus stable pour les Ti correspanid substitution dans le site Fel, avec les
plus basses énergies de formation efficace les tipes de calcul (de concentration par
exemple). Il s'agit de la prévision correcte du portement observé expérimentalement [15].
Pour le cas de Zr, la configuration la plus faveei®st également la substitution sur un site
Fel. Cependant, contrairement au Ti, a une coretémir de 3% de toutes les énergies de
formation sont positives, indiquant un colt en §gigempour introduire Zr sur un site de
substitution dans le bulk. Il est intéressant deemque ces valeurs ont tendance a diminuer
lorsque le calcul est effectué avec 108 atomesddd@rsque la concentration de défauts

diminue. Ceci est cohérent avec l'observation exygrtale indiquant que la solubilité de Zr
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est inférieur a 0,1% et que la précipitation d'deexieme phase de Laves, comme phase de
Zr (Fe, Al), et la phase dg Zr (Fe, Al), en ajoutant de petites quantités de Zr [16].

[I.2. La ségrégation des impuretés au joint de grais

[1.2.1. Structures cristallines et localisation delfauts structurels

La structure atomique du joint de grains symétrigti€310) [001] dans RAl a été obtenue
en utilisant le modele Coincidence du site (Coiaca® site lattice, CSL). Un apercu sur la
théorie de CSL est donnée dans I’Annexe A. FigoBné une vue de la cellule résultante
montrant la symétrie du joint de graig$ (310) [001]. Le long de la direction [001], la
supercellule contient quatre couches en altern@d@E séparées par quatriéme du parametre
de maille, a0. Les quatre couches contiennent deughes Fell pure et deux mixtes Fel/Al
comme indiqué dans la Fig. 3 (b). La taille de édlute a été choisi afin de préserver une
grande quantité de bulk entre les deux interfacgblgs sur la Fig. 3 (a), et, par conséquent,
une convergence de I'énergie raisonnable. Plusaalcsals préliminaires ont été effectués en
vue d'estimer le nombre suffisant de plans paealél 'interface. Suite a ces calculs de
convergence de I'énergie, il a été estimé que &fspbdaralleles au plan de joint de grains ont
été nécessaires. Cette configuration conduit eotatl tle 80 atomes par maille de calcul. Il
faut aussi noter que, compte tenu d'une régiort héngrains ayant une épaisseur de cing
plans atomiques, la concentration locale d'impsraténs le joint de grains en cas de

substitution d'un atome est d'environ 1,25% at.
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Fig. 3 La structure atomique du joint de grakts (310) [001] dans l'intermétallique RO
FeAl (@) vue le long de la direction [001] (b) vuelteg de la direction (130).

La structure D@ étant plus complexe que celle du B2 [17], le nantle configuration de
défauts a prendre en compte dans le joint de gresisbeaucoup plus important. Les
configurations des substitutions des défauts dafsint de grains est donnée dans la Fig. 4.
A partir la Figure. 4, est clairement visible queufs configurations de substitution sont
présentes au sein du joint de gralts (310). Elles sont regroupées en trois catégaies
fonction de leur distance de linterface: (i) treisbstitutions au niveau de l'interface OAl,
OFel et OFell (ii) trois substitutions dans le prenplan suivant I'interface 1Al, 1Fel et 1Fell,
et (iii) trois substitutions suivant le deuxiemeuplde l'interface, 2Al 2Fel et 2Fell. Dans la
Fig. 4 (b) les deux sites correspondant a l'insersont présentés. lls correspondent a
I'emplacement (1) avec seulement des atomes Feilineopremiers voisins et sur le site (2)

avec a la fois les atomes Al et Fel comme prengisyshes voisins.
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Fig. 4. Les différentes configurations (a) de substitugbib) sites interstitiels dans
I'interface du joint de grains.

11.2.2. Sites préférentiels et I'effet de Ti et Bur la cohésion des joints de grains

Les énergies de formations des deux métaux

dettcan€Ti et Zr) calculée dans différentes

configurations du joint de grainss (310) [001] sont données dans le Tableau Il.

Tableau. Il Les énergies de formations (en
dans la supercellule relaxée du joint de grains.

eV) calculées pdtérentes configurations

E: (ineV)
Insertions Substitutions
G.B. Interface First plane from G.B.  Second plane form G.B.
@ @ OAl OFel OFell 1Al 1Fel 1Fell 2Al 2Fel  2Fell
Ti-doped GB 0.31 090 0.05 -0.86 -0.63 -044 -132 -1.21 031 -0.98 -0.93
Zr-doped GB -0.18 2.09 049 -047 -0.51 -0.04 -0.97 -090 0.05 -0.66 -0.78
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A partir du Tableau lll,on peut voir queentre les deux types d'interstitiels (1 et 2)
configuration la plus favorable est le site intiéedt(1) pour les deumétaux de transitions °
et Zr. Ceci peut étre expliqué simplement commee conséquence des effets
'environement: dans cette@gfiguration les impuretés sont entourés que paratiemes Fel
comme premier prochesisins. Le méme comportement a été obtenu dan$ dopé avec
du B, L’atome du Bohr préfere étre inséré au joint dengr=5 (310)dan: des configurations
riches en Fer [26]. Il ya cependant ici une nette différence dans les ortements des
atomesTi et Zr. L'énergie de formation est positive pdes deux configurations, si I'c
considére la présence ded@ns des siteinterstitiels, indiquangu'il en codte plud'énergie
pour insérer Ti a l'interface des joints de gral®smparativement, la configuration atomic
devient plus stable ;18 eV) ou Zr est inséré dans un site c-a-d une configuration riche
en Fer). Comme poue cas des additions B dans FeA[26], les valeurs négatives
I'énergie de formation @;18 eV) obtenues ici pour Zr indique que cet at@sieplus stabl
lorsqu'il est inséré dans une configuration richa@iggau du joint de grairque dans le bulk.
Il est important de rappeler gde petites additions de ces deux atomes tencaméliorer la

ductilité desaluminiures de ferl8-19, 20].

Dans le cas desubstitutions, les résultaprésentés dans le Tableau sont egalement
reportés sur les Figures. 5 (a) (b) en prenant en compte latdisce de l'interface (Fig).
A titre de comparaison les énergies de formatios métaux de transition dane bulk

(supercellule avec 108 atomes) sontésentées dans les Figures. 5 (a) (b).

(a) Ti G.B. doped

0,4

0,2 0:05

0,2 -

0,6 -
-0,8

Ef(eV)

-0.98™ -1.01

-1,2
-1,4
-1,6

H Al HFel mFell

GB-Interface plane_1 plane_2 Bulk substitution
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(b) Zr G.B. doped

0,6 049

0.45 0..39

0,4 -

0,2 -

0.05

_0,2 - _—

-0.14

(eV)

W -0,4 -

-0,6 0875 cy

-0,8

-1 =09

-0.97 EAl HFel uFell

-1,2

GB-Interface plane_1 plane_2 Bulk substitution

Fig. 5. Energies déormationdes impuretégen eV) pour différents sites de substitution ¢

(a)le systeme dopé avdu titane (b) systeme dopé aveczihgonium

La comparaison des énergies de formades deux métaux de transitions lorsqu’ils ¢
placés au bulk et darle joint de grains montre que leTi est généralement stable avec
méme ordre a la fois darfmilk et au niveau dyoint de grains. Toutefois, pour le cas
I'impureté Zr qui n'est certainemeras stable dans le bulk, préfére ségréc joint de grains
avec desénergies de formation négativ Ainsi, l'effet de Zr au joint de grain doétre
vraimentpris en compte pour comprendre les propriétés tgshdu ces aluminiures de fi
En comparant les sites Al Ee, il est clair que la substitution cmétaux de tresition sur les
sites d'Al n'est jamais la configuration favore. Pour les substitutiondans des sites Fe,
comme pour le bulk, le Ti préfére toujours résidans des sites Fel plutdt que des <Fell.
La situation est moins prononcée pour Zr. En efets que les sites Fe sont toujoplus
favorables aux Al, le Fell sont plus favore lorsque le Zr est situé arlterfacedu joint de
grains (0,51 eV) et dans le deuxiéme ple0,78 eV). Enfin il est également intérest de
noter que, pour lesubstitutiols desdeux métaux de transition, la configuratior plus stable
correspond da substitution sur un siiFel dans le premier plan suivdtmterface -1,32 eV
pour Ti/-0.97 pour Zr).

L'influence des impuretés sur les énergiinterfaciales aété calculé pour différent:
configurations en uigant I'Eq. 6. Nos résltats sont groupés dans le Tableau IV
représentés dans la Fig.Mos calculs indiquent que les valeurs de I'éie d'interface pour
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le joint de grains-pukE5 (310) [001] est 0,37 J/mComparativement, ce sont environ trois
fois inférieur aux valeurs obtenues pour le joiatgiainsE5 (310) [001] des aluminure de fer
avec la structure B2-FeAl (1,12 J/m2) [26]. A ppdur le cas (OAl pour Ti yGB = 0,38
J/nf), il est bien clair que la présence des impur€tést Zr diminue I'énergie d'interface par
rapport celle du joint de grains pur (0,37 J/m&ciGuggere que le Ti et Zr peuvent stabiliser
le joint de grains du composé intermétalliques-B6Al. Les réductions maximales attendues
sont obtenus lorsque les métaux de transition ®antin site Fell situer dans le premier plan
suivant linterface exacte: 14% pour Ti (0,32 J/m&) 22% pour Zr (0,29 J/m2),
respectivement. Il peut étre remarqué aussi quérlesgies d'interface pour le joint de grains
dopé avec Zr sont systématiquement plus faiblespgue celui dopé avec du Ti [Fig. 6].
Ainsi, la tendance principale qui peut étre tirdieebt que la stabilité apportée par la présence

du Zr est plus importante que celle du titane.

Tableau IV Les énergies d'interface calculé (en J/m2) potféréntes configuration de

substitution.

JGB
Clean-GB 0.37
Ti doped GB Zr doped GB
G.B. Interface
0Al 0.38 0.36
OFel 0.36 0.34
OFell 0.34 0.31
First plane from G.B.
1Al 0.36 0.33
1Fel 0.34 0.31
1Fell 0.32 0.29
Second plane from G.B.

2Al 0.36 0.34
2Fel 0.36 0.33

2Fell 0.33 0.30
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0,45

0,4

—_— 0r35 %o
E »-d S .. \/. —&—Ti
= .
= ®.
> 0,3 0’_ coelee Zr
== == Clean-GB
0,25
0,2
0Al 1Al 2Al OFel 1Fel 2Fel OFell 1Fell 2Fell

Fig. 6. Les énergies d’interface (en J/m2) calculées fEsujoint de grains dopé et non-dopé.

[ll. Effet de la température sur la stabilité structurales du Ti et Zr dans le
bulk DOs-FesAl et au joint de grains > 5(310)[001] : Etude par la méthode

dynamique moléculaire ab initio.

[11.1. Sites Préférentiels de Ti et Zr dans le buldOs-FesAl

Afin d'examiner l'effet de la température sur lé®ss préférentiels des impuretés, leurs
energies de défauts lorsqu’ ils placés dans des Bil et Fell ont été calculées sur une large
gamme de températures (100-1100 K). Le cas debistisution dans un site d'Al n'a pas été
traité car il est bien connu que les métaux desitian préferent occuper de fagon sélective

les sites Fel ou Fell dans la structure.DO

Les résultats des calculs des énergies de défantsrésumés dans le Tableau. V. Les
différences entre les énergies de substitution dasssites Fel et Fell sont également listées

dans le Tableau. V et représenté dans la Fig.f@Grexion de la température.
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Tableau V. Energies de défauts (en eV) pour les substitutohinsli et Zr dans des sit

Fel/Fell.
Ti Zr
T (K) Fel Fell Eq(Fel)-Eq(FIl) Fel Fell Eq(Fel)-Eq(Fell)
100 -1.79 0.0% -1.84 -2.04 -1.29 -0.7¢
200 -1.62-0.4¢ -1.16 -2.34 -1.62 -0.72
300 -2.54-0.5¢ -1.98 -2.35 -1.76 -0.5¢
400 -1.90-0.6% -1.25 -2.62 -1.93 -0.6¢
500 -1.77-0.34 -1.43 -2.30 -1.60 -0.7
600 -2.16-0.4¢ -1.68 -2.36 -1.69 -0.67
700 -1.98-0.5% -1.43 -2.23 -1.71 -0.52
800 -1.99 0.1¢ -2.15 -2.29 -1.79 -0.8
900 -2.35-0.0¢ -2.27 -2.08 -2.55 +0.4%
1000 -2.55 -0.7C -1.85 -2.65 -2.28 -0.37
1100 -1.71 -0.31 -1.40 -2.58 -2.14 -0.31
1

0,5 =
= 0
i’— O VD O T Sy G Sy & 9 ——i,’ ”
S 45 % % % %% % 00— % 9 _ Q@-@OO % %
S a8 ---@-wW oTi
w
_:‘? . . R mzr
E—l,S ® L hd

.
. .
2 |———oea -~
_____ e
¥
-2,5
Temperature (K)

Fig.7 Les différences des énergies (en eV) entre leditutitns dans des sites Fel et |

Le remplacemet de Ti sur le site Fel mé a un gain significatif de I'énergi-1,62 ~ -2,55
eV) sur la tout l'intervalle de température. Congpwement, le remplament sur le site Fe
est énergétiguement plus codteux (0,0-0,7 eV). Cela indique également que, pour to
les températures testées, l'impureté Ti est tosjplus stable dans un site Fel. Pour le
d'impureté Zr, les gains en énergie sont enplus importantes: (-2,04-2,65 eV) et (-1,29]
-2,55eV) sur les sites Fel et Fell, respectivement. datple plus intéressant révélé par

données est I'évolution en fonction de la tempéeatde la stabilité relative entre les différe
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sites pour les deux métaux de transitions. La mffée de comportement entre les deux
éléments est plus illustrée dans la Fig. 7. Pourldlipréférence du site Fel que Fell est
confirmée avec une différence d'énergie dans langade -1,16 a -2,27 eV. En outre, la pente
négative représenté par les points de données ldaRg). 7 indique une tendance pour
augmenter la stabilité du site Fel que le site Faisque la température augmente. Les
tendances observées pour Zr sont assez différePtemieérement, I'ampleur en termes de
différence d'énergie entre les deux sites ne déppas 0,75 eV (-0,75 max a 100K).

Deuxiemement, alors que Fel est favorisée a bamsgpérature, l'augmentation de la
température a tendance de stabiliser de plus es lplusite Fell. Finalement, avec la

configuration énergétique trés stable pour le Bd#d a 900 K (-2,55 eV) et 1000 K (-2,28

eV), les préférences pour les sites Fel et Feli §6a proches.

L'analyse en températures des sites préférentidl®80¢1100 K) pour les substitutions des
impuretés Ti et Zr sur les sites de la Fel et Falk la supercellule F&Al a révélé des

différences de comportements intéressantes entre tkeux éléments de métaux de
transition. Le Ti est plus stable sur un site Fel k& stabilité sur ce site augmente avec la
température. Comparativement, le Zr a tendance awaer avec le meme ordre de stabilité

les sites Fel et Fell a haute température.
l11.2. Site préférentiel de Ti et Zr dans le jointde grainsXx5 (310) [001]

A cause du grand nombre de configurations a preedreompte dans le joint de graiis
(310) [001] le temps prohibitif de calcul AIMD, l&nergies de défauts des deux métaux de
transition ont été déterminés que pour trois teatpées (300 K, 600 K et 900 K). Les
énergies de défauts des deux métaux de transiias lds joints de grains ont été calculées en
utilisant I'Eq. 6. Cependant, contrairement au bld& énergies de défauts ont été également
calculées pour les substitutions des deux métauradsitions dans le site d'Al en plus de la
substitution sur le site Fel et Fell. Ces calcuts été effectués pour déterminer les sites
préférentiels des métaux de transitions entre ubstigutions dans les configurations d'Al et
ensuite examiner la relaxation des joints de grdinest important de rappeler que les
comparaisons (i) entre les énergies de défautsddex métaux de transition et (ii) entre des
substitutions sur les sites Fel et Al ne sont passibles. Les résultats sont représentés dans
les figures. 8 et 9 pour les substitutions suré¢a)sites Al (b) les sites Fel et (c) les sited,Fel
en tenant compte de la distance de l'interfacealnt jde grains. A titre de comparaison, les
valeurs obtenues a partir des calculs statique& ddhapitre 11l) sont également rappelées.
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Fig.8 Energies de défauts pour le Ti pour différentegtenaiture 300, 600, 900K s/

différents sites (a) Al (b) Fel et (c) Fell en tahaompte des distances suivant l'interf;
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(a) Zr on the Al site
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(b) Zr on the Fel site
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Fig. 9 Energies de défauts pourZr pour différentes température 300, € 900K sur
différents sites (a) Al (b) Fel et (c) Fell en tahaompte des distances suivant l'interf;
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Comme indiqué dans la Fig.8 (a) pour les substistide Ti dans des sites Al, pour les trois
températures, la configuration la plus stable spoaed & des substitutions dans l'interface du
joint de grains. Pour le cas des substitutions diesssites Fe, une comparaison entre les
substitutions dans des sites Fel et Fell [Fig. B €b (c)] montre que pour les trois
températures, les énergies de défauts sont gémenatlgplus faibles pour les configurations
des substitutions dans des sites Fel, a |'exceftertrois configurations 2Fell a 300K (-3,33
eV), 1Fell a 600K ( -3,77 eV) et OFell a 900K (46&V) lorsque le Ti occupent les sites Fell
avec des plus basses énergies de défauts. LeumilegqTi occupe un site Fell pres de
I'interface peut étre liée a I'effet de I'enviromsat, sachant que l'impureté Ti préfere occuper
un site ou est entouré uniguement par les atomegoR@me premiers voisins (c-a-d
environnement riche en fer). Notant également goatrairement au bulk, la géométrie du
joint de grains a beaucoup changé sous l'effet addeimpérature qui conduit a des

changements de I'environnement autours du Ti.

D'autre part, la classification des configuratioles plus favorables pour les trois
températures, en tenant compte de la distancéntirfice, est la substitution du Fe dans: le
deuxieme plan a 300K (2Feld» le premier plan suivant l'interface a 600K ( 1lfehl
I'interface a 900K (OFell). Cela indique que lebgie du Ti évolue avec l'augmentation de la
température. Alors que pour les températures irddimres (300K) le Ti est stable dans des
configurations proches du bulk, lorsque la tempgeattugmente le Ti tend a occuper des
configurations a l'interface du joint de grains.l&signifie que, il faut plus de température
pour que le Ti soit stable dans l'interface du fae grains. Pour le cas des substitutions du
Zr, on peut voir a partir Fig.9 que les configuras les plus favorables correspondent aux
substitutions dans linterface du joint de grairBAL, OFel et OFell), pour les trois
températures. Contrairement au cas des substisution Ti, le Zr préfére résider dans
l'interface du joint de grains, méme a tempéraintermédiaire (300K). Il est important de
rappeler que, dans les calculs statiques [Fige8],cbnfigurations les plus favorables étaient
les substitutions dans le premier plan de l'intaxfaux joints de grains (1Al, 1Fel et 1Fell)
pour les deux métaux de transition. Par conséqleefajble augmentation de la température
(la température moyenne) conduit a la migratiorzda I'interface du joint de grains. Alors
gue pour le cas des substitutions du Ti, une teatyer plus élevée (~ 900K) a été nécessaire

pour provoquer sa relaxation a l'interface du jaiatgrains.

Maintenant, la comparaison entre les énergies trutdépour les substitutions dans des sites

Fel et Fell [Fig. 9 (a) et (b)] montre que poutdémpérature intermédiaire (300K) I'impureté
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Zr préferent occuper le site Fel. Cependant, pesrtdmpératures plus élevées, l'impureté Zr
tend a occuper les sites Fel et Fell avec des &sgpgesque égales. Cela indigue que, comme
dans le bulk, la stabilité du Zr sur le site Felyjmente avec la température.

A partir des résultats des énergies de défauts wéle, il est bien clair que les deux métaux
de transitions ont des comportements différentsosl que Ti est plus stable bulk et il lui
faut une température plus élevée pour relaxer aterface du grain de grains, le Zr préfere
ségréger aux joints de grains avec des plus bassesgies de défauts, méme a température
intermédiaire (300K).
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