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L’UNIVERSITÉ BORDEAUX I
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résumé

Cette thèse est consacrée à l’étude de plusieurs aspects de la répartition
des fonctions multiplicatives à valeurs dans l’intervalle [0, 1]. L’archétype de
ces fonctions est la fonction ν(n) = φ(n)/n, où φ(n) est la fonction d’Euler
qui donne le cardinal de (Z/nZ)∗. Cette fonction présente l’avantage technique
d’être fortement multiplicative, c’est-à-dire que ν(pα) ne dépend pas de α; les
résultats que nous présentons pour la fonction ν s’étendent aux fonctions mul-
tiplicatives f à valeurs dans l’intervalle [0, 1] pour lesquelles il existe un réel
c > 0 tel que f(pα) = 1− c/p+O(1/pα) pour tout premier p et tout α ≥ 1 ; un
autre exemple d’importance historique est la fonction n/σ(n), où σ(n) désigne
la somme des diviseurs de l’entier n.

Nous décrivons ici les deux résultats principaux de notre travail, qui donne
chacun lieu à une publication.

On sait, depuis les travaux de Imre Kátai, que la suite (ν(p − 1))p indexée
par les nombres premiers p, admet une fonction de répartition Fν , c’est-à-dire
que pour tout réel y la limite

Fν(y) = lim
x→∞

1

x
Card {n ≤ x | ν(n) ≤ y}

existe. On sait en outre que cette fonction est croissante au sens large sur R,
vaut 0 sur ]−∞, 0], vaut 1 sur [1/2,+∞[ et est continue et strictement croissante
sur [0, 1/2]; en outre, elle est purement singulière, c’est-à-dire qu’en presque tout
point, au sens de la mesure de Lebesgue, la fonction Fν est dérivable à dérivée
nulle. Notre premier résultat est d’établir qu’en tout point xm = ν(2m), la
fonction Fν n’est pas dérivable à gauche du point xm. Ce résultat est obtenu
par une méthode de moments ; pour l’illustrer, considérons le point x1 = 1/2.

On calcule de deux façons l’intégrale Ik =
∫ 1/2

0
(2t)kdFν(t), où k désigne un

entier positif.
D’une part, on a

Ik = lim
x→∞

1

x

∑
n≤x

2kνk(n)

et on montre, par des méthodes classiques de la théorie des nombres, la mino-
ration Ik ≫ 1/ log(k) quand k tend vers l’infini.
D’autre part, si on suppose que Fν est dérivable à gauche en x1, on montre par
une méthode classique de l’analyse réelle, la majoration Ik = O(1/k) quand k
tend vers l’infini.
Il en résulte une contradiction qui prouve que la fonction Fν n’est pas dérivable
à gauche en x1.

En un point xm général, on considère les nombres premiers p congrus à 1
modulo 2m et on raisonne de façon similaire.

Le second résultat principal concerne une généralisation d’un problème étudié
récemment par Jean-Marc Deshouillers, Henryk Iwaniec et Florian Luca, à
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savoir la répartition modulo 1 de la suite à croissance linéaire

un =
∑

1≤k≤n

ν(k).

On étudie ici la moyenne prise, non plus sur tous les entiers, mais sur une
suite polynômiale ; ici encore, nous regardons la situation “archétypale” où
le polynôme considéré est le polynôme non linéaire le plus simple, à savoir
P (x) = x2 + 1. On pose

vn =
∑

1≤k≤n

ν(k2 + 1).

Nous montrons que la suite (vn)n est dense modulo 1. L’argument repose sur
une construction combinatoire: pour chaque entier M d’une famille infinie, on
construit des entiers k1, k2, . . . kM , chacun somme de deux carrés, premiers entre
eux deux à deux, tels que les valeurs ν(kj) soient petites (disons plus petites
que 4/M pour fixer les idées), mais telles que leur somme

∑
1≤j≤M ν(kj) soit

supérieure à 2. Cette construction, assez technique, ne met en jeu que des
moyens élémentaires : théorème des restes chinois, divergence de la somme
des inverses des nombres premiers dans une progression arithmétique. Alors,
l’utilisation de la théorie du crible, permet de montrer l’existence d’entiers n
tels que pour tout j, le nombre n+ j soit divisible par kj , mais (n+ j)/kj n’a
que peu de facteurs premiers qui en outre sont tous très grands. Cela implique
que ν(n+ j) est proche de ν(kj) ; bien évidemment, ν(n+ j) est petit (toujours
inférieur à 4/M), mais surtout, la somme

∑
1≤j≤M ν(n+ j) est supérieure à 1.

Cela implique la densité modulo 1 de la suite (vn)n.

Ces différentes études théoriques sont en outre illustrées par plusieurs expéri-
mentations numériques.



abstract

As its title’s indicates, this thesis is about the distribution of arithmetic func-
tions. The word “distribution” refers to various concepts and facts, including
density or uniform distribution, and distribution functions of certain sequences.
We consider distribution functions of some sequences related to the Euler φ
function and divisor function σ. This is a classical matter and many known
results like Erdös - Wintner theorem for the existence and continuity of those
distribution functions for the sequences defined on positive integers and also on
the shifted primes p+ 1, are at hand.

In chapter 1 first we review some known results mentioned the above. Then
we study differentiability of the distribution function F (x) defined by

lim
N→∞

1

π(N)
Card

{
p ≤ N

∣∣φ(p− 1)

p− 1
≤ x

}
= F (x).

We show that at each point xm = φ(m)/m, where m is an even integer, F is not
differentiable from the left. For this purpose we use the method of moments.

Chapter 2 contains results on the density modulo 1 of some well known
means of the Euler function and divisor function. This is based on the work of
J-M. Deshouillers and F. Luca (2008). We elaborate on their work and give a
refinement and a generalization.

In chapter 3, we study density modulo 1 of some sequences connected with
the mean values of the ratio φ(n2 + 1)/(n2 + 1). Among various sequences, we
prove that the sequence {bn}n∈N defined by

bn =
∑
m≤n

φ(m2 + 1)

m2 + 1

is dense modulo 1. Our proof is based on some sieve results which allow us to
control the size of prime factors of numbers of the form n2 + 1.

After studying density results, we focus on the uniform distribution modulo
1 of some sequences of arithmetic functions. Uniform distribution modulo 1 of
sequences containing additive arithmetical functions has been studied in general
by H. Delange. Best known examples of such functions are the Omega func-
tions ω(n) and Ω(n). Delange gave also a class of Omega functions containing
these classical functions and some generalizations of them, and then he gave an
analytic method to study uniform distribution modulo 1 of them. In chapter 4,
first we introduce the work of Delange and the empirical results of F. Dekking
and M. Mendès France, and then, we study three dimensional distributions of
related sequences. The new empirical results that we obtain in this chapter
shed some light on the work of J-M. Deshouillers and H. Iwaniec [17] and other
classical results.

We end our work by adding an appendix, including required and frequently
used formulas.



notations

P . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . set of prime numbers {2, 3, 5, . . . }
Pa,q . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . set of primes p with p ≡ a (mod q)
N . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . set of natural numbers {1, 2, 3, . . . }
Na,q . . . . . . . . . . . . . . . . . . . . . . . . . . . set of positive integers n with n ≡ a (mod q)
Z . . . . . . . . . . . . . . . . . . . . . . set of integer numbers {. . . ,−3,−2,−1, 0, 1, 2, 3, . . . }
R . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . set of real numbers
]a, b[ and (a, b) . . . . . . . . . . . . . . . . . . . . . . . . . open interval with endpoints a and b
[a, b[ and ]a, b] . . . . . . . . . . . . . . . . . . . . half-open intervals with endpoints a and b
C . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . set of complex numbers
ℜ(z) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . real part of z ∈ C
#A and Card(A) . . . . . . . . . . . . . . . . . both denote cardinal number of the set A
gcd(m,n) . . . . . . . . . . . . . . . . . . greatest common divisor of the integers m and n
φ(n) . . . . . . . . . . . Euler function, defined by #{m ∈ N : m ≤ n, gcd(m,n) = 1}
d|n . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . d is a positive divisor of n
pα∥n . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . pα|n and pα+1 - n
σ(n) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . divisor function, defined by

∑
d|n,d>0 d

µ(n) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Möbius function of n
ω(n),Ω(n) . . . . omega functions, defined by

∑
p|n 1 and

∑
pα∥n α, respectively

νN (x) . . . . . . . . . . . . . . . distribution function, defined by 1
N# {n ≤ N |f(n) ≤ x}

ζ(s) . . . . . . . . . . . . . . . . . . . . . . . the Riemann zeta function, defined by
∑∞

n=1 n
−s∑

p . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . a sum over primes p∑
p≡a [m] . . . . . . . . . . . . . . . . . . . . . . . . . a sum over primes p with p ≡ a (mod m)

π(x) . . . . . . . . . . . . . . . . . . . . . . . . . . . primes counting function, defined by
∑

p≤x 1
π(x; q, a) . . . . . . . . . . . . . . . . . . . . . . . number of primes p ≤ x with p ≡ a (mod q)
f ≪ g . . . . Vinogradov’s notation, which means |f(x)| ≤ cg(x) for x ≥ x0 and
some absolute constant c ∈ R
f = O(g) . . . . . . . . . . . . . . . . . . . . . Landau’s big-oh notation, which means f ≪ g
f ≪m g and f = Om(g) . . . . . . . both are same as f ≪ g with c is an absolute
constant depending on m
f ≫m g . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . means g ≪m f
f = o(g) . . . Landau’s small-oh notation, which means limx→∞ f(x)/g(x) = 0
f ≍ g . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . means f ≪ g and g ≪ f , simultaneously
γ . . . . . . . . . . . . . . . Euler’s constant, defined by limN→∞(

∑
1≤n≤N 1/n− logN)

fix(f) . . . . fixed divisor of the polynomial f with integer coefficients, which is
largest integer that divides f(n) for all n ∈ Z
⌊x⌋ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . floor of x
{x} . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . fractional part of x, that is x− ⌊x⌋
{{x}} . . . . . . . . . . . . distance from x to its nearest integer, i.e., min({x}, 1− {x})
e(x) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . means e2πix

Γ(x) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . gamma function at x
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Résumé . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

Abstract . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

Notations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10

Key words and MSC 2010 . . . . . . . . . . . . . . . . . . . . . . . . . . . 11

Contents . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12

List of Figures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

1. Distribution function of some sequences of φ(n) and σ(n) . . . . . . . 15
1.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
1.2 On the differentiability of the distribution functions on shifted

primes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
1.2.1 Computing moments . . . . . . . . . . . . . . . . . . . . . 21
1.2.2 Proof of nondifferentiability . . . . . . . . . . . . . . . . . 23

2. Density of some sequences of the mean values of φ(n) and σ(n) . . . . 25
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
2.2 Sequences related by square root mean . . . . . . . . . . . . . . . 26

2.2.1 Square root mean . . . . . . . . . . . . . . . . . . . . . . 27

2.2.2 Generalization and the sequence Hn =
∑

m≤n
φ(m)
m . . . . 29

2.2.3 The sequence Hn =
∑

m≤n
m

σ(m) . . . . . . . . . . . . . . 32

2.3 The sequence of arithmetic mean . . . . . . . . . . . . . . . . . . 33
2.4 Sequences related by geometric means . . . . . . . . . . . . . . . 36

2.4.1 The sequence of geometric means . . . . . . . . . . . . . . 36
2.4.2 Some generalizations . . . . . . . . . . . . . . . . . . . . . 38

3. Density of some sequences of the mean values of φ(n2+1)
n2+1 and n2+1

σ(n2+1) . 43

3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
3.2 Sequences related by arithmetic and harmonic means . . . . . . . 43

3.2.1 The sequence with general term bn =
∑

m≤n
φ(m2+1)
m2+1 . . . 43

3.2.2 The sequences of arithmetic and harmonic means . . . . . 46
3.3 Sequences containing square root . . . . . . . . . . . . . . . . . . 47
3.4 Completing sieve tools . . . . . . . . . . . . . . . . . . . . . . . . 50



Contents 13

3.5 Sequence with general term bn =
∑

m≤n
m2+1

σ(m2+1) . . . . . . . . . 53

4. Uniform distribution of some sequences of additive functions . . . . . 56
4.1 Introduction - Weyl criterion . . . . . . . . . . . . . . . . . . . . 56
4.2 Additive arithmetical functions - general theory . . . . . . . . . . 58

4.2.1 Some results of Selberg and Halász . . . . . . . . . . . . . 63
4.2.2 Method of Delange . . . . . . . . . . . . . . . . . . . . . . 65
4.2.3 Delange class of Omega functions . . . . . . . . . . . . . . 68

4.3 Geometry of Weyl sums . . . . . . . . . . . . . . . . . . . . . . . 72

Appendix 78

A. Frequently used formulas . . . . . . . . . . . . . . . . . . . . . . . . . 79
A.1 Approximation formulas . . . . . . . . . . . . . . . . . . . . . . . 79
A.2 Summation formulas . . . . . . . . . . . . . . . . . . . . . . . . . 80

Bibliography . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83



LIST OF FIGURES

1.1 Isaac Jacob Schoenberg (21 April 1903 - 21 Feb 1990, Romanian mathemati-

cian), and a part of his 1926 (published in 1928) paper. . . . . . . . . . . 16
1.2 Distribution function AN (x) = 1

N
# {n ≤ N : σ(n)/n ≥ x} with N = 2000. . 17

1.3 Distribution function νN (x) = 1
N
#{n ≤ N : f(n) ≤ x} with N = 20000 for

the functions f(n) = φ(n)/n (left) and f(n) = n/σ(n) (right). . . . . . . . 18

3.1 Values of the sequence bn =
∑

m≤n φ(m2 + 1)/(m2 + 1) (mod 1) for 1 ≤
n ≤ 1000. This sequence is dense modulo 1. . . . . . . . . . . . . . . . . 44

3.2 Values of the sequence bn =
∑

m≤n(m
2+1)/σ(m2+1) (mod 1) for 1 ≤ n ≤

2000 (top) and for 1 ≤ n ≤ 5000 (down). This sequence is dense modulo 1. . 55
3.3 Values of the sequence {yn}n ∈ N defined by yn = λ{bn/λ} for 1 ≤ n ≤ 250,

with λ = 0.1, 0.5, 1, 2, 5, 10, 100,∞, from top-left to right-down. . . . . . . 55

4.1 Hermann Klaus Hugo Weyl (9 November 1885 - 8 December 1955, German

mathematician), and a part of his 1914 (published at 1916) paper indicating

his criterion. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
4.2 Values of the sequence an = logn (mod 1) for 1 ≤ n ≤ 1000. This sequence

is not uniformly distributed modulo 1. . . . . . . . . . . . . . . . . . . 58
4.3 Values of the sequence an = 1

n

∑
m≤n τ(m) (mod 1) for 1 ≤ n ≤ 1000. This

sequence is not uniformly distributed modulo 1. . . . . . . . . . . . . . . 58
4.4 Graph of the Weyl sums

∑
n≤N e(h( 4

9
n

3
2 )) with N = 2000, from left to right

respectively for h = 1, 2, 3 (top row) and h = 4, 5, 6 (down row). . . . . . . 72
4.5 3-d graphs of the Weyl sum

∑
n≤N e( 4

9
n

3
2 ) with N = 2000. . . . . . . . . 73

4.6 2-d and 3-d graphs of the Weyl sum
∑

n≤N e(
√
2n) with N = 500. . . . . 73

4.7 2-d and 3-d graphs of the Weyl sum
∑

n≤N e(n logn) with N = 5000. . . . 74
4.8 2-d and 3-d graphs of the Weyl sum

∑
n≤N e(an) with an = πn2, N = 5000

(top) and an = 100
10001

n2, N = 10000 (down). . . . . . . . . . . . . . . . 75
4.9 2-d and 3-d graphs of theWeyl sum

∑
n≤N e(an) with an = 1

n

∑
m≤n φ(m), N =

10000 (top) and an = 1
n

∑
m≤n σ(m), N = 10000 (down). . . . . . . . . . 76

4.10 2-d and 3-d graphs of theWeyl sum
∑

n≤N e(an) with an =
∑

m≤n
φ(m2+1)

m2+1
, N =

10000 (top) and an =
∑

m≤n
m2+1

σ(m2+1)
, N = 10000 (down). . . . . . . . . 77



1. DISTRIBUTION FUNCTION OF SOME SEQUENCES OF
φ(N) AND σ(N)

In this chapter, we study distribution function of some sequences related by the

values of the functions φ(n) and σ(n). We follow history of the subject, and then,

we focus on the differentiability of such distribution functions, mainly defined on

the shifted primes.

1.1 Introduction

The arithmetical functions f and g are additive and multiplicative, respectively,
if for gcd(m,n) = 1, they satisfy

f(mn) = f(m) + f(n), and g(mn) = g(m)g(n).

We assume that a multiplicative function takes only strictly positive values,
so that we can consider its logarithm which is an additive function. For an
arithmetic function f with real values, we consider the quantity

νN (x) =
1

N
# {n ≤ N |f(n) ≤ x}

defined for N ≥ 1 and x ∈ R. The function νN is the distribution function of
a probability measure on R. We say a function f admits a distribution func-
tion ν if the sequence (νN (x))N converges to a function ν(x) at each point of
continuity of ν, in other words, where the sequence of the probability measures
associated to νN converges weakly toward the probability measure whose dis-
tribution function is ν. Natural questions are to find conditions under which ν
exists, ν is continuous and ν is differentiable.

As it is known, the first published work regarding these questions, is due to I.
J. Schoenberg [45] in 1928. He proved that φ(n)/n has a continuous distribution
function. After Schoenberg, Behrend [2], Chowla [4] and Davenport [7] proved
same result for σ(n)/n. Indeed, letting

A(x) = lim
N→∞

1

N
#

{
n ≤ N :

σ(n)

n
≥ x

}
,

they proved that A(x) exists and is continuous for all real x, and consequently,
they proved that the density of abundant numbers, A(2), exists.



1. Distribution function of some sequences of φ(n) and σ(n) 16

Moreover, Behrend got some lower bound and upper bound for the value
of A(2), a question on which many other authors focuced. The table below
summarizes bounds for A(2):

Bound Author Year
0.241 < A(2) < 0.314 Behrend [2] 1933
0.2441 < A(2) < 0.2909 Wall, Crews, Johnson [52] 1972
0.2474 < A(2) < 0.2480 Deléglise [13] 1998

The result of Deléglise gives

A(2) = 0.247 · · · ,

and answers the following question asked by Henri Cohen: Is the proportion of
abundant numbers more or less than a quarter?

Fig. 1.1: Isaac Jacob Schoenberg (21 April 1903 - 21 Feb 1990, Romanian mathematician),
and a part of his 1926 (published in 1928) paper.

An analytic method (but with weaker numerical results) for the computation
of A(x) is given by J. Martinet, J-M. Deshouillers and H. Cohen in [38], where
they make use of the classical result

g(s) =

∫ ∞

0

xsA(x)dx =
1

s+ 1

∏
p∈P

(
1− 1

p

)−s ∞∑
k=0

1

pk

(
1− 1

pk+1

)s+1

,

for ℜ(s) > 0. By the inversion of the Mellin transform g(s) of A(x), we have

A(x) =
1

2πi

∫ σ+i∞

σ−i∞
x−sg(s)ds.

Furthermore∫ ∞

0

A(x)dx = ζ(2) and

∫ ∞

0

xA(x)dx =
5

4
ζ(3).
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These authors suggest that A(x) should be differentiable everywhere, except at
points x which are a value of the function σ(n)/n. Almost at the same time P.
Erdös [23] proved several results in this connection.

Fig. 1.2: Distribution function AN (x) = 1
N
# {n ≤ N : σ(n)/n ≥ x} with N = 2000.

Studying the distribution function for additive and multiplicative functions
in general case was initiated by I. J. Schoenberg. Since the logarithm of a mul-
tiplicative function is additive, it will be sufficient to consider additive functions
only. Schoenberg [44] proved the following result.

Theorem 1.1.1 (Schoenberg, 1934). Suppose that
∑

p
min(1,|f(p)|)

p converges.

Then, the distribution function of f(m) exists. If f(m) satisfies the supplemen-
tary condition that there exists an infinite subset of primes P = {p1, p2, · · · }
with f(pi) ̸= f(pj) for i ̸= j and such that

∑
p∈P

1
p diverges, then the distribu-

tion function is continuous. On the other hand, if
∑

f(p)̸=0
1
p converges, then

the distribution function is purely discontinuous.

In the third part of his investigations on the distribution of additive func-
tions, P. Erdös [22] found a sufficient condition for the existence of the asymp-
totic distribution function ν(x) for the distribution functions

νN (x) =
1

N

∑
n≤N

f(n)≤x

1.

This sufficient condition for the existence of the asymptotic distribution function
turns out to be a necessary condition as well. This fact due to P. Erdös and A.
Wintner [26], solves the problem of the existence of an asymptotic distribution
function of an arbitrary (real) additive arithmetical function.

Theorem 1.1.2 (Erdös - Wintner, 1939). Suppose that f is a real additive func-
tion. A necessary and sufficient condition for f to have a limiting distribution
is that for a positive real number R, the following series are convergent:∑

|f(p)|≤R

f(p)

p
,

∑
|f(p)|≤R

f(p)2

p
,

∑
|f(p)|>R

1

p
.

Moreover, the distribution function is continuous if and only if the series
∑

f(p)̸=0
1
p

diverges.
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Fig. 1.3: Distribution function νN (x) = 1
N
#{n ≤ N : f(n) ≤ x} with N = 20000 for the

functions f(n) = φ(n)/n (left) and f(n) = n/σ(n) (right).

Studying the distribution function of arithmetic functions on the shifted
primes is also an interesting problem. In 1968, I. Kátai [34] proved the following
result:

Theorem 1.1.3 (Kátai, 1968). Suppose that f is a real additive function such
that the series ∑

p

f∗(p)

p
,

∑
p

(f∗(p))2

p
,

∑
|f(p)|>1

1

p
,

converge. Here

f∗(n) =

{
f(n), for |f(n)| ≤ 1,
1, for |f(n)| > 1.

Let

νN (x) =
1

π(N)

∑
p≤N

f(p+1)≤x

1.

Then, there exists a distribution function ν such that νN (x) tends to ν(x) at
each point of continuity of ν. Moreover, ν(x) is a continuous function if and
only if the series

∑
f(p)̸=0

1
p diverges.

The proof of this theorem, is based on the approximation of the moments
of some multiplicative functions related to f at shifted primes. Indeed, Kátai
obtains the above theorem from the following one:

Theorem 1.1.4 (Kátai, 1968). Suppose that g is a complex valued multiplicative
function with |g(n)| ≤ 1 for n = 1, 2, · · · , and such that the series∑

p

g(p)− 1

p
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converges. Let

M(g) =
∏
p

(
1 +

∞∑
α=1

g(pα)− g(pα−1)

pα−1(p− 1)

)
.

Then, we have

lim
N→∞

1

π(N)

∑
p≤N

g(p+ 1) = M(g).

Kátai applies his Theorem 1.1.3 to the function log g, where g is a posi-
tive multiplicative function, to get a limiting distribution function for νN (x) =

1
π(N)

∑
g(p+1)≤x 1. More precisely, the functions φ(p+1)

p+1 and σ(p+1)
p+1 have limiting

distribution functions.
In 1972, Elliott [19] showed that in the result of Kátai, the mentioned con-

ditions for sufficiency, are also necessary for positive and strongly additive func-
tions. We call the arithmetical function f strongly additive or strongly multi-
plicative, if it is additive or multiplicative and f(pα) = f(p) for all primes p and
all positive integers α.

In 1975, J-M. Deshouillers [15] considered a class of polynomials F and
multiplicative functions g, with some certain conditions, and he showed the
following results.

Theorem 1.1.5 (Deshouillers, 1975). Distribution functions

νN (x) =
1

π(N)

∑
p≤N

g(F (p))≤x

1,

tend to a limiting distribution function ν(x), where ν is continuous. Also, there
exists a real number θ such that ν becomes strictly increasing in (0, θ) and ν(θ) =
1. Moreover, the condition ν(x) < ν(y) is equivalent by existence of a prime
p0 > max{F (0),deg(F )} such that x < g(F (p0)) < y.

Theorem 1.1.6 (Deshouillers, 1975). Suppose that λ(d) is the number of inte-
gers n satisfying F (n) ≡ 0 (mod d) with 0 ≤ n < d and gcd(n, d) = 1. Let

V (x) =
∑
p≤x

p≡b (mod a)

g(F (p)).

Then

V (x) = (1 + o(1))
π(x)

φ(a)
g(F (p0))

∏
p>z

(
1 +

∞∑
α=1

λ(pα)(g(pα)− g(pα−1))

pα−1(p− 1)

)
,

where z > max{p0, q1, · · · , qn}, and F (p0) = qα1
1 · · · qαn

n .

In 1989, A. Hildebrand [32] introduced an extensive study of the distribution
of additive and multiplicative functions on the set of shifted primes. More
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precisely, he obtained a complete analogues of the Erdös - Wintner Theorem on
shifted primes.

In this chapter, we study differentiability of the distribution of some mul-
tiplicative functions on shifted primes. The method introduced in this chapter
is applicable to the studying of differentiability of the distribution function of
some other arithmetical functions on positive integers.

1.2 On the differentiability of the distribution functions on
shifted primes

It has been shown by I. Kátai [34] that the numbers φ(p− 1)/(p− 1), where p
runs over the set of primes numbers, has a continuous limiting distribution F ,
that is to say that for any real x we have

lim
N→∞

1

π(N)
Card

{
p ≤ N

∣∣φ(p− 1)

p− 1
≤ x

}
= F (x).

The aim of this chapter is to show that at each point xm = φ(m)/m, where m
is an even integer, F is not differentiable from the left. More precisely, we shall
prove the following.

Theorem 1.2.1. Let m be any positive even integer and let xm = φ(m)/m.
We have

∀A > 0, ∀δ > 0,∃y ∈ [xm − δ, xm) s.t. F (xm)− F (y) ≥ A(xm − y). (1.2.1)

To prove Theorem 1.2.1, we shall restrict ourselves to primes congruent to 1
modulo m and obtain the validity of (1.2.1) by contradiction, using the method
of moments.

The method used by Kátai [34] immediately leads to the following:

Proposition 1.2.2. Let g be a positive valued multiplicative number-theoretic
function such that the three series∑

| log g(p)|≤1

log g(p)

p
,

∑
| log g(p)|≤1

log2 g(p)

p
and

∑
| log g(p)|>1

1

p
(1.2.2)

converge. Then for every m ≥ 1 there exists a distribution function Gm such
that at all points y of continuity of Gm one has:

1

π(N ;m, 1)

∑
p≤N, p≡1 [m]

g(p−1)≤y

1 −→ Gm(y) (as N→∞). (1.2.3)

Moreover, Gm is continuous if and only if the series∑
p≡1 [m]
g(p)̸=1

1

p

diverges.
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We apply Kátai’s extended proposition to the function g defined by g(n) =
φ(n)/n. It is easily seen that g satisfies all the conditions of Proposition 1.2.2
and thus, for any positive integer m, which we further assume to be even, we
have

∀y ∈ R :
1

π(N ;m, 1)

∑
p≤N, p≡1 [m]

g(p−1)≤y

1 −→ Gm(y) (as N→∞), (1.2.4)

where Gm is a continuous distribution function.
Relation (1.2.4) indeed means that the sequence (in N) of the empirical

measures

νN,m =
1

π(N ;m, 1)

∑
p≤N, p≡1 [m]

δ(g(p−1)), (1.2.5)

where δ(a) denotes the Dirac measure at the positive a, weakly converges to
Lebesgue-Stieljes measure dGm. For p ≡ 1 [m], we have

0 ≤ g(p− 1) =
∏

q|p−1

(
1− 1

q

)
=

φ(m)

m

∏
q|p−1
q-m

(
1− 1

q

)
≤ φ(m)

m
.

Thus, the support of the measure dGm is indeed in [0, xm] with xm = φ(m)/m.
Let us consider the continuous function t 7→ tk, with support in the compact

[0, xm]. We have

∀k ≥ 1 :

∫ xm

0

tkdνN,m −→
∫ xm

0

tkdGm(t) (as N→∞). (1.2.6)

1.2.1 Computing moments

In this section, we compute the left hand side of (1.2.6) by number-theoretic
methods and obtain a lower bound for the right hand side; more precisely, we
show that the following is valid for all positive even integers m, and k ≥ 2:

cm,k :=

∫ xm

0

tkdGm(t) ≫m
xk
m

log k
. (1.2.7)

By the definition (1.2.5) of the measure νN,m, we have∫ xm

0

tkdνN,m =
1

π(N ;m, 1)

∑
p≤N

p≡1 [m]

(φ(p− 1)

p− 1

)k
. (1.2.8)

In order to compute the sum, we introduce the multiplicative function hm,k

defined for ℓ prime and α ≥ 1:

hm,k(ℓ
α) =

{
1− (1− 1/ℓ)k if ℓ - m and α = 1,

0 if ℓ|m or α ≥ 2.
(1.2.9)
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By the Möbius inversion formula, the function fm,k defined by

fm,k(n) =
∑
d|n

µ(d)hm,k(d)

is multiplicative. We obviously have for a prime ℓ and any α ≥ 1:

fm,k(ℓ
α) = 1− hm,k(ℓ) =

{
(φ(ℓ)/ℓ)k if ℓ - m,

1 if ℓ|m.

We thus have∑
p≤N

p≡1 [m]

(φ(p− 1)

p− 1

)k
=

(φ(m)

m

)k ∑
p≤N

p≡1 [m]

fm,k(p− 1)

= xk
m

∑
p≤N

p≡1 [m]

∑
d|p−1

(d,m)=1

µ(d)hm,k(d)

= xk
m

∑
d≤N−1
(d,m)=1

µ(d)hm,k(d)
∑
p≤N

p≡1 [d]
p≡1 [m]

1

= xk
m

∑
d≤N−1
(d,m)=1

µ(d)hm,k(d)π(N ;md, 1).

When d is large, say d ≥ D = ⌊N1/3⌋, we use the trivial upper bound N/(md)
for π(N ;md, 1), as well as the upper bound k/ℓ for hm,k(ℓ). We get∑

d≥D
(d,m)=1

|µ(d)hm,k(d)|
N

md
≤ N

∑
d≥D

kω(d)

d2
≪m,k N5/6.

We now consider small d’s, that is to say d < D = ⌊N1/3⌋. We write

π(N ;md, 1) =
π(N)

φ(m)φ(d)
+ E(N ;md, 1)

and use the Bombieri-Vinogradov theorem which implies∑
d≤D

(d,m)=1

|E(N ;md, 1)| = Om

(π(N)

logN

)
.

This relation, combined with the trivial upper bound |hm,k(d)| ≤ 1, leads to∑
d≤D

(d,m)=1

|µ(d)hm,k(d)E(N ;md, 1)| = Om

(π(N)

logN

)
.
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We are left with the main contribution

π(N)

φ(m)

∑
d≤D

(d,m)=1

µ(d)hm,k(d)

φ(d)
=

π(N)

φ(m)

∞∑
d=1

(d,m)=1

µ(d)hm,k(d)

φ(d)
+ om(π(N)),

since, as above, the upper bound k/ℓ for |hm,k(ℓ)| implies the absolute conver-
gence of the series. By the definition of hm,k, we have

∞∑
d=1

(d,m)=1

µ(d)hm,k(d)

φ(d)
=
∏
ℓ-m

(
1− 1− (1− 1/ℓ)k

ℓ− 1

)
≥
∏
ℓ≥3

(
1− 1− (1− 1/ℓ)k

ℓ− 1

)
.

For 3 ≤ ℓ ≤ k2, we use the lower bound(
1− 1− (1− 1/ℓ)k

ℓ− 1

)
≥ 1− 1

ℓ− 1
=
(
1− 1

ℓ

)(
1− 1

(ℓ− 1)2

)
,

and for ℓ > k2, we use(
1− 1− (1− 1/ℓ)k

ℓ− 1

)
≥ 1− k

ℓ(ℓ− 1)
≥ 1− 1

ℓ1/2(ℓ− 1)
.

We thus have∏
ℓ≥3

(
1− 1− (1− 1/ℓ)k

ℓ− 1

)
≥

∏
3≤ℓ<k2

(
1− 1

ℓ

)∏
ℓ>3

(
1− 1

(ℓ− 1)2

)∏
ℓ>3

(
1− 1

ℓ1/2(ℓ− 1)

)
≫ 1

log k
,

where the last inequality comes from Mertens theorem and the absolute conver-
gence of the two infinite products. This proves (1.2.7).

1.2.2 Proof of nondifferentiability

In this section, we assume that Theorem 1.2.1 does not hold and we deduce an
upper bound for

∫ xm

0
tkdGm(t) that contradicts (1.2.7), thus proving Theorem

1.2.1.
The negation of Theorem 1.2.1 is

∃A > 0, ∃δ > 0,∀y ∈ [xm − δ, xm) s.t. F (xm)− F (y) < A(xm − y). (1.2.10)

By the definition of F , we thus have ∀y ∈ [xm − δ, xm):

lim
N→∞

1

π(N)
Card

{
p ≤ N

∣∣φ(p− 1)

p− 1
∈ [y, xm)

}
< A(xm − y).

This implies that, on the same range for y, one has

lim
N→∞

1

π(N)
Card

{
p ≤ N

∣∣p ≡ 1 [m],
φ(p− 1)

p− 1
∈ [y, xm)

}
< A(xm − y).
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By the definition ofGm, the left hand side of the previous inequality is (Gm(xm)−
Gm(y))φ(m). We thus have ∀y ∈ [xm − δ, xm]:

Gm(xm)−Gm(y) ≤ Am(xm − y),

where Am = A/φ(m).
Integrating by parts the integral expression of cm,k we obtain

cm,k =

∫ xm

0

tkdGm(t)

=
[
tk(Gm(t)−Gm(xm))

]xm

0
−
∫ xm

0

ktk−1(Gm(t)−Gm(xm))dt

≤
∫ xm−δ

0

ktk−1dt+Am

∫ xm

xm−δ

ktk−1(xm − t)dt

= (xm − δ)k +Am

[
tk(xm − t)

]xm

xm−δ
+Am

∫ xm

xm−δ

tkdt

= Am
xk
m

k + 1
+ om

(xk
m

k

)
= Om

(xk
m

k

)
,

which contradicts the inequality (1.2.7).
Thus, Theorem 1.2.1 is proved, as well as the nondifferentiability of F from

the left at any point xm = φ(m)/m, where m is an even integer.



2. DENSITY MODULO 1 OF SOME SEQUENCES
CONNECTED WITH THE MEAN VALUES OF φ(N) AND σ(N)

In 2008, J-M. Deshouillers and F. Luca [18] introduced a method for studying

density modulo 1 of means the Euler function. In this chapter, we study the work

of J-M. Deshouillers and F. Luca, and also we give some remarks and general-

izations for their work. Also, we consider density modulo 1 of some sequences of

the sum of the divisor function.

2.1 Introduction

We say that the real sequence {tn}n∈N is dense modulo 1, if the sequence of
the fractional parts of the values of tn is dense in the unit interval [0, 1]. The
aim of a recent work of J-M. Deshouillers and F. Luca is studying the density
modulo 1 of some well known mean value functions of the Euler function. For
the sequence {hn}n∈N of harmonic mean of the Euler function, defined by

hn =
n∑

m≤n

1
φ(m)

, (2.1.1)

density modulo 1 is an easy consequence of well known results. Indeed, let

R(n) =
∑
m≤n

1

φ(m)
.

Then by [36, 39]

R(n) = A log n+B +O

(
logn

n

)
,

where

A =
ζ(2)ζ(3)

ζ(6)
≈ 1.94 and B = A

(
γ −

∑
p

log p

p2 − p+ 1

)
≈ −0.06.

This approximation gives, on one hand

hn ≍ n

log n
,
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and on the other hand

hn+1 − hn =

(
R(n)− n

φ(n+ 1)

)
1

R(n)R(n+ 1)
.

For n ≥ 3 we have1

log 2

2

n

log n
< φ(n) < n, (2.1.2)

which gives R(n)− n
φ(n+1) ≍ log n. So, as n→∞, we obtain

hn+1 − hn = O

(
1

log n

)
= o(1).

These estimates trivially yields that
{
{hn}

}
n∈N is dense in [0, 1].

Remark 2.1.1. Similarly, we can show that the sequence {hn}n∈N defined by

hn =
n∑

m≤n

1
σ(m)

,

is dense module 1. Indeed, putting R(n) =
∑

m≤n

1
σ(m) , for some real β we have

m ≤ σ(m) ≤ βm log logm ≤ βm logm, which gives log log n ≪ R(n) ≪ log n
and so

hn+1 − hn =

(
R(n)− n

σ(n+ 1)

)
1

R(n)R(n+ 1)
= o(n) (as n→∞).

Also, we have limn→∞ hn = ∞.

Deshouillers and Luca [18] proved the following deeper result:

Theorem 2.1.2. The sequence with general term defined by (2.1.1), and the
sequences of the following general terms all are dense modulo 1;

sn =

√∑
m≤n

φ(m), an =
1

n

∑
m≤n

φ(m), gn =

∏
m≤n

φ(m)

 1
n

.

2.2 Sequences related by square root mean

The method of Deshouillers-Luca can be used to prove the density modulo 1 of
some other sequences related to the Euler function. In this section we study this
method by reviewing the proof of the above theorem for the sequence {sn}n∈N.
We give a generalization of this sequence, and as a corollary we obtain the

density modulo 1 of the sequence with general term Hn =
∑

m≤n
φ(m)
m . In next

sections, we will apply this method to get some other density results.

1 More stronger lower bound φ(n) > n/ϱ(n) with ϱ(n) = eγ log logn+ 2.50637
log logn

for n ≥ 3 is

obtained in [43].
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2.2.1 Square root mean

Let ε ∈ (0, 1
10 ) and M be a positive integer depending on ε, which we will fix it

later. For j ∈ {1, 2, · · · ,M} we put cj =
φ(j)
j and

α =
3

π2
.

Choose finite disjoint sets of primes Pj consisting of primes p > M such that

∏
p∈Pj

(
1− 1

p

)
∈
[√

αε

cj
,
2
√
αε

cj

]
. (2.2.1)

This is possible for sufficiently small values of ε, because
∏

p∈P
(
1− 1

p

)
tends to

zero (Mertens approximation), and the inequality

2
√
αε < cj

holds for j = 1, 2, · · · ,M , where we choose M = ⌊ 5
ε⌋ + 1. Indeed, considering

the minimal order of the Euler function in the interval [1,M ], we know that if
M ≥ 3, then

min
1≤m≤M

φ(m)

m
≥ β

log logM

where β is a positive constant. Thus, for j = 1, 2, · · · ,M , we have

cj ≥ min
1≤m≤M

φ(m)

m
≥ β

log logM
=

β

log log(⌊ 5
ε⌋+ 1)

> 2
√
αε,

where the last inequality holds for sufficiently small values of ε. Set Pj =∏
p∈Pj

p, and let x > 0 be a real number with

log x > max

y : y ∈
M∪
j=1

Pj

 . (2.2.2)

Also, let

Q =
{
q ∈ P : M < q ≤ log x

}
−

M∪
j=1

Pj , (2.2.3)

and put Q =
∏

q∈Q q. Since gcd(Pi, Pj) = 1 for i ̸= j, and gcd(Pj ,M !Q) = 1
for j = 1, 2, · · · ,M , by the Chinese Remainder Lemma, the system{

n ≡ 0 (mod M !Q),

n ≡ −j (mod Pj) for j = 1, 2, · · · ,M,
(2.2.4)

is solvable, and all its positive integer solutions n form an arithmetic progression
n0 (mod N) withN = M !Q

∏M
j=1 Pj , where n0 is taken the least positive integer
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in above progression. Considering the Prime Number Theorem, keeping M
fixed, we have

N = M !
∏

M<p≤log x

p = M ! exp(θ(log x)− θ(M)) = M ! exp((1 + o(1)) log x),

as x→∞. Therefore, we can choose x to be sufficiently large such that N < x2.
Take n ≡ n0 (mod N) with n ∈ [x2, 2x2), and write n = n0+Nl for some l ≥ 1.
Considering (2.2.4), we observe that for j = 1, 2, · · · ,M , we have Pj |n+ j, and
also j|M !|QM !|n or j|n+j. The choice of the sets Pj asserts that gcd(j, Pj) = 1.
Now, let p ≤ log x be a prime factor of n + j. If p ≤ M or p ∈ Q, then since
M !Q|n, we get p|n and consequently p|(n + j) − n = j. If p > M and p /∈ Pj ,
then p ∈ Pi for some i ̸= j. System (2.2.4) leads to p|n+ i, and therefore we get
p|(n + i) − (n+ j) = i − j, which is not possible because 0 < |i − j| < M < p.
So, if p ≤ log x and p|n+ j, then p|jPj . On the other hand, we note that since
n+ j ≤ 4x2, we have

ω(n+ j) ≪ log(n+ j)

log log(n+ j)
≪ log x

log log x
. (2.2.5)

Since p|jPj gives p|n+ j, we write

φ(n+ j)

n+ j
=

∏
p|n+j

(
1− 1

p

)
=
∏
p|jPj

(
1− 1

p

) ∏
p|n+j
p-jPj

(
1− 1

p

)

=
φ(jPj)

jPj

(
1− 1

log x

)O( log x
log log x )

= cj
φ(Pj)

Pj

(
1 +O

( 1

log log x

))
∈
[√

αε

2
, 3
√
αε

]
, (2.2.6)

where the last containment holds by (2.2.1) provided that x is sufficiently large
with respect to ε and M . Now, we use the approximations (A.1.2) and (A.1.3),
and the relation

S(n) :=
∑
m≤n

φ(m) = αn2 + E(n), (2.2.7)

with E(n) ≪ n logn, to write for each fixed j = 0, 1, · · · ,M − 1,√
S(n+ j + 1) =

√
S(n+ j) + φ(n+ j + 1)

=
√

S(n+ j)

√
1 +

φ(n+ j + 1)

S(n+ j)

=
√

S(n+ j) +
φ(n+ j + 1)

2
√

S(n+ j)
+O

(
φ(n+ j + 1)2

S(n+ j)3/2

)
=

√
S(n+ j) +

φ(n+ j + 1)

2
√

S(n+ j)
+O

(
1

x2

)
,
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and

n+ j + 1

2
√
S(n+ j)

=
1

2
√
α

(
1 +

1

n+ j

)
1√

1 +O( log(n+j)
n+j )

=
1

2
√
α

(
1 +

1

n+ j

)(
1 +O

( log(n+ j)

n+ j

))
=

1

2
√
α

(
1 +O

( log x
x2

))
.

Thus, for large x we obtain

sn+j+1 − sn+j =
√
S(n+ j + 1)−

√
S(n+ j)

=
φ(n+ j + 1)

2
√
α(n+ j + 1)

(
1 +O

( log x
x2

))
+O

(
1

x2

)
=

φ(n+ j + 1)

2
√
α(n+ j + 1)

+O

(
log x

x2

)
.

These approximations beside the containment (2.2.6), lead us

sn+j+1 − sn+j ∈
[ε
5
, 3ε
]
,

holding for all j = 0, 1, · · · ,M − 1, provided x is sufficiently large. Therefor we
get

sn+M − sn =

M−1∑
j=0

sn+j+1 − sn+j ≥ M
ε

5
=

(⌊5
ε

⌋
+ 1

)
ε

5
≥ 1 +

ε

5
> 1.

This inequality implies that for each subinterval I of [0, 1] with length > 3ε there
exist j ∈ {1, 2, · · · ,M} such that sn+j ∈ I. Since ε ∈ (0, 1

10 ) was arbitrary, this
completes the proof of density modulo 1 of the sequence {sn}n∈N.

2.2.2 Generalization and the sequence Hn =
∑

m≤n
φ(m)
m

We fix the real η > −2, and we consider the sequence {wn}n∈N defined by

wn =

∑
m≤n

mηφ(m)

 1
η+2

.

We let
Sη(n) =

∑
m≤n

mηφ(m).

Since S0(n) =
3
π2n

2 +O(n log n), using partial summation formula, we have

Sη(n) = αηn
η+2 +O(nη+1 log n), (2.2.8)
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where

αη =
6

(η + 2)π2
.

We use the approximation (A.1.1) to write

wn+j+1 = Sη(n+ j + 1)
1

η+2 =
(
Sη(n+ j) + (n+ j + 1)ηφ(n+ j + 1)

) 1
η+2

= Sη(n+ j)
1

η+2

(
1 +

(n+ j + 1)ηφ(n+ j + 1)

Sη(n+ j)

) 1
η+2

= Sη(n+ j)
1

η+2 +
(n+ j + 1)ηφ(n+ j + 1)

(η + 2)Sη(n+ j)1−
1

η+2

+O

(
φ(n+ j + 1)2

(n+ j)3

)
.

Thus, we obtain

wn+j+1 − wn+j =
(n+ j + 1)η+1

Sη(n+ j)1−
1

η+2

φ(n+ j + 1)

(η + 2)(n+ j + 1)
+O(x−2).

But, we have

Sη(n+ j)1−
1

η+2 = α
η+1
η+2
η (n+ j)η+1

(
1 +O

(
log x

x2

))
,

and consequently

(n+ j + 1)η+1

Sη(n+ j)1−
1

η+2

= α
− η+1

η+2
η

(
1 +O

(
log x

x2

))
.

Therefore, we obtain

wn+j+1 − wn+j =
α
− η+1

η+2
η

(η + 2)

φ(n+ j + 1)

n+ j + 1
+O

(
log x

x2

)
.

We use this approximate identity to prove that {wn}n∈N is dense modulo 1. To
do this, we follow the same argument as in the previous section, but instead
containment (2.2.1), we consider the following one

φ(Pj)

Pj
=
∏
p∈Pj

(
1− 1

p

)
∈

 (η + 2)α
η+1
η+2
η ε

2cj
,
(η + 2)α

η+1
η+2
η ε

cj

 .

Considering (2.2.6), this containment gives

φ(n+ j)

n+ j
= cj

φ(Pj)

Pj

(
1 +O

( 1

log log x

))
∈

 (η + 2)α
η+1
η+2
η ε

4
,
3(η + 2)α

η+1
η+2
η ε

2

 ,

provided x is sufficiently large. Thus, we get

wn+j+1 − wn+j ∈
[ε
5
, 3ε
]
,
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for all j = 0, 1, · · · ,M − 1, with x sufficiently large. Therefor
∑M−1

j=0 wn+j+1 −
wn+j > 1, and for each I ⊂ [0, 1] with length > 3ε there exist j ∈ {1, 2, · · · ,M}
such that wn+j ∈ I. Since ε was arbitrary, this completes the proof. So, we
have proved the following result.

Theorem 2.2.1. For every real η > −2, the sequence defined with general term

wn =

∑
m≤n

mηφ(m)

 1
η+2

,

is dense modulo 1.

This theorem for η = 0, recovers the result of previous section, and for
η = −1 it gives the following corollary:

Corollary 2.2.2. The sequence {Hn}n∈N defined by

Hn =
∑
m≤n

φ(m)

m
,

is dense modulo 1.

Remark 2.2.3. Suppose that f be a differentiable function on (a,+∞) for some
fixed a > 0, and

lim
n→∞

f(n) log n = +∞, lim
n→∞

(log n)
(

sup
n<x<n+1

f ′(x)
)
= 0, lim

n→∞

f(n)

n
= 0.

Then the sequence {Kn}n∈N defined by

Kn = f(n)
∑
m≤n

φ(m)

m2
,

is dense modulo 1. Indeed, if we let

R(n) =
∑
m≤n

φ(m)

m2
,

then, considering the relation (2.2.7) and the partial summation formula, we get

R(n) = 2α log n+ α+O

(
log n

n

)
(as n→∞).

Also, we have

Kn+1 −Kn = f ′(cn)R(n) +
f(n+ 1)φ(n+ 1)

(n+ 1)2
.

The first condition assumed above for f gives Kn→∞ and the second and third
ones yield Kn+1 −Kn→0, as n→∞. This proves our assertion. We note that,
for example, the function

f(n) =
n

log n log log n
,

satisfies the above mentioned conditions.
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2.2.3 The sequence Hn =
∑

m≤n
m

σ(m)

We can modify the proof of density modulo 1 of the studied sequences to get
same result for the sequence {Hn}n≥1 defined by

Hn =
∑
m≤n

m

σ(m)

To do this, we let ε ∈ (0, 1
10 ) be small, and we let M be a positive integer which

depends on ε. For j ∈ {1, 2, · · · ,M} we put

cj =
j

σ(j)
,

and we choose disjoint finite sets of primes Pj consisting of primes > M such
that

Pj

σ(Pj)
∈
(

5ε

4cj
,
7ε

4cj

)
, (2.2.9)

where Pj =
∏

p∈Pj
. This is possible, because if we let

fα(p) =
(
1 +

1− p−α

p− 1

)−1

,

we have

Pj

σ(Pj)
=

∏
p∈Pj

fα(p) =
∏
p∈Pj

(
1− 1

p
+O

( 1

p2

))
≍
∏
p∈Pj

(
1− 1

p

)
.

Mertens formula about
∏

p≤x(1−
1
p ) asserts that this product can be arbitrary

small. Also, the inequality 7ε
4cj

< c holds for any fixed positive real c and for

sufficiently small values of ε. Indeed, considering the bound σ(n) < βn log log n,
which holds for some absolute constant β, we have

4ccj >
4c

β log log j
≥ 4c

β log logM
> 7ε,

where the last inequality holds by taking M =
⌊
1
ε

⌋
+1, when ε > 0 is sufficiently

small. With the notations and structures of the relations (2.2.2) - (2.2.5), we
have as n→∞

n+ j

σ(n+ j)
=

∏
pα∥n+j

fα(p) =
∏

pα∥jPj

fα(p)
∏

pα∥n+j
p-jPj

fα(p)

=
jPj

σ(jPj)

∏
p|n+j
p-jPj

(
1− 1

p
+O

( 1

p2

))
= cj

Pj

σ(Pj)
(1 + o(1)).
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Thus, the containment (2.2.9) leads to

n+ j

σ(n+ j)
∈ [ε, 2ε] ,

for all j = 0, 1, · · · ,M − 1, provided x is sufficiently large. Therefore we get

Hn+M−1 −Hn−1 =
M−1∑
j=0

n+ j

σ(n+ j)
≥ Mε =

(⌊1
ε

⌋
+ 1

)
ε > 1.

This inequality implies that for each subinterval I of [0, 1] of length > 2ε there
exist j ∈ {0, 1, · · · ,M − 1} such that Hn+j+1 ∈ I. Since ε was arbitrary, this
completes the proof of density modulo 1 of the sequence {sn}n∈N.

2.3 The sequence of arithmetic mean

As defined in the Theorem 2.1.2, an = 1
nS(n), where

S(n) =
∑
m≤n

φ(m) = αn2 +O(n log n),

and

α =
3

π2
.

Using partial summation formula (consider (2.2.8) with η = −1), we obtain

Hn =
∑
m≤n

φ(m)

m
= 2αn+O(log n). (2.3.1)

Therefore for each a ∈ N there is b ∈ N such that∑
a<j≤b

φ(j)

j
>

4(b− a)

π2
. (2.3.2)

Indeed, if this were not so, then for some a ∈ N and for all b > a, we would have

1

b− a

∑
a<j≤b

φ(j)

j
≤ 4

π2
.

But, we have

lim
b→∞

1

b− a

∑
a<j≤b

φ(j)

j
= lim

b→∞

(
Hb

b
− Ha

a

)
b

b− a
=

6

π2
>

4

π2
.

If we take b = a + E, then (2.3.2) is equivalent by 2
π2E + O(log a) > 0, which

yields that the minimal b satisfying this relation is b = a+O(log a). We define
the sequence {mi}i≥0 with m0 = 0 and

mi+1 = min

b :
∑

mi<j≤b

φ(j)

j
>

4(b−mi)

π2

 ,
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which satisfy mi+1 = mi +O(logmi) for all i ≥ 2. Put

Ti =
Hmi+1 −Hmi

α(mi+1 −mi)
>

4

3
.

Now, let ε ∈ (0, 1/10) be small, and let L be the minimal positive integer such
that M = mL > 7/ε. Let ε1 = 7/M < ε. For j = 1, 2, · · · ,M , let Pj be disjoint
finite sets of primes p > M with the following property: For i ∈ {0, 1, · · · , L−1}
such that j ∈ [mi + 1,mi+1] one has∏

p∈Pj

(
1− 1

p

)
− 1

Ti
∈ (ε1, 2ε1).

Note that the sequence {mi}i≥0 is increasing, and we have 1
Ti

+ 2ε1 < 1. We
put Pj , x, Q and Q as in the previous section (the sequence of square roots
of S(n)’s), and we set n to be a positive integer satisfying the system (2.2.4).
As the previous section, we can find such n in [x2, 2x2). Further, every prime
factor of n + j either divides jPj , or exceeds log x. Let again i be such that
j ∈ [mi + 1,mi+1]. Thus, for some θj ∈ (1, 2) we have

φ(n+ j)

n+ j
=

∏
p|n+j

(
1− 1

p

)
=
∏
p|jPj

(
1− 1

p

) ∏
p|n+j
p-jPj

(
1− 1

p

)

=
φ(jPj)

jPj

(
1− 1

log x

)O( log x
log log x )

= cj
φ(Pj)

Pj

(
1 +O

( 1

log log x

))
= cj

(
1

Ti
+ θjε1

)(
1 +O

( 1

log log x

))
=

cj
Ti

+ λjε1, (2.3.3)

where λj ∈ (cj/2, 3cj), provided x is sufficiently large with respect to ε (and
consequently with respect to ε1). We have

an+mi+1 − an+mi =
S(n+mi+1)

n+mi+1
− S(n+mi)

n+mi

=
S(n+mi+1)− S(n+mi)

n+mi+1
− (mi+1 −mi)S(n+mi)

(n+mi)(n+mi+1)
.

When mi < j ≤ mi+1, we can write

1

n+ j + k
=

1

n+ j

(
1− k

n+ j + k

)
=

1

n+ j

(
1 +O

( 1
n

))
,



2. Density of some sequences of the mean values of φ(n) and σ(n) 35

where 0 ≤ k < mi+1 −mi. So, considering (2.3.3) and the definition of Ti, we
obtain

S(n+mi+1)− S(n+mi)

n+mi+1
=

∑
mi<j≤mi+1

φ(n+ j)

n+ j

(
1 +O

( 1
n

))
=

∑
mi<j≤mi+1

(
cj
Ti

+ λjε1

)(
1 +O

( 1
n

))
= α(mi+1 −mi) +

( ∑
mi<j≤mi+1

λj

)
ε1 +O

( log n
n

)
.

Also, we have

mi+1 −mi

(n+mi)(n+mi+1)
=

mi+1 −mi

(n+mi)2

(
1− mi+1 −mi

n+mi+1

)
=

mi+1 −mi

(n+mi)2

(
1 +O

( 1
n

))
.

Thus, using (2.2.7), we obtain

(mi+1 −mi)S(n+mi)

(n+mi)(n+mi+1)
=

mi+1 −mi

(n+mi)2

(
α(n+m)2 +O(n log n)

)(
1 +O

( 1
n

))
= α(mi+1 −mi) +

(
1 +O

( log n
n

))
.

Putting above calculations together and noting that n < 2x2, we obtain

an+mi+1 − an+mi =
( ∑

mi<j≤mi+1

λj

)
ε1 +O

( log x
x2

)
.

For i = 0, 1, · · · , L− 1, we put

di =
∑

mi<j≤mi+1

cj .

Since ε1 = 7/M and λj > cj/2, estimating cj ’s by the minimal order of the
Euler function, we obtain

diε1 ≥ 7β

2M log logM
≫ ε

log log(7/ε)
.

On the other hand, considering the growth condition on the sequence {mi}i≥0,
we have

diε1 ≤ 7(mi+1 −mi)

M
≪ logM

M
≪ ε log(7/ε).

Hence, for sufficiently small values of ε, we obtain

diε1 ∈
[
ε2,

√
ε
]

(for i = 0, 1, · · · , L− 1),
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and then, for sufficiently large values of x with respect to ε, we get

an+mi+1 − an+mi ∈
[
diε1
2

, 2diε1

]
(for i = 0, 1, · · · , L− 1).

So, considering (2.3.1) we have

an+M − an =

L−1∑
i=0

an+mi+1 − an+mi ≥
ε1
2

L−1∑
i=0

di

=
ε1
2

L−1∑
i=0

∑
mi<j≤mi+1

cj =
7HM

2M

= 7α+O

(
logM

M

)
=

21

π2
+O

(
ε log

(7
ε

))
> 1,

where the last inequality holds when ε is sufficiently small. Therefore, for
such values of ε and for each interval I ⊂ [0, 1] of length

√
ε, there exists

i ∈ {0, 1, · · · , L− 1} such that {an+mi} ∈ I and this completes the proof.

2.4 Sequences related by geometric means

2.4.1 The sequence of geometric means

As denoted in Theorem 2.1.2, we define the sequence {gn}n∈N by

gn =

∏
m≤n

φ(m)

 1
n

.

To achieve density modulo 1 of this sequence, first we need an asymptotic eval-
uation of it. To get this, we write

log gn =
1

n

∑
m≤n

logφ(m) =
1

n

∑
m≤n

logm+
∑
p|m

log

(
1− 1

p

) =
log n!

n
+ S,

where

S =
1

n

∑
m≤n

∑
p|m

log

(
1− 1

p

)
.

We use Stirling formula in the form given by (A.1.7) to obtain

log n!

n
= log n− 1 +O

(
log n

n

)
.
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To evaluate S, we change the order of related summations to get

S =
1

n

∑
p≤n

log

(
1− 1

p

) ∑
m≤n

m≡0 [p]

1 =
1

n

∑
p≤n

log

(
1− 1

p

)⌊
n

p

⌋

=
1

n

∑
p≤n

log

(
1− 1

p

)(
n

p
+O(1)

)
=
∑
p

1

p
log

(
1− 1

p

)
+ E,

where in the last sum p runs over all primes, and

E = −
∑
p>n

1

p
log

(
1− 1

p

)
+O

( 1
n

∑
p≤n

1

p

)
≪ log log n

n
.

Thus, we get

log gn = log n− 1 +
∑
p

1

p
log

(
1− 1

p

)
+O

(
log n

n

)
= log(αn) +O

(
log n

n

)
,

where

α =
1

e

∏
p

(
1− 1

p

) 1
p

.

Using the relation (A.1.4), we obtain

gn = αn+O(log n). (2.4.1)

Also, we need to approximately evaluate the consecutive differences gn+1 − gn.
To do so, we note that gn+1

n+1 = φ(n+ 1)gnn , and then we write

gn+1 − gn = g
n

n+1
n

(
φ(n+ 1)

1
n+1 − g

1
n+1
n

)
.

Considering the estimates (A.1.5), (2.4.1) and (A.1.4) we have

g
n

n+1
n = gng

− 1
n+1

n = αn+O(log n).

Also, we have

φ(n+ 1)
1

n+1 = e
log φ(n+1)

n+1 = 1 +
log(φ(n+ 1))

n+ 1
+O

(
log2 n

n2

)
,

and similarly, we have

g
1

n+1
n = e

log gn
n+1 = exp

(
1

n+ 1
log

(
αn
(
1 +O

( log n
n

))))
= 1 +

log(α(n+ 1))

n+ 1
+O

(
log2 n

n2

)
.
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Putting these estimates together, we obtain

gn+1 − gn = α log

(
φ(n+ 1)

α(n+ 1)

)
+O

(
log2 n

n

)
. (2.4.2)

Now, to prove the density modulo 1 of the sequence {gn}n∈N, it is enough to
show that for every δ > 0, we can find M = ⌊ 5

δ ⌋ + 1 consecutive integers
n+ 1, n+ 2, · · · , n+M , such that for every j ∈ [1,M ], we have

δ

5
≤ {gn+j − gn+j−1} ≤ δ. (2.4.3)

We need to build a family of integers n1, n2, · · · , nM , such that for every j ≤ M
we have j|nj and

δ

4
≤
{
α log

(
φ(nj)

αnj

)}
≤ δ

2
. (2.4.4)

Then, using the Chinese Remainder Theorem, as in square root mean, we prove
that there exists n such that for any j, the integer n + j ≤ 2x2 is the product
of nj by a number of at most O(log x/ log log x) prime factors each exceeding
log x. So that (2.4.4) implies (2.4.3). To construct the required family of integers
n1, n2, · · · , nM , we follow the proof of square root mean (in [18]).

2.4.2 Some generalizations

It is possible to consider various generalizations of gn, with approximate evalua-
tion of the form An+o(n). In this section, we study some of such generalizations.
We keep the notations of computations of gn.

Generalization 1

We define the sequence with general term

Gn = n−η

∏
m≤n

mηφ(m)

 1
n

.

Approximate Evaluation of the Sequence. We have

Gn = n−ηn!
η
n gn.

Considering Stirling formula in form introduced by (A.1.8) and applying the
approximation (A.1.1), we obtain(

en!
1
n

n

)η

=

(
1 +

log
√
2πn

n
+O

( log2 n
n2

))η

= 1 +
η log

√
2πn

n
+O

( log2 n
n2

)
. (2.4.5)
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This relation with (2.4.1), gives

Gn = αe−ηn+ e−η
(αη

2
+ 1
)
log n+ αηe−η log

√
2π +O

( log2 n
n

)
,

provided η ̸= 0. Indeed, in case η = 0 we have Gn = gn = αn + O(log n).
Simply, for every real η we obtain

Gn = αe−ηn+O(log n).

Approximation of the Consecutive Difference. We set

en =

(
1 +

1

n

)n

.

We note that
Gn+1

n+1 = e−η
n φ(n+ 1)Gn

n.

So, we may write

Gn+1 −Gn = G
n

n+1
n

((
e−η
n φ(n+ 1)

) 1
n+1 −G

1
n+1
n

)
.

Considering approximate formula for Gn, we have

G
n

n+1
n = GnG

− 1
n+1

n = Gne
− log Gn

n+1

= Gn

(
1 +O

( log n
n

))
= Gn +O(log n) = αe−ηn+O(log n).

Also, we have

(
e−η
n φ(n+ 1)

) 1
n+1

= exp

(
1

n+ 1
log
(
e−η
n φ(n+ 1)

))

= 1 +
log
(
e−η
n φ(n+ 1)

)
n+ 1

+O

(
log2 n

n2

)
.

Similarly, since Gn+1 = Gn +O(log n), we have

G
1

n+1
n = e

log Gn
n+1 = 1 +

logGn+1

n+ 1
+O

(
log2 n

n2

)

= 1 +
log
(
αe−η(n+ 1)

)
n+ 1

+O

(
log2 n

n2

)
.

Putting above estimates together, we obtain

Gn+1 −Gn = αe−η log

(
e−η
n φ(n+ 1)

αe−η(n+ 1)

)
+O

(
log2 n

n

)
.
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Taylor expansion (1 + 1
x )

x = e(1 + 1
2x +O( 1

x2 )), holds as x→∞. So, we have

en = e+O

(
1

n

)
,

and consequently
e−η
n

e−η
= e+O

(
1

n

)
.

Therefore, we obtain

Gn+1 −Gn = αe−η log

(
φ(n+ 1)

α(n+ 1)

)
+O

(
log2 n

n

)
. (2.4.6)

Generalization 2

We consider for η ̸= −1 the sequence defined by general term

Gn =

∏
m≤n

mηφ(m)

 1
n(η+1)

.

Approximate Evaluation of the Sequence. Since Gη+1
n = n!

η
n gn, from (2.4.5) and

(2.4.1) we obtain

Gη+1
n = e−ηnη

(
1 +

η log
√
2πn

n
+O

( log2 n
n2

))
(αn+O(log n))

= αe−ηnη+1

(
1 +O

( log n
n

))
.

Thus, using (A.1.1), we obtain

Gn = (αe−η)
1

η+1n+O(log n).

Approximation of the Consecutive Difference. We have

Gn+1
n+1 =

(
(n+ 1)ηφ(n+ 1)

) 1
η+1

Gn
n,

and so, we can write

Gn+1 −Gn = G
n

n+1
n

((
(n+ 1)ηφ(n+ 1)

) 1
(η+1)(n+1) −G

1
n+1
n

)
.

From the approximate formula for Gn, we have

G
n

n+1
n = GnG

− 1
n+1

n = Gne
− log Gn

n+1

= Gn

(
1 +O

( log n
n

))
= Gn +O(log n) = (αe−η)

1
η+1n+O(log n).
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Also, we have(
(n+ 1)ηφ(n+ 1)

) 1
(η+1)(n+1)

= exp

(
1

(η + 1)(n+ 1)
log
(
(n+ 1)ηφ(n+ 1)

))

= 1 +
log
(
(n+ 1)ηφ(n+ 1)

)
(η + 1)(n+ 1)

+O

(
log2 n

n2

)
.

Since Gn+1 = Gn +O(log n), we get

G
1

n+1
n = e

log Gn
n+1 = 1 +

logGn+1

n+ 1
+O

(
log2 n

n2

)

= 1 +
log
(
(αe−η)

1
η+1 (n+ 1)

)
n+ 1

+O

(
log2 n

n2

)
.

Putting above estimates together, we get

Gn+1 −Gn =
(αe−η)

1
η+1

η + 1
log

(
φ(n+ 1)

αe−η(n+ 1)

)
+O

(
log2 n

n

)
. (2.4.7)

Generalization 3

We consider the sequence with general term

Gn = n1−η

∏
m≤n

φ(m)


η
n

.

Approximate Evaluation of the Sequence. We have

Gn = n1−ηgηn = n1−η (αn+O(log n))
η
= αηn

(
1 +O

( log n
n

))η

.

Thus, we obtain
Gn = αηn+O(log n).

Approximation of the Consecutive Difference. Considering

Gn+1
n+1 =

(
en(n+ 1)

)1−η
φ(n+ 1)ηGn

n,

we write

Gn+1 −Gn = G
n

n+1
n

(((
en(n+ 1)

)1−η
φ(n+ 1)η

) 1
n+1 −G

1
n+1
n

)
.

From the approximate formula for Gn, we obtain

G
n

n+1
n = GnG

− 1
n+1

n = Gne
− log Gn

n+1

= Gn

(
1 +O

( logn
n

))
= Gn +O(log n) = αηn+O(log n).
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Also, we have

((
en(n+1)

)1−η
φ(n+1)η

) 1
n+1

= exp

(
1

n+ 1
log
((

en(n+ 1)
)1−η

φ(n+ 1)η
))

= 1 +
log
((

en(n+ 1)
)1−η

φ(n+ 1)η
)

n+ 1
+O

(
log2 n

n2

)
.

Since Gn+1 = Gn +O(log n), we obtain

G
1

n+1
n = e

log Gn
n+1 = 1 +

logGn+1

n+ 1
+O

(
log2 n

n2

)
= 1 +

log
(
αη(n+ 1)

)
n+ 1

+O

(
log2 n

n2

)
.

Putting above estimates together, and considering en = e(1+O(n−1)), we thus
get

Gn+1 −Gn = αη log

(
e1−η

αη

(φ(n+ 1)

n+ 1

)η)
+O

(
log2 n

n

)
. (2.4.8)



3. DENSITY MODULO 1 OF SOME SEQUENCES

CONNECTED WITH THE MEAN VALUES OF φ(N2+1)
N2+1

AND
N2+1

σ(N2+1)

Based on sieve methods, we study density modulo 1 of some sequences connected

with the mean values of the ratio φ(n2 + 1)/(n2 + 1). Our study covers some

sequences related to the square root of mean values and various generalizations,

as well as sequences involving the arithmetic and harmonic. Finally, we consider

density modulo 1 of the sequence of sums of (n2 + 1)/σ(n2 + 1).

3.1 Introduction

The aim of this chapter is to study the density modulo 1 of some sequences of
the arithmetic and harmonic means of the sequence {rn}n∈N defined as

rn =
φ(n2 + 1)

n2 + 1
.

First we show that none of sequences of the arithmetic and harmonic values of
rn are dense modulo 1, and instead we consider some other sequences that are
suitable means of the above sequences. Indeed, we focus on the sequences having
linear expression in their main terms. In our proofs, we follow the method of
Deshouillers-Luca and also some sieve results.

3.2 Sequences related by arithmetic and harmonic means

3.2.1 The sequence with general term bn =
∑

m≤n
φ(m2+1)
m2+1

First, we consider the sequence {bn}n∈N defined by

bn =
∑
m≤n

rm,

and we prove that it is dense modulo 1.

To do this, we use sieve methods by applying the following result. We give
its proof in the last section.
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Fig. 3.1: Values of the sequence bn =
∑

m≤n φ(m2 +1)/(m2 +1) (mod 1) for 1 ≤ n ≤ 1000.
This sequence is dense modulo 1.

Proposition 3.2.1. Suppose that M be a given sufficiently large integer, let
{Pm}1≤m≤M be a family of finite and disjoint sets of primes p with p ≡ 1
(mod 4) and p > M2 + 1, and put Pm =

∏
p∈Pm

p. Then there exist infinitely
many integers n such that for every integer m = 1, 2, · · · ,M , the integer (n +
m)2 + 1 is divisible by (m2 + 1)Pm, and its prime factors that do not divide
(m2 + 1)Pm are larger than n1/6M .

We take M sufficiently large as in this proposition, and for m = 1, 2, · · · ,M ,
we set cm = rm. We take δ > 0 to be small, and we choose the family
{Pm}1≤m≤M as in above proposition with the following additional containment
property holding for all m = 1, 2, · · · ,M :

φ(Pm)

Pm
∈
(

5δ

4cm
,
7δ

4cm

)
. (3.2.1)

This is possible, because

φ(Pm)

Pm
=
∏

p∈Pm

(
1− 1

p

)
,

and considering Mertens formula for
∏

p≤x(1 − 1
p ), this product can be made

arbitrarily small by taking x sufficiently large. Also, the inequality 7δ
4cm

< 1
holds for sufficiently small values of δ. Indeed, considering the minimal order of
the Euler function, we have

min
1≤m≤M

cm ≥ β

log log(M2 + 1)
,

where β is some positive absolute constant. We take

M =

⌊
1

δ

⌋
+ 1.

So, we obtain

4cm ≥ 4 min
1≤m≤M

cm ≥ 4β

log log(M2 + 1)
> 7δ,

where the last inequality holds when δ > 0 is sufficiently small.
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Now, using the hypothesis of Proposition 3.2.1, and for m = 1, 2, · · · ,M , we
write

rn+m =
φ((n+m)2 + 1)

(n+m)2 + 1
=

∏
p|(n+m)2+1

(
1− 1

p

)

=
∏

p|(m2+1)Pm

(
1− 1

p

) ∏
p|(n+m)2+1

p-(m2+1)Pm

(
1− 1

p

)

=
φ(m2 + 1)

m2 + 1

φ(Pm)

Pm

∏
p|(n+m)2+1

p-(m2+1)Pm

(
1− 1

p

)

= cm
φ(Pm)

Pm
(1 + o(1)) (as n→∞). (3.2.2)

Note that to get the last asymptotic relation, we use Proposition 3.2.1 to get∏
p|(n+m)2+1

p-(m2+1)Pm

(
1− 1

p

)
=
(
1 +O(n− 1

6M )
)ω((n+m)2+1)−ω((m2+1)Pm)

,

where ω(N) =
∑

pa∥N 1, and we have

ω((n+m)2 + 1) ≪ log(n+m)

log log(n+m)
≤ log(n+M)

log log n
(as n→∞).

Also, we have

ω((m2+1)Pm) = ω(m2+1)+ |Pm| ≪ logm

log logm
+ |Pm| ≪m 1 (as n→∞).

Thus, as n→∞ we obtain∏
p|(n+m)2+1

p-(m2+1)Pm

(
1− 1

p

)
= 1 +O

(
log(n+M)

n
1

6M log log n

)
= 1 + o(1). (3.2.3)

The containment (3.2.1) implis that for every sufficiently small δ > 0 there
exist infinitely many (large enough) n such that for all m = 1, 2, · · · ,M , with
M =

⌊
1
δ

⌋
+ 1 we have

rn+m ∈ (δ, 2δ).

Thus, we have

bn+M − bn =
M∑

m=1

(bn+m − bn+m−1) =
M∑

m=1

rn+m > Mδ > 1.

This inequality implies that for each subinterval I of [0, 1] of length > 2δ there
exist i ∈ {1, 2, · · · ,M} such that bn+i ∈ I, and since δ > 0 was arbitrary small,
we get the following result:
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Theorem 3.2.2. The sequence {bn}n∈N defined by

bn =
∑
m≤n

φ(m2 + 1)

m2 + 1

is dense modulo 1.

3.2.2 The sequences of arithmetic and harmonic means

About the arithmetic and harmonic means of rn, we use some known results to
get the following result:

Theorem 3.2.3. The sequences {an}n∈N and {hn}n∈N defined by

an =
1

n

∑
m≤n

rm, hn =
n∑

m≤n
1
rm

,

are not dense modulo 1.

To prove the assertion for the arithmetic mean we consider the following
proposition due to H. Shapiro [48].

Proposition 3.2.4. Suppose that f(x) ∈ Z[x] be a polynomial with degree h > 0
and leading coefficient ah > 0, such that f has no repeated root and f(n) > 0
for integer values of n ≥ 1. Let

a =
∞∑

n=1

µ(n)ρf (n)

n2
,

where ρf (n) is the number of the solutions of f(x) ≡ 0 (mod n). Then, as
x→∞ we have ∑

n≤x

φ(f(n)) =
aha

h+ 1
xh+1 +O

(
(x log x)h

)
, (3.2.4)

and ∑
n≤x

φ(f(n))

f(n)
= ax+O

(
logh x

)
. (3.2.5)

As a corollary, if we let S(n) =
∑

m≤n rm, then (3.2.5) yields

S(n) = αn+O
(
log2 n

)
, (3.2.6)

where

α =
∞∑

n=1

µ(n)ρf (n)

n2
, (3.2.7)

and ρf (n) is the number of the solutions of x2 ≡ −1 (mod n). Consequently, we
observe that the sequence {an}n∈N is not dense modulo 1, because an = α+o(1)
as n→∞.
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To prove our claim about {hn}n∈N we note that 0 < hn < 1. Also, we let

R(n) =
∑
m≤n

1

rm
,

and we consider the bounds

log 2

2

n

log n
< φ(n) < n, (3.2.8)

to get n ≪ R(n) ≪ n log n. We have

hn+1 − hn =

(
R(n)− n(n2 + 1)

φ(n2 + 1)

)
1

R(n)R(n+ 1)
.

Above mentioned approximations give us R(n) − n(n2+1)
φ(n2+1) ≪ n

logn , and thus

hn+1 − hn = o(1). Therefore, the sequence {hn}n∈N can not be dense modulo
1.

Remark 3.2.5. About the constant α defined by (3.2.7), we have

α = −1

4
+

∑
n≥5

n=p1p2···pk

pi ̸=pj (i ̸=j)
pi≡1 [4]

(−2)k

n2
.

Indeed, to get this representation we use the following facts about polynomial
congruences:
(i) For primes p ≡ 1 (mod 4) the equation x2 ≡ −1 (mod p) has two solutions
in {1, 2, · · · , p− 1}, for primes p ≡ 3 (mod 4) it has no solution, and for p = 2
it has only one solution.
(ii) Suppose that f(x) ∈ Z[x], and (as above) let ρf (n) be the number of the
solutions of f(x) ≡ 0 (mod n). Then, ρf (n) as function of n is multiplicative,
i.e., if gcd(m,n) = 1, then ρf (mn) = ρf (m)ρf (n).

3.3 Sequences containing square root

We consider the sequence {wn}n∈N, defined by

wn =

√∑
m≤n

mrm. (3.3.1)

Considering the relation (3.2.6) and the partial summation formula, we get

w2
n =

∑
m≤n

mrm =
α

2
n2 +O(n log2 n). (3.3.2)
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Also, considering the approximation (A.1.2), we write

wn+m = wn+m−1

√
1 +

(n+m)rn+m

w2
n+m−1

= wn+m−1

(
1 +

(n+m)rn+m

2w2
n+m−1

+O

(
(n+m)2

w4
n+m−1

))
.

Thus, considering the order of wn, we obtain

wn+m − wn+m−1 =
(n+m)rn+m

2wn+m−1
+O

(
1

n+m

)
.

On the other hand, considering (3.3.2), we have

2wn+m−1 =
√
2α(n+m)

(
1 +O

(
log2(n+m)

n+m

))
,

and this gives

(n+m)rn+m

2wn+m−1
=

rn+m√
2α

+O

(
log2(n+m)

n+m

)
.

Therefore, we obtain

wn+m − wn+m−1 =
rn+m√

2α
+O

(
log2(n+m)

n+m

)
. (3.3.3)

Now, let M be sufficiently large as in the Proposition 3.2.1. We take δ > 0
to be small. For m = 1, 2, · · · ,M , we set cm = rm, and we choose the family
{Pm}1≤m≤M of primes as in above mentioned proposition with the following
containment property:

φ(Pm)

Pm
∈

(
5δ
√
2α

4cm
,
7δ
√
2α

4cm

)
,

holding for all m = 1, 2, · · · ,M . Take M =
⌊
1
δ

⌋
+ 1, and this is possible for the

same reasons as mentioned in the proof of Theorem 3.2.2. This containment
together with the relations (3.2.2) and (3.3.3) gives

wn+m − wn+m−1 ∈ (δ, 2δ),

provided n is sufficiently large. Proposition 3.2.1 asserts that this containment
holds true for all m = 1, 2, · · · ,M , and for infinitely many integers n. So, we
can write

wn+M − wn =
M∑

m=1

(wn+m − wn+m−1) > Mδ > 1,

which implies that for every I ⊂ [0, 1] with length> 2δ there exist i ∈ {1, 2, · · · ,M}
such that wn+i ∈ I, and since δ > 0 is taken arbitrary small, we get the result,
summerized below.
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Theorem 3.3.1. The sequence {wn}n∈N defined by

wn =

√√√√∑
m≤n

m
φ(m2 + 1)

m2 + 1
,

is dense modulo 1.

An observation on the structure of the sequence wn leads us to formulate
the following result.

Theorem 3.3.2. The sequence {zn}n∈N defined by

zn =

√√√√∑
m≤n

φ(m2 + 1)

am+ b
,

is dense modulo 1, where a > 0 is real number and b = b(m) ≪ 1 is a function
of m, such that am+ b > 0 for all m ∈ N.

Proof. To prove this result, we show that

zn+m − zn+m−1 =
rn+m√
2aα

+O

(
log2(n+m)

n+m

)
. (3.3.4)

Then, using Proposition 3.2.1, the proof follows the same lines as the proof of
Theorem 3.3.1. We have

z2n+m = z2n+m−1 +
(n+m)2 + 1

a(n+m) + b
rn+m

= z2n+m−1

(
1 +

(n+m)2 + 1

(a(n+m) + b)z2n+m−1

rn+m

)
.

Using the approximation (A.1.2), we obtain

zn+m = zn+m−1

(
1 +

(n+m)2 + 1

2(a(n+m) + b)z2n+m−1

rn+m +O
( (n+m)2

z4n+m−1

))
= zn+m−1 +

(n+m)2 + 1

2(a(n+m) + b)zn+m−1
rn+m +O

( 1

n+m

)
.

Here, we need to simplify the coefficient of rn+m. To do this, we note that

z2n =
∑
m≤n

φ(m2 + 1)

am+ b
=
∑
m≤n

m2 + 1

am+ b
rm =

∑
m≤n

(m
a

+O(1)
)
rm.

Thus, considering (3.3.2) we obtain

z2n =
α

2a
n2 +O(n log2 n),
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and this yields that

zn+m−1 =

√
α

2a
(n+m)

(
1 +O

( log2(n+m)

n+m

))
.

So, we have

(n+m)2 + 1

2(a(n+m) + b)zn+m−1
=

1√
2aα

+O
( log2(n+m)

n+m

)
,

from which, we obtain (3.3.4).

Remark 3.3.3. Similar to Theorem 3.3.1, we can prove that for each fixed real
η > 0, the sequence with general term

wn =

∑
m≤n

mηφ(m
2 + 1)

m2 + 1

 1
η+1

,

is dense modulo 1.

3.4 Completing sieve tools

To complete our proofs of density modulo 1, we should prove the Proposition
3.2.1. The proof of this proposition relies on a sieve result and the following
preparatory Lemma 3.4.4. First we need to recall some concepts and related
results from the elementary theory of polynomials.

Suppose that f(x) ∈ Z[x] is a polynomial with degree h. So that f(x) =∑h
k=0 akx

k. We say that f is primitive, if gcd(ah, · · · , a0) = 1.

Lemma 3.4.1. The product of two primitive polynomials, is primitive.

Proof. Suppose that A(x) =
∑n

k=0 akx
k and B(x) =

∑m
k=0 bkx

k are two primi-
tive polynomials, and

C(x) = A(x)B(x) =
n+m∑
k=0

ckx
k.

If we suppose that C(x) is not primitive, then there exists prime p such that

p| gcd(cn+m, · · · , c0).

Since A(x) is primitive, it is not possible for p to divides all its coefficients, and
so we may set i to be the largest index such that p - ai. So, p|ak for i < k ≤ n.
Similarly, we set j to be the largest index such that p - bj , from which p|bk for
j < k ≤ m. Thus, considering

ci+j =
∑

i<k≤n

akbi+j−k + aibj +
∑

j<k≤m

ai+j−kbk,

we obtain p|aibj , and so p|ai or p|bj , which is possible, because of minimal choice
for i and j.
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As before let f(x) ∈ Z[x]. The fixed divisor of f is the largest integer that
divides f(n) for all n ∈ Z. We denote the fixed divisor of f by fix(f). The
following result is well known [3, 41].

Lemma 3.4.2. Suppose that f is a primitive polynomial with degree h. Then,
we have fix(f)|h!.

Note that in above lemma, equality may occur. Indeed, letting f(x) =∏h
k=1(x+h−k), we have fix(f) = h!. We use above lemmas to get the following

required result:

Corollary 3.4.3. Suppose that g1(x), · · · , gM (x) are primitive polynomials with

degrees h1, · · · , hM , respectively, and let G(x) =
∏M

m=1 gm(x). Then, if p|fix(G)

is a fixed prime divisor of G, we have p ≤ S, where S =
∑M

k=1 hk. Moreover, if
pα∥fix(G), then α ≤ S−1

p−1 .

Proof. G(x) is primitive and its degree is S. So, fix(G)|S!, and we have p|S!.
Since p is prime, we get p ≤ S. Also, we have α ≤ vp(S!), where vp(S!) is the
power of p in factorization of S! into primes, and we have vp(S!) ≤ S−1

p−1 . This
completes the proof.

Lemma 3.4.4. Let M ≥ 2 be an integer and let D =
∏M

m=1(m
2+1). For inte-

gers m = 1, 2, · · · ,M , we consider a family {Pm}1≤m≤M of finite and distinct
sets of primes p with p ≡ 1 (mod 4) and p > M2 +1, and with related products

Pm =
∏

p∈Pm
p and P =

∏M
m=1 Pm. We let

K =
∏

p<2M
p-D

p,

and Q = D2K. Then, there exists an integer r such that we have

∀m, ∀n ∈ Z : gcd (fm(n), QP ) = (m2 + 1)Pm, (3.4.1)

where fm(x) = (Q(Px + r) + m)2 + 1. Also, letting F (x) =
∏M

m=1 fm(x) we
have

fix(F ) = DP. (3.4.2)

Proof. We first observe that the numbers D, K and P are pairwise coprime.
Thus, relation (3.4.1) is equivalent to the pair of relations

∀m, ∀n ∈ Z : gcd (fm(n), Q) = (m2 + 1), (3.4.3)

and
∀m, ∀n ∈ Z : gcd (fm(n), P ) = Pm. (3.4.4)

Expanding fm(n) easily leads to the first relation. It also leads to

∀m,∀n ∈ Z : fm(n) ≡ (Qr +m)2 + 1 (mod P ). (3.4.5)
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Now, let p|P . Since p is congruent to 1 modulo 4, there exists xp such that
x2
p + 1 ≡ 0 (mod p). Since p divides P , there is a unique m such that p ∈ Pm.

Consider the family of congruences

Qr +m ≡ xp (mod p); (3.4.6)

Since Q is coprime with P , and the p’s are pairwise distinct, we can find, by
the Chinese remainder theorem, an integer r such that (3.4.6) holds for any p
dividing P .

In order to prove (3.4.5) we have to prove that for p in Pm, then fm(n) is
divisible by p - which is clear by construction - and that for p dividing P but
not in Pm, then fm(n) is not divisible by p. Indeed, if p is not in Pm, then
p is in Ph for some h ̸= m. We thus have (Qr + h)2 + 1 ≡ 0 (mod p); then
the relation (Qr +m)2 + 1 ≡ 0 (mod p) cannot hold, otherwise we would have
(2Qr+ h+m)(h−m) ≡ 0 (mod p), whence, since p > M2 +1 > M ≥ |h−m|,
the relation 2Qr + h +m ≡ 0 (mod p) would hold true. But this last relation
and (Qr+h)2+1 ≡ 0 (mod p) would imply 0 ≡ (2Qr+2h)2+4 ≡ (h−m)2+4
(mod p), which is impossible, since we have p > M2 + 1 ≥ (M − 1)2 + 4 ≥
|h −m|2 + 4. This proves that our construction leads to our first requirement
(3.4.1).

Let us turn our attention to the fixed divisor of F . Since for any m and any
n, the number (m2 + 1)Pm divides fm(n), the product DP =

∏
m(m2 + 1)Pm

divides F (n), thus DP |fix(F ).
The main point in the proof of the converse implication is to show that with

our construction, we can write

fm(x) = (m2 + 1)Pmgm(x), where gm is primitive,

which means that the gcd of the coefficients of gm is 1, or that the content of
gm is 1, with the definition of [37], p. 126. Let us write gm(x) = Ax2+Bx+C,
so that

A =
Q2P 2

(m2 + 1)Pm
, B =

2QP (Qr +m)

(m2 + 1)Pm
, C =

(Qr +m)2 + 1

(m2 + 1)Pm
,

and assume, by contradiction, that there exists a prime p such that p| gcd(A,B,C).
Since p|A, one of the following must hold:

1. p|P and p - Pm

2. p|P and p|Pm

3. p|Q and p - m2 + 1

4. p|Q and p|m2 + 1

But, case (1) is excluded by (3.4.4). Assume now that p|Pm; by construction,
we have p > 2 so that p - 2, p - Q; since p|C, we have p|(Qr + m)2 + 1 and
so p - (Qr + m); finally p - P/Pm, and so p - B, a contradiction which shows
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that case (2) cannot hold. Case (3) is simply impossible by the definition of
Q. Let us finally assume case (4) and write pα∥(m2 + 1) with α ≥ 1; then
(Qr + m)2 + 1 = Q(Qr2 + 2mr) + m2 + 1, where p2α|Q and pα∥(m2 + 1), so
that pα∥(Qr+m)2+1 and thus p does not divide C; a final contradiction which
shows that gm is primitive.

We thus have F (x) =
∏

m fm(x) = DPG(x), where G(x) =
∏

m gm(x). We
have to show that the fixed divisor of G is 1. We first notice that G is primitive
(this comes from Lemma 3.4.1 which is indeed Gauss lemma of [37], p. 127);
thus, if a prime p is a fixed divisor of G, a polynomial of degree 2M , we must
have p ≤ 2M ; by our construction, this implies that p|Q; since it is a fixed
divisor of G, we have p|G(0) and so p|C; since p|Q and p|C, p must divide some
(m2 + 1), and this is impossible, as observed in Case (4). Thus fix(G) = 1 and
so fix(F ) = DP .

We can now apply standard results from sieve theory. Once we know that G
has no prime fixed divisor and that the polynomials gm are irreducible over Q
(they are obviously irreducible over R), Proposition 3.2.1 follows in a straightfor-
ward way from [31] (cf. the proof of Theorem 7.4, p. 219, where the inequality
symbol in (6.2) should be reversed). Notice that the constant 1/(6M) comes
from the fact that G is of degree 2M and νκ ≤ 3κ (cf. (4.7) p. 212).

3.5 Sequence with general term bn =
∑

m≤n
m2+1

σ(m2+1)

In this section, we study the sequence with general term

sm =
m2 + 1

σ(m2 + 1)
,

where σ(n) =
∑

d|n d.

Theorem 3.5.1. The sequence {bn}n∈N defined by bn =
∑

m≤n sm is dense
modulo 1.

Proof. Let M to be sufficiently large as in Proposition 3.2.1. We take δ > 0
to be small, and we choose the family {Pm}1≤m≤M as in above mentioned
proposition with the following additional containment property holding for all
m = 1, 2, · · · ,M :

Pm

σ(Pm)
∈
(

5δ

4sm
,
7δ

4sm

)
. (3.5.1)

Indeed, if we let

fα(p) =
(
1 +

1− p−α

p− 1

)−1

,
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then we have

Pm

σ(Pm)
=

∏
p∈Pm

fα(p) =
∏

p∈Pm

(
1− 1

p
+O

( 1

p2

))

=
∏

p∈Pm

(
1− 1

p

) ∏
p∈Pm

(
1 +O

( 1

p2

))
≍
∏

p∈Pm

(
1− 1

p

)
.

Mertens formula for
∏

p≤x(1 − 1
p ) asserts that this product can be arbitrary

small. Also, the inequality 7δ
4sm

< c holds for any fixed positive real c, and for
sufficiently small values of δ. Indeed, considering the bound σ(n) < βn log log n,
which holds for some absolute constant β, we have

4csm >
4c

β log log(m2 + 1)
≥ 4c

β log log(M2 + 1)
> 7δ,

where the last inequality holds by taking M =
⌊
1
δ

⌋
+1, when δ > 0 is sufficiently

small. Now, we consider the assumptions of Proposition 3.2.1 and the relation
(3.2.3), and for m = 1, 2, · · · ,M , we write

sn+m =
∏

pα∥(n+m)2+1

fα(p)

=
∏

pα∥(m2+1)Pm

fα(p)
∏

pα∥(n+m)2+1

p-(m2+1)Pm

fα(p)

=
m2 + 1

σ(m2 + 1)

Pm

σ(Pm)

∏
p|(n+m)2+1

p-(m2+1)Pm

(
1− 1

p
+O

( 1

p2

))

= sm
Pm

σ(Pm)
(1 + o(1)) (as n→∞). (3.5.2)

The containment (3.5.1) yields that for every sufficiently small δ > 0 there
exist infinitely many (large enough) n such that for all m = 1, 2, · · · ,M , with
M =

⌊
1
δ

⌋
+ 1 we have

sn+m ∈ (δ, 2δ).

Thus, we have

bn+M − bn =
M∑

m=1

(bn+m − bn+m−1) =
M∑

m=1

sn+m > Mδ > 1.

This inequality implies that for each subinterval I of [0, 1] with length > 2δ
there exist i ∈ {1, 2, · · · ,M} such that bn+i ∈ I, and since δ > 0 was arbitrary
small, we get the result.
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Fig. 3.2: Values of the sequence bn =
∑

m≤n(m
2 + 1)/σ(m2 + 1) (mod 1) for 1 ≤ n ≤ 2000

(top) and for 1 ≤ n ≤ 5000 (down). This sequence is dense modulo 1.

Remark 3.5.2. As above and below figures show, it seems that there are some
parallel patterns in the distribution of the values of the sequence

bn =
∑
m≤n

(m2 + 1)/σ(m2 + 1).

A natural question is finding the mathematical meaning of this pattern? Below
we consider the sequence with general term yn = λ{bn/λ} for various values of
λ, where {x} = x− ⌊x⌋ is the fractional part of x.

Fig. 3.3: Values of the sequence {yn}n ∈ N defined by yn = λ{bn/λ} for 1 ≤ n ≤ 250, with
λ = 0.1, 0.5, 1, 2, 5, 10, 100,∞, from top-left to right-down.



4. UNIFORM DISTRIBUTION MODULO 1 OF SOME
SEQUENCES OF ADDITIVE FUNCTIONS

Uniform distribution modulo 1 of sequences containing additive arithmetical func-

tions has been studied in general by H. Delange. Best known examples of such

functions are the Omega functions ω(n) and Ω(n). Delange gave also a class of

Omega functions containing these classical functions and some generalizations of

them, and then he gave an analytic method to study uniform distribution mod-

ulo 1 of them. After introducing the work of Delange and the empirical results

of F. Dekking and M. Mendès France, we study three dimensional distributions

of related sequences. The new empirical results that we obtain in this chapter

shed some light on the work of J-M. Deshouillers and H. Iwaniec [17] and other

classical results.

4.1 Introduction - Weyl criterion

In the years 1909-1910, P. Bohl, W. Sierpinski and H. Weyl showed indepen-
dently that the sequence {an}∞n=1 defined by an = {αn} = αn − ⌊αn⌋, the
fractional part of αn, for an irrational value of α, has a property stronger than
being dense in the interval I = [0, 1]. Indeed, the measure (in Lebesgue sense)
of the images of sequence in every sub-interval of I, is equal to the measure of
that sub-interval. This is uniform distribution modulo 1 of an. Formally, an
arbitrary real sequence {an}∞n=1 is uniformly distributed modulo 1 (u.d. mod
1) if for all real numbers a, b with 0 ≤ a < b ≤ 1 we have

lim
N→∞

1

N
#
{
n ≤ N : {an} ∈ [a, b]

}
= b− a.

Historically, this formal definition is due to H. Weyl for the year 1914 (see [35]
and references therein).

Various extensions of this definition are possible [27, 33, 35], but the more
interesting case for our work is above one. There are some analytic criterions
for a sequence in order to be u.d. mod 1. For example, it is known that [35] the
sequence {an}∞n=1 is u.d. mod 1 if and only if for every real-valued continuous
function f defined on I, we have

lim
N→∞

1

N

N∑
n=1

f({an}) =
∫ 1

0

f(t)dt.
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This implies that {an}∞n=1 is u.d. mod 1 if and only if for every complex-valued
continuous function f on R with period 1, we have

lim
N→∞

1

N

N∑
n=1

f(an) =

∫ 1

0

f(t)dt. (4.1.1)

As a consequence we obtain another criterion, which asserts that the sequence
{an}∞n=1 is u.d. mod 1 if and only if for every positive integer h we have

lim
N→∞

1

N

N∑
n=1

{an}h =
1

h+ 1
.

The relation (4.1.1) also leads to the following extraordinary, and widely appli-
cable, criterion of Weyl [53]. For whole text, we set

e(x) = e2πix.

Theorem 4.1.1 (Weyl criterion - 1914). The sequence {an}∞n=1 is uniformly
distributed modulo 1 if and only if, for every positive integer h we have∑

n≤N

e(han) = o(N),

as N tends to infinity.

Fig. 4.1: Hermann Klaus Hugo Weyl (9 November 1885 - 8 December 1955, German mathe-
matician), and a part of his 1914 (published at 1916) paper indicating his criterion.

Originally, H. Weyl introduced his criterion to study the distribution modulo
one of the sequence an = P (n) for a given polynomial P . Many problems of
uniform distribution have been considered [27, 33, 35]. An explicit version of
Weyl’s criterion was given by Erdös and Turán [25] in 1948: For any sequence
{an}∞n=1 of real numbers, and any 0 ≤ a < b ≤ 1 we have∣∣∣∣ 1N#

{
n ≤ N : {an} ∈ [a, b]

}
− (b− a)

∣∣∣∣ ≤ 6

m+ 1
+

4

π

m∑
k=1

1

k

∣∣∣ 1
N

∑
n≤N

e(kan)
∣∣∣.
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The sequence with general term an = log n is not uniformly distributed
modulo 1 [35]. A number theory sequence which behaves very similar to log n
is the sequence with general term an = 1

n

∑
m≤n τ(m). We know that

an = log n+ (2γ − 1) +O
( 1√

n

)
.

Considering the Corollary A.2.8, and the criterion of Weyl, this sequence is not
uniformly distributed modulo 1 either.

Fig. 4.2: Values of the sequence an = logn (mod 1) for 1 ≤ n ≤ 1000. This sequence is not
uniformly distributed modulo 1.

Fig. 4.3: Values of the sequence an = 1
n

∑
m≤n τ(m) (mod 1) for 1 ≤ n ≤ 1000. This

sequence is not uniformly distributed modulo 1.

For arithmetic functions, in case of additive ones, we study the works of H.
Delange [9, 10, 11] and [12], which provide a general theory for studying the
uniform distribution of such functions. There is no known general theory of
studying uniform distribution modulo 1 of multiplicative functions. Of course,
there are some remarkable results in special cases. For example one can see [17].

4.2 Additive arithmetical functions - general theory

We recall that the arithmetical function f is additive if for each coprime pair of
positive integers m and n, we have f(mn) = f(m) + f(n). If the multiplicative
function f is positive, then the function defined by g(n) = log f(n) is additive.
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Most famous examples of additive functions are the functions λω(n) and λΩ(n)
defined by

ω(n) =
∑
p|n

1, Ω(n) =
∑
pv∥n

v.

The general theory of the uniform distribution modulo 1 of additive functions
are formulated by H. Delange [11]. One may find this formulation in Elliott’s
book [20], too. In this section, we study Delange’s work.

Suppose that f is an arithmetical additive function. For a given complex-
valued arithmetical function F , we define the mean-value of F to be

M(F ) = lim
N→∞

1

N

N∑
n=1

F (n),

provided this limit exists. For each positive integer h, we define

Fh(n) = e(hf(n)). (4.2.1)

The Weyl criterion asserts that f is u.d. mod 1, if for any positive integer h,
M(Fh) exists and we have

M(Fh) = 0.

We denote by M0 the set of all complex-valued multiplicative functions, whose
values have modulus not greater than 1. Clearly Fh ∈ M0. We use the following
result due to G. Halász [30]:

Theorem 4.2.1. Let F ∈ M0. In order for M(F ) to exist and be zero, it is
necessary and sufficient that one of the following conditions be satisfied:
(C 4.2.1.A) For every real u, we have∑

p

1

p

(
1−ℜ

(
F (p)p−iu

))
= +∞.

(C 4.2.1.B) There exists a real u0 such that∑
p

1

p

(
1−ℜ

(
F (p)p−iu0

))
< +∞,

and 2−riu0F (2r) = −1 for all r ∈ N.

Remark 4.2.2. If both M(F ) and M(F 2) exist and are zero, the condition (C
4.2.1.A) must be satisfied.

Proof. Since F ∈ M0 (assumption of theorem), obviously we have F 2 ∈ M0.
We show that if the condition (C 4.2.1.B) is satisfied for F , then neither (C
4.2.1.A) nor (C 4.2.1.B) can be satisfied for F 2. But, our assumption M(F ) =
M(F 2) = 0, and Theorem 4.2.1 imply that for each of F and F 2 one of these
two conditions are fulfilled which implies our implication.



4. Uniform distribution of some sequences of additive functions 60

Now, we note that if the condition (C 4.2.1.B) is satisfied for F , then for some
u0 ∈ R we have ∑

p

1

p

(
1−ℜ

(
F (p)p−iu0

))
< +∞.

Since for any complex number z we have 1−ℜ(z2) ≤ 4(1−ℜ(z)), then we get∑
p

1

p

(
1−ℜ

(
F (p)2p−2iu0

))
≤ 4

∑
p

1

p

(
1−ℜ

(
F (p)p−iu0

))
< +∞.

This shows that (C 4.2.1.A) doesn’t hold for F 2, and on the other hand it shows
that if the condition (C 4.2.1.B) is satisfied simultaneously for F and F 2, then
it will hold for both of them with same u0. Thus, if (C 4.2.1.B) holds for F 2,
then we should have 2−2riu0F (2r)2 = −1 for all r ∈ N. But, 2−riu0F (2r) = −1
implies 2−2riu0F (2r)2 = 1.

Theorem 4.2.3. A necessary and sufficient condition for the real-valued addi-
tive function f to be uniformly distributed modulo 1 is that for all h ∈ N and
all t ∈ R we have ∑

p

1

p
sin2

(
hπ
(
f(p)− t log p

))
= +∞.

Proof. Recall that the function Fh is defined by (4.2.1). We have Fh ∈ M0. A
necessary and sufficient condition for the real-valued additive function f to be
uniformly distributed modulo 1 is that M(Fh) exists (for all positive integers
h) and to be zero. But, if M(Fh) = 0 for all positive integers h, then we get
M(F2h) = 0, too. Since, F 2

h = F2h, above theorem of Halász and its remark,
imply that M(Fh) exists for all positive integers h and being zero is equivalent
to the condition (C 4.2.1.A), i.e.,∑

p

1

p

(
1−ℜ

(
Fh(p)p

−iu
))

= +∞,

for all h ∈ N and all u ∈ R. But, we have

Fh(p)p
−iu = exp

(
2πih

(
f(p)− u

2πh
log p

))
,

and so
1−ℜ

(
Fh(p)p

−iu
)
= 2 sin2

(
hπ
(
f(p)− u

2πh
log p

))
.

If we change u to 2πht (now t ∈ R instead u), then we get required equivalent
condition of the theorem. This completes the proof.

As the first application, Delange uses above theorem to reprove uniform
distribution modulo 1 of the functions λω(n) and λΩ(n), and for a wider class
of additive functions.
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Theorem 4.2.4. Let f be additive, and suppose that for all p ∈ P we have
f(p) = α where α is an irrational number. Then f is u.d. mod 1.

Proof. If t = 0, then we have∑
p

1

p
sin2

(
hπ
(
f(p)− t log p

))
= sin2(αhπ)

∑
p

1

p
= +∞.

For t ̸= 0 we define λk for each integer k ≥ 2h|α| by

λk = exp

(
2k + 1

4h|t|
+

α

t

)
.

We note that, for each integer r ≥ h|α|, the inequalities λ2r < p ≤ λ2r+1 imply

rπ +
π

4
≤
∣∣∣hπ(f(p)− t log p

)∣∣∣ ≤ rπ +
3π

4
.

Thus, we get ∑
λ2r<p≤λ2r+1

1

p
sin2

(
hπ
(
f(p)− t log p

))
≥ 1

2

∑
λ2r<p≤λ2r+1

1

p
.

But, from the approximation1∑
p≤x

1

p
= log log x+ C + o

(
1

log x

)
(as x→∞),

we obtain ∑
λ2r<p≤λ2r+1

1

p
= log

log λ2r+1

log λ2r
+ o

(
1

log λ2r

)
∼ 1

2r
,

as r→∞. This yields that∑
p

1

p
sin2

(
hπ
(
f(p)− t log p

))
= +∞,

and the proof is complete.

Corollary 4.2.5. For any irrational λ, the functions λω(n) and λΩ(n) are
uniformly distributed modulo 1.

1 More precisely, we have ∣∣∣ ∑
p≤x

1

p
− log log x− C

∣∣∣ < 1

2 log2 x
,

where x ≥ 286, and C = 0.2614972 · · · .
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Corollary 4.2.6. Let f1 and f2 be real-valued additive functions, and suppose
that there exists a real constant a such that f2(p)− f1(p) = a log p for all p ∈ P.
Then either both f1 and f2 are u.d. mod 1 or none of them is.

Also, Delange uses the validity of the Theorem 4.2.3 to get the following
known result.

Theorem 4.2.7. Let f be additive, and assume that

lim
p→∞

f(p) = 0.

Then f is u.d. mod 1 if and only if∑
p

f(p)2

p
= +∞.

Proof. Suppose that
∑

p
f(p)2

p = +∞. If t = 0, then considering sin(hπf(p)) =

(1 + o(1))hπf(p) we have∑
p

1

p
sin2

(
hπ
(
f(p)− t log p

))
=
∑
p

1

p
sin2

(
hπf(p)

)
∼ (hπ)2

∑
p

f(p)2

p
= +∞.

For t ̸= 0 we define λk by

λk = exp

(
2k + 1

4h|t|

)
.

We note that when r is sufficiently large, we can get |f(p)| ≤ 1
12h for p ≥ λ2r.

Also, the inequalities λ2r < p ≤ λ2r+1 imply

rπ +
π

6
≤
∣∣∣hπ(f(p)− t log p

)∣∣∣ ≤ rπ +
5π

6
.

Thus, we get ∑
λ2r<p≤λ2r+1

1

p
sin2

(
hπ
(
f(p)− t log p

))
≥ 1

4

∑
λ2r<p≤λ2r+1

1

p
,

and this gives (similar to the proof of the previous theorem)∑
p

1

p
sin2

(
hπ
(
f(p)− t log p

))
= +∞.

For the converse, we observe2 that∑
p

1

p
sin2

(
hπf(p)

)
≤ 2

∑
p

1

p
sin2

(
hπt log p

)
+2

∑
p

1

p
sin2

(
hπ
(
f(p)− t log p

))
,

from which the divergence the series
∑

1
p sin

2(hπ(f(p) − t log p)) gives the di-

vergence of the series
∑

1
p sin

2(hπf(p)), and consequently the divergence of∑ f(p)2

p . This completes the proof.

2 We use the trivial inequality sin2 a ≤ 2 sin2 b+ 2 sin2(a− b).
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Finally, we note that if we let {{x}} to be the distance from x to its nearest
integer, i.e., {{x}} = min({x}, 1− {x}), we have

2{{x}} ≤ | sinπx| ≤ π{{x}}.

Considering this we can get the following formulation of Theorems 4.2.3 and
4.2.7, as they appear in Elliott’s book [20].

Theorem 4.2.8. In order that the real-valued additive function f(n) should be
uniformly distributed modulo 1, it is both necessary and sufficient that for each
integer h the series ∑

p

p−1{{hf(p)− τ log p}}2

diverge for every real number τ .

Theorem 4.2.9. Let {{f(p)}}→0 as p→∞. Then the additive function f(n) is
uniformly distributed modulo 1 if and only if the series∑

p

p−1{{f(p)}}2,

diverges.

4.2.1 Some results of Selberg and Halász

In this section using some results of A. Selberg and G. Halász, we reprove that
for any irrational number λ, the function λω(n), and also similarly the function
λΩ(n), are uniformly distributed modulo 1.

Corollary of a result of Selberg

A. Selberg [46] proved that as x→∞, then∑
n≤x

zω(n) = F (z)x(log x)z−1 +O
(
x(log x)ℜ(z)−2

)
, (4.2.2)

uniformly for |z| ≤ R, where R is any positive number and

F (z) =
1

Γ(z)

∏
p∈P

(
1 +

z

p− 1

)(
1− 1

p

)z

.

If we take z = e(hλ), where h is a positive integer, we get∣∣∣∑
n≤x

e(hλω(n))
∣∣∣ = ∣∣∣∑

n≤x

zω(n)
∣∣∣ ≤ |F (z)||x|(log x)ℜ(z)−1 +O

( x

log x

)
.

Now, since λ is irrational we note that ℜ(z) − 1 = cos(2πhλ) − 1 < 0. So, we
obtain ∣∣∣∑

n≤x

e(hλω(n))
∣∣∣ = o(x) (as x→∞).

Weyl’s criterion gives u.d. mod 1 of λω(n).
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Corollary of a result of Halász

Suppose that E ⊆ P, and let

E(x) =
∑
p≤x
p∈E

1

p
.

Also, let

Ω(n;E) =
∑
pv∥n
p∈E

v.

In 1971, G. Halász [29] showed that if δ > 0, and δ ≤ |z| ≤ 2− δ, then one has∑
n≤x

zΩ(n;E) ≪ x exp
((

|z| − 1− c1
(
|z| − ℜ(z)

))
E(x)

)
, (4.2.3)

where c1 > 0 is some constant which depends only on δ. Also, if |z − 1| ≤ 1
2 ,

then for some absolute constants c2 > 0 and c3 > 0 we have∣∣∣ 1
x

∑
n≤x

zΩ(n;E) − e(z−1)E(x)
∣∣∣≪ |z − 1|e(ℜ(z)−1)E(x)

+ e(|z|−1)E(x)
(
e−

c2
|z−1| + (log x)−c3

)
. (4.2.4)

If we take in (4.2.3), z = e(hλ) where h is any positive integer and λ is an
irrational number, and we set E = P, then Ω(n;E) = Ω(n) and we get∑

n≤x

e(hλΩ(n)) =
∑
n≤x

zΩ(n)

≪ x exp
((

− c1
(
1− cos(2πhλ)

))
log log x+O(1)

)
= x exp(−ch,λ log log x) = o(x) (as x→∞),

where ch,λ > 0 is absolute constant depending on h and λ. This gives the
uniform distribution modulo 1 of the numbers λΩ(n).

Moreover, let q ≥ 1 be integer and let a be such that gcd(a, q) = 1. Let Pa,q

be the set of prime numbers p such that p ≡ a (mod q). Then, we have∑
p≤x

p∈Pa,q

1

p
=

1

φ(q)
log log x+O(1).

Thus, if we set E = Pa,q, z = e(hλ) where h is any positive integer and λ is an
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irrational number, then we obtain∑
n≤x

e(hλΩ(n;E)) =
∑
n≤x

zΩ(n;E)

≪ x exp

(
1

φ(q)

(
− c1

(
1− cos(2πhλ)

))
log log x+O(1)

)
= x exp(−cq,h,λ log log x) = o(x) (as x→∞),

where cq,h,λ > 0 is absolute constant depending on q, h and λ. This shows that
the numbers λΩ(n;E) are uniformly distributed modulo 1. More generally, if
a1, · · · , ak are distinct positive integers with k ≤ φ(q) and are coprime to q, and
we set

E =
∪

1≤i≤k

Pai,q,

then ∑
p≤x
p∈E

1

p
=

k∑
i=1

∑
p≤x

p∈Pai,q

1

p
=

k

φ(q)
log log x+O(1).

Thus, for irrational numbers λ, similarly we obtain the uniform distribution
modulo 1 of the numbers λΩ(n;E). Similar general result holds for the numbers
λΩ(n;E) with λ an irrational number and E be a set of primes such that

lim
x→∞

E(x) = ∞.

Above mentioned these corollaries recover some results obtained by Delange,
which we will study them in next sections.

4.2.2 Method of Delange

In this section we study the analytic method of Hubert Delange [10] in the
theory of uniform distribution modulo 1 of additive functions. Delange uses
some Tauberian theorems and also non-vanishing of the Riemann zeta function
ζ(s) in the region ℜ(s) ≥ 1. The following alternative form of the classical
Tauberian theorem of Ikehara is required:

Theorem 4.2.10. Let α(t) be a nondecreasing real function defined for t ≥ 0
with α(0) ≥ 0. Suppose that the integral∫ ∞

0

e−stα(t)dt,

is convergent for ℜ(s) > a > 0 and equals to f(s). Also, suppose that for each
real y ̸= 0, the function f(s) tends to a finite limit as s→a+ iy in the half plane
ℜ(s) > a, and that as s→a in this half plane, we have

f(s)− A

s− a
≪ |s− a|−w,
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where A > 0 and 0 < w < 1. Then, as t→+∞, we get

α(t) ∼ Aeat.

The proof of this theorem can be obtained from the proof of Ikehara’s the-
orem in [54]. It helps us to get the following result.

Theorem 4.2.11. Consider the Dirichlet series
∑∞

n=1
an

ns , where an’s are real
or complex numbers satisfying |an| ≤ 1 (so the series absolutely convergent for
ℜ(s) > 1). Suppose that for ℜ(s) > 1 we have

∞∑
n=1

an
ns

= (s− 1)−β−iγg(s) + h(s), (4.2.5)

where the functions g and h are regular for ℜ(s) ≥ 1, β and γ are real numbers,
β < 1, and (s− 1)−β−iγ has its principal value. Then, as x→+∞, we have∑

n≤x

an = o(x).

Proof. We set
an = un + ivn,

where un and vn are real. We let

A(t) =
∑

1≤n≤et

(1 + un), B(t) =
∑

1≤n≤et

(1 + vn).

Since |an| ≤ 1, so we have |un| ≤ 1 and |vn| ≤ 1. Thus, A(0) = 1 + u1 ≥ 0, and
also B(0) ≥ 0. Note that if t2 ≥ t1 ≥ 0, then

A(t2)−A(t1) =
∑

et1<n≤et2

(1 + un) ≥ 0.

Thus, both functions A and B are nondecreasing. Also, using partial summation
formula (see the Example A.2.5), we have

∞∑
n=1

1 + un

ns
= s

∫ ∞

0

e−stA(t)dt, (4.2.6)

and
∞∑

n=1

1 + vn
ns

= s

∫ ∞

0

e−stB(t)dt. (4.2.7)

If D is a domain which is symmetric with respect to the real axis and contains
the closed half plane ℜ(s) ≥ 1, and in which g and h are regular, we may write
in this domain

g(s) = g1(s) + ig2(s), h(s) = h1(s) + ih2(s),
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g1, g2, h1 and h2 are regular in D and real for s real in D. Indeed, we have

g1(s) =
1

2

(
g(s) + g(s)

)
, g2(s) =

1

2i

(
g(s)− g(s)

)
,

h1(s) =
1

2

(
h(s) + h(s)

)
, h2(s) =

1

2i

(
h(s)− h(s)

)
,

where s denotes the conjugate of s. Then, for real s > 1 (and hence by analytic
continuation for ℜ(s) > 1) using the assumption (4.2.5) to write

∞∑
n=1

an
ns

= (s− 1)−βe−iγ log(s−1)
(
g1(s) + ig2(s)

)
+ h1(s) + ih2(s).

In this relation, we utilize the following identity

e−iγ log(s−1) = cos
(
γ log

1

s− 1

)
+ i sin

(
γ log

1

s− 1

)
,

and multiply factors, and then separate real and imaginary parts. Thus, con-
sidering an = un + ivn, and the relations (4.2.6) and (4.2.7), we obtain∫ ∞

0

e−stA(t)dt = fA(s),

∫ ∞

0

e−stB(t)dt = fB(s),

where

fA(s) =
ζ(s)

s
+

h1(s)

s

+
(s− 1)−β

s

(
g1(s) cos

(
γ log

1

s− 1

)
− g2(s) sin

(
γ log

1

s− 1

))
,

and

fB(s) =
ζ(s)

s
+

h2(s)

s

+
(s− 1)−β

s

(
g1(s) sin

(
γ log

1

s− 1

)
+ g2(s) cos

(
γ log

1

s− 1

))
.

The functions fA(s) and fB(s) fulfill the conditions for the function f(s) in the
Theorem 4.2.10. Thus, as t→∞ we get

A(t) ∼ et, B(t) ∼ et.

But, we have A(t) = ⌊et⌋ +
∑

n≤et un and B(t) = ⌊et⌋ +
∑

n≤et vn. So, we
obtain ∑

n≤et

un = o(et),
∑
n≤et

vn = o(et),

and then ∑
n≤x

un = o(x),
∑
n≤x

vn = o(x).

These complete the proof.
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Then, Delange uses the following result, the detailed proof of which appeared
in his 1956 paper [12].

Theorem 4.2.12. There exist two functions G1(s, z) and G2(s, z) with the fol-
lowing properties:

1. They are regular in s and z for |z| <
√
2, and s belonging to a certain

domain ∆, which contains the closed half plane ℜ(s) ≥ 1.

2. For ℜ(s) > 1 and |z| ≤ 1 we have

∞∑
n=1

zω(n)

ns
= G1(s, z)(s− 1)−z, (4.2.8)

and
∞∑

n=1

zΩ(n)

ns
= G2(s, z)(s− 1)−z, (4.2.9)

where (s− 1)−z has its principal value.

For any positive integer h, taking z = e(hλ) in (4.2.8) and (4.2.9), we get

∞∑
n=1

e(hλω(n))

ns
= G1(s, e(hλ))(s− 1)−e(hλ),

and
∞∑

n=1

e(hλΩ(n))

ns
= G2(s, e(hλ))(s− 1)−e(hλ).

Since λ is irrational, we have ℜ(e(hλ)) < 1, and so we can use the Theorem
4.2.11 to get ∑

n≤x

e(hλω(n)) = o(x),
∑
n≤x

e(hλΩ(n)) = o(x),

as x→ +∞. So, Weyl’s criterion gives u.d. mod 1 of the functions λω(n) and
λΩ(n).

4.2.3 Delange class of Omega functions

As we see, Delange doesn’t use the additivity of the Omega functions, and the
key point in his proof is the existence of relations like (4.2.8) and (4.2.9). So,
he was able to extend the results obtained for the Omega functions, to other
arithmetic (not necessarily additive) functions.

Theorem 4.2.13. Let f(n) be an integral valued arithmetic function, and sup-
pose that for |z| ≤ 1 and ℜ(s) > 1 we have

∞∑
n=1

zf(n)

ns
= G(s, z)(s− 1)α−1−αz +H(s, z), (4.2.10)
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where α is a real positive number and, for |z| ≤ 1, the functions G(s, z) and
H(s, z) are regular in s for s belonging to a certain domain ∆ which contains
the closed half plane ℜ(s) ≥ 1. Then, for any irrational number λ, the sequence
λf(n) is uniformly distributed modulo 1.

Proof. Suppose that h is any positive integer. We take z = e(hλ) in (4.2.10).
For ℜ(s) > 1 we have

∞∑
n=1

e(hλf(n))

ns
= G(s, e(hλ))(s− 1)α−1−αe(hλ) +H(s, e(hλ)).

The irrationality of λ gives ℜ(−(α−1−αe(hλ))) < 1, and then Theorem 4.2.11
enables us to conclude that∑

n≤x

e(hλf(n)) = o(x) (as x→+∞).

This completes the proof.

As we see again, the key point is the relation (4.2.10), which holds for the
Delange class of arithmetical functions. He introduce this class in his paper [9].

Delange class D

For E ⊂ P, we define two functions ωE(n) and ΩE(n) as follows:

ωE(n) =
∑
p|n
p∈E

1, ΩE(n) =
∑
pv∥n
p∈E

v.

We put ωE(1) = ΩE(1) = 0. Then the class of Delange, which we denote by
D, consists of all the functions ωE(n) and ΩE(n) corresponding to sets E which
have the following property:
There exist a real positive number α ≤ 1 and a function δ(s) regular for ℜ(s) ≥
1, such that for ℜ(s) > 1 we have∑

p∈E

1

ps
= α log

1

s− 1
+ δ(s),

where log 1
s−1 means its principal value. In this case, we say [47] that E has

Dirichlet density equals to α and we write

D(E) = α.

This holds for the set of all primes. Indeed, we have∑
p∈P

1

ps
∼ log

1

s− 1
(as s→1),
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which means D(P) = 1. In brief, the Delange class of Omega functions is

D =
{
ωE(n),ΩE(n) : D(E) > 0

}
.

As a nontrivial example, we consider the theorem on arithmetic progressions,
which can be refined in the following way:

Theorem 4.2.14. Let q ≥ 1 be integer and let a be such that gcd(a, q) = 1. Let
Pa,q be the set of prime numbers p such that p ≡ a (mod q). Then, we have

D(Pa,q) =
1

φ(q)
.

Corollary 4.2.15. Suppose that gcd(a, q) = 1, and let E be the union of one or
more distinct arithmetic progressions of primes with same difference q. Then,
we have

ωE(n) ∈ D, ΩE(n) ∈ D.

Proof. Let a1 ̸= a2 and gcd(a1, q) = gcd(a2, q) = 1. Then, clearly Pa1,q∪Pa2,q =
∅, and we have∑

p∈Pa1,q∪Pa2,q

1

ps
=

∑
p∈Pa1,q

1

ps
+

∑
p∈Pa2,q

1

ps
∼ 2

φ(q)
log

1

s− 1
(as s→1),

which means that

D(Pa1,q ∪ Pa2,q) =
2

φ(q)
.

For a1 ̸= · · · ̸= ak with k ≤ φ(q), similarly we obtain

D(∪1≤i≤kPai,q) =
k

φ(q)
> 0.

This complete the proof.

More generally, above discussion leads to the following result of Delange
[9, 10].

Theorem 4.2.16. For any irrational number λ and any f ∈ D, the sequence
defined by λf(n) is uniformly distributed modulo 1.

Further generalizations

Delange, then considers uniform distribution modulo 1 of the numbers λf(n)
for when n runs through a certain infinite set of positive integers, say A, other
than set of all positive integers. To do this, he redefines the concept of uniform
distribution modulo 1, and also gives a refinement of the Weyl’s criterion.
Definition. The numbers {un}n∈A are uniformly distributed modulo 1, if for
0 ≤ t ≤ 1, we have

#
{
n ≤ x : {un} ≤ t

}
= tν(x) + o(ν(x)) (as x→∞),
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where
ν(x) = #

{
n ≤ x : n ∈ A

}
.

Criterion. In order that the numbers {un}n∈A be uniformly distributed mod-
ulo 1, it is necessary and sufficient that for every positive integer h we have∑

n≤x
n∈A

e(hun) = o(ν(x)) (as x→∞).

If A has a positive density, then o(ν(x)) may obviously be replaced by o(x). By
density, we mean

d(A) = lim
x→∞

1

x
#
{
n ≤ x : n ∈ A

}
,

provided this limit exists. This is called natural density or asymptotic density.
For example, we know that if S denotes the set of square-free positive integers,
then we have

d(S) = 6

π2
.

As another example, let q ≥ 1 be integer and let a be such that gcd(a, q) = 1.
Let Na,q be the set of positive integers n such that n ≡ a (mod q). Then, we
have

d(Na,q) =
1

q
.

We note that we have various kinds of densities [49]. The above definition and
criterion and Theorem 4.2.11 imply the following result:

Theorem 4.2.17. Suppose that f(n) is an integral valued arithmetical function,
and A ⊂ N with d(A) > 0. Also, suppose that for ℜ(s) > 1 and |z| ≤ 1 we have∑

n∈A

zf(n)

ns
= G(s, z)(s− 1)α−1−αz +H(s, z), (4.2.11)

where α is a real positive number and, for |z| ≤ 1, the functions G(s, z) and
H(s, z) are regular in s for s belonging to a certain domain ∆ which contains
the closed half plane ℜ(s) ≥ 1. Then, for any irrational number λ, the numbers
{λf(n)}n∈A are uniformly distributed modulo 1.

The paper [12] contains the proof of the validity of the relation (4.2.11) in
some cases. Indeed, based on the results of [12], we have the following results:

Theorem 4.2.18. If f ∈ D, then for any irrational number λ, the numbers
{λf(n)}n∈S are uniformly distributed modulo 1.

Theorem 4.2.19. If f(n) = ω(n) or Ω(n), then for any irrational number
λ, the numbers {λf(n)}n∈Na,q and the numbers {λf(n)}n∈S∩Na,q are uniformly
distributed modulo 1, provided gcd(a, q) = 1.

Remark 4.2.20. Using arguments similar to those of paper [12] sections 3.10,
3.10.1, 3.10.3, 3.10.4 and 3.10.5, we can see that the truth of this theorem still
holds when gcd(a, q) ∈ S.
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4.3 Geometry of Weyl sums

In the year 1981, F. Dekking and M. Mendès France [8] introduced an idea of
making visible the Weyl sums

∑
n≤N e(han) for a given real sequence an and

given positive integer h. Indeed, for given h,N ∈ N they draw in R2 a plane
curve generated by successively connected lines segment, which joint the point
Vn to Vn+1 with

Vn =

(
n∑

k=1

cos(2πhak),
n∑

k=1

sin(2πhak)

)
,

for 1 ≤ n ≤ N .

Fig. 4.4: Graph of the Weyl sums
∑

n≤N e(h( 4
9
n

3
2 )) with N = 2000, from left to right

respectively for h = 1, 2, 3 (top row) and h = 4, 5, 6 (down row).

As above figure shows, for various values of h we have various graphs. Usually,
we take h = 1. See [8], [14] for more classical graphs.

Here, we suggest a three dimensional version of geometric view of Weyl sums,
which generalizes the two dimensional case. For given h,N ∈ N we consider in
R3 the space curve generated by successively connected lines segment, which
joint the point Vn to Vn+1 with

Vn =

(
n∑

k=1

cos(2πhak),

n∑
k=1

sin(2πhak), n

)
,

for 1 ≤ n ≤ N . Below, we reproduce some classical and new examples with
a 3-d view of their graphs. Our 3-d graphs and their level-colors detect more
details of the behavior of Weyl sums.
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Fig. 4.5: 3-d graphs of the Weyl sum
∑

n≤N e( 4
9
n

3
2 ) with N = 2000.

Example 4.3.1. We consider the sequence

an = αn.

Corresponding points Vn ∈ R2 lie on a circle with radius 1/(2| sin(πα)|) and
center

(
− 1/2, (cot(πα))/2

)
. For irrational values of α, the graph of Weyl sum

of an is dense in an annulus with raduses | cot(πα)|/2 and 1/(2| sin(πα)|).

Fig. 4.6: 2-d and 3-d graphs of the Weyl sum
∑

n≤N e(
√
2n) with N = 500.
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Example 4.3.2. Figures below show the graph of Weyl sum
∑

n≤N e(n log n).
To interpret the spiral appearance, we note that because of the weak growth
of log n, the curve behaves locally like the curve associated with the linear
sequence an = cHn where cH is a local constant with cH ≈ logH (mod 1) for
n ≈ H. Thus, the curve of an = n log n appears as a succession of annuli, joined
by almost straight lines, corresponding to the values of H such that cH ≈ 0
(mod 1). This will happen for the values of H ≈ em for some m ∈ N and
1 ≤ m ≤ logN . In the case of present example, this will happen at heights
H ≈ em with m = 1, 2, · · · , 8, and more visibly for H ≈ 403, 1100, 2980, as the
side view in the following figure shows.

Fig. 4.7: 2-d and 3-d graphs of the Weyl sum
∑

n≤N e(n logn) with N = 5000.
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Example 4.3.3. The sequence of the form

an = αn2

is uniformly distributed modulo 1 if and only if α is irrational. Below we see
the graph of the Weyl sums of this sequence for α = π and α = 100

10001 .

Fig. 4.8: 2-d and 3-d graphs of the Weyl sum
∑

n≤N e(an) with an = πn2, N = 5000 (top)

and an = 100
10001

n2, N = 10000 (down).
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Example 4.3.4. J-M. Deshouillers and H. Iwaniec [17] proved that the sequence

an =
1

n

∑
m≤n

φ(m),

where φ is Euler function is uniformly distributed modulo 1. Their method can
be used to obtain the same result for the sequence

an =
1

n

∑
m≤n

σ(m).

Fig. 4.9: 2-d and 3-d graphs of the Weyl sum
∑

n≤N e(an) with an = 1
n

∑
m≤n φ(m), N =

10000 (top) and an = 1
n

∑
m≤n σ(m), N = 10000 (down).
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Example 4.3.5. As we proved in previous chapter, sequences with general terms

an =
∑
m≤n

φ(m2 + 1)

m2 + 1
and an =

∑
m≤n

m2 + 1

σ(m2 + 1)

are dense modulo 1. Figures below show that it is likely that both sequences
are uniformly distributed modulo 1.

Fig. 4.10: 2-d and 3-d graphs of the Weyl sum
∑

n≤N e(an) with an =
∑

m≤n
φ(m2+1)

m2+1
, N =

10000 (top) and an =
∑

m≤n
m2+1

σ(m2+1)
, N = 10000 (down).
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A. FREQUENTLY USED FORMULAS

A.1 Approximation formulas

We use the following Taylor expansions, frequently. All of them hold as x→0.
For every a ∈ R, we have

(1 + x)a = 1 + ax+O(x2). (A.1.1)

More precisely, when a = 1
2 , we have

√
1 + x = 1 +

x

2
+O(x2). (A.1.2)

Considering the geometric expansion, we obtain

1

1± x
= 1 +O(x). (A.1.3)

Also, we have
ex = 1 + x+O(x2), (A.1.4)

and
log(1± x) = ±x+O(x2). (A.1.5)

We use Stirling formula frequently, which asserts that

n! =
(n
e

)n √
2πn

(
1 +O

( 1
n

))
, (A.1.6)

where here and below O( ) refers to n→∞. Taking logarithm and simplifying,
we get

log(n!) = n log n− n+O(log n). (A.1.7)

Also, considering (A.1.4) and (A.1.5), we obtain

en!
1
n = n

(√
2πn

(
1 +O(

1

n
)
)) 1

n

= n exp
( 1
n
log
(√

2πn
(
1 +O(

1

n
)
)))

= n

(
1 +

1

n
log
(√

2πn
(
1 +O(

1

n
)
))

+O
( log2 n

n2

))
= n+ log

√
2πn+O

( log2 n
n

)
.
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So, we have

n!
1
n =

n

e
+

1

e
log

√
2πn+O

( log2 n
n

)
. (A.1.8)

A.2 Summation formulas

Reducing a Riemann-Stieljes integral to a finite sum

Theorem A.2.1. Let α be a step function defined on [a, b] with jump αk at xk,
where a ≤ x1 < x2 < · · · < xn ≤ b. Let f be defined on [a, b] in such a way that
not both f and α are discontinuous from the right or from the left t each xk.

Then
∫ b

a
fdα exists and we have∫ b

a

f(x)dα(x) =

n∑
k=1

f(xk)αk.

Corollary A.2.2. Using integrating by parts, we have

n∑
k=1

f(xk)αk =

∫ b

a

f(x)dα(x) =

∫ b

a

α(x)
d

dx
(−f(x))dx+ f(b)α(b)− f(a)α(a).

Corollary A.2.3. For the sequence ak, let f(x) = ak if k − 1 < x ≤ k with
f(0) = 0. Then

n∑
k=1

ak =

n∑
k=1

f(k) =

∫ n

0

f(x)d⌊x⌋.

Partial summation formula

Partial summation formula is very useful in our computations. Let {an} be a
sequence of complex numbers, and for t > 0 set

A(t) =
∑
n≤t

an.

Also, let b(n) be a continuously differentiable function on the interval [1, x].
Then ∑

1≤n≤x

anb(n) = A(x)b(x)−
∫ x

1

A(t)b′(t)dt.

Corollary A.2.4. With above assumptions, let b(n) be a continuously differen-
tiable function on [1,∞). Then, using of above formula twice we obtain∑

n>y

anb(n) = lim
x→∞

A(x)b(x)−A(y)b(y)−
∫ ∞

y

A(t)b′(t)dt.



A. Frequently used formulas 81

Example A.2.5. Suppose that un is a real sequence and let

U(x) =
∑

1≤n≤x

(1 + un),

and A(t) = U(et). Then, setting an = 1 + un and b(n) = n−s, we have∑
1≤n≤x

1 + un

ns
=

U(x)

xs
+ s

∫ x

1

U(z)

zs+1
dz.

Applying the change of variable t = log z, we get∑
1≤n≤x

1 + un

ns
=

U(x)

xs
+ s

∫ log x

0

e−stA(t)dt.

Euler-Maclaurin summation formula

Euler-Maclaurin summation formula is another useful tool in our approxima-
tions. Suppose that f(x) has 2m continuous derivatives in [a, b], for some posi-
tive integerm and integers a and b. Let Bn(x) denotes the Bernoulli polynomials
defined by

zexz

ez − 1
=

∞∑
n=0

Bn(x)
zn

n!
,

and let Bn are the Bernoulli numbers, defined by Bn = Bn(0), so that B0 =
1, B1 = −1/2, B2 = 1/6, B3 = 0, B4 = −1/30, · · · . Then

b∑
k=a

f(k) =

∫ b

a

f(x)dx

+
m∑
r=1

B2r

(2r)!

(
f (2r−1)(b)− f (2r−1)(a)

)
+

1

2

(
f(a) + f(b)

)
+Rm,

where

Rm = −
∫ b

a

g(2m)(x)
B2m(x− ⌊x⌋)

(2m)!
dx.

Note that

|Rm| ≤
∫ b

a

|g(2m)(x)| |B2m(x− ⌊x⌋)|
(2m)!

dx,

and since |B2m(x− ⌊x⌋)| ≤ |B2m|, we have the following explicit bound

|Rm| ≤ |B2m|
(2m)!

∫ b

a

|g(2m)(x)|dx.

Example A.2.6. For every D ∈ N we have∑
d>D

1

d2
=

1

D
− 1

2D2
+

cD
3D3

,

for some real cD in [0, 1].
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Splitting the sum
∑

n≤X e(an + bn)

To apply Weyl criterion some splitting formulas for the sum
∑

n≤X e(an + bn)
are required. Here we study two kinds of them.

1. Assume that an and bn are two real sequences. Then we have∣∣∣∑ e(an + bn)−
∑

e(an)
∣∣∣ =

∣∣∣∑ e(an)(e(bn)− 1)
∣∣∣

≤
∑∣∣e(an)(e(bn)− 1)

∣∣ =∑∣∣e(bn)− 1
∣∣.

But ∣∣e(bn)− 1
∣∣ = ∣∣ cos(2πbn)− 1 + i sin(2πbn)

∣∣ = 2
∣∣ sin(πbn)∣∣.

Since, | sin(x)| ≤ |x| holds for every x ∈ R, we obtain∣∣∣∑ e(an + bn)−
∑

e(an)
∣∣∣ ≤∑ 2

∣∣ sin(πbn)∣∣ ≤ 2π
∑∣∣bn∣∣.

Corollary A.2.7. For all real sequences an and bn we have∑
n≤X

e(an + bn) =
∑
n≤X

e(an) +O
( ∑

n≤X

|bn|
)
,

as X tends to infinity.

2. We use partial summation formula to obtain the second splitting formula
of summations concerning e(an). As above, assume that an and bn are two real
sequences. Let A(X) :=

∑
n≤X e(an) and b(n) = bn. Then, we have∑

n≤X

e(an + bn)−
∑
n≤X

e(an) =
∑
n≤X

e(an)(e(bn)− 1)

= A(X)
(
e
(
b(X)

)
− 1
)
− 2πi

∫ X

1

A(t)b′(t)e(b(t))dt.

Thus, we obtain

∑
n≤X

e(an + bn) = A(X)e(b(X))− 2πi

∫ X

1

A(t)b′(t)e(b(t))dt,

and consequently∣∣∣ ∑
n≤X

e(an + bn)
∣∣∣ ≤ |A(X)|+ 2π

∫ X

1

|A(t)b′(t)|dt.

Corollary A.2.8. Keep above notations, and suppose that an is u.d. mod 1,
and the sequence bn satisfies A(t)b′(t) = o(1). Then the sequence an+ bn is u.d.
mod 1, too.
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[7] Harold Davenport, Über numeri abundantes, Preuss. Akad. Wiss.
Sitrzungsber, (1934), 830-834.

[8] F. Dekking and M. Mendès France, Uniform distribution modulo one: a
geometrical viewpoint, Journal für die reine und angewandte Mathematik,
329 (1981), 143-153.

[9] Hubert Delange, Colloque sur la théorie des nombres, Bruxelles, 1955,
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Résumé

Cette thèse est consacrée à l’étude de plusieurs aspects de la répartition des fonc-
tions multiplicatives à valeurs dans l’intervalle [0, 1]. L’archétype de ces fonctions est
la fonction ν(n) = φ(n)/n, où φ(n) est la fonction d’Euler qui donne le cardinal de
(Z/nZ)∗.

On sait, depuis les travaux de Imre Kátai, que la suite (ν(p− 1))p indexée par les
nombres premiers p, admet une fonction de répartition Fν , c’est-à-dire que pour tout
réel y la limite

Fν(y) = lim
x→∞

1

x
Card {n ≤ x | ν(n) ≤ y}

existe. On sait en outre que cette fonction est croissante au sens large sur R, vaut 0
sur ]−∞, 0], vaut 1 sur [1/2,+∞[ et est continue et strictement croissante sur [0, 1/2]
; en outre, elle est purement singulière, c’est-à-dire qu’en presque tout point, au sens
de la mesure de Lebesgue, la fonction Fν est dérivable à dérivée nulle. Notre premier
résultat est d’établir qu’en tout point xm = ν(2m), la fonction Fν n’est pas dérivable
à gauche du point xm. Ce résultat est obtenu par une méthode de moments.

Le second résultat principal concerne une généralisation d’un problème étudié
récemment par Jean-Marc Deshouillers, Henryk Iwaniec et Florian Luca, à savoir la
répartition modulo 1 de la suite à croissance linéaire un =

∑
1≤k≤n ν(k). On étudie

ici la moyenne prise, non plus sur tous les entiers, mais sur une suite polynômiale;
ici encore, nous regardons la situation “archétypale” où le polynôme considéré est
le polynôme non linéaire le plus simple, à savoir P (x) = x2 + 1. On pose vn =∑

1≤k≤n ν(k2 + 1) et on montre que la suite (vn)n est dense modulo 1.

Mots-clés. Fonction d’Euler, fonction somme des diviseurs, fonctions arithmétiques
multiplicatives, fonctions arithmétiques additives, fonctions de répartition, répartition
modulo 1, critère de Weyl, nombres premiers, densités, méthodes de cribles.

Abstract

In this thesis, we study some topics of the distribution of the values of arithmetical
functions. We obtain two kinds of results. Our first result is about differentiability of
the distribution function F (x) defined by

F (x) = lim
N→∞

1

π(N)
Card

{
p ≤ N

∣∣φ(p− 1)

p− 1
≤ x

}
.

We prove that at each point xm = φ(m)/m, where m is an even integer, F is not
differentiable from the left. For this purpose we use the method of moments.

The second result is about density modulo 1 of some sequences connected with the
mean values of the ratio rn = φ(n2+1)/(n2+1). Among various results, we prove that
the sequence bn =

∑
m≤n rm, as well as the sequence an =

∑
m≤n(m

2+1)/σ(m2+1),
are dense modulo 1. Our proof is based on some sieve results which allow us to control
the size of prime factors of numbers of the form n2 + 1.

Key Words. Euler φ function, divisor σ function, multiplicative function, addi-
tive function, distribution function, density modulo 1, uniform distribution modulo 1,
Weyl criterion, primes, density, sieve method.


