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Résumé (en français)

Mots-clés Modélisation numérique, fractures/failles, auto-affinité, rugosité, écoulement de fluide, raideur,
fermeture de fracture, étanchéité, stimulation hydraulique, couplage hydro-mécanique

Cette recherche est axée sur l’utilisation de simulations numériques pour étudier les propriétés hydromé-
caniques d’une fracture à l’échelle du champ ainsi que les réponses hydromécaniques pendant la stimulation
hydraulique. L’objectif est de renforcer la compréhension du comportement des réservoirs fracturés (par exem-
ple, EGS).

Tout d’abord, nous proposons une nouvelle approche pour estimer la diffusivité hydraulique d’une fracture
rugueuse en résolvant l’équation de diffusion de la pression transitoire. Ensuite, nous construisons un mod-
èle 3D pour calculer simultanément la perméabilité (en résolvant l’équation de Navier-Stokes dans la fracture
et l’écoulement de Darcy dans la matrice poreuse) et la rigidité normale (en imposant une perturbation de la
contrainte sur le sommet du bloc entier) d’une fracture rugueuse pendant la fermeture mécanique de la frac-
ture et la précipitation minérale ; Enfin, nous développons un modèle numérique basé sur la méthode couplée
des éléments finis et des zones cohésives pour simuler le processus de stimulation hydraulique (y compris la
fracturation hydraulique et le cisaillement hydraulique) autour du puits d’injection.

Abstract (in english)

Keywords Numerical modeling, fractures/faults, self-affinity, roughness, fluid flow, stiffness, fracture clo-
sure, sealing, hydraulic stimulation, hydro-mechanical coupling

This research is focused on using numerical simulations to investigate the hydro-mechanical properties of
a fracture at field scale as well as the hydro-mechanical responses during hydraulic stimulation. The goal is to
strengthen the understanding of fractured reservoirs behavior (e.g., EGS).

First, we propose a novel approach to estimate the hydraulic diffusivity of a rough fracture by solving the
transient pressure diffusion equation; Then, we build a 3D model to simultaneously calculate the permeabil-
ity (by solving the Navier-stokes equation in the fracture and Darcy’s flow in the porous matrix) and normal
stiffness (by imposing a stress perturbation on the top of the entire block) of a rough fracture during fracture
mechanical closure and mineral precipitation; Finally, we develop a numerical model based on coupled finite
element and cohesive zone method to simulate the hydraulic stimulation process (including hydraulic fracturing
and hydraulic shearing) around the injection wellbore.
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Abstract

The exploitation of subsurface energy such as deep geothermal resources often involves discontin-
uous medium, e.g., faults and fractures. In Enhanced Geothermal System (EGS), these structures
serve as weak parts in a mechanical sense but strong elements in a hydraulic sense. In the case of the
former, they usually have a lower strength compared to intact rock and may cause overall structural
instability, such as fracture closure, or fault sliding. It may significantly affect fluid circulation or
even induce earthquakes. In the case of the latter, benefiting from the complex geometry such as
rough surfaces, they are susceptible of forming partial contact void space and subsequently channel-
ing flows that are likely to be much more permeable than the surrounding rock matrix, and therefore
can act as the main conduit for subsurface fluids.

To avoid those unwanted issues such as induced seismicity, and achieve a good fluid circulation
in the reservoir, it is imperative to better understand the hydro-mechanical behavior of such rough
fractures at varied scales from the laboratory to the field of interest. In EGS, the target of heat
extraction has undergone a gradual evolutionary process. Initially, the task was using massive fluid
injections to create new fractures or fracture networks. Then it gradually transitioned to multiple
stimulation strategies (e.g., hydraulic shearing, chemical and thermal stimulation) of pre-existing
fractures to enhance their permeability. At present, the more popular way is to directly target a
large fault zone with natural high permeability and large-area for heat exchange. Interestingly, many
measurements of rock surfaces from core samples to regional faults across several length scales show
self-affine scaling properties of the fault asperity geometry. This provides us with the possibility to
obtain a multi-scale geometrical model of the fracture and to perform hydraulic and/or mechanical
simulations for the fracture geometry in a computer.

Thus, our approach here is based on the development of a numerical scheme which enables us
to simulate fluid flow and mechanical deformation of a fractured or faulted rock. This is mainly in the
framework of finite element method, with the help of an open source simulator MOOSE/GOLEM
dedicated to solving coupled T-H-M (Thermal-Hydraulic-Mechanical) process related problems of
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ABSTRACT

fractured reservoirs (Chapters 2 and 3). In addition, we also investigate hydraulic fracturing in the
rock mass by considering the intersection of hydraulic fracture and natural fractures with the help
of the ABAQUS package (Chapter 4).

Chapter 2: Hydraulic diffusion along a rough fracture. Pressure diffusion is of great importance
in the development of underground geothermal reservoirs and is thought to be one of the mechanisms
of induced seismicity. The aim here is to quantify an effective hydraulic diffusivity for a partially
open rough fracture (∼ 500 m scale) during progressive closure by considering both temporal and
spatial effects, in particular suitable for a large single fault dominating the fluid flow. In order to solve
the transient pressure diffusion equation, we use a 2D representation of the 3D fracture aperture.
The effective hydraulic diffusivity is obtained by comparing the numerical results with an analytical
solution of the parallel plate model. The influence of fracture roughness on the hydraulic diffusion
is emphasized and the results are comparable with those values reported during some earthquakes.
The methodology can be extended to quantify effective hydraulic diffusivity of fracture networks
by including roughness for each fracture.

Chapter 3: Impact of sealing on the stiffness and permeability of a large scale fracture. The
goal is to understand how mineral precipitation can influence the fracture permeability, how we can
predict the degree of sealing and what implications it will have on the chemical stimulation. To do
so, we develop a coupled hydro-mechanical 3D model where a large single rough fracture is embed-
ded in an impermeable granite reservoir (256 m × 256 m × 256 m). We mimic the mineral sealing
by adding a constant thickness layer stepwise to the fracture walls after a mechanical closure pro-
cess. By simplifying the contact rheology, we assume here a rigid-plastic regime for the mechanical
closure. At each step of fracture closure (mechanical or sealing), we calculate the fracture stiffness
by applying a small stress perturbation on the top of the model and compute the permeability by
imposing a small pressure drop (10 Pa/256 m) in both x- and y- directions until the flow percolation
thresholds are reached in each direction. To link the two parameters (stiffness and permeability),
we derive a law based on previous knowledge. This law is then validated by the numerical results
and can be used to evaluate the hydraulic/mechanical state of the fractured reservoir. Moreover, the
observed permeability anisotropy may guide the use of chemical stimulation to improve flow trans-
missivity. In order to consider the effect of temperature or minerals dissolution, a fully coupled
T-H-M-C (Thermal-Hydraulic-Mechanical-Chemical) model remains to be developed.

Chapter 4: Hydraulic stimulation around the injection wellbore considering hydraulic frac-
turing and hydraulic shearing. The goal is to investigate the hydro-mechanical responses such as
fracture propagation, pressure diffusion, poroelastic stressing and slip of pre-existing fracture dur-
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ABSTRACT

ing fluid injection and after shut-in. The stimulation path is preset including two hydraulic frac-
ture segments and two pre-existing fractures. Fractures are modeled by special-purpose coupled
pressure-displacement cohesive elements, which use a cohesive zone concept to describe the par-
tially damaged zone near the crack tip and between the cracked zone and intact material. Fracture
propagation occurs when the cohesive elements are fully damaged depending on critical fracture
energy. The model solves several coupled processes: poro-elastic rock deformation, pore fluid flow,
fracture flow and fracture propagation. The seismic shear slip of the pre-exsting fracture follows
Coulomb friction law and is used to calculate the moment magnitude. Parametric studies on matrix
permeability, friction coefficient, fracture orientation and injection scheme show that induced seis-
micity is controlled both by the initial state and human intervention. Fluid pressure diffusion as well
as poro-elastic stress change are responsible for the seismicity after shut-in. The model remains to
be extended to simulate fluid injection into complex fracture networks.

Our studies are dedicated to the application of numerical techniques to fractures and frac-
tured reservoirs, in particular EGS. The simulations provide new perspectives to understand the
hydraulic/mechanical behaviors of a rough fracture, the relationship between the fluid flow and me-
chanical deformation of a rough fracture, and the coupled H-M responses of fractured rocks. The
analysis opens new insights to link the model with topics of interest in EGS development, such
as pressure diffusion, permeability improvement, fracture closure, fault reactivation and induced
seismicity.
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Résumé

L’exploitation de l’énergie souterraine telle que les ressources géothermiques profondes implique
souvent un milieu discontinu, par exemple des failles et des fractures. Dans le système géother-
mique amélioré (EGS), ces structures imparfaites servent de pièces faibles au sens mécanique mais
d’éléments forts au sens hydraulique. Dans le cas des premiers, ils ont généralement une résistance
inférieure à celle de la roche intacte et peuvent provoquer une instabilité structurelle globale, telle
que la fermeture d’une fracture ou un glissement de faille. Ils peuvent affecter de manière signi-
ficative la circulation des fluides ou même induire des tremblements de terre. Dans le cas de ces
derniers, profitant des surfaces rugueuses, ils sont susceptibles de former des vides de contact par-
tiels et de canaliser par la suite des flux généralement beaucoup plus perméables que la matrice
rocheuse environnante, et peuvent donc servir de conduit principal pour les fluides souterrains.

Pour éviter ces problèmes indésirables et obtenir une bonne circulation des fluides dans le
réservoir, il est impératif de mieux comprendre le comportement hydromécanique de ces frac-
tures rugueuses à des échelles variées du laboratoire au domaine d’intérêt. Dans l’EGS, la cible
d’extraction de chaleur a subi un processus évolutif progressif. Initialement, la tâche a consisté à
utiliser des injections massives de fluides pour créer de nouvelles fractures ou réseaux de fractures.
Ensuite, on est progressivement passé à de multiples stratégies de stimulation (par exemple, cisaille-
ment hydraulique, stimulation chimique et thermique) des fractures préexistantes pour améliorer
leur perméabilité. À l’heure actuelle, la méthode la plus populaire consiste à cibler directement
une grande faille avec une perméabilité naturelle élevée et un échange de chaleur sur une grande
surface. Fait intéressant, de nombreuses mesures de surfaces rocheuses, depuis des échantillons de
carottes jusqu’à des failles régionales sur plusieurs échelles de longueur, montrent des propriétés
d’échelle auto-affines. Cela nous donne la possibilité de reproduire des fractures géologiques dans
un ordinateur pour effectuer des simulations hydrauliques et/ou mécaniques à un coût relativement
faible.

Ainsi, notre approche est basée sur le développement d’un schéma numérique qui nous per-
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met de simuler l’écoulement de fluide et la déformation mécanique d’une fracture ou d’une roche
fracturée. Ceci est fait principalement dans le cadre de la méthode des éléments finis, à l’aide
d’un simulateur open source MOOSE/GOLEM dédié à la résolution de problèmes liés aux pro-
cessus T-H-M (Thermique-Hydraulique-Mécanique) couplés dans les réservoirs fracturés (Thèmes
1 et 2). En outre, nous étudions également la fracturation hydraulique dans le massif rocheux en
considérant l’intersection de la fracture hydraulique et des fractures naturelles à l’aide du package
ABAQUS (Thème 3).

Thème 1 : Diffusion hydraulique le long d’une fracture grossière. La diffusion de la pression
est d’une grande importance dans le développement des réservoirs géothermiques souterrains et
considérée comme l’un des mécanismes de la sismicité induite. L’objectif ici est de quantifier une
diffusivité hydraulique effective d’une fracture grossière partiellement ouverte (échelle de ∼ 500 m)
lors de la fermeture progressive en considérant à la fois les effets temporels et spatiaux, en particulier
pour une grande faille unique dominée par l’écoulement du fluide. Afin de résoudre l’équation de
diffusion de pression transitoire, nous utilisons une représentation 2D de l’ouverture de fracture
3D. La diffusivité hydraulique effective est obtenue en comparant les résultats numériques avec une
solution analytique du modèle de plaques parallèles. L’influence de la rugosité de la fracture sur la
diffusion hydraulique est soulignée et les résultats sont comparables à ceux rapportés lors de certains
séismes. La méthodologie peut être étendue pour quantifier la diffusivité hydraulique effective des
réseaux de fractures en incluant la rugosité de chaque fracture.

Thème 2 : Impact de la cimentation sur la rigidité et la perméabilité d’une fracture de grande
échelle. L’objectif est de comprendre comment la précipitation minérale peut influencer la perméa-
bilité de la fracture, comment on peut prédire le degré de scellement et quelles implications cela
aura sur la stimulation chimique. Pour ce faire, nous développons un modèle 3D hydro-mécanique
couplé où une grande fracture rugueuse unique est enchâssée dans un réservoir granitique imper-
méable (256 m × 256 m × 256 m). Nous imitons le scellement minéral en ajoutant progressive-
ment une couche d’épaisseur constante aux parois de la fracture avant un processus de fermeture
mécanique. En simplifiant la rhéologie de contact, nous supposons ici un régime rigide-plastique
pour la fermeture mécanique. A chaque étape de fermeture de la fracture (mécanique ou scelle-
ment), nous calculons la rigidité de la fracture en appliquant une petite perturbation de contrainte
sur le sommet du modèle et calculons la perméabilité en imposant une petite chute de pression (10
Pa/256 m) dans les deux x- et y-directions jusqu’à ce que les seuils de percolation du débit soient
atteints. Pour relier les deux paramètres, nous dérivons une loi basée sur des études antérieures
avec laquelle les résultats numériques sont cohérents. Cette loi peut être utilisée pour évaluer l’état
hydraulique/mécanique du réservoir fracturé. De plus, l’anisotropie de perméabilité observée peut
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guider l’utilisation de la stimulation chimique pour améliorer la transmissivité du flux. Afin de con-
sidérer l’effet de la température ou de la dissolution des minéraux, un modèle T-H-M-C (Thermique-
Hydraulique-Mécanique-Chimique) entièrement couplé reste à développer.

Thème 3 : Stimulation hydraulique autour du puits d’injection en tenant compte de la frac-
turation hydraulique et du cisaillement hydraulique. L’objectif est d’étudier les réponses hydromé-
caniques telles que la propagation de la fracture, la diffusion de la pression, la contrainte poroélas-
tique et le glissement de la fracture préexistante lors de l’injection de fluide et après la fermeture.
Le chemin de stimulation est préréglé comprenant deux segments de fracture hydraulique et deux
fractures préexistantes. Les fractures sont modélisées par des éléments cohésifs couplés pression-
déplacement spéciaux, qui utilisent un concept de zone cohésive pour décrire la zone partiellement
endommagée près de la pointe de la fissure et entre la zone fissurée et le matériau intact. La prop-
agation de la rupture se produit lorsque les éléments cohésifs sont complètement endommagés en
fonction de l’énergie critique de rupture. Le modèle résout plusieurs processus couplés : la défor-
mation poro-élastique de la roche, l’écoulement de fluide interstitiel, l’écoulement de fracture et
la propagation de fracture. Le glissement de cisaillement sismique de la fracture préexistante suit
la loi de frottement de Coulomb et est utilisé pour calculer la magnitude du moment. Des études
paramétriques sur la perméabilité de la matrice, le coefficient de frottement, l’orientation de la frac-
ture et le schéma d’injection montrent que la sismicité induite est liée à la fois à l’état initial et à
l’intervention humaine. La diffusion de la pression du fluide ainsi que le changement de contrainte
poro-élastique sont responsables de la sismicité après fermeture. Le modèle reste à étendre pour
simuler l’injection de fluide dans des réseaux de fractures complexes.

Nos études sont dédiées à l’application des techniques numériques dans les fractures et les
réservoirs fracturés, en particulier l’EGS. Les simulations offrent de nouvelles perspectives pour
comprendre les comportements hydrauliques/mécaniques d’une fracture rugueuse, la relation entre
l’écoulement de fluide et la déformation mécanique d’une fracture rugueuse, et les réponses cou-
plées H-M des roches fracturées. L’analyse ouvre de nouvelles perspectives pour relier le mod-
èle à des sujets d’intérêt dans le développement de l’EGS, tels que la diffusion de la pression,
l’amélioration de la perméabilité, la fermeture des fractures, la réactivation des failles et la sismicité
induite.
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Chapter 1

Introduction

1.1 Background

1.1.1 EGS and its development

Deep geothermal energy has been extensively exploited and utilized worldwide, with a typical depth
of over 500 m. As a clean and renewable energy, it can be used as direct heat at lower temperatures
(60 - 150 °C, e.g., Lopez et al. (2010); Agemar et al. (2014); Limberger et al. (2018); Romanov
and Leiss (2022)) or for electricity generation at higher temperatures (> 150 °C, e.g., Muffler and
Cataldi (1978); Genter et al. (2009); Bahadori et al. (2013); Hirschberg et al. (2014); Paulillo et al.
(2020)). A prerequisite for the success of such systems is maintaining good heat fluid circulation.
Deep geothermal energy recovery typically employs a doublet well system involving an injection
well and a production well (Fig. 1.1). EGS sites can be categorized into hydrothermal systems and
petrothermal systems. The former are suitable for existing aquifers with adequate fractures, water
flow, and sufficient temperatures, and therefore require generally minimal stimulation. However,
such condition is not always met, in particular at a great depth where the host rock is typically
impermeable. Petrothermal systems are thus designed to improve reservoir transmissivity and pro-
ductivity, which is formerly referred to as Hot Dry Rock (HDR) that originated from Los Alamos
National Labs (Mortensen, 1978). The involved hydraulic fracturing technique often requires high
pressures to overcome the sum of the minimum principal stress and the rock tensile strength and cre-
ate new fractures. It is therefore environmentally and economically unfriendly but still has gathered
plenty of important results, e.g., the Fenton Hill HDR project (Aki et al., 1982; Norbeck et al., 2018).
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In between these two systems, Enhanced Geothermal Systems (EGS) are proposed to increase the
permeability of the host rock with seismicity control (Fig. 1.1). With the increasing exploration
of EGS, the concept of hydraulic fracturing has been gradually shifting to hydraulic shearing, aim-
ing to improve the reservoir permeability by reactivation of pre-existing fractures, with the resulting
overpressure capable of bringing about fracture shear sliding and irreversible dilation (McClure and
Horne, 2014; Blöcher et al., 2016; Bijay and Ghazanfari, 2021). Such shearing mechanism does not
necessarily require high injection pressures, especially for those natural fractures critically stressed
(i.e. sets of fractures are favorably oriented to fail in shear under the present-day stress field) or
optimally oriented, but still has the ability to improve the permeability by 2-3 orders of magni-
tude (Häring et al., 2008; McClure and Horne, 2014). In fact, previous studies also showed that
these two ’end-member’ mechanisms (fracture opening and shearing mechanisms) both contribute
to the hydraulic injection resulting in a mixed stimulation mechanism (McClure and Horne, 2014).
Specifically, in the area close to the wellbore, the hydraulic fracturing mechanism might be of more
importance to link the wellbore with the natural fracture network in the target formation. While in
areas a few tens of meters or more away from the wellbore, hydraulic shearing would dominate the
permeability enhancement process (Cornet et al., 2003; Cacace et al., 2013; Amann et al., 2018).

Figure 1.1: Enhanced Geothermal System (EGS); source: https://www.egs-energy.com/projects/

In addition to hydraulic stimulation, other techniques, such as thermal and chemical stimula-
tion have been proposed. Thermal stimulation, using cold water injection, is mainly based on tem-
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perature difference (or cooling effect) that enables to induce stress changes, leading to new cracks
generation or natural fracture network stimulation, thereby increasing the initial permeability. Its
effect is similar to that of the hydraulic stimulation, see, e.g., the Rittershoffen project (Baujard et al.,
2017), the Raft River geothermal site (Bradford et al., 2014). Chemical stimulation is applicable to
reservoirs rich in secondary minerals that seal rock matrix or fractures, e.g., in Soultz-sous-Forêts
(Nami et al., 2008; Portier et al., 2009). It consists in injecting fluids with chemical additives into
the reservoir in order to dissolve/remove these secondary minerals and thereby increase fluid path-
ways and permeability (Griffiths et al., 2016; Watanabe et al., 2021). Meanwhile, the target of EGS
has been also evolving from a fracture network to a large regional fault where a higher flow rate
and larger heat exchange area are expected (e.g., Baujard et al. (2017); Schmittbuhl et al. (2021)).
This is because EGS not only needs to improve the reservoir permeability but also needs to avoid
heat loss and maintain its longevity/sustainability, and this requires plenty of flow paths designed to
provide an abundance of rock surface area for subsurface fluid flow (Kluge, 2021).

In summary, the objectives of EGS can be achieved by various methods depending on the
geological situation, such as rock types, rock structures, tectonic conditions, in-situ stress fields,
etc. However, no matter which approach is used and what challenges are faced, the fundamental
and important elements of EGS cannot be skipped, which are, fractures and faults.

1.1.2 Fractures and faults

In rock mechanics, fractures are open spaces between opposite rock surfaces due to fracturing. They
can be classified into faults and joints (Jaeger et al., 2009). The major difference between the two
is lying on whether the relative displacement parallel to the nominal fracture plane has occurred
or not. In structural geology, faults are unique and complex objects consisting of a fine-grained
fault core and a surrounding damage zone (Caine et al., 1996; Faulkner et al., 2010; Cacace et al.,
2013). For the purpose of this study, we do not differentiate joints from fractures but use the global
term ’fracture’ instead. In addition, we simplify the fault structure by neglecting the damage zone.
The fault damage zone can affect fluid flow properties but depends on the fracture size, orientation,
spatial distribution, etc (Odling et al., 2004; Nguyen et al., 2015). In this thesis, we use synthetically
generated fault geometry and focus on the influence of the fault surfaces’ roughness. Therefore the
impact of the damage zone is beyond the scope of this thesis.

As mechanically weak parts of the rock mass, fractures and faults control the stability of sub-
surface structures but simultaneously serve as major conduits for fluids due to their common higher
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permeability, although they can also be barriers in less frequent cases (Council et al., 1996; Fisher
et al., 2003; Bense and Person, 2006; Agosta et al., 2010). Because of their importance, the related
study has been a hot topic for the past several decades (Zoback et al., 1977; Brown, 1987; Tsang
and Tsang, 1989; Barton et al., 1995; Zimmerman and Bodvarsson, 1996; Pyrak-Nolte and Morris,
2000; Watanabe et al., 2009; Detournay, 2016; Vogler et al., 2018; Kluge et al., 2021a). Although
the understanding of faults and fractures has improved considerably, there are many aspects that
still remain unknown or unclear. This is primarily because fractures are deeply buried below the
Earth’s surface. Quantifying precisely fracture aperture or fracture roughness at depth and varied
length scales thereby becomes difficult under current techniques. In practice, obtaining fracture
morphology at depth is typically based upon image logging interpretation, e.g., seismic, acoustic,
and electric logs (Luthi and Souhaite, 1990; Leary, 1991; Prioul and Jocker, 2009; Ponziani et al.,
2015; Lai et al., 2021), or samples taken from boreholes (Wang, 2005; Rogers et al., 2015). However,
these methods can only provide limited information about fractures/fracture networks, for example,
to have the strike and dip of a large-scale fault, or reveal fracture traces on wellbore walls. Obtaining
details of the geometric information of the fracture, such as the thickness variation, effective aper-
ture variability, contact zone, etc, is much more difficult. Moreover, despite the fact that numerous
experimental results on rock samples have been obtained, using the laboratory scale to represent the
field scale remains a debate. In this case, the use of analogues from outcrops is an alternative to
reproduce fracture surfaces at varied scales.

By using different scanner devices (e.g., profilometer, LiDAR, white light interferometer) and
statistical analysis approaches (e.g., Fourier Power Spectrum Method, Standard Deviation of the
Correlation Function Method), many researchers have conducted surface measurements on natu-
ral joints, artificial fractures, exhumed faults profiles, and earthquake rupture surfaces, both in the
laboratory and in the field, and created a huge amount of data on the rock fracture surfaces. These
studies have revealed a universal geometric property of fracture surfaces over several decades of
lengths from µm to km scale, i.e., self-affine property (Brown and Scholz, 1985; Power et al., 1987;
Schmittbuhl et al., 1993a; Power and Durham, 1997; Renard et al., 2006; Bistacchi et al., 2011;
Brodsky et al., 2011; Candela et al., 2012). In general, a statistical invariance in terms of rough-
ness amplitude and roughness exponent exists. When we look at such surfaces in Fourier space, the
power spectrum vs spatial frequency (or wavenumber) shows a linear trend in a log-log plot. The
slope equal to -2H-1 or -2H-2 (for 1D profiles and 2D surface respectively), with H the roughness
exponent (Candela et al., 2012; Brodsky et al., 2016). The roughness exponent, also called Hurst
exponent, was found to be about 0.8 for artificial tensile fractures or faults perpendicular to the slid-
ing direction, and about 0.6 for faults along the sliding direction (Nigon et al., 2017; Schmittbuhl
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et al., 1995a; Candela et al., 2009). In addition, no roll-off wavelength was found over multiple
length scales (Candela et al., 2012; Schmittbuhl et al., 1993a). The self-affinity of fracture surfaces
is crucial since it appears to be one of the best models to account for the multi-scale property of the
fracture geometry. Having the fracture geometrical model provides us the possibility to generate
fractures synthetically on different scales.

Measurements of fracture aperture distribution are also associated with measurements of frac-
ture surfaces. The aperture is defined as the forming space between the opposite fracture surfaces.
By measuring the two surfaces’ topography separately, the fracture aperture can then be constructed,
see, for example, Watanabe et al. (2008); Neuville et al. (2012a); Hofmann et al. (2016); Kluge et al.
(2021b).

However, one issue raised by measuring crack surfaces is how to ensure the accuracy of match-
ing points on two surfaces facing each other. To avoid this issue, several approaches have been devel-
oped to directly measure the fracture aperture distribution, including injection resin into a fracture
(Hakami and Larsson, 1996), casting techniques, i.e. making a replica of the fracture’s void space
(Yeo et al., 1998; Renshaw et al., 2000), non-invasive techniques, such as sonic method (Hornby
et al., 1989), electrical method (Luthi and Souhaite, 1990), optical method (Detwiler et al., 1999;
Ameli et al., 2013), nuclear magnetic resonance imaging (Renshaw et al., 2000), X-ray computed
tomography (Pyrak-Nolte et al., 1997; Keller, 1998; Ramandi et al., 2016). According to the measur-
ing results, the fracture aperture field can be described by varied distributions. The most common
two distributions are normal distribution (Hakami and Larsson, 1996; Pyrak-Nolte et al., 1997; Yeo
et al., 1998; Neuville et al., 2012a) and lognormal distribution (Snow, 1970; Pyrak-Nolte et al.,
1997; Keller, 1998; Xu et al., 2021), while a few follows gamma distribution (Tsang and Tsang,
1987; Xu et al., 2021) and other distributions (Ramandi et al., 2016; Xu et al., 2021).

However, fracture void geometry cannot only be described by the aperture distributions but is
also influenced by the spatial correlations. Fractures with the same aperture frequency distributions
may have different spatial correlations between the apertures on the fracture surface (Hakami and
Larsson, 1996). The spatial correlations can be quantified by a semi-variogram, which shows sill
(the plateau level) and range (the lag distance at which the sill is reached). The range is called the
correlation length. The correlation length of the aperture was found typically much less than the
fracture length at sample scale (Brown et al., 1986; Hakami and Larsson, 1996; Pyrak-Nolte et al.,
1997; Keller, 1998), although the correlation length of the fracture aperture in the field is difficult
to determine. Therefore, unlike fracture surfaces, the fracture aperture is self-affine only at scales
smaller than the correlation length, beyond which the Fourier spectrum of the aperture is constant,
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namely without self-affinity (Brown and Scholz, 1985; Méheust and Schmittbuhl, 2003).

The spatial correlations of fracture aperture are affected by a variety of factors such as shear dis-
placement and normal stress, e.g., (Plouraboué et al., 1995; Yeo et al., 1998; Pyrak-Nolte and Morris,
2000) and have a significant impact on the hydraulic and mechanical properties of a fracture, e.g.,
Yeo et al. (1998); Pyrak-Nolte and Morris (2000); Méheust and Schmittbuhl (2003); Petrovitch et al.
(2013); Wang et al. (2016); Li et al. (2021); Lenci et al. (2022). Among these studies, Pyrak-Nolte
and Morris (2000) found that fractures with long-range correlations have only a few flow channels
and the contact area is limited in a few regions. The correlation length decreases with increasing
normal stress, and the flow decreases rapidly with changes in the fracture’s normal stiffness. While
fractures with short-range correlations are more likely to have multiple flow paths and uniformly
distributed contact areas, and the flow changes slowly with changes in the fracture’s normal stiffness.
In addition, Méheust and Schmittbuhl (2003) systematically studied the influence of the mismatch
scale (i.e. the correlation length) on the hydraulic behavior of a fracture. They showed that at the
fixed mechanical aperture, the deviation from the cubic law decreases as the correlation length de-
creases, and the loss of the correlations at the fracture scale has a strong impact on the flow behavior.
Therefore, the correlations at the fracture scale are of great importance such as understanding the
flow channels caused by large apertures, see also Méheust and Schmittbuhl (2001), which will also
be the main focus of this thesis. The effect of correlations smaller than the fracture scale will be
studied in the future.

Over the past half-century, a great deal of research has been dedicated to understanding the
hydraulic and mechanical behavior of fractures and faults, mainly including field tests, laboratory
experiments, numerical simulations, as well as some theoretical analysis.

In many studies, due to the speciality and requirement of the problem, fractures are typically
simplified to the parallel plate model, and accordingly fluid flow through them is governed by the cu-
bic law (Lei et al., 2021; Carrier and Granet, 2012; Detournay, 2004; Zimmerman and Bodvarsson,
1996), which describes that the flow rate is proportional to the cube of the fracture (mean) aper-
ture. However, early experiments showed that this simplification cannot stand when the fracture is
subjected to relatively high normal stress (e.g., 20 MPa (Witherspoon et al., 1980)), this is due to
the fact that the fracture surfaces are more or less rough, as discussed above. Under normal stress,
these rough surfaces can thus create flow channels and contact areas and therefore deviate from the
parallel plate model, as also investigated by numerous authors hereafter, e.g., Brown (1987); Yeo
et al. (1998); Brown et al. (1998); Méheust and Schmittbuhl (2000). In addition, a lot of theoretical
models have been developed for the fluid flow through a single rough fracture. For example, (Tsang
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and Witherspoon, 1981) replaced the aperture with the weighted average aperture in the cubic law.
They also proposed a channel conceptual model to study the flow through fractured rock (Tsang
and Tsang, 1987). Afterward, Robert Zimmerman and his co-authors mathematically studied the
flow problem in a single fracture. These include, but are not limited to: obtaining analytical ex-
pressions for the fracture permeability of a fracture with cylindrical asperities (Kumar et al., 1991);
examining the validity of the lubrication approximation (Zimmerman et al., 1991) and revising the
hydraulic aperture by considering the contact area and the mean aperture (Zimmerman and Bod-
varsson, 1996); discussing conditions for simplification of Navier-Stokes equations to the Reynolds
equations (i.e. Local cubic law, LCL) (Zimmerman and Yeo, 2000). The Reynolds equations are
valid typically at low Reynolds number (Re < 1) and with small variations of apertures, see also
Méheust and Schmittbuhl (2001).

Field tests are the most intuitive and direct way to reveal the in situ fracture properties. It has the
most explicit engineering purpose and can provide first-hand knowledge to guide the production of
subsurface fluids. For example, tracer tests are commonly used in the field to characterize the fluid
flow properties (e.g., permeability) (Saar, 2011). In addition, Rutqvist and Stephansson (1996) used
a cyclic hydraulic test to determine the in situ stress normal to a fracture. Moreover, through testing a
single natural granitic fracture at ∼ 1 m scale, Cornet et al. (2003) found that hydraulic aperture and
mechanical aperture are comparable only above a fracture opening threshold and channeling may
control the fluid flow; and (Guglielmi et al., 2015b) observed a significant permeability enhancement
of a 20-m critically stressed fault in shale, which was only related to a small shear slip. However, for
these field tests, it is often hard to control their experimental conditions due to lots of uncertainties
in the subsurface thereby they are typical of high-cost risk if the results are undesired. Moreover,
because of the complexity of the reservoir, most of the results are highly site-dependent, which
means that relying on them for other projects may be difficult or unavailable.

Laboratory experiments can capture some phenomena that are difficult to observe in the field.
As an example, with the help of microscope and CT scanner, micromorphological changes of the
fracture surface prior to and after the hydraulic experiments can be determined (Kluge, 2021; Ji
et al., 2020; Cheng and Milsch, 2021). Because the conditions are relatively readily controllable
in the laboratory, it is generally accepted that measurements from the laboratory are able to facil-
itate the understanding of field observations (e.g., Rummel and Winter (1983); Zimmermann and
Reinicke (2010)) and provide parameters for numerical models (e.g., Vogler et al. (2018); Vallier
et al. (2019)). Among these experiments, several common purposes for a single fracture are dedi-
cated to discovering its fluid flow behavior: normal closure behavior, shear dilation behavior, and
hydro-mechanical coupling behavior. To name just a few, fluid flow through a single fracture has
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been shown to deviate from the cubic law due to roughness (Brown, 1987; Méheust and Schmit-
tbuhl, 2000; Kluge et al., 2017); Goodman et al. (1968) and Bandis et al. (1983) proposed empirical
laws for describing the fracture closure under normal stress based on experimental results. Al-
though laboratory experiments have yielded significant results, upscaling them to the engineering
scale remains controversial (Viswanathan et al., 2022).

As a complementary technique, numerical models play an essential role in understanding frac-
ture behavior. On the one hand, they can serve as validation for field and laboratory measurements.
For example, numerical studies on the flow through a rough fracture revealed the flow channeling
behavior (Blöcher et al., 2019; Brown et al., 1995; Skjetne et al., 1999; Méheust and Schmittbuhl,
2001; Schmittbuhl et al., 2008), which was also found in the laboratory; Kling et al. (2018); Li
et al. (2021) showed that the granodiorite fracture normal closure behavior can be well described
by an elastoplastic contact model. On the other hand, numerical studies are capable of providing
new insights to overcome the constraints imposed by observations. For instance, on the basis of the
self-affine geometry of a fracture, numerical simulations can be performed without the limitation of
the number of fractures, thus are able to obtain generalized laws (Petrovitch et al., 2013; Wang and
Cardenas, 2016; Pyrak-Nolte and Nolte, 2016; Morris et al., 2017; Li et al., 2021). In addition, with
the help modern high-performance computer, the numerical technique has undergone rapid devel-
opment, e.g., numerical experiments on large-scale fractures or on 3D fractures become available
(Molinero and Samper, 2006; Blöcher et al., 2010; Wang et al., 2016; Blöcher et al., 2018; Chen
and Zhao, 2020). If economic cost is also taken into account, numerical simulation is no doubt a
superior alternative to field tests and laboratory experiments.

1.2 Objective

Based on the previous studies and the above analysis, a simple process of EGS development and the
related techniques/issues involved can be depicted in Fig. 1.2. As can be seen, EGS involves a great
deal of work to be done in terms of various technologies and research methods.

The challenges to be overcome behind EGS stem from two main areas. On the one hand,
how to maintain a sustainable heat source and sufficient subsurface flow rates at a level of commer-
cial interest during the designed lifetime? i.e., the sustainability of the entire system (Kumari and
Ranjith, 2019; Kluge, 2021). This requires considerable effort in investigating rock and fracture
properties, rock-fluid interactions, and injection strategies. Furthermore, more attention should be
paid to the early stage work, e.g., an EGS site targeting a large-scale fault maybe with higher perme-
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Figure 1.2: Simplified flow chart on harnessing geothermal energy by enhancing geothermal reser-
voirs properties and the associated techniques/issues, modified from (Kluge, 2021)

ability and larger heat exchange area. On the other hand, how to control the margin effects within
an acceptable limit? e.g., wellbore collapse, fluid leak-off, and induced seismicity. Among these
potential risks, induced seismicity is of most interest because it is likely to reach intensities felt by
people and even threaten life and properties. Some EGS projects that were eventually stopped due
to induced earthquakes include the Basel EGS project with a maximum magnitude of 3.4 in 2006
(Häring et al., 2008), Pohang EGS project with a maximum magnitude of 5.4 in 2017 (Kim et al.,
2018) and Geoven EGS project with a maximum magnitude 3.6 in 2020 (Schmittbuhl et al., 2021).
Prevention or prediction of induced earthquakes requires a better understanding of the associated
physical and mechanical mechanisms, for example, coupled T-H-M-C processes, pressure diffusion,
stress changes, and fault slip. It should also be mentioned that these two aspects have commonly
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interacted with each other, e.g., the appropriate injection strategies should not only improve the poor
hydraulic connections between boreholes but also need to avoid unwanted induced earthquakes.

In this study, focusing tightly on the topic of fractures (either natural or newly created/induced),
we use numerical simulations to explore their hydraulic and mechanical properties. The aim of the
numerical study is to further the understanding of pressure diffusion, mechanical response, and the
interrelated hydro-mechanical relationship of a fracture at the reservoir scale.

Specifically, we consider the following three aspects.

1) To investigate the transient pressure diffusion process inside a fracture, determine the hy-
draulic diffusivity and analyze the influence of roughness; This corresponds to Chapter 2.

2) To investigate the relationship between the fluid flow (permeability) and mechanical re-
sponses (stiffness) of a single rough fracture embedded in a porous rock matrix and to reveal how it
may impact the chemical stimulation; This corresponds to Chapter 3.

3) To investigate the hydraulic fracturing and hydraulic shearing mechanisms during hy-
draulic stimulation and to analyze the influence of rock properties, fracture properties, and injection
schemes on the hydro-mechanical response. This corresponds to Chapter 4.

For aspects 1) and 2), it is worth noting that we focus mainly on a single fracture study. Typ-
ically, the hydro-mechanical properties of fractures can be studied either on a single fracture or
fracture networks. However, we first consider a single fracture as it is the more fundamental el-
ement of fractured rocks. In addition, as can be seen from Fig. 1.3, four wellbores are connected
with a large fault zone in the well-known EGS project Soultz-Sous-Forêts. The figure shows that the
large fault zone controls the fluid circulation of the EGS system under the triaxial stress conditions
at a depth of about 5 km and a temperature of 200 ◦C. Therefore, it is critical to understand how
fluid flow through this single fault, and how the mechanical part affects its hydraulic behavior (such
as under normal stress, see Chapter 3).

Fig. 1.4 shows that induced seismicity occurs mainly along the fault zones in Soultz-Sous-
Forêts. This can be related to the pore pressure diffusion as shown in Fig. 1.5. The hydraulic
diffusivity D can be estimated from the distance from the injection wellbore r as a function of the
time t. Therefore, it is also essential to investigate the pore pressure diffusion along the fault zone.
This will be the topic of Chapter 2.

For aspect 3), as mentioned above, the hydraulic stimulation process involves hydraulic shear-
ing and hydraulic fracturing mechanisms, in particular around the injection wellbore. They may co-

10



CHAPTER 1: INTRODUCTION

Figure 1.3: 3D view of the main fault zone in Soultz-Sous-Forêts, modified from (Sausse et al.,
2010); The blue and red arrows indicate injection and production well(s), respectively

exist and interact with each other (Rutledge et al., 2004; McClure and Horne, 2014). The induced
tensile fracture was observed on the wellbore in Soultz-Sous-Forêts (e.g. on the GPK1, Fig. 1.6),
indicating the importance of the hydraulic fracturing around the injection wellbore. The interac-
tions of the natural fracture and tensile fracture depend largely on the initial stress state, injection
pressure, fracture distribution and orientation, etc. Strengthening the understanding of this coupled
process is significant for optimizing the stimulation strategies. As a consequence, it is necessary
and valuable to exert efforts on this topic (this will be addressed in Chapter 4).
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Figure 1.4: 3D view of the induced seismicity in Soultz-Sous-Forêts, modified from (Sausse et al.,
2010); The circles indicate seismic events

1.3 Thesis outline

Following the objectives of advancing the understanding of hydro-mechanical properties of a single
fracture and the hydraulic stimulation process in the vicinity of the injection borehole, the thesis
is organized based on three articles, which are presented in the following Chapters 2, 3 and 4,
respectively.
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Figure 1.5: Fluid injection-induced seismicity related to pore pressure diffusion from GPK1, Soultz-
Sous-Forêts, 1993, modified from (Shapiro et al., 1999)

Chapter 2 introduces a methodology to determine the hydraulic diffusivity of a rough fracture,
which is step-wise closed from an initial state with a few contact points up to the flow percolation
threshold, under the hypothesis that the contact is perfectly plastic (a penetration model), therefore
the fracture storage effect is neglected and the matrix is treated as a rigid body. The fracture geome-
try is described by the self-affine model. To solve the transient pressure fluid flow equation, the 3D
fracture aperture is represented by a 2D plane with the aperture variations treated as a parameter.
The highlight here is that the temporal and spatial effects are simultaneously considered when calcu-
lating the fracture hydraulic diffusivity. This deviates from the results estimated from the effective
hydraulic aperture. It also illustrates that the fracture roughness either increases or decreases the
hydraulic diffusivity and results in anisotropic flow behavior.

Chapter 3 presents a model for computing the permeability and normal stiffness of a rough
fracture. The generation of fracture geometry/aperture is similar to that in Chapter 2. Here the 3D
fracture is embedded in the porous rock matrix. Fracture closure here consists of discrete steps,
including a mechanical process and a mineral precipitation process. At each step of closure, the
model solves the Navier-stokes flow in the fracture and Darcy’s flow in the matrix in order to de-
termine the permeability, and the normal stress (assuming much larger than the fluid pressure, i.e.,
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Figure 1.6: Vertical tensile fracture in the GPK1 borehole at Soultz-Sous-Forêts which extends over
a depth range of about 3 m, modified from (Brudy and Zoback, 1999)

drained configuration) is imposed on the top the entire block in order to access the normal stiffness.
The inherent relationship between permeability and stiffness is built and its impact on the chemical
stimulation is analyzed.

Chapter 4 introduces a numerical model to simulate the hydraulic stimulation in the vicinity of
the injection wellbore. Both the hydraulic fracturing and hydraulic shearing mechanisms are con-
sidered. For simplicity and controllability, only a single stimulation path is modeled. The influence
of the rock permeability, the fracture properties, and the injection protocols are studied parametri-
cally. It also shows that the pressure diffusion and the poroelastic stressing both contribute to the
fracture slip after the injection well is shut in.

Finally, Chapter 5 provides the general conclusions of the thesis, as well as some analysis and
suggestions for potential future research directions.
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1.4 Some key theoretical concepts

Below some theoretical backgrounds for each chapter are given. Note that there are some repetitions
in the use of some symbols in different chapters, the reader should differentiate them in each chapter.

1.4.1 Derivation of the linear diffusion equation

This section involves the linear diffusion equation used in Chapter 2.

Considering one-dimensional linear flow in the parallel plate model (along x-direction) with an
aperture h, the cubic law relating the volume flow rate per unit height q to the cubic of the aperture
h can be written as follows (Murphy et al., 2004):

q = − h3

12µ

∂p

∂x
, (1.1)

where µ is the viscosity and p is the fluid pressure.

Considering also the impermeable rock matrix, the conservation of mass yields:

∂(ρq)

∂x
= −∂(ρh)

∂t
(1.2)

where ρ and t are fluid density and time, respectively.

The fluid flow equation can be written as:

∂

∂x

(
h3

12µ

∂p

∂x

)
= −

(
ρ
∂h

∂p
+ h

∂ρ

∂p

)
∂p

∂t
(1.3)

In general, the density and viscosity have very small variations, therefore the equation above
can be rewritten as:

1

12µh

∂

∂x

(
h3
∂p

∂x

)
= c

∂p

∂t
(1.4)

where the total compressiblity c is the sum of the fracture compressiblity cj and the fluid compress-
ibility cf .

Considering that the fluid modulusKf is the reciprocal of the fluid compressiblity cf , Eq.(1.4)
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can be recast as:
h

Kf

∂p

∂t
+∇ · (hq) = 0, (1.5)

Eq.(1.5) is exactly the diffusion equation Eq.(2.13) used in Chapter 2.

Assuming very small pressure changes so that fracture deformation is negligible, Eq.(1.4) can
be simplified to:

∂p

∂t
= D

∂2p

∂x2
(1.6)

where the hydraulic diffusivity D = h2/(12µc).

Eq.(1.6) is then the linear diffusion equation Eq.(2.1) used in Chapter 2.

1.4.2 Fracture closure and contact mechanisms

This section involves the elasto-plastic model used in Chapter 3.

Pioneering work on fracture closure under normal stress was mainly based on laboratory ex-
periments, followed by some empirical or semi-empirical fracture closure laws, e.g., the empirical
hyperbolic law (Goodman et al., 1968), the semi-logarithmic law (Barton-Bandis model) (Bandis
et al., 1983; Barton et al., 1985). These laws are convenient to use particularly in fitting the exper-
imental data and therefore inherited and developed by numerous studies (e.g., Evans et al. (1992);
Lee and Harrison (2001); Wang et al. (2003); Zangerl et al. (2008)) despite their disadvantages,
such as the limitation of specific types of rocks and the lack of physical meaning of required fitting
variables. Meanwhile, benefiting from the development of numerical techniques, many physical-
based models have been proposed to describe the fracture deformation behavior under normal stress.
There are broadly several models. The first is the bearing-area model (e.g., interpenetration model
(Brown and Scholz, 1986; Watanabe et al., 2005)), which assumes rigid contact surfaces and the
interpenetration of asperities such that the overlap parts are merged. The second is the indepen-
dent asperity model (e.g., Greenwood and Williamson model (Greenwood and Wiliamson, 1966))
in which the rough surface is approximated by a set of non-interacting asperities. The third is the
re-normalization model based on Persson’s theory (Persson, 2001) and the approach proposed by
(Joe et al., 2018), the solution of the contact problem at a given scale is deduced from the larger
scale. The last type is the ’brute-force’ model (e.g., Stanley and Kato (1997); Pastewka and Robbins
(2014)) solving the elastic problem based on a specific topography or continuum contact mechanics.
Among these contact models, many researchers have tried to apply them to the field of rock fracture
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contact. Tab. 1.1 lists the most common contact models used in rock engineering.

Table 1.1: Comparison of common contact models in rock engineering.

Contact models Descriptions Asperity interactions

HGW model Hertzian/Greenwood-Williams contact theories No
Hopkins model Elastic deformation; Cylindrically shaped asperities Yes

Interpenetration model Unconditionally deformable asperities that are merged No
FFT-based model Elastic or elastic-plastic deformation Yes

In this work, we use the elasto-plastic contact model to validate the linear stiffness-stress
trend of our numerical computation. The model is integrated into a web app ’Contact.engineering’
(http://contact.engineering) aimed to solve rough surface contact problems. Only the degrees of
freedom of the surface are considered and the bulk is treated as an elastic half-space. In our case,
since we deal with the contact of two rough surfaces, the difference between the top and bottom
surfaces (i.e., the initial aperture) is used. We present below the basic theory behind this model,
more details can be found in Röttger et al. (2022).

The model uses the Boundary Element Method (BEM) to solve the elastic deformation of the
contact problem. This is done in reciprocal space with the Fast Fourier Transform (FFT) technique.
In linear elasticity, the displacement (normalized by RMS) and the pressure (normalized by the
effective Young’s modulus E∗) are related as follows:

u(x, y) =

∫
AG

G(x− x′, y − y′)p(x′, y′) dx′dy′ = G(x, y)⊛ p(x, y) (1.7)

where G(x, y) is the linear elastic surface Green’s function and AG is its supported region.

The convolution G⊛ P can be converted by Fourier transform into:

ũ(q, s) = G̃(q, s)p̃(q, s) =

∫
AG

u(x, y)e−iqx−isydxdy (1.8)

For periodic systems, the linear-elastic Green’s function in reciprocal Fourier space is:

G̃(q⃗) = 2/(E∗|q⃗|) (1.9)

17



CHAPTER 1: INTRODUCTION

where q⃗ = (q, s) is the wavevector. E∗ is the effective young’s modulus of the contact bodies:

E∗ =
1

(1 − ν2
1)/E1 + (1 − ν2

2)/E2
(1.10)

where E1, E2 are Young’s modulus of the two contact solids and ν1, ν2 are their Poisson ratios.

For nonperiodic systems, which is also our case, the Green’s function is:

πE∗G(x, y) = (x+ a) ln

[
(y + b) +

√
(y + b)2 + (x+ a)2

(y − b) +
√

(y − b)2 + (x+ a)2

]

+(y + b) ln

[
(x+ a) +

√
(y + b)2 + (x+ a)2

(y − b) +
√

(y + b)2 + (x− a)2

]

+(x− a) ln

[
(y − b) +

√
(y − b)2 + (x− a)2

(y + b) +
√

(y + b)2 + (x− a)2

]

+(y − b) ln

[
(x− a) +

√
(y − b)2 + (x− a)2

(x+ a) +
√

(y − b)2 + (x+ a)2

]
(1.11)

where a = ∆x/2 and b = ∆y/2. Typically, the surface topography data is provided on a discrete
grid with a measured size Lx×Ly and pixelsNx×Ny, i.e., the measured resolution is ∆x = Lx/Nx

and ∆y = Ly/Ny.

In order to describe the plastic part, a parameter called hardnessHa (Brown and Scholz, 1986)
is introduced. It defines the maximum stress allowed in the contact.

The following three sections involve basic fracture mechanisms, cohesive zone method, and
fault reactivation used in Chapter 4.

1.4.3 Basic concepts in fracture mechanics

When materials undergo fracture, the rate at which energy is transformed is called the energy release
rate G, defined as the total potential energy loss per crack surface area. It is directly related to the
stress intensity factor K in different mode as:

GI =
K2

I

E ′ , GII =
K2

II

E ′ , GIII =
K2

III

2µ
, (1.12)
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where subscripts I, II, III indicate mode-I (tension), mode-II (in-plane shear) and mode-III (out-of-
plane shear) loading, respectively. E is Young modulus with E ′ = E for plane stress and E ′ =

E/(1 − ν2) for plane strain. µ is the shear modulus.

Under mixed-mode loading conditions, the total energy release rate G can be superimposed
as:

G =
K2

I

E ′ +
K2

II

E ′ +
K2

III

2µ
(1.13)

Accordingly, the crack growth criterion (fracture criterion) can be denoted as:

G = GC (1.14)

where GC is the critical energy release rate (or the equivalent fracture energy) depending on the
material itself. It corresponds to the fracture toughness (i.e. the critical stress intensity factor) as
the form of Eq. (1.12) (e.g.,K2

IC = GICE
′ is the Mode-I fracture toughness under Mode-I loading).

There are several commonly used analytical forms to estimate the equivalent fracture energy
GC depending on different contributions from the three loading modes, as described below.

(1) The power law (Goyal et al., 2004):(
GI

GIC

)α

+

(
GII

GIIC

)β

+

(
GIII

GIIIC

)γ

= 1 (1.15)

where α, β, γ are constants.

(2) The Benzeggagh-Kenane (BK) law (Benzeggagh and Kenane, 1996):

GC = GIC + (GIIC −GIC)

(
GII +GIII

GI +GII +GIII

)α

(1.16)

(3) The Reeder’s law (Reeder, 2006):

GC = GIC +

[
(GIIC −GIC) + (GIIIC −GIIC)

(
GIII

GII +GIII

)](
GII +GIII

G

)α

(1.17)
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Figure 1.7: Sketch of cohesive zone model

1.4.4 Cohesive zone method

The pioneering work on the cohesive zone method was Dugdale (1960) and Barenblatt (1962).
Along the direction of crack propagation, the cohesive zone lies between the cracked zone and
intact material. It was used to describe a partially damaged zone around the crack tip observed in
fracture experiments (Fig. 1.7).

In this transition zone, the stress still can be transferred through it. The separation between the
fracture walls increases from zero at the crack tip to a critical value δf when reaching the cracked
zone, whereas the traction decreases from tensile strength τc to zero. During the process of sepa-
ration, the damage variable D varies linearly between zero and one and is commonly used to track
the separation of the cohesive zone, i.e., from damage initiation when the traction reaches the ten-
sile strength to fully damaged as rising to traction-free state. The evolution can be depicted by a
traction-separation law as shown in Fig. 4.2. For fractures with mixed-mode damage, the effective
separation δm is defined as:

δm =
√
< δn >2 +δ2

s + δ2
t (1.18)

where δn, δs and δt are separations along the normal and the two shear directions (Fig. 4.2), respec-
tively. The damage variable D then can be denoted as:

Dm =
δfm(δm − δ0

m)

δm(δ
f
m − δ0

m)
(1.19)
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where δfm represents the critical separation in the mixed mode, can be written as:

δfm =
2Gc

τe
(1.20)

where Gc is the equivalent fracture energy, τe is the equivalent strength:

τe =
√
τ 2
n + τ 2

s + τ 2
t (1.21)

For the numerical simulation of the cohesive zone model, cohesive elements are used to model
the fracture. Typically, the fracture paths should be defined beforehand, and cohesive elements are
inserted along those paths that are surrounded by continuum elements. That is, here the cohesive
elements and continuum elements share nodes on the intersection lines. Additionally, when dealing
with fluid flow problems, intermediate nodes with pressure degrees of freedom will be added to pure
mechanical cohesive elements (i.e., coupled deformation/pressure cohesive elements, see Fig. 1.8).
This sort of cohesive element is able to handle both tangential flow (i.e., flow along fractures) and
normal flow (i.e., leak-off).

Figure 1.8: Coupled deformation/pressure cohesive element with 6 nodes. (a) undeformed config-
uration; (b) deformed configuration. Red dots at corners denote displacement/pressure degrees of
freedom, while blue dots at the middle-edge indicate only pressure degrees of freedom.

The fracture aperturew in the fluid flow equation Eq. (4.11) is defined as the difference between
the deformed thickness and undeformed thickness:

w = h−H (1.22)

where the initial thickness H can be arbitrarily given.

In addition, cohesive elements are capable of modeling the intersection of multiple fractures.
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The key point is to merge the nodes at the intersection to ensure flow continuity. As shown in Fig. 1.9,
a horizontal and a vertical fracture are modeled respectively by a layer of cohesive elements which
share one node 10 at their intersection.

Figure 1.9: Intersection of a horizontal fracture and a vertical fracture. Four cohesive elements 1,
2, 3, 4 share the same node 10 at the intersection.

1.4.5 Fault reactivation

Frictional forces act along the opposite surfaces of fractures and faults in the rock, which can lead
to their sliding and therefore potentially generate earthquakes. Friction thus plays a key role in the
study of induced earthquakes.

1) Amontons’ law and coulomb friction law

The pioneering work on friction can be traced back to Amontons’ research. Considering that
a solid block is put on a planar surface with a normal force N on the top and a tangential shearing
force T parallel to the contact surface. When T reaches a critical value, the block will slide, which
yields the relationship between T and N as follows:

T = µN (1.23)

22



CHAPTER 1: INTRODUCTION

Dividing the contact area on both sides of eq. (1.23) yields:

τ = µσ (1.24)

Eq. (1.24) represents a state to initiate the sliding, therefore µ is called static friction coeffi-
cient; however, maintaining the sliding requires less shear stress, thus corresponding to a friction
coefficient µd < µ referred to dynamic friction coefficient.

Coulomb proposed the following equation for rock friction:

τ = µσ + C0 (1.25)

where C0 is called the cohesion of the rock surface.

2) Rate and state friction (RSF) model - the effect of time and velocity

Experiments showed that the friction coefficient also depends on time and velocity (Dieterich,
1979; Scholz and Engelder, 1976; Tullis, 1988), which yields the rate and state friction law as fol-
lows:

µ = µ0 + aln
V

V ∗ + bln
ψV ∗

Dc

(1.26)

where µ0 and V ∗ are reference values for friction and velocity, a, b are material constants, Dc is the
critical slip distance, and ψ is referred to as the state variable and varies with time and slip.

There are several laws to describe the state variable, among them the aging law is suitable
for the interseismic phase, aftershocks, afterslip, or slow earthquakes (Dieterich, 1994; Rubin and
Ampuero, 2005), as follows:

dψ

dt
= 1 − V ψ

Dc

(1.27)

In addition, the slipping law may work better for the nucleation phase or large changes in slip
rate (Bayart et al., 2006; Ampuero and Rubin, 2008), as follows:

dψ

dt
= −V ψ

Dc

ln
V ψ

Dc

(1.28)

For simplicity, we consider a constant friction coefficient in this study. This is based on the
following reasons.
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First, Byerlee (1978) found the following empirical relationships based on numerous experi-
mental results:  τ = 0.85σ for σ < 200 MPa,

τ = 0.6σ + 0.5 for σ > 200 MPa
(1.29)

Eq. (1.29) is often called Byerlee’s law. It indicates a constant friction coefficient of 0.85 for
most subsurface engineering cases. However, natural fractures/faults typically contain minerals that
can greatly reduce friction.

Second, despite numerous researchers have successfully applied the rate and state friction
model to the fault slip modeling during fluid injection, e.g., (McClure and Horne, 2011; Norbeck
and Horne, 2015), others argue differently, e.g., Scuderi et al. (2017) concluded that the rate and
state effects may be of the second order importance during fluid injection induced fault slip experi-
ments. In addition, they showed that an increase in fluid pressure can cause dynamic unstable slip
even when the fault has velocity-strengthening behavior (it should favor aseismic creep).
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Chapter 2

Hydraulic diffusivity of a partially open
rough fracture

Résumé

Nous étudions l’impact de la fermeture d’une fracture ayant des surfaces rugueuses, sur la diffusivité
hydraulique de la fracture, qui contrôle l’évolution spatio-temporelle des perturbations de la pres-
sion interstitielle dans les formations géologiques, en particulier celles composées d’une matrice
imperméable et de fractures naturelles hautement perméables. Nous construisons des distributions
d’ouvertures de fractures synthétiques à l’échelle du réservoir (∼ 500 m) à partir d’un modèle auto-
affine avec des exposants de Hurst isotropes dérivés d’observations de terrain de surfaces de failles.
Pour quantifier la diffusivité hydraulique des fractures rugueuses, nous effectuons des simulations
par éléments finis de l’écoulement transitoire du fluide dans une seule fracture. Nous utilisons une
représentation surfacique de l’ouverture de la fracture suivant l’approximation de lubrification de
Reynolds. Nous vérifions que notre approximation est valide pour un écoulement en régime perma-
nent et un faible nombre de Reynolds (Re≪1) à partir de la comparaison avec un modèle d’ouverture
de fracture représenté en volume résolu par les équations de Navier-Stokes pour les fluides incom-
pressibles (INS). Ensuite, la diffusivité hydraulique effective de la fracture rugueuse est estimée en
ajustant le champ de pression calculé à la solution d’un modèle équivalent de plaque parallèle. Les
résultats montrent que le champ d’ouverture de corrélation à longue distance (jusqu’à l’échelle de la
faille) dû à l’auto-affinité affecte significativement la diffusion de la pression hydraulique, ce qui se
manifeste par une forte variabilité de la distribution de la pression avec l’orientation de la chute de
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pression imposée. Sur la base d’une rhéologie rigide-plastique, lors de la fermeture progressive de
la fracture depuis le contact initial jusqu’au seuil de percolation du flux, une diminution de la diffu-
sivité hydraulique de plus de 7 ordres de grandeur dans une direction le long de la fracture et de plus
de 4 ordres de grandeur dans la direction perpendiculaire est obtenue. Nos résultats ont de fortes
implications pour l’interprétation de certaines données de diffusivité hydraulique mesurées ainsi
que pour l’utilisation de la diffusivité hydraulique dans l’interprétation de la distribution spatiale
des événements sismiques induits par les fluides dans les réservoirs faillés.

Abstract

We investigate the impact of closing a fracture with rough surfaces on the fracture hydraulic dif-
fusivity, which controls the spatiotemporal evolution of pore-pressure perturbations in geological
formations, particularly those composed of an impermeable matrix and highly permeable natural
fractures. We build distributions of synthetic fracture apertures at a reservoir scale (∼ 500 m)
from a self-affine model with isotropic Hurst exponents derived from field observations of fault
surfaces. To quantify the hydraulic diffusivity of rough fractures, we conduct finite element simu-
lations of transient fluid flow in a single fracture. We use a surface representation of the fracture
aperture following the Reynolds lubrication approximation. We verify that our approximation is
valid for a steady-state flow and a low Reynolds number (Re ≪1) from the comparison with a
volume-represented fracture aperture model solved by the Navier-Stokes equations for incompress-
ible fluids (INS). Subsequently, the effective hydraulic diffusivity of the rough fracture is estimated
by fitting the computed pressure field with the solution of an equivalent parallel plate model. The
results show that the long-range correlation aperture field (up to the fault scale) due to self-affinity
significantly affects hydraulic pressure diffusion, which is manifested as a strong variability in the
pressure distribution with the orientation of the imposed pressure drop. Based on a rigid-plastic rhe-
ology, when closing the fracture stepwise from the initial contact to the flow percolation threshold,
a decrease in the hydraulic diffusivity over 7 orders of magnitude in one direction along the fracture
and over 4 orders of magnitude in the perpendicular direction is obtained. Our results have strong
implications for the interpretation of some measured hydraulic diffusivity data as well as for the
use of hydraulic diffusivity in interpreting the spatial distribution of fluid-induced seismic events in
faulted reservoirs.

Keywords: Fracture roughness; Fluid flow; Hydraulic diffusivity; Fracture closure; Anisotropy
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2.1 Introduction

Fluid injection into deep boreholes is often accompanied by a cluster of microseismic events
(Ellsworth, 2013; Shapiro, 2015; Cornet, 2016; Orlecka-Sikora et al., 2020; Cauchie et al., 2020).
Pore pressure diffusion through poroelastic rock is thought to be one of the primary mechanisms of
fluid injection-induced seismicity since the increase in fluid pressure reduces the effective normal
stress on pre-existing interfaces/faults and brings the optimally oriented interfaces/faults close to
rupture (Rice, 1992; Shapiro et al., 1999; Parotidis et al., 2004; Barth et al., 2013; Blöcher et al.,
2018). The temporal and spatial evolution of the induced microseismic events is then controlled by
the hydraulic diffusivity of the rock-fracture system in the context of poroelasticity (Shapiro et al.,
1997; Jin and Zoback, 2017; Segall and Lu, 2015). The pore pressure is governed by a diffusion
equation that contains the hydraulic diffusivity as the central parameter. Indeed, the linear pressure
diffusion relates temporal and spatial derivatives of the fluid pressure p with the proportionality
factor hydraulic diffusivity D, according to (Jaeger et al., 2009; Wang, 2000; Rozhko, 2010):

∂p

∂t
= D∇2p. (2.1)

The hydraulic diffusivity delineates how the fluid pressure diffuses in the porous medium (Rice
and Cleary, 1976) and is an indicator of flow and transport connectivity (Knudby and Carrera, 2006).
Indeed, it corresponds to the ratio of transport (permeability) and storage (specific storage capac-
ity) properties that in turn depend on rock (geometrical characteristics of conduits, deformation
characteristics) and fluid (viscosity, compressibility) properties. Assuming that the Biot coefficient
(defined as the ratio of the fluid volume change to the bulk volume change in the drained condition)
is 1, the hydraulic diffusivity is defined for fractured rock at a macroscopic scale as (Rempe et al.,
2020; Renner and Steeb, 2015):

Dm =
km

µ(ϕcf + cpp)
, (2.2)

where km is the intrinsic matrix permeability, µ is the dynamic viscosity of the fluid, ϕ is the porosity,
and cf and cpp are the fluid compressibility and the pore space’s compressibility, respectively.

Direct measurement of hydraulic diffusivity can be conducted in field tests (Renner and Messar,
2006; Talwani and Acree, 1985; Doan et al., 2006; Xue et al., 2013) and laboratory experiments, such
as via the pressure oscillation method (Song and Renner, 2007; Kranz et al., 1990) and the pulse-
decay test (Brace et al., 1968; Hsieh et al., 1981; Wang, 2000; Nicolas et al., 2020). In hydrogeology,
Eq. (2.2) is commonly used to estimate the effective permeability of a reservoir when the hydraulic
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diffusivity is determined from hydraulic tests. This may work well when the rock matrix is highly
permeable. In the case where fractures dominate the fluid flow, it would be better to consider the
contribution of fractures separately (Ortiz R et al., 2013). This is evident by different observed
values of hydraulic diffusivity. For example, the hydraulic diffusivity of an intact rock sample is
typically smaller than the hydraulic diffusivity derived from field tests where fractures exist, e.g.,
the values of sandstone range between 10-6 and 10-5 m2/s in laboratory measurements (Song and
Renner, 2007), compared with between 10-1 and 100 m2/s in a field test (Renner and Messar, 2006).

Our interest here lies in the response of the fracture geometry to the linear fluid pressure dif-
fusion (Eq. 2.1) when a single fracture acts as the preferential flow pathway. The linear diffusion
equation can be derived from the conservation of mass in the fracture, but it requires that the pressure
changes inside the fracture be sufficiently small so that the fracture deformation can be ignored, i.e.,
the fracture aperture remains reasonably constant (Murphy et al., 2004). This assumption is also
made in other numerical modeling strategies (Ortiz R et al., 2013; Vinci et al., 2015). Previous
studies also show that a small pressure disturbance (< 0.1 MPa) is able to trigger seismicity (Ker-
anen et al., 2014; Dempsey and Riffault, 2019; Goebel et al., 2017), particularly for stress-critical
faults and during a post-induced seismicity or aftershock stage (Schmittbuhl et al., 2021; Noir et al.,
1997; Nur and Booker, 1972). It is also relevant for some EGS reservoirs or fractured media where
the fluid pressure is close to hydrostatic conditions (drained conditions) and the fluid volume is
connected over a long distance to the surface, so that the fluid pressure is significantly lower than
the solid counterpart (trace of the stress tensor). In the framework of linear pressure diffusion, the
fracture hydraulic diffusivity can be approximated as (Murphy et al., 2004):

Df =
h2

12µ(cf + h-1cj)
, (2.3)

where h is the fracture aperture and cj is the fracture compressibility.

Eq. (2.3) is suitable for a parallel plate fracture where the permeability is calculated by the cubic
law. For real rough fractures/faults, the deviation from the cubic law may be considerable (Zimmer-
man and Bodvarsson, 1996; Almakari et al., 2019; Ji et al., 2020). More specifically, compared
to a single parallel plate fracture with an identical mean aperture, roughness can either enhance
or inhibit fluid flow (Méheust and Schmittbuhl, 2000; Schmittbuhl et al., 2008; Guo et al., 2016).
Moreover, the permeability of a self-affine fracture shows a certain degree of anisotropy when the
orientation of the imposed pressure drop is changed (Méheust and Schmittbuhl, 2001).

To numerically compute the permeability of a rough or partially open fracture, the common

28



CHAPTER 2: HYDRAULIC DIFFUSIVITY OF A PARTIALLY OPEN ROUGH FRACTURE

approach is to apply Darcy’s law under laminar flow conditions, although it should only be con-
sidered as a qualitative measurement (Blöcher et al., 2019). This method leads to replacement of
the fracture aperture h by the hydraulic aperture dh in Eq. (2.3). The hydraulic aperture of a rough
fracture is then classically introduced as an effective measure of the hydraulic performance using
the directional total flux and pressure difference (Zimmerman and Bodvarsson, 1996; Méheust and
Schmittbuhl, 2001; Murphy et al., 2004; Neuville et al., 2010b) and is therefore different from the
arithmetic mean fracture aperture. Once the permeability is known, it is possible to estimate the
diffusivity from Eq. (2.3). However, this estimation may seem somehow rough for a partially open
rough fracture since the permeability calculation may not precisely describe the pressure propaga-
tion, i.e., the temporal and spatial pressure evolution.

In this work, we propose a new approach to determine the fracture hydraulic diffusivity. Instead
of exploring the relationship between the diffusivity and those intrinsic hydraulic parameters, here,
we focus on a direct quantification of the spatiotemporal evolution of the pressure inside the fracture.
First, by solving the linear diffusion equation for a rough fracture with given initial and boundary
conditions, we obtain the pressure profiles as a function of time and space. The pressure profiles
are then compared to those derived from an analytical solution in which hydraulic diffusivity serves
as an unknown. Next, we use the least square regression to search for a diffusivity that best matches
the two pressure profiles. This diffusivity can then be seen as an effective hydraulic diffusivity of a
rough fracture. Finally, we compare our results with the hydraulic diffusivity values obtained from
Eq. (2.3).

Based on the proposed approach, the main objective of this study is to quantify the impact of
fracture roughness and fracture closure on hydraulic diffusivity.

We use a rigid deformation to mimic fracture closure by interpenetrating the two fracture halves
stepwise into each other. By interpenetrating the two fracture halves, we generate a partial overlap
of the two volumes. During laboratory experiments (Kluge et al., 2021b), brittle deformation in
these contact/overlap areas producing fines was observed. This plastic deformation is mimicked by
removing the overlapping volume and setting the aperture to zero. Therefore, we call the simulated
fracture closure process a “rigid-plastic” deformation. In the simulation, we close the fracture in a
stepwise manner, forming different contact areas, and we compute the effective hydraulic diffusivity
at each step.

This paper is organized as follows. In Sect. 2.2, the generation of a self-affine fracture aperture
distribution based on field observations is introduced. In Sect. 2.3, the mathematical formulation
for fluid flow through a single fracture is given for the two cases of interest for this study, that
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is, fluid flow at low Reynolds numbers under either steady state or transient conditions. This is
followed by Sect. 2.4, where the modeling results and the analysis of the influence of roughness and
fracture closure on the effective hydraulic diffusivity are presented. In Sect. 2.5, the anisotropy of the
effective hydraulic diffusivity is further discussed, and the results are compared to those available in
the literature. The paper ends with a brief conclusion in Sect. 2.6. In addition, appendices regarding
the fluid velocity calculation and the effective hydraulic diffusivity estimation are provided in detail
at the end of the paper. A brief workflow of the numerical procedure is given in Fig. 2.1.

Figure 2.1: Sketch of the whole simulation scheme: fracture surface/aperture generation; fracture
closure; use of the Navier-Stokes equations for steady state flow through a volume-represented frac-
ture and the pressure diffusion equation for transient flow along a surface-represented fracture; and
determination of the effective hydraulic diffusivity
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2.2 Fracture aperture generation

In our modeling, the aperture field of a partially open fracture between two opposite rough surfaces
is built in four steps: (1) generate a single fracture surface from a self-affine surface generator; (2)
build a self-affine aperture by mirroring the generated surface; (3) stepwise close the fracture based
on an imposed normal displacement field and by assuming a perfectly rigid plastic rheology of the
asperities; and (4) finite element (FE) mesh the fracture of the generated geometries.

2.2.1 Step 1: generation of a self-affine fracture surface

It has been shown that fresh surfaces of lab-scale samples can be well described by self-affinity
(Schmittbuhl et al., 1993a; Zimmerman et al., 2004; Neuville et al., 2012b). The roughness of a two
dimensional (2D) self-affine profile is statistically invariant under the following scaling transforma-
tion (Schmittbuhl et al., 1995a): {

δx→ λδx

δz → λHδz
, (2.4)

where δx is the coordinate along the profile, δz is the vertical direction amplitude, λ is a scaling
factor that can take any positive value, and H (0 < H < 1) is called the roughness exponent or
Hurst exponent. The magnified profile is statistically similar to the original profile, as shown in
Fig. 2.2.

Figure 2.2: Statistical invariance illustrated by magnifying portions of the profiles from the Corona
Heights fault surface in (a) parallel (H∥ = 0.65 ± 0.04) and (b) perpendicular (H⊥ = 0.83 ± 0.03)
to the slip direction; derived from (Candela et al., 2012).

Scanning measurements of the surface roughness of a set of faults (Fig. 2.3) also reveal a self-
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affine behavior over nine decades of length scales (i.e., from 50 µm to 50 km) (Candela et al., 2012;
Renard et al., 2006; Candela et al., 2009). The data gap in Fig. 2.3 can be supplemented by the
surface roughness measurement of the fault from the Gole Larghe Fault Zone in the range of 0.5
mm - 500 m (Bistacchi et al., 2011). At scales ranging from 50 µm to 10 m, when surfaces in
contact experience significant slip, they exhibit anisotropy with the Hurst exponent H∥ ∼ 0.6 in the
slip direction and H⊥ ∼ 0.8 perpendicular to it (Candela et al., 2009). For rupture traces on scales
of 200 m to 50 km, the self-affinity is isotropic and consistent with the slip-perpendicular behavior
of the smaller-scale measurements (i.e., H ∼ 0.8) (Candela et al., 2012).

Figure 2.3: Log-log graph of Fourier power spectra C(q) of linear profiles as a function of the
wavenumber q for our synthetic self-affine surface (large blue dots) and for a group of natural fault
surfaces (small dots) from (Candela et al., 2012). The synthetic self-affine surface is generated with
H = 0.8 and hrms = 0.1 m at the 512 m scale to match field observations

To characterize the roughness of the self-affine surface from topographic measurements, the
Fourier power spectrumC(q) (i.e., the square of the modulus of the Fourier transform) is introduced
as a function of the wavenumber q (Schmittbuhl et al., 1995b; Zimmerman et al., 2004; Candela
et al., 2009). The power spectrum of linear profiles vs. the wavenumber show a linear trend in a
log-log plot (Fig. 2.3) as follows:

C(q) = ζq−1−2H , (2.5)

where ζ represents the intercept of the power law line, the so-called ‘prefactor’ of the power spectrum
(Candela et al., 2012), determining the roughness amplitude hrms at a given scale, i.e., root mean
square (RMS) average. The Hurst exponent H is then directly linked to the power-law slope.
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To generate a 2D self-affine surface, a Gaussian random field is first created. The spatial cor-
relation is introduced through the Fourier transform of the random field. Next, by using inverse
Fourier transform, the distribution of the surface can be finally obtained (Candela et al., 2009). The
roughness amplitude hrms is introduced in order to adjust the roughness in the z-direction by nor-
malizing the heights of the discrete points on the 2D grid to obtain a prescribed RMS of the whole
height.

As an example, a synthetic self-affine surface is generated with an isotropic roughness exponent
H∥ = H⊥ = 0.8 at the 512 m scale and hrms = 0.1 m. The scaling of the power spectral density
of our synthetic fault surface (blue dots in Fig. 2.3) is consistent with that of a collection of major
faults from field observations (Candela et al., 2012). The height probability follows a Gaussian
distribution with the prescribed hrms (Fig. 2.4). The largest height fluctuations are on the order of
3hrms ≈ ±0.3 m for a lateral extension of 512 m.

Figure 2.4: Histogram of the height distribution of our generated isotropic self-affine surface at the
512 m scale, with Hurst exponent H = 0.8 and roughness amplitude hrms = 0.1 m, consistent
with the field observations of Candela et al. (2012) (see blue circles in Fig. 1). The largest height
fluctuations are on the order of 3hrms ≈ ±0.3 m for a lateral extension of 512 m
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2.2.2 Step 2: generation of a self-affine aperture distribution

The fracture aperture is defined as the distance between the two facing surfaces, perpendicular to
the nominal fracture plane (Zimmerman and Bodvarsson, 1996; Méheust and Schmittbuhl, 2003;
Neuville et al., 2010b; Marchand et al., 2020). If the fracture is modeled by two parallel plates, then
the aperture is constant. However, for real rock fractures with rough walls, the aperture varies in
space, resulting in an aperture distribution h(x, y) (Brown, 1987; Méheust and Schmittbuhl, 2001).
To obtain h(x, y), we first reproduce the generated self-affine surface from the previous section and
flip it vertically (along z). We then place the two surfaces such that they face each other with a sep-
aration of dm. Because the two facing surfaces are unmated and self-affine, the resulting aperture
field h(x, y) is also self-affine and shares the same Hurst exponent (Neuville et al., 2010b). Conse-
quently, the aperture distribution h(x, y) can be alternatively generated as a single self-affine object
z(x, y) plus the average aperture dm. Accordingly, the upper and lower boundaries of the aperture
field can be written as:

s1(x, y) = +
z(x, y) + dm

2
, (2.6)

s2(x, y) = −z(x, y) + dm
2

, (2.7)

where the Fourier power spectra of s1(x, y) and s2(x, y) should correspond to Fig. 2.3. Fig. 2.5(a)
shows a sketch (i.e., vertical exaggeration) of a 2D cross-section of the self-affine aperture model
h(x, y) from two unmated symmetrical surfaces s1(x, y) and s2(x, y) when dm is larger than the
maximum height. In this case, it is a fully open fracture where the two surfaces are completely
separated.

2.2.3 Step 3: fracture closure

When a normal displacement is imposed on the fracture, i.e., to close the fracture along its normal
direction, there are regions where the two opposing faces of the fracture wall virtually overlap each
other (Fig. 2.5b). These regions are called contact areas and commonly exist in real rock fractures
(Zimmerman and Bodvarsson, 1996). In this case, the mean aperture dm computed over the whole
surface assuming a zero aperture at the contact areas will be smaller than the mean aperture of the
open areas occupied by the fluid. In this study, since we consider both fractures with and without
contact, we hereinafter refer to dm as the mean aperture of the open area in both cases. For the
aperture of overlapping asperities, we set it to zero assuming that the solid part is perfectly plastic.
The plastic limit is defined as the strength of the material over which the material will be eroded
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(a) Fully open fracture. Left: along the (x, z)-plane; right: along the (y, z)-plane

(b) Partially open fracture. Left: along the (x, z)-plane; right: along the (y, z)-plane

Figure 2.5: 2D cross-section along the (x, z)-plane and (y, z)-plane (with a vertical magnification
500 times on the z-axis scale with respect to the x, y-axis) of the self-affine fracture aperture h(x, y)
at two steps of the fracture closing. (a) Fully open fracture without contact. z = z1 and z = z2
represent the mean plane of the top surface s1(x, y) and the bottom surface s2(x, y), respectively.
dm = z1−z2 denotes the mean aperture. (b) Partial open fracture after the contact of some asperities.
The shaded area indicates contact regions where the apertures are set to zero; dm here denotes the
mean separation of the open area (light blue zones)

because of the plastic flow outside of the contact areas with no local conservation of the volume.
This is effectively different from an elasto-plastic model. If the stress concentration on asperities
is very high, this approximation is relevant. This contact model is based on the interpenetration
approach, which is simple but fast and effective (Brown, 1987; Méheust and Schmittbuhl, 2003; Pei
et al., 2005; Watanabe et al., 2008; Liu et al., 2013; Kling et al., 2018).

2.2.4 Step 4: finite element meshing

The three-dimensional (3D) fracture aperture distribution h(x, y) is a spatial function of the x and y
coordinates along the mean plane of the fracture. However, when it is applied to the flow simulation,
the requirement of fine isotropic meshes in the 3D volume may lead to difficulties, especially when
the scale discrepancy between the aperture (along z) and the fracture size (along x and y) is large.
For instance, if we assume that the fracture fluctuations are on the order of hrms and the length is
L, then the aspect ratio of the fracture is hrms/L. If the surface is self-affine, then hrms ∼ LH .
Consequently, the aspect ratio can scale as LH−1. If H < 1 and L becomes very large, then the
aspect ratio goes to zero (Schmittbuhl et al., 2008). In this case, the 3D isotropic mesh requires
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very fine elements due to the small scale in the z-direction, leading to a large number of elements
for large fractures. However, this fine meshing is unnecessary along the x-axis and y-axis since
aperture variations along x and y are on a larger length scale. Accordingly, anisotropic elements
for a 3D volume are required. Therefore, we use prism elements with a mean aspect ratio of 1:25
for the volume representation. To reduce the numerical cost for large-scale reservoir simulation, we
can approximate the volumetric representation of the 3D fracture by a 2D surface representation, as
shown in Fig. 2.6. A validation of this 3D to 2D approximation is discussed later in the paper. For a
2D surface representation, we make use of quadrilateral mesh elements. In both cases, the meshing
stage is done by relying on the open source software Gmsh (Geuzaine and Remacle, 2009).

Figure 2.6: Schematic diagram of the two representations of a rough fracture with L = 64 m. (a)
Volume-represented fracture with 52,128 prism elements (8 layers along z); (b) surface-represented
fracture with 4,096 quadrilateral elements. Both representations share the same mesh size of 1 m
× 1 m along x and y

2.3 Governing equations for fluid flow through open fractures

Fluid flow through a partially open rough fracture is described by the (in)compressible Navier-Stoke
equation. Under certain conditions described below, the Navier-Stoke equation can be simplified
(Fig. 2.1) into the Reynolds equation for steady flow through a 3D fracture (Fig. 2.6a) or into a
pressure-diffusion equation for transient flow conditions along a 2D fracture (Fig. 2.6b). Both forms
of equations are implemented in the open source GOLEM/MOOSE simulation environment (Cacace
and Jacquey, 2017). The use of the two forms of governing equations in this work is shown in
Fig. 2.1.
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2.3.1 From the Navier–Stokes equation to the Reynolds equation

The fluid flow of an incompressible Newtonian fluid is governed by the Navier-Stokes equation,
which expresses momentum and mass conservation over the fracture void space as follows (Zim-
merman and Bodvarsson, 1996; Guyon et al., 2001):

∂u

∂t
+ (u ·∇)u = −1

ρ
∇p+

µ

ρ
∇2u, (2.8)

∇ · u = 0, (2.9)

where u is the fluid velocity vector, p denotes the fluid pressure, and ρ and µ are the fluid density
and dynamic viscosity, respectively.

The inertial forces represented by the nonlinear term (u ·∇)u in Eq. (2.8) render these equa-
tions difficult to solve. This nonlinear inertial term can be neglected if the viscous forces dominate
over the inertial forces, that is, for small Reynolds numbers, i.e., Re ≪ 1 (Méheust and Schmittbuhl,
2001). The Reynolds number is defined as the ratio of the inertial terms to the viscous terms:

Re =
ρUl2z
µlh

, (2.10)

where U is the magnitude of the horizontal average velocity and lz and lh are the scales of vertical
and horizontal velocity variations, respectively.

Considering a steady fluid flow in the low Reynolds number regime, the N-S equation can be
linearized to (Zimmerman and Bodvarsson, 1996):

∇p− µ∇2u = 0. (2.11)

For a rough fracture, assuming that the local aperture h(x, y) variations satisfy the lubrication
approximation (i.e., ||∇h ≪ 1||), Eq. (2.11) can be recast in the form of the Reynolds equation as
(Zimmerman and Yeo, 2000):

∇ ·
[
h(x, y)3

12µ
∇p

]
= 0. (2.12)

The Reynolds equation has been applied to solve fluid flow through rough-walled fractures by
many authors (Brown, 1987; Renshaw, 1995; Brush and Thomson, 2003; Marchand et al., 2020),
with the local cubic law for computing the flux (Oron and Berkowitz, 1998; Klimczak et al., 2010).
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2.3.2 The pressure diffusion equation

Assuming the validity of the lubrication approximation, a surface-represented fracture (Fig. 2.6b)
can be parameterized in terms of an effective aperture. Within the fracture plane, the fluid pressure
is governed by the following equation (Cacace and Jacquey, 2017):

h

Kf

∂p

∂t
+∇ · (hq) = 0, (2.13)

where Kf is the fluid bulk modulus. The fluid flow is computed by Darcy’s law in the local coordi-
nate system as follows:

q = −kfrac

µ
·∇p, (2.14)

where kfrac denotes the fracture permeability tensor. Assuming the local cubic law is valid in the
laminar flow within the fracture plane, the isotropic permeability in the local coordinate system can
be identified as:

kfrac =
h2

12
1, (2.15)

where 1 is the unit tensor.

2.3.3 Finite element modeling using the MOOSE/GOLEM framework

Using the finite element method, the GOLEM simulator is developed based on a flexible, object-
oriented framework (MOOSE, Multiphysics Object Oriented Simulation Environment) for model-
ing coupled thermal-hydraulic-mechanical (THM) processes in fractured and faulted geothermal
reservoirs. In a first step, we test the ability of the numerical approach to numerically approximate
transient flow through an open rough fracture by solving the relevant equations describing (1) steady
flow through an open rough fracture (Sect. 2.3.3.1) and (2) transient flow between two parallel plates
(Sect. 2.3.3.2).

2.3.3.1 Steady flow through a rough fracture - a validation of the volume representation vs.
surface representation

The incompressible Navier-Stokes equations are applied to solve for the dynamic pressure and the
velocity field inside the fracture opening. These equations correspond exactly to the Navier-Stokes
equations in ‘Laplace’ form in the INS Module of MOOSE (Peterson et al., 2018). A stabilized
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Petrov-Galerkin finite element method is used to solve these equations with appropriate initial and
boundary conditions.

For a self-affine fracture aperture model with Hurst exponent H , the Reynolds lubrication ap-
proximation is (Méheust and Schmittbuhl, 2001):

lc ≫
[
∆h(L)

LH

] 1
1−H

, (2.16)

where lc denotes the lower bound of self-affine scaling and∆h(L) is the maximum distance between
the rough walls at a scale L.

In this study, we consider a uniform mesh size of 1 m. When using lc = 1 m and H = 0.8,
for fracture length L = 64 m, the maximum ∆h(L) is ≈ 0.15 m, and we have lc ≫ 4.5 × 10-12 m.
For L = 512 m, ∆h(L) ≈ 0.6 m, and we have lc ≫ 1.13 × 10-12 m. Based on Eq. (2.16), we can
conclude that our model satisfies the Reynolds lubrication approximation.

When the fluid flow reaches the steady state, the fluid pressure governing equation of the
surface-represented fracture is equivalent to the Reynolds equation (Eq. 2.12). To test the degree
of validity of this approximation, for our transient flow model, we take the following steps. First, a
self-affine fracture surface is synthetically generated at an intermediate scale of 64 m with isotropic
Hurst exponent H = 0.8 and roughness amplitude hrms = 0.025 m. A set of apertures is then cre-
ated with the ratio of the mean aperture to the roughness amplitude dm/hrms in the range of 1 to 15.
Among them, the fracture remains fully open when the ratio is greater than or equal to 3, whereas
fracture-wall contact occurs when dm/hrms < 3. The ratio dm/hrms = 1 corresponds to ∼ 20% of
the contact area. Next, we build the volume-represented and surface-represented fractures for each
aperture distribution, along with one of their finite element meshes, which are shown in Fig. 2.6a
and Fig. 2.6b, respectively. Finally, fluid flow simulations are conducted for both the surface and
volume representations of the fracture. A pressure difference ∆p = 10-8 Pa between the two ends
of the model along either the x-axis or the y-axis is set as the boundary conditions (i.e., 10-8 Pa and
0 Pa pressure for the inlet and outlet boundaries, respectively; see Fig. 2.7).

To compare the results of the two types of simulations, we introduce the following definition
of the hydraulic aperture dh:

dh =

(
12V̇ µ
|∆p|

)1/3

. (2.17)

The total volume flux V̇ along the flow of the rough fracture is obtained from the mean of the local
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(a) (b)

Figure 2.7: Schematic of the initial conditions and boundary conditions applied in the x- and y-
directions for each rough fracture. (a) Flow along the x-axis; (b) flow along the y-axis. The inlet
and outlet boundaries are marked as red and blue, respectively

flux q(x, y). Considering that the pressure drop is along the x-direction, q(x, y) is then the product
of the velocity profile vx and the local aperture h(x, y).

For the volume-represented fracture case, the velocity has a z component. We then average
the velocity over z such that vx = vx(x, y, z). Since the local cubic law is assumed to be valid, the
velocity locally follows a parabolic shape along the z-direction, as in the parallel plate model. The
estimation of vx(x, y, z) is given in Appendix A. For the surface-represented fracture case, we have
vx = vx(x, y), which can be directly obtained from the velocity profile.

Fig. 2.8 shows the comparison of the fluid flow between volume-represented fractures and
surface-represented fractures for steady-state flow. The results are given in terms of the ratio of the
hydraulic aperture dh to the mean aperture dm as a function of the hrms-normalized mean aperture.
As the roughness increases, a more significant deviation from the parallel plate flow is observed. The
same simulations performed in the y-direction indicate anisotropy of the fracture flow. The good
consistency between the two kinds of flow illustrates the effectiveness of using 2D surface elements
to approximate 3D volumetric elements in fluid flow simulations at low Reynolds numbers (Re ≪
1).
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Figure 2.8: Comparison of the fluid flow between volume- and surface-represented rough fractures.
The aperture evolution is given by the ratio of the hydraulic aperture dh to the mean aperture dm as
a function of the hrms-normalized mean aperture dm/hrms. The horizontal dashed line denotes the
parallel plate model in which dh/dm = 1, while the solid vertical line indicates the divide where the
fracture fully opens (right part) and comes into contact (left part)

2.3.3.2 Transient flow in a parallel plate configuration - a reference model

In this section, we check the transient flow in a parallel plate model with an analytical solution.
Consider an instantaneous increase in the pressure difference along the x-axis from 0 to L. The
initial pore pressure p0 is given at t = 0. During the whole diffusive process, a fixed pressure p1 is
applied at x = 0, whereas at the end of the plate (x = L), the pressure is maintained constant as
per its initial value (p0):

p = p0 at t = 0 for 0 ≤ x ≤ L

p = p1 at x = 0 for t > 0

p = p0 at x = L for t > 0

. (2.18)

Based on Eq. (2.18), the 1D solution of the linear diffusion equation Eq. (2.1) is given by
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(Turcotte and Schubert, 2002; Carlsaw and Jaeger, 1959):

p(x, t) = p1 + (p0 − p1)

[
x

L
+

2
π

∞∑
n=1

1
n

exp
(
−Dn

2π2t

L2

)
sin
(nπx
L

)]
. (2.19)

A characteristic time t∗ is defined as:

t∗ = L2/D. (2.20)

When t≫ t∗, the pressure reaches an equilibrium linear profile, and the solution becomes:

p = p1 + (p0 − p1)
x

L
. (2.21)

A simulation is performed on the parallel plate fracture with dimensions of L × L (512 m ×
512 m) and an aperture of 0.1 m. The inlet pressure p1 and outlet pressure p0 are set to 10-5 Pa and
0 Pa along the x-axis, respectively. This small pressure gradient is chosen to separate the effect of
fracture deformation on diffusivity. Therefore, a direct relation of the effects of fracture roughness
and stepwise fracture closure on diffusivity can be obtained. Regarding the fluid properties, the
fluid modulus and the fluid dynamic viscosity are 2.2 GPa and 0.001 Pa·s, respectively. In this case,
fracture apertures are represented as a surface and modeled by single-node interfacial elements
(Jacquey et al., 2017).

On the basis of the settings in the last paragraph, we obtain the fracture’s hydraulic diffusivity
Df = 1.833 × 109 m2/s (Eq. 2.13) and the corresponding characteristic time t∗ = 1.43 × 10-4 s
(Eq. 2.20). We then substitute Df = 1.833 × 109 m2/s and L = 512 m into Eq. (2.19) to obtain
the pressure distribution pa(x, t). On the other hand, the numerically computed pressure distri-
bution along the parallel plate fracture is p∥(x, y, t), which is then averaged along the y-axis as
< p∥(x, t) >y. We then plot both pa(x, t) and < p∥(x, t) >y at t1 = 5 × 10-6 s, t2 = 1.5 × 10-5

s and t3 = 4.5 × 10-5 s in Fig. 2.9. The consistency between pa(x, t) and < p∥(x, t) >y illustrates
that the numerical result pa(x, t) can be seen as the analytical solution for the parallel plate model
averaged over the transverse direction, providing a reference for the rough fracture study.
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Figure 2.9: Comparison between the simulation results for the parallel plate model (red squares)
and analytical solutions (solid lines) of pressure diffusion at t1 = 5 × 10-6 s, t2 = 1.5 × 10-5 s and
t3 = 4.5 × 10-5 s

2.4 Results

Based on the results described in the previous paragraph, we hereafter consider only a 2D surface
representation of the rough fracture to quantify the effective hydraulic diffusivity (and its variations)
under transient flow conditions.

2.4.1 Spatiotemporal evolution of the pressure in a large-scale fracture

The self-affine aperture distributions are generated with L = 512 m, isotropic H = 0.8 and hrms =

0.1 m. When the mean aperture dm varies, the fracture remains fully or partially open. As an
example, Fig. 2.10 illustrates the aperture map for dm = 0.3 m, i.e., dm/hrms = 3, corresponding
to a totally open fracture but close to contact of the asperities on the opposite fracture walls. Given
this size and the mean aperture of the fracture, the characteristic time of the equivalent parallel plate
model is t∗ = 1.5 × 10-5 s (Eq. 2.20).

For transient fluid flow simulations, all parameters used, initial conditions and boundary con-
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Figure 2.10: Map of the aperture distribution with H = 0.8, hrms = 0.1 m and dm = 0.3 m at
the 512 m scale. The fluid flows from left to right in the x-direction and from bottom to top in the
y-direction

ditions are consistent with Sect. 2.3.3.2. The time step is set small enough to capture the transient
pressure diffusion process (e.g., 1 × 10-7 s in the case of Fig. 2.10). To investigate the anisotropy,
simulations are performed with an imposed macroscopic pressure gradient along either the x- or
along the y-direction.

The pressure distributions and the fluid flux distributions of the rough fracture with dm = 0.3
m at t1 = 5 × 10-7 s, t2 = 2 × 10-6 s and t3 = 5 × 10-6 s are presented in Fig. 2.11 and Fig. 2.12,
respectively. For comparison, the pressure and flux distribution for a parallel plate model with the
same dm aperture are also shown (Fig. 2.11 and 2.12a, b, c). As expected, the roughness causes
deviations of the pressure diffusion from the parallel plate model. Visually, the pressure diffuses
faster in the y-direction (Fig. 2.11g, h, i) than in the x-direction (Fig. 2.11d, e, f), where the pressure
front is propagating significantly slower than that in the parallel plate configuration with the same
mean aperture (Fig. 2.11a, b, c). As fluid flows along the fracture, it follows preferential pathways
(i.e., channels) due to the impact of aperture variations (Fig. 2.12). Moreover, compared to the x-
direction (Fig. 2.12d, e, f), a stronger channeling effect is observed in the y-direction (Fig. 2.12g, h,
i).
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(a) t1 = 5 × 10-7 s (b) t2 = 2 × 10-6 s (c) t3 = 5 × 10-6 s

(d) t1 = 5 × 10-7 s (e) t2 = 2 × 10-6 s (f) t3 = 5 × 10-6 s

(g) t1 = 5 × 10-7 s (h) t2 = 2 × 10-6 s (i) t3 = 5 × 10-6 s

Figure 2.11: Schematic diagram of the pressure field evolution in a rough fracture and the parallel
plate model with the same size (512 m) and the same mean aperture (0.3 m) at t1 = 5 × 10-7 s,
t2 = 2 × 10-6 s and t3 = 5 × 10-6 s. (a)-(c) Fluid flow along the x-axis for the parallel plate model;
(d)-(f) fluid flow along the x-axis for the rough fracture; and (g)-(i) fluid flow along the y-axis for
the rough fracture

45



CHAPTER 2: HYDRAULIC DIFFUSIVITY OF A PARTIALLY OPEN ROUGH FRACTURE

(a) t1 = 5 × 10-7 s (b) t2 = 2 × 10-6 s (c) t3 = 5 × 10-6 s

(d) t1 = 5 × 10-7 s (e) t2 = 2 × 10-6 s (f) t3 = 5 × 10-6 s

(g) t1 = 5 × 10-7 s (h) t2 = 2 × 10-6 s (i) t3 = 5 × 10-6 s

Figure 2.12: Schematic diagram of the local flux evolution in a rough fracture and the parallel plate
model with the same size (512 m) and the same mean aperture (0.3 m) at t1 = 5×10-7 s, t2 = 2×10-6

s and t3 = 5 × 10-6 s. (a)-(c) Fluid flow along the x-axis for the parallel plate model; (d)-(f) fluid
flow along the x-axis for the rough fracture; and (g)-(i) fluid flow along the y-axis for the rough
fracture
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2.4.2 Effective hydraulic diffusivity

To quantify the pressure diffusion along the rough fracture, an effective hydraulic diffusivity De is
obtained by fitting the pressure solution in time and space for the rough aperture by the parallel plate
solution. The approach is similar to the assessment of the hydraulic aperture that is defined by fitting
the effective hydraulic flux of a rough fracture by a parallel plate model. The procedure is as follows.
The numerical pressure distribution pR(x, y, t) for the rough aperture is first averaged along the y-
axis as < pR(x, t) >y. We then optimize the hydraulic diffusivity of a parallel plate model with
a pressure distribution < p∥(x, t,Df ) >y to match < pR(x, t) >y in the least square error sense.
Noting the consistency between< p∥(x, t,Df ) >y and the analytical solution< pa(x, t,Df ) >, we
have:

< pR(x, t,De) >y=< p∥(x, t,Df ) >y= pa(x, t,Df ). (2.22)

Details of the procedure are given in Appendix B.

Fig. 2.13 and Fig. 2.14 illustrate how the effective diffusivityDe is different from the hydraulic
diffusivity of the parallel plate model Dm, which has the same mean aperture dm as the rough
fracture. The comparison between the parallel plate model and the rough fracture is shown in terms
of the pressure distribution at t1 = 5×10-7 s, t2 = 2×10-6 s and t3 = 5×10-6 s and along the x- and
y-axes. When they have the same mean aperture (Fig. 2.13a, Fig. 2.14a), the pressure diffusion of
the rough fracture significantly deviates from that in the parallel plate model. In contrast, when they
have the same hydraulic diffusivity (Fig. 2.13b, Fig. 2.14b), the pressure diffusion curves match well
with some slight discrepancies at some positions, which demonstrates that the effective hydraulic
diffusivity reflects the rate of the pressure diffusion along the rough fracture as a whole.

2.4.3 Effect of fracture closure

In this section, we consider normal closure in the direction perpendicular to the mean plane of the
fracture, which leads to fracture surfaces contacting each other. Closure is obtained by imposing
a normal displacement stepwise along the whole open fracture surface. Under the perfect plastic
assumption, owing to the self-affine property of the aperture, an increase in normal displacement
leads to a decrease in the mean aperture, which follows a linear trend with the increase in the contact
area when the closure becomes significant, as shown in Fig. 2.15(a). The relationship between the
hydraulic aperture dh and the mean aperture dm during closure is shown in Fig. 2.15(b). When dm
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(a) (b)

Figure 2.13: Pressure diffusion along the x-axis (averaged along y) with dm/hrms = 3 at t1 =
5 × 10-7 s, t2 = 2 × 10-6 s and t3 = 5 × 10-6 s. (a) Comparison between the rough fracture and the
parallel plate model with the same dm = 0.3 m; (b) comparison between the rough fracture and the
parallel plate model with the best fitting hydraulic diffusivity De = 0.423Dm

(a) (b)

Figure 2.14: Pressure diffusion along the y-axis (averaged along x) with dm/hrms = 3 at t1 =
5 × 10-7 s, t2 = 2 × 10-6 s and t3 = 5 × 10-6 s. (a) Comparison between the rough fracture and the
parallel plate model with the same dm = 0.3 m; (b) comparison between the rough fracture and the
parallel plate model with the best fitting hydraulic diffusivity De = 1.691Dm

is relatively large (relatively small contact), there is a linear behavior between the two quantities:
dm = 0.863dh + 0.053. Interestingly, the slope is not one, showing that the mean aperture dm is
decreasing slower than the hydraulic aperture dh. Additionally, there exists a residual mean aper-
ture at zero hydraulic aperture, showing that immobile fluid is trapped at the percolation threshold.
When approaching the percolation threshold, the decrease rate of dh is faster than that of dm. This
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behavior is attributed to the strong increase in tortuosity and channeling of the flow as the contact
area increases (Nolte et al., 1989; Unger and Mase, 1993; Sahimi, 2011).

(a) (b)

Figure 2.15: (left) Evolution of the contact area as a function of the normal closure (defined as the
fracture’s vertical displacement, which is positive along negative z direction) and mean aperture
dm. (right) Evolution of the hydraulic aperture dh as a function of the mean aperture dm

For the simulations, we set the pressure drop either along the x-axis or the y-axis. We increase
the normal displacement step by step until the fracture aperture reaches the percolation threshold
(i.e., loss of the hydraulic connection from the inlet to the outlet and zero fluid velocities) in the
two directions. We calculate the hydraulic aperture dh and the effective hydraulic diffusivity De for
each stage.

The effective diffusivityDe is plotted as a function of the hydraulic aperture dh in log-log space
(Fig. 2.16). As a check, we plot the hydraulic diffusivity calculated by Eq. (2.3), which is suitable
for the parallel plate model (i.e., Dm, dashed line in Fig. 2.16). It shows that the effective hydraulic
diffusivityDe is close to the prediction from Eq. (2.3) only when the mean aperture is large (i.e., at a
relatively low contact area). As dm decreases, the decrease in effective diffusivity is either faster or
slower than that in the diffusivity of the equivalent parallel plate model according to the orientation
of the imposed pressure drop.

In the x-direction, the effective diffusivity drops by 7 orders of magnitude from ∼ 109 m2/s
without contact to∼ 102 m2/s when it is close to the percolation threshold (∼ 66%). By contrast, we
obtain a 4 orders of magnitude reduction in the y-direction, but with a lower percolation threshold
(∼ 31%). Fig. 2.17 shows the pressure distribution as a function of contact area in the x-direction.
An increase in contact area causes an increase in tortuosity and channeling of the flow field in the

49



CHAPTER 2: HYDRAULIC DIFFUSIVITY OF A PARTIALLY OPEN ROUGH FRACTURE

Figure 2.16: Log-log graph of the effective hydraulic diffusivity De as a function of the hydraulic
aperture dh. The dotted line corresponds to the parallel plate model (Eq. 2.19)

aperture distribution (Fig. 2.18). Consequently, a longer time is required to reach the steady state,
resulting in a decrease in the hydraulic diffusivity. When the contact area exceeds 50%, there are
still large diffusivities since large channels exist in the aperture distribution. When the contact area
approaches the percolation threshold, these channels are drastically reduced, and the diffusivity
shows more significant changes (only a small change in contact area can lead to a large decrease in
diffusivity).

2.5 Discussion

2.5.1 Anisotropy of hydraulic diffusivity

When the mean aperture of our fracture is large enough such that the largest asperities are about
to touch each other (dm = 0.3 m), the effective hydraulic diffusivity is De = 0.423Dm and
De = 1.691Dm with the imposed pressure drop in the x-direction (Fig. 2.13) and in the y-direction
(Fig. 2.14), respectively, which shows anisotropic behavior (Fig. 2.16). At very large apertures
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(a) t1 = 2 × 10-6 s (b) t2 = 4 × 10-6 s (c) t3 = 1 × 10-5 s

(d) t1 = 2 × 10-4 s (e) t2 = 4 × 10-4 s (f) t3 = 0.001 s

(g) t1 = 0.002 s (h) t2 = 0.004 s (i) t3 = 0.01 s

Figure 2.17: Schematic diagram of the pressure diffusion evolution along the x-axis of the rough
fracture with different contact areas. (a)-(c) t1 = 2× 10-6 s, t2 = 4× 10-6 s and t3 = 1× 10-5 s with
5.43% contact; (d)-(f) t1 = 2 × 10-4 s, t2 = 4 × 10-4 s and t3 = 0.001 s with 33.31% contact; and
(g)-(i) t1 = 0.002 s, t2 = 0.004 s and t3 = 0.01 s with 50.51% contact
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(a) t1 = 2 × 10-6 s (b) t2 = 4 × 10-6 s (c) t3 = 1 × 10-5 s

(d) t1 = 2 × 10-2 s (e) t2 = 4 × 10-4 s (f) t3 = 0.001 s

(g) t2 = 0.002 s (h) t2 = 0.004 s (i) t3 = 0.01 s

Figure 2.18: Schematic diagram of the local flux evolution along the x-axis of the rough fracture
with different contact areas. (a)-(c) t1 = 2 × 10-6 s, t2 = 4 × 10-6 s and t3 = 1 × 10-5 s with 5.43%
contact; (d)-(f) t1 = 2 × 10-4 s, t2 = 4 × 10-4 s and t3 = 0.001 s with 33.31% contact; and (g)-(i)
t1 = 0.002 s, t2 = 0.004 s and t3 = 0.01 s with 50.51% contact
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(i.e., dm/hrms > 1), the diffusivity reaches that of the equivalent parallel plate configuration,
De/Dm → 1, and the sensitivity to the direction of the pressure drop disappears (Fig. 2.19). Inter-
estingly, when closing the fracture, the anisotropy, defined here as the ratio of the effective diffusiv-
ities for the pressure drop along the x- or y-direction, is maximum when dm/hrms ≈ 3, which is
approximately when the (few) asperity contacts start to develop.

Closing the fracture further reduces the diffusivity in both directions. The decrease in dif-
fusivity is more accentuated the closer the system is to the flow percolation threshold (Fig. 2.16).
However, this decrease is different for the two pressure drop directions. At dm = 0.002 m, the differ-
ence between the y- and x-directions reaches two orders of magnitude (Fig. 2.16). In other words,
the anisotropy increases when closing the fracture.

Figure 2.19: Ratio of the effective hydraulic diffusivity and the parallel plate fracture diffusivity
De/Dm as a function of the hrms-normalized mean aperture dm/hrms. The vertical black line cor-
responds to the first asperity contacts when closing the fracture at dm/hrms ≈ 3

Anisotropy in the hydraulic behavior depends on the geometrical heterogeneity as well as on
the self-affinity of the fracture surfaces/apertures (Méheust and Schmittbuhl, 2000). The roughness
exponent (self-affinity) introduces spatial correlations to the roughness amplitude and therefore to
the aperture distribution. Such long-range correlations (up to the fracture scale) of self-affine aper-
tures induce strong channeling of the flow (Méheust and Schmittbuhl, 2001; Neuville et al., 2011).
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Spatially correlated fractures tend to have only a few dominant flow paths compared to uncorrelated
fractures (Pyrak-Nolte and Morris, 2000). Although the aperture variation in x and y is statistically
isotropic, the resulting aperture distribution is heterogeneous (Fig. 2.10). This leads to different
flow channels along the x- and y-directions and is therefore responsible for the anisotropy of the
fluid flow. As the fracture closes, the channeling effect becomes more prominent. Accordingly, the
anisotropy becomes more noticeable (Fig. 2.16). The anisotropic flow behavior has been verified by
lab experiments (Méheust and Schmittbuhl, 2000) and numerical studies (Méheust and Schmittbuhl,
2001; Marchand et al., 2020), both targeting self-affine surfaces with an isotropic Hurst exponent
H = 0.8.

In our study, we observed that the decrease in the hydraulic diffusivity is enhanced along the
y-direction and inhibited along the x-direction. This is specific to the chosen surface, i.e., choice
of the seed used to generate a random number in the generator of the self-affine surface (Méheust
and Schmittbuhl, 2001; Candela et al., 2009). In Fig. 2.20, the behavior for two other choices of
the seed while keeping the Hurst exponent H = 0.8 and the RMS hrms = 0.1 m are shown. This
illustrates the variability of the behavior within the same general trend: beginning of departure from
the parallel plate model for dm/hrms ≈ 3 and a strong drop in the diffusivity when approaching the
percolation threshold. However, the specific sensitivity to the pressure drop orientation is different
for the different orthogonal directions.

(a) (b)

Figure 2.20: Two examples of the evolution of the relative hydraulic diffusivity De/Dm for two
other aperture fields with the same Hurst exponentH = 0.8 and the same RMS hrms = 0.1 m when
changing the seed of the self-affine surface generator

The anisotropy of the effective diffusivity has an important influence on the resulting pore
pressure diffusion. Some authors found that isotropic diffusivity poorly describes pressure diffu-
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sion (seismicity migration) compared to anisotropic diffusivities. For instance, Noir et al. (1997)
estimated an isotropic diffusivity of 1.2 × 104 m2/s, whereas the anisotropic hydraulic diffusivities
were Dxx ∼ 3 × 104 m2/s, Dyy ∼ 3 × 103 m2/s and Dzz ∼ 3 × 103 m2/s during the 1989 Dobi
earthquake sequence, showing that the fastest seismic migration was along the x-direction. Simi-
larly, Antonioli et al. (2005) obtained an ∼90 m2/s isotropic diffusivity, while the maximum value
of the anisotropic diffusivity was 275 m2/s from the 1997 Umbria-Marche seismic sequence. The
maximum diffusivity direction coincides with the strike of the active faults. The author concluded
that the large diffusivity is associated with high permeability rough fractures within the damage
zone of the active fault system, which essentially supports this study. In turn, if the anisotropic
fracture diffusivity can be predicted properly, then it is possible to determine the orientation of the
preferential earthquake migration direction.

2.5.2 Comparison with hydraulic measurements and implications

Our results under large closure (hydraulic diffusivities are on the order of 102 m2/s - 104 m2/s) are
consistent with the values derived from the analysis of some earthquake sequences (Noir et al., 1997;
Antonioli et al., 2005; Malagnini et al., 2012; Dempsey and Riffault, 2019). These earthquakes
were assumed to be triggered by the diffusion of pore pressure perturbations in a fractured medium,
and the seismicity migration was then evidenced to be compatible with pore pressure relaxation.
The hydraulic diffusivity estimated by Noir et al. (1997) for the 1989 Dobi earthquake sequence of
Central Afar ranges between 103 and 104 m2/s, which corresponds to a characteristic width (i.e.,
effective aperture) of 1 mm - 3 cm. The consistency with our results indicates that our model might
be used to predict potential earthquake migration, particularly when a single fault path dominates
the fluid flow. Compared to diffusivities estimated from direct hydraulic tests, the values obtained
from our simulations are somewhat large. The discrepancy could be attributed to several aspects.

First, there is an issue regarding the representative elementary volume (REV) of the measure-
ment. For example, in the laboratory, the tested target is typically an intact rock sample, where fluid
flow is restricted by interconnected pores, resulting in small diffusivities generally ranging between
10-7 m2/s and 10-2 m2/s (Song and Renner, 2006,0; Rempe et al., 2020; Kranz et al., 1990; Wib-
berley, 2002). In contrast, hydraulic tests in the field are inherently dominated by discrete fracture
conduits. This results in an order of magnitude for the diffusivity that spans from 10-1 m2/s to 101

m2/s (Renner and Messar, 2006; Cheng and Renner, 2018; Maineult et al., 2008; Talwani et al., 1999;
Becker and Guiltinan, 2010; Sayler et al., 2018). In some cases, the observed hydraulic diffusivity
might be much lower (Doan et al., 2006; Xue et al., 2013) or higher (Becker and Guiltinan, 2010;
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Guiltinan and Becker, 2015; Sayler et al., 2018) depending on the site geology. Moreover, different
test methods may also provide different diffusivity values, e.g., lower hydraulic diffusivities were
observed in constant rate tests than in periodic tests (Guiltinan and Becker, 2015). At geothermal
sites, the hydraulic diffusivity obtained by fitting seismic events also commonly varies between 10-1

m2/s and 101 m2/s (Shapiro et al., 1997; Shapiro and Dinske, 2009). However, it is worth noting that
these values represent the averaged hydraulic diffusivity of the whole tested fractured rock system.
They are the combination of the matrix diffusivity and the fracture diffusivity (Ortiz R et al., 2013;
Sayler et al., 2018). Hence, it is not surprising that our single fault model renders higher values of
diffusivity. These results are also supported by previous studies (e.g., Sayler et al. (2018)), which
evidenced that flow between an interval with large diffusivities (up to 103 m2/s) might be dominated
by a constrained planar fracture.

For real-world case applications, other factors may also alter the hydraulic diffusivity, such as
flow exchange between the fracture and matrix, mineral sealing and the temperature (Wibberley,
2002). Furthermore, hydraulic diffusivity has also been correlated with resolved fault movement.
For instance, Guglielmi et al. (2015b) reported a wide range of diffusivities (10-9 m2/s and 103 m2/s)
during injection-induced fault reactivation experiments. These observations require further studies.
In this work, we focused on understanding the impact of the fracture geometry on diffusivity, which
is a fundamental topic. As such, one implication of our results is to provide a reference for complex
numerical models. As an example, on the basis of the linear diffusion equation, Haagenson and
Rajaram (2021) used 2.2 × 102 - 3.3 × 103 m2/s for the hydraulic diffusivity of each single fracture
(compatible with our results) as an input in their 3D discrete fracture network and matrix (DFNM)
numerical model and obtained an effective hydraulic diffusivity of 0.29 m2/s for the whole system
(a common value in the field). We infer that the result might be improved if considering roughness
and anisotropy (e.g., varied aperture distribution) for the input single fracture diffusivity.

2.6 Conclusion

We studied the effect of fracture surface roughness and fracture closure on pressure diffusion by
numerically simulating transient fluid flow. The effect was evaluated quantitatively in terms of the
effective hydraulic diffusivity De. We considered the self-affinity property for the fracture surfaces
as well as the fracture aperture. The implemented fracture geometry was based on synthetically
generated surfaces/apertures following field observations. We performed transient pressure diffu-
sion modeling in surface-represented rough fractures for different stages of fracture closure and ob-
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served that the roughness could significantly affect the effective hydraulic diffusivity of the fracture.
At large openings, the rough fracture exhibits hydraulic behavior similar to the parallel plate model.
As the fracture is gradually closed, the effective hydraulic diffusivity increasingly deviates from
the parallel plate model and shows anisotropic behavior by enhancing or reducing the diffusivity
according to the orientation of the pressure drop. Furthermore, when it approaches the percolation
threshold, the increase in the fracture contact area and tortuous flow channels strongly decreases the
effective hydraulic diffusivity by 7 and 4 orders of magnitude in the x- and y-directions, respectively.
However, owing to the self-affinity property, a large residual opening (large diffusivity) exists even
with a small hydraulic aperture. Although the method is based on a simple linear diffusion equation,
our results show good consistency with some previously obtained field observations. Therefore, this
study could have important implications for understanding the measurement of hydraulic properties
as well as the associated fluid-induced seismicity pattern. The influence of the rock matrix and
elastic fracture closure (for the volume representation) will be considered in future studies.

2.7 Appendix A

For 3D fracture flow, the fluid velocity distribution has the z component. To obtain the average
velocity, the local velocity profile vx(z) in the z-direction is first assumed to follow a parabolic
equation (similar to the velocity profile of the parallel plate model):

vx(x, y, z) = az2 + bz + c. (2.23)

The average velocity is defined as the average of the integral of the velocity function along the
z-direction:

vx(x, y, z) =
1

h

∫ h
2

−h
2

vx(x, y, z) dz. (2.24)

2.8 Appendix B

The procedure of searching for the effective hydraulic diffusivity of a rough fracture is as follows:

1) First, from the simulation results of a rough fracture flow, we obtain a time-dependent pres-
sure distribution pR(x, y, t), which is averaged along the y-axis as< pR(x, t) >y. Fig. (2.21) shows
the pressure distribution of the parallel plate model (dm = 0.3 m) at x = L/2 (averaged along the
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y-axis) plotted as a function of normalized time t/t∗. The pressure is stabilized at ts ≈ 0.5t∗ (i.e.,
the fluid velocity is zero). Accordingly, we use ts as the upper bound of time to estimate the effective
hydraulic diffusivity (i.e., from t = 0 to t = ts). The time resolution matches the spatial resolution,
i.e., we have 512 × 512 points on the fracture plane, so the number of time step is also 512. This
is tested by a finer meshing resolution (1024 × 1024) that the results have tiny variations (less than
an error of 0.1%), although the error is also very small with a more sparse meshing size 256 × 256
(< 1%).

Figure 2.21: Pore pressure averaged along the y-axis as a function of t/t∗ at x = L/2 in the case of
the parallel plate model with dm = 0.3 m

2) The pressure distribution p∥(x, t,Df ) is calculated using different hydraulic diffusivities
(hereinafter referred to as the test diffusivities) from the analytical expression Eq. (2.19). These
test diffusivities are given in units of Dm, which is the diffusivity for a parallel plate model with
the same mean aperture dm as the rough fracture. For example, when we expect that the pressure
diffusion of the rough fracture is reduced compared to the equivalent parallel plate model, we can
build the set of test diffusivities in the range [0.1 : 0.9]Dm with a step ∆D = 0.1Dm. Alternatively,
if it is expected to be enhanced, then the test diffusivity set can be [1 : 0.1 : 2]Dm.

3) The differences between< pR(x, t) >y and p∥(x, t,Df ) in the least square sense is computed
and the differences summed, followed by calculating the least square error for each test diffusivity.

58



CHAPTER 2: HYDRAULIC DIFFUSIVITY OF A PARTIALLY OPEN ROUGH FRACTURE

The diffusivity with the minimum error is assigned as the diffusivity for the rough fracture. The
best diffusivity is referred to as De1.

4) A set of diffusivities nearDe1 with a smaller step such as ∆D = 0.01Dm is rebuilt, and step
3 is repeated to obtain a more accurate diffusivity De2. The step is reduced to ∆D = 0.001Dm and
De3 obtained. In theory, the smaller the step of the test diffusivity used, the higher the accuracy of
the diffusivity. In this study, we calculate the test diffusivity up to three decimal places. The final
best De3 is regarded as the effective hydraulic diffusivity De of the rough fracture. Note that for
the obtained best diffusivity at each step, if it is at the boundary of the set of the test diffusivities,
we rebuild the set by including this diffusivity inside it and repeat step 3 until an optimal hydraulic
diffusivity inside this set is found.

5) The effect of different time resolutions is tested. When the resolution is halved to 256 time
steps, the results remain almost unaffected. Even when 100 time steps are used, the results only
show an error of less than 1%. Therefore, the results obtained at the time resolution we use are
considered robust.

Fig. (2.22) shows an example of the least square error when searching for the effective hydraulic
diffusivity De = 0.423Dm for dm/hrms = 3 and an imposed pressure drop along the x-axis. By
stepwise selecting the resolution of the test diffusivity as ∆D = 0.1Dm, ∆D = 0.01Dm and
∆D = 0.001Dm, De1 = 0.4Dm, De2 = 0.42Dm and De3 = 0.423Dm are obtained, respectively.
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(a) (b)

(c)

Figure 2.22: Least square error as a function of De/Dm. (a) De1 = 0.4Dm with the step of the test
diffusivity ∆D = 0.1Dm; (b) De2 = 0.42Dm with ∆D = 0.01Dm; and (c) De3 = 0.423Dm with
∆D = 0.001Dm
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Chapter 3

Permeability and stiffness of a large scale
rough fracture

Résumé

L’écoulement naturel ou artificiel des fluides dans les réservoirs fracturés profonds, tels que les
systèmes géothermiques améliorés (EGS), est principalement contrôlé par les fractures et les failles
ouvertes, et est considéré comme un élément clé de la performance hydraulique. L’écoulement le
long de ces fractures est fortement affecté par la canalisation entre les aspérités des fractures et par
les dépôts qui scellent l’espace ouvert des fractures en raison de la précipitation des minéraux. Les
aspérités et le scellement des fractures ont également un impact sur le comportement mécanique
des fractures, en particulier sur leur rigidité mécanique. Ici, nous étudions à la fois la perméabilité
et la rigidité d’une fracture rugueuse à l’échelle du champ pendant sa fermeture. Nous basons
notre approche sur un modèle géométrique auto-affiné bien établi pour la rugosité des fractures.
Nous développons un modèle d’éléments finis basé sur le cadre MOOSE/GOLEM et réalisons des
expériences numériques d’écoulement dans un réservoir granitique de 256 × 256 × 256 m3 abritant
une fracture unique, partiellement fermée, dans des conditions de chargement normales variables.
L’écoulement de Navier-Stokes est résolu dans l’ouverture rugueuse tridimensionnelle de la fracture,
et l’écoulement de Darcy est résolu dans la matrice poroélastique environnante. Nous étudions
l’évolution de la rigidité mécanique et de la perméabilité aux fluides du système fracture-roche
pendant la fermeture de la fracture en considérant le rendement de l’aspérité et le dépôt du matériau
de remplissage de la fracture dans l’espace ouvert de la fracture rugueuse. L’évolution du volume
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de la faille, de la rigidité normale de la fracture et de la perméabilité est suivie jusqu’à ce que les
seuils de percolation des fluides soient dépassés dans deux directions orthogonales du gradient de
pression imposé. Enfin, nous proposons une loi basée sur la physique pour l’évolution de la rigidité
et de la perméabilité en fonction du volume de la faille. Il est démontré que pendant la fermeture, la
rigidité augmente exponentiellement lorsque le volume de la faille diminue. Une forte anisotropie
de la perméabilité de la fracture est également mise en évidence lorsque les seuils de percolation sont
atteints. Nous discutons de l’influence de ces résultats sur l’utilisation de la stimulation chimique
dans les réservoirs fracturés.

Abstract

Natural or artificial fluid flow in deep fractured reservoirs, such as Enhanced Geothermal Systems
(EGS), is primarily controlled by open fractures and faults, and is considered a key element for hy-
draulic performance. Flow along these fractures is strongly affected by channeling between fracture
asperities and by deposits sealing the open fracture space due to mineral precipitation. Fracture
asperities and fracture sealing also impact the mechanical behavior of fractures, especially their
mechanical stiffness. Here, we study both the permeability and the stiffness of a rough fracture at
the field scale during its closure. We base our approach on a well-established self-affine geometrical
model for fracture roughness. We develop a finite element model based on the MOOSE/GOLEM
framework and conduct numerical flow experiments in a 256× 256× 256 m3 granite reservoir host-
ing a single, partially sealed fracture under variable normal loading conditions. Navier-Stokes flow
is solved in the embedded 3-dimensional rough aperture, and Darcy flow is solved in the surround-
ing poroelastic matrix. We study the evolution of the mechanical stiffness and fluid permeability of
the fracture-rock system during fracture closure by considering the asperity yield and the depositing
of fracture-filling material in the open space of the rough fracture. The evolution of the fault vol-
ume, fracture’s normal stiffness and permeability are monitored until fluid percolation thresholds
are exceeded in two orthogonal directions of the imposed pressure gradient. Finally, we propose
a physically based law for the stiffness and permeability evolution as a function of the fault vol-
ume. It is demonstrated that during closure, stiffness increases exponentially as the fault volume
decreases. A strong anisotropy of the fracture permeability is also evidenced when reaching perco-
lation thresholds. We discuss how the results influence the use of chemical stimulation in fractured
reservoirs.

Keywords: self-propped fracture; self-affine fracture roughness; asperity yield; fracture sealing;
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flow channeling; fracture stiffness; chemical stimulation

3.1 Introduction

Fractures play a major role as preferential fluid pathways for numerous georesource applications,
such as deep geothermal reservoirs (Zimmerman and Bodvarsson, 1996; Cox et al., 2005; Gud-
mundsson, 2011; Huenges and Ledru, 2011). Indeed, they provide major conduits at all scales
through which fluids can flow (Caine et al., 1996; Berkowitz, 2002). They are also critical for the
mechanical behavior of fractured rock masses owing to their ubiquity and the fact that they are typi-
cally mechanically weak objects (Zimmerman and Main, 2004). Subsequently, the hydromechanical
behavior of rock fractures is of central importance for determining the transport and deformation
properties of faulted reservoirs. This behavior can be studied on the scale of a fractured rock mass
that includes fracture networks with many fractures but also at the scale of a single fracture (Adler
and Thovert, 1999; De Dreuzy et al., 2012; Cornet, 2015; Scholz, 2019; Kluge et al., 2020; Deng
et al., 2021). The behavior of a single fracture must be addressed first to understand that of the
whole fractured mass.

As demonstrated by numerous studies, the fundamental properties of individual fractures
strongly rely on the geometry of the fracture void space and the contact area between the facing
fracture walls (Barton and Choubey, 1977; Jaeger et al., 2009; Gudmundsson, 2011; Scholz, 2019;
Kluge et al., 2021a). Fracture roughness, which controls the fracture’s void space geometry, has been
extensively analyzed in the past by using various techniques to measure the fracture surface topog-
raphy (Tse and Cruden, 1979; Brown and Scholz, 1985; Power and Tullis, 1991; Schmittbuhl et al.,
1995a; Bouchaud, 1997). Among the techniques that characterize the fracture and fault roughness
from topography measurements (Schmittbuhl et al., 1995b; Candela et al., 2009), spectral analy-
sis is more generally used to demonstrate the power law behavior of the height-height correlation
function (Jacobs et al., 2017). It is shown that the fracture surfaces of different rock materials, with
different fracture modes and within different geological contexts share a self-affine scaling invari-
ance that extends up to a multi-kilometric fault scale with no roll-off wavelength at large scales
(Schmittbuhl et al., 1993a; Fardin et al., 2001; Sagy et al., 2007; Candela et al., 2012). In some
cases, the self-affine geometrical model of the fault surface exhibits anisotropy related to the main
slip direction with anisotropy in the Hurst or roughness exponent (Renard et al., 2006; Brodsky
et al., 2011; Candela et al., 2012).

Single-phase fluid flow in the open void space of rough fractures has been extensively studied,
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particularly in the framework of the lubrication approximation, where the roughness is considered
as a perturbation to a parallel plate model (Zimmerman and Bodvarsson, 1996). The cubic law is
then applied to relate the mechanical aperture of the fracture, i.e., the average of the geometrical
aperture, to the fracture permeability. In addition, based on its hydraulic properties, the hydraulic
aperture of a fracture is defined. Numerous models and experiments have been developed to com-
pare the mechanical and hydraulic apertures of fractures for different flow regimes (Mourzenko
et al., 1995; Zimmerman and Bodvarsson, 1996; Méheust and Schmittbuhl, 2000; Matsuki et al.,
2006; Méheust and Schmittbuhl, 2001; Ishibashi et al., 2015). These works demonstrate the impact
of the fracture roughness on the fracture permeability with regard to the enhancement or inhibition
of the flow owing to strong channeling of the flow for a specific orientation of the pressure drop.
Moreover, the largest wavelengths in the aperture field are shown to dominate the influence of the
roughness (Neuville et al., 2010a,0; Wang et al., 2016). In the case of many independent fractures,
fracture roughness is shown, on average, to inhibit flow when a hydraulic aperture is smaller than
the mechanical aperture as the fracture surfaces come into contact. However, significant departures
from this average behavior exist since the behavior is dominated by the largest wavelengths, which
are not stationary in space and are accordingly specific to each surface.

As a fracture is mechanically loaded or chemically sealed, its contact area is expected to in-
crease, and a percolation threshold for fluid flow might be reached (Sahimi, 1993; Schmittbuhl et al.,
1993b; Dapp et al., 2012). The contact mechanics of self-affine surfaces have been explored by nu-
merous studies (Borri-Brunetto et al., 1999; Batrouni et al., 2002; Persson et al., 2004; Hyun et al.,
2004; Pei et al., 2005; Persson, 2006; Carbone and Bottiglione, 2008; Vallet et al., 2009; Almqvist
et al., 2011; Pastewka et al., 2013). They show specific properties such as 1) a linear relationship
between the contact area and normal loading; 2) an exponential evolution of the normal stress with
respect to the normal displacement; and 3) a linear increase in the normal fracture stiffness with
normal stress. These studies have also shown that the normal stress field along asperities exhibits
self-affine properties (Hansen et al., 2000; Schmittbuhl et al., 2006).

Natural sealing of fractures derives from many processes and is dependent on the fluid chem-
istry, temperature and pressure (Parry, 1998). Following the pioneering work of Durney (1973),
the following three fracture filling modes are defined: the syntaxial mode for inward growth, an-
titaxial mode for outward growth, and stretching mode for an unspecific growth direction. The
growth of seals in deforming rocks can arise from a single event, but it is often the result of mul-
tiple crack sealing events following fracture growth (Bons et al., 2012). Then, the fibrous habits
of crystalline materials induced by pressure solution in the rock matrix are shown (Ramsay, 1980;
Laubach, 2003). Dissolution and precipitation along fracture walls owing to secondary mineral de-
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position or artificial reactive fluid injection might also significantly modify the permeability and
stiffness of fractures (Laubach, 2003; Liu et al., 2006; Elkhoury et al., 2013; Noiriel et al., 2013;
Lang et al., 2015). Changes in stiffness from sealing bridge development along fractures can have
large-scale implications by inducing, for instance, seismic velocity variations (Sayers et al., 2009).

Our study aims to develop a numerical model to address a specific aspect of the mechanical
closure of a fracture related to sealing processes, i.e., the coupling between the normal stiffness
and the permeability of the fracture, and we propose that this model be applied at the field scale
using the multiscale knowledge of fracture geometry. For the description of the sealing process, we
consider syntaxial mineral growth, i.e., from the walls of the fracture towards its center in multi-
ple separate steps. We therefore assume nucleation of new crystals to be negligible compared to
the extension of existing crystals. Minerals are supposed to be typically elongated in the growth
direction perpendicular to the fracture walls, forming homogeneous layers in which the thickness is
controlled by precipitation kinetics and the fracture opening rate (Ramsay, 1980; Bons et al., 2012).
Successive layers then fill the open space of the fracture and modify the permeability and stiffness
of the fracture. Their effects on the fracture stiffness result from the competition between the pro-
gressive evolution of the contact area owing to the mechanical closure of the fracture filling with
competent cement and the generation of new bridges between the fracture walls in the asperities
neighbourhood. One specific aspect of our approach is the consideration of the multiscale realis-
tic geometry of the fracture, i.e., a self-affine geometry (Renard et al., 2006; Brodsky et al., 2011;
Candela et al., 2012), and the analysis of the impact of the fracture closure at a field scale of 256
m (Blöcher et al., 2016). We simplify the details of the sealing mineral deposition to a progressive
filling of the self-affine aperture by a set of discrete homogeneous layers. We analyze the impact of
the healing rate (i.e., the amount of healing material in the open fracture) on the flow channeling
related to the fracture roughness and on the stiffness of the fracture when sealing is reaching the per-
colation threshold for fluid flow. Finally, we discuss the hydraulic and geomechanical implications
of the sealing process for deep EGS geothermal reservoirs where chemical stimulation is considered
to modify the fracture healing material (Nami et al., 2008; Portier et al., 2009; Huenges and Ledru,
2011).
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3.2 Model description

3.2.1 A partially open fracture embedded in a porous rock under normal
load

We model the fluid circulation with a large-scale partially open fracture embedded in a 3D poro-
elastic block (Fig. 3.1). The dimensions of the entire block are 256 × 256 × 256 m3, which repre-
sent a characteristic scale of a typical fractured/faulted reservoir, e.g., the Soultz-sous-Forêts deep
geothermal reservoir (Vallier et al., 2019). The fracture is partially open due to the presence of
fracture asperities that define open domains where fluid can flow. We assume drained conditions,
i.e., fluid is able to move along the fracture due to an imposed pressure difference at the boundaries.
Fluid circulation is modeled by imposing a pressure gradient (constant pressures at the inlet and
outlet boundaries) along either the x-direction or y-direction of the block to investigate a possible
anisotropy in the fluid flow behavior. The contact areas between asperities are the domains where
stress is transferred with no fluid flow, i.e., closed domains. We assume that the fracture is mechan-
ically loaded by a normal stress σn applied along the top of the block. Because of the partial contact
along the fracture, the applied stress on the whole block boundary is amplified along the contact
zones following Amonton’s law, as shown in Fig. 3.1a (Scholz, 2019). Fig. 3.1b shows an example
of the fluid flow both in the pores of the matrix and in the open space of the fracture for a case when
the pressure gradient is imposed along the x-direction.

3.2.2 Fracture aperture

Faults and fractures are typically considered two-dimensional objects. This is because their thick-
nesses are often considered negligible with respect to their extension. They are then approximated
as planar surfaces. However, even as 2D objects, they show multiscale corrugations that can be
described by a self-affine topography over a very large range of scales (up to 9 decades of length
scales) (Candela et al., 2012). A 2D cross-section of the fault will then remain statistically invariant
under any of the following scaling transformation: δx → λδx, δz → λHδz whatever the value of
the coefficient λ, where δx is the coordinate along the section, δz is the topography amplitude and
H is the Hurst or roughness exponent (Schmittbuhl et al., 1995a; Meakin, 1998). Moreover, Renard
et al. (2006) and Candela et al. (2012) showed that faults/fractures exhibit a certain anisotropy in
their roughness exponent in response to the fault slip history, resulting in a roughness exponent on
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Figure 3.1: Sketch of the model: a partially open fault (colored horizontal cross-section) is embed-
ded in a 3D block (in dark gray) of size 256 × 256 × 256 m3 loaded by a normal stress σn. (a) The
contact areas (in light gray) along the fracture support the applied normal stress with variable local
amplification of the stress (reddish zones). The open part of the fracture where fluid circulates is
shown in blue. (b) 3D view of the fluid circulation in the fracture (colored horizontal cross-section)
and in the pore space of the matrix (white arrows) when a pressure drop is applied in the x-direction
(the vertical thick, blue layers indicate the pressure field in the matrix). The contact areas are trans-
parent here.

the order of H∥ = 0.6 along the slip direction and H⊥ = 0.8 in the slip perpendicular direction.

Here, we consider a 256 m × 256 m fault that reproduces the geometry of natural faults over
the maximum range of scales in terms of scaling of the power spectral density (PSD) and the root
mean square (RMS) of the fracture geometry (see supplementary material, Fig. 3.18) (Candela
et al., 2012). The spectral properties of the synthetic fault geometry are consistent with those of a
natural fault. We assume that the time scale of fluid flow is much shorter than that of the long-term
shear slip along the fault responsible for the anisotropy in the fault geometry. The fault geometry is
then considered fixed during the flow simulation. Based on the fault topography, we build the fault
aperture with the following assumption regarding the fault slip history: the cumulative fault shear
offset is supposed to be large compared to the size of the fault area we are considering (Plouraboué
et al., 1995). In this case, correlations between the two facing surfaces are lost, and the fault aperture
is composed of the facing of two independent fault surfaces and subsequently has the same scaling
properties of each fracture surface.

Accordingly, to reproduce field observations, we generate the fault aperture as an anisotropic
self-affine surface with H∥ = 0.6 along the historical slip direction (y-axis) of the fault, H⊥ = 0.8
along the perpendicular direction (x-axis) and an RMS amplitude of 0.09 m for the fault topography
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Figure 3.2: Generation of the fault topology and aperture map: (a) aperture map with only a few
contact points; (b) power density function (pdf) of the aperture distribution with a Gaussian fit
(average aperture is h̄ = 0.27 m; RMS is hrms = 0.09 m).

at the scale of 256 m (see Fig. 3.2a) (Candela et al., 2012). Fig. 3.2b shows the histogram of the
aperture distribution in the entire fault domain of 256 m × 256 m with no normal deformation of
the asperities or no filling material in the openings of the fault. The measured distribution is well
approximated by a Gaussian distribution. It is of interest to note that such a fault model predicts
a typical magnitude for fault asperities on the order of 0.09 m for a fault with an extension of 256
m. The aspect ratio of such a 3D fault geometry is then on the order of 0.09 m/256 m ≈ 3 · 10-4.
We also see that the maximal amplitude of the asperities is on the order of 3hrms ≈ 0.27 m. In
the (unrealistic) case of a fully rigid matrix, i.e., no deformation of the largest asperities, this would
correspond to the typical aperture of the fracture. As discussed below, the aperture will actually
decrease when considering elasto-plastic deformation of the asperities under normal mechanical
loading of the fault. The aperture is also expected to decrease when healing processes develop over
time.

To explore the variability of the fracture geometry, the following six independent synthetic
faults are generated: F1, F2, F3, F4, F5 and F6. They all share the same self-affine scaling properties,
i.e., the same roughness exponents and roughness amplitude at the same scale. The only difference
among them is that different seeds are selected for generating the initial white noise signal, which
is used to construct the self-affine fault surface (Candela et al., 2009). As such, the six faults have
different surface or aperture geometries but still share the same statistical properties regarding their
distribution. The aperture map of F1 prior to any mechanical loading or sealing is shown in Fig. 3.2a.
The maps for the other faults are given in Fig. 3.19.
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3.2.3 A kinematic model for reconstructing the fracture closure

In this study, we assess the impact of sealing on the mechanical and hydraulic properties of a fracture
by modeling its closure following a specific conceptual route. We reconstruct the closure of the
fracture assuming that it is the result of two different mechanisms (Fig. 3.3). First, we consider that
the fracture is only mechanically closed due to an increase in normal displacement applied along the
top of block ub from normal loading σn (see Fig. 3.4). No sealing process is considered during this
phase. The matrix and the fracture are shown as strings in series for which the bulk displacement
ub is the sum of the displacement of the matrix um and that of the fracture uf . In other words, the
fracture displacement uf is equivalent to the difference between the vertical displacement of the
fractured rock ub and the intact rock matrix um, as follows:

uf = ub − um (3.1)

Note that in this paper, the direction along negative z is considered positive. Therefore, the
fracture closure uf is positive with respect to the zero displacement of the first contact.

To simplify the contact rheology, we assume that the deformation of asperities follows a rigid-
plastic behavior (i.e., rigid solid with a low yield stress). The normal loading then creates contact
areas where stresses strongly concentrate and rapidly overpass the elastic limit, leading to a perfectly
plastic behavior (Pei et al., 2005). This is similar to an ’overlap’ model where overlapping asperities
are erased with volume losses (Fig. 3.3c) (Méheust and Schmittbuhl, 2003; Kim et al., 2003; Walsh
et al., 2008). This approach is a proxy for a full elastoplastic model. This minimizes contact areas
since contact regions develop mainly along the highest asperities in compacted clustered regions and
the deformation is local without volume conservation. In contrast, in a fully elastic model, contact
areas would spread out over multiple regions because of non-local deformation and the additional
requirement of volume preservation. Our choice of an ’overlap’ model stems from this model being
supported by laboratory observations where deformation in contact/overlap areas produces gouge
particles that are flowing out of the contact areas (Kluge et al., 2021b). The initial mechanical load
leads to rigid plastic deformation and accumulation of elastic strain, and a stress release would lead
to an elastic relaxation as indicated by the dashed red lines on the x-axis (Kluge et al., 2021b); in
this case, plastic deformation will remain. We consider mechanical closure to be part of the initial
history of the fracture, and it occurs before sealing begins to be effective. We assume that this phase
leads to an overall contact area on the order of 20%, as observed in fracture closure experiments for
a normal load on the order of several tens of MPa (Kluge et al., 2021b). During this mechanical
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Figure 3.3: Cross-section through the block along the x-direction with a large vertical magnifi-
cation to show the fracture closure process due to two different mechanisms. (a) Initial unloaded
fracture aperture: fracture surfaces are just touching one another at a few contact points. (b) Phase 1
- mechanical closure (contact area < 20%): the contact area increases because of a normal loading
(imposed normal displacement) applied on the top of the host rock; (c) asperities that overlap fol-
lowing a ’rigid-plastic’ behavior. (d) Phase 2 - sealing closure due to mineral deposits (contact area
> 20%). Successive layers of sealing material are assumed to grow homogeneously with a constant
thickness from the border to the center of the open space (syntaxial mode). The open space for fluid
flow is shown in light blue, whereas the host rock is shown in light gray.

phase of closure, the normal stress along the contact areas increases as the fracture displacement
rises, leading to a more significant closure of the fracture, as shown in Fig. 3.5.

The second mechanism for fracture closure is supposed to be due to a sealing process that
occurs in the later stage, upon termination of the mechanical phase (i.e., typically when the contact
area > 20%) at constant imposed normal displacement and normal stress (Fig. 3.3c and Fig. 3.5).
Fracture sealing is considered to be the sole result of mineral precipitation of successive layers,
as commonly observed in fractured reservoirs (e.g., Griffiths et al. (2016)). Homogeneous layers
of secondary minerals are observed to be deposited with a rather constant thickness, following a
syntaxial growth of the filling material, both in the field (Durney, 1973; Davis et al., 2011) and in
laboratory hydrothermal experiments (Okamoto and Sekine, 2011). Specifically, during syntaxial
growth, filling materials are progressively added from the fracture walls to the middle (inward) as
opposed to during antitaxial growth, where the filling materials are added from the middle to the
walls (outward) (Davis et al., 2011). Sealing would increase the stiffness of the system, as indicated
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Figure 3.4: Definition of the fracture displacement uf . uf = ub−um, where ub is the displacement
of the fracture-matrix system, while um is the displacement of the intact rock matrix under the same
applied normal loading σn.

by the extended dashed line in Fig. 3.5. Therefore, the system could sustain more stress without
additional plastic deformation. This will also lead to a transformation into a more elastic regime.

It is then of interest to note that this second part of the closure modeling can also be viewed as
an ’overlap’ model since asperities are also erased due to a different physical mechanism, namely,
during chemical sealing, the contact areas are expanding because of the outer growth of the asperity
boundaries, while during mechanical closure, plastic deformation induces the inner movement of
the asperity boundaries. Subsequently, we expect that in both cases, the stiffness and permeabil-
ity of the fracture will be impacted in a similar manner and, thus, that they can be described by
a common generic law. The whole fracture closure process can then be viewed as a progressive,
continuous translation of one surface towards the other from the first contact points when the clo-
sure is zero to the full contact when the closure is at its maximum. This corresponds to a kinetic
description of the aperture geometry evolution caused by steps of imposed displacements of one
facing fracture penetrating the other. During the mechanical phase, the closure is equal to the rel-
ative imposed displacement uf from its value at the first contact. During the sealing phase, the
closure steps correspond to the thickness of the deposited layer. By gradually closing a fracture
using this kinematic model, the contact area y = Ac/A is shown to follow an error function law,
i.e., y = (1 + erf(x/

√
2))/2, as a function of the normalized closure x = (uf − h̄)/hrms, where

uf is the closure, h̄ is the mechanical aperture of the initial fracture and hrms its RMS. This law
describes the cumulative distribution function (CDF) of a normal distribution; see the orange line
in Fig. 3.6. The pink area shows the mechanical closure (below 20% of the contact area), while the
light blue area shows the sealing closure (above 20% of contact area).
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Figure 3.5: Evolution of the normal stress over the fracture closure (imposed displacement). The
slopes of the red lines at each step of the mechanical/sealing closure correspond to its normal stiff-
ness.

3.2.4 Numerical method

Analyzing the stress, pressure and velocity fields in the fracture-matrix system requires an adequate
physical model of the processes involved and their coupling. Here, the Multiphysics Object Oriented
Simulation Environment (MOOSE) in combination with GOLEM, a MOOSE-based application for
modeling coupled thermal-hydraulic-mechanical (THM) processes in fractured and faulted geother-
mal reservoirs, is used (Jacquey et al., 2017; Peterson et al., 2018). The rock matrix is considered a
poroelastic medium, formulated in a Lagrangian framework, as implemented in Cacace and Jacquey
(2017). For the solid phase in the matrix, the mass conservation reads as follows:

(1 − n)

ρs

Dsρs
Dt

− Dsn

Dt
+ (1 − n)∇ · vs = 0 (3.2)

where n is the porosity, ρs is the density of the solid, Ds/Dt is the Lagrangian derivative with
respect to the moving solid and vs is the solid velocity. The moment balance equation leads to the
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Figure 3.6: Evolution of the relative contact area Ac/A as a function of the normalized normal
displacement imposed on the fractured block (uf − h̄)/hrms, where the mean aperture is h̄ and the
RMS is hrms. The pink domain corresponds to the mechanical closure of the fracture, assuming an
overlapping model of contact (i.e., purely plastic rheology of the asperities). The light blue domain
corresponds to the sealing closure due to homogeneous mineral deposits in the open fracture space.
The evolution of the contact area can be fitted by the cumulative distribution function of a normal
distribution y = (1 + erf(x/

√
2))/2. The transition from a mechanical to a sealing closure is

defined at 20% of contact, which corresponds to (uf − h̄)/hrms ∼ -1.

following for solving the displacement vector in terms of the effective stress σ′:

∇ ·
(
σ

′ − αpf1
)
+ ρbg = 0 (3.3)

where α, g, 1 is the Biot coefficient, gravitational acceleration and the rank-two identity tensor.
ρb = nρf + (1− n)ρs is the bulk density of the fluid–solid mixture.

For the fluid phase in the matrix, we assume a Darcy’s flow, as follows:

qD = n(vf − vs) = −km

µf

· (∇pf − ρfg) (3.4)

where qD is the volumetric flow rate per unit surface area, km is the permeability tensor of the
rock matrix, and µf is the dynamic fluid viscosity. The fluid mass conservation then renders the
following:
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n

ρf

Dfρf
Dt

+
Dsn

Dt
+ n∇ · vs +∇ · qD = 0 (3.5)

where ρf is the density of the fluid and Df/Dt is the Lagrangian derivative with respect to the
moving fluid.

For the fluid phase in the open space of the fracture, the incompressible Navier-Stokes (INS)
equation is implemented as follows (Peterson et al., 2018):

ρf
Dfvf

Dt
+∇pf − µf∇2vf − ρfg = 0 (3.6)

The system of equations is spatially discretized by the finite-element method, while temporal
discretization relies on a finite difference implicit Euler scheme (Cacace and Jacquey, 2017). The
Navier-Stokes module provides the solution for the pressure and the velocity field inside the fracture
only (Blöcher et al., 2019). For the rock matrix, the primary variables are the pore pressure and the
solid displacements. The fluid velocity in the porous matrix and the strain and stress fields are
derived from these primary quantities. To derive a coupling between the two physical systems,
i.e., the open fracture and the rock domain, we define four exchange functions along the interfaces
between the rock and the fracture (Fig. 3.7). Since the fluid pressure inside the fracture occurs almost
instantaneously when compared to the time scale of pore pressure diffusion in the rock, we use this
pressure as a boundary condition to solve for the pore pressure in the rock matrix system (Fig. 3.7a).
Furthermore, this pressure acts as an additional body force on the rock matrix. Therefore, we use
the pressure as a stress boundary condition in the rock matrix system (Fig. 3.7a). Based on this pore
pressure, we calculate the fluid velocity in the rock domain following Darcy’s law. The fluid velocity
is then assigned as a slipping boundary for the fracture flow inside the fault (Fig. 3.7b). To impose
the mechanical coupling and the corresponding deformation of the fault, the displacement values
obtained in the rock matrix are assigned as first-order boundary conditions for the fault surfaces
(Fig. 3.7b). Since the incompressible Navier-Stokes flow does not consider the solid displacement
as a primary variable, we use the displacement vector field to geometrically alter the fault mesh at
each time step, resulting in a displaced mesh configuration that is used to update the final solution
for the dynamic pressure and fluid velocity field (Blöcher et al., 2019).

To derive a solution for the fluid flow in the fracture-rock system and measure its permeability,
we apply the following initial and boundary conditions (Fig. 3.7). The initial condition for the rock
matrix is a zero displacement field and zero pore pressure. Furthermore, the fluid pressure and the
velocity inside the fracture are also set to zero. In addition to the boundary conditions applied at
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the fault-matrix interface, we impose a flow either in the x- or y-direction by setting a small inlet
overpressure of 10 Pa either along the x- or y-direction, respectively. This is to prevent the fluid
velocity from being too high (see Fig. 3.12). At the outlet, we keep the pressure constant at zero
during the total transient simulation. For the mechanical part, we set a zero displacement in the
z-direction for the bottom and no displacement in the x- and y-directions for the lateral borders,
as well as for the inlet and outlet. At the top of the block, we apply normal loading to assess the
mechanical fracture closure. All material proprieties used in the modeling are listed in Tab. 3.1.
These values are representative of the well-known EGS project Soultz-sous-Forêts (Vallier et al.,
2019).

Figure 3.7: Cross-section view of the initial conditions and boundary conditions for (a) the rock
matrix and (b) the fracture. Transfer functions at the fracture-rock interface are also illustrated.

3.2.5 Mesh generation

The open fracture space is used as a 3D domain for finite element mesh generation. The domain
is based on a regular grid along the mean plane of the fracture with a grid spacing of 1 m and
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Table 3.1: Material properties used in the numerical simulations.

Property Symbol Value Unit

Young’s modulus E 25.0× 109 Pa
Poisson ratio ν 0.25 -

Matrix permeability km 2.0 × 10-16 m2

Porosity ϕ 0.085 -
Solid bulk modulus Ks 4.15 × 1010 Pa

Fluid modulus Kf 2.2 × 109 Pa
Fluid viscosity η 0.001 Pa·s
Solid density ρs 2500 kg/m3

Fluid density ρf 1000 kg/m3

dimensions of 256 m by 256 m (Fig. 3.8a). The aperture ranges from a minimum of 0 m (i.e.,
contact areas) to a maximum of ∼ 0.5 m (i.e., at zero closure).

The magnitude of the fracture opening is on the order of 0.1 m (Fig. 3.2c), a characteristic value
for fractures at the studied scale (∼ 256 m) (Candela et al., 2012). The challenge for the model is to
account for the extreme aspect ratio of the fracture volume, which can be as high as 1:1000, making
its meshing by isotropic voxels or elements particularly difficult for a similar resolution in the z-
direction compared to the x- and y- directions. To represent a fracture opening with such an aspect
ratio, we instead implement prism elements within an anisotropic mesh (Fig. 3.8b). Normal to the
fracture mean plane (i.e., along the z-direction), we use a discretization of the fracture open space
by 8 layers of prism elements, with an aspect ratio of 1:25. The minimum element sizes normal
and parallel to the fracture are 0.0125 m and 1 m, respectively. For meshing the solid part, we
use an isotropic tetrahedral mesh with an element size of ∼ 0.1 m close to the fracture, while the
element size coarsens gradually with increasing distance from the fracture (Fig. 3.8a). Meshing is
performed by Gmsh (Geuzaine and Remacle, 2009), an open source finite element mesh generator.
For the open fracture space, we generate between 71,152 and 262,080 prism elements according to
the closure degree of the fracture. For the solid part, we generate between 1,563,350 and 2,620,330
tetrahedral elements.

Based on the mesh, we use the flood-fill algorithm (Nosal, 2008) to determine the flow perco-
lation threshold of a fault, i.e., the state where the fracture flow loses connection between the inflow
and outflow borders. If no flow path is found, the fault is marked as having reached/exceeded the
percolation threshold.
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Figure 3.8: (a) Finite elements of the open fracture space (in green) and of the rock mass (in brown).
Coarse-graining of the elements develops when moving away from the fracture. (b) Details of the
meshing of the open space of the fracture by prism elements.

3.3 Fracture stiffness evolution during closure

The normal elastic response of a fracture is often quantified by the fracture’s normal stiffness κ
(Goodman et al., 1968; Pyrak-Nolte and Morris, 2000; Morris et al., 2017; Jaeger et al., 2009; Lang
et al., 2015):

κ =
dσn
duf

(3.7)

where σn is the applied normal stress and uf is the associated displacement of the fracture, consid-
ered a deformable body (Fig. 3.4). Eq. (3.7) depicts the rigidity of the fracture as stress changes due
to the closure of the fracture and the induced changes in the contact areas along the fracture.

3.3.1 Stress-linear stiffness approach

Fracture stiffness measurements have been obtained using a variety of methods, such as laboratory
experiments (Sun et al., 1985; Schrauf and Evans, 1986; Bandis et al., 1983; Cook, 1992; Zhao and
Brown, 1992; Kluge et al., 2020), field tests (Jung, 1989; Pratt et al., 1977; Rutqvist et al., 1998),
and numerical simulations (Pyrak-Nolte and Morris, 2000; Wang and Cardenas, 2016; Morris et al.,
2017; Lavrov, 2017). Most studies measure a nonlinear increase in normal stress as a function of
ongoing closure due to a linear increase in the stiffness from the applied stress, at least during the
initial load of the fracture (Cook, 1992). Such a process has also been shown to be irreversible when
cyclic loading is applied (Kluge et al., 2020). In fact, Berthoud and Baumberger (1998) directly
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showed this linear behavior of the fracture stiffness, as follows:

κ =
σn
u0

(3.8)

where u0 is a characteristic length related to the roughness of the surface. As proposed by Cook
(1992), this linear property of the stiffness (Eq. 3.8) together with its definition (Eq. 3.7) lead to a
simple differential equation (Pastewka et al., 2013), as follows:

dσn
duf

=
σn
u0

(3.9)

which has a solution in the form of a semilogarithmic behavior of the stress, as classically observed
in the following equation (Zangerl et al., 2008):

ln (σn) = χ · uf + ln (σref
n ) (3.10)

if one introduces the characteristic stiffness χ = 1/u0 and σref
n as the reference normal stress, which

refers to the effective normal stress level at the beginning of the test when ub = 0, and is generally
a small quantity (Goodman et al., 1968). The characteristic stiffness χ denotes the slope of the log-
stress against the closure curve and defines the rate of change of normal stiffness and normal stress
(Evans et al., 1992).

From Eq. (3.8) and Eq. (3.10), the behavior of the stiffness κ(uf ) can be predicted as follows:

ln (κ) = χ · uf + ln (χ · σref
n ) (3.11)

In our model, to compute the fracture stiffness for a given closure uf , we apply a small stress
perturbation (∆σn = 1 MPa) along the top of the model and compute the corresponding volume
change of the fracture ∆Vf . Dividing the volume change ∆Vf by the apparent fracture area A
provides an estimate of the induced closure change ∆uf = ∆Vf/A. The fracture stiffness κ at
each closure step uf can then be estimated as κ = ∆σn/∆uf . Eq. (3.11) is then used to fit the
evolution of the stiffness during closure and to obtain the following missing parameters: χ and σref

n .
Fig. 3.9a shows the evolution of the computed stiffness during closure for fault F1 (see Fig. 3.20
for the other fault configurations). It demonstrates that Eq. (3.11) is a good framework to describe
the stiffness evolution since the general behavior is well captured and validates the approximation
made (in particular, the stress-linear stiffness approach - Eq. (3.8), see Fig. 3.9b). The stiffness
characteristic χ for fault F1 is estimated as χ = 23.2 m-1 (= 0.0232 mm-1), which is a small value
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compared to the values (10 - 70 mm-1) measured at the laboratory scale (Zangerl et al., 2008). For
the other five faults, we obtain similar stiffness characteristic values of 18.7 m-1, 23.2 m-1, 23.0 m-1,
24.6 m-1 and 27.6 m-1 (see supplementary material, Fig. 3.20). Previous studies (e.g., Pastewka et al.
(2013)) have shown that the reciprocal of the stiffness characteristic 1/χ (the characteristic length
u0) is on the order of the RMS roughness of the surfaces for nonadhesive solid contact surfaces. In
our study, we obtain stiffness characteristics in the range of 18 - 27 m-1 for the 6 faults, indicating
a characteristic length in the range of 0.04 - 0.05 m, which is consistent with the RMS of the fault
surface (i.e., 0.045 m).
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Figure 3.9: a) Fitting of the fracture normal stiffness as a function of fracture closure during the me-
chanical stage for F1 using the stress-linear stiffness approach. b) Linear regression of the stiffness-
stress data of the stress-linear stiffness approach.

3.3.2 A yield-contact area approach for closure

Eq. (3.9) provides a physical link between the characteristic stiffness χ and the geometry of the
fracture. Once the stiffness and the characteristic stiffness are known, we obtain the normal stress by
means of Eq. (3.8). Fig. 3.10 shows the normal stress evolution during the mechanical closure stage
using the stress-linear stiffness approach for fault F1 (see Fig. 3.21 for other faults). For comparison,
we estimate the evolution of the absolute normal stress σn using an independent approach based on
the assumption that contact areas act as yield regions. Because the ratio of the applied normal
stress and the normal stress along the fault asperities (σn/σasperities

n ) is equal to the ratio of the
apparent area to the actual contact area (A/Ac), the stress concentration along the asperities (i.e.,
along contact areas) can be accessed. For example, with a 20% contact area, the applied stress is
magnified by a factor of five at the asperities. Subsequently, with an applied stress of a few tens
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Figure 3.10: Comparison of different approaches to obtain the normal stress against fracture closure
during the mechanical closure phase for fault F1: the red curve indicates the stress-linear method in
the Bandis model; the blue curve indicates the elastic-limit method; and the green curve indicates
the elasto-plastic (EP) model using the solution from the boundary element method as in (Röttger
et al., 2022).

of MPa, the asperities might reach their elastic limits and enter the plastic domain. Following the
’overlap’ model approximation, we assume that the stress on all asperities is homogeneous when
reaching the yield stress of the material σp:

σasperities
n ≈ σp (3.12)

Therefore, the applied normal stress can be approximated as follows:

σn ≈ σp ·
Ac

A
(3.13)

Considering the relationship between the contact area and fracture closure shown in Fig. 3.6
and assuming that all asperities are at a stress level close to their compressive strength, the applied
normal stress can be written as a function of the fracture closure as follows:

σn ≈ σp · (1 + erf((uf − h̄)/(
√
2hrms))/2 (3.14)

The behavior of the applied normal stress with closure is then compared to that from the stress-
linear approximation (Eq. 3.10). Fig. 3.10 presents the corresponding curves for both approaches. It
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is found that the best effective yield stress value is 45.5 MPa for fault F1 (similar values are obtained
for other faults, as shown in the supplementary material, Fig. 3.21). This effective yield stress is
relatively low compared with the common elastic limit of rock (typically lower than the uniaxial
compression strength (UCS)). However, it is consistent with the order of UCS if the scale effects
of rock strength are considered (Thuro et al., 2001; Zhang et al., 2011). Indeed, according to the
relationship between UCS and specimen size UCS/UCSc50 = (50/d)0.18 proposed by Hoek and
Brown (1980), whereUCSc50 is theUCS of a 50-mm diameter specimen and d the diameter, we can
estimate UCS ≈ 43 MPa for our model (d is approximated by the block dimension) if we assume
UCSc50 is on the order of 200 MPa. Here, UCS and d are in units of MPa and mm, respectively.

The good agreement between the two models illustrates that the normal stiffness during me-
chanical closure might be simply predicted from a single parameter, i.e., the yield stress σp, and the
evolution of the contact area during closure (Fig. 3.6). In the supplementary material (Fig. 3.22a
and Fig. 3.22b), we also check the linear behavior of the stiffness-stress curve obtained from the
linear-stress approach and the yield-contact area approach, showing χ = 23.2 m-1 and χ = 23.1
m-1, respectively. To complete this check, we compute the stiffness-stress curve considering elasto-
plastic rheology based on a boundary element method (BEM) (Röttger et al., 2022). We use a yield
stress σp = 46.7 MPa, which provides a very similar evolution of the normal stress as a function
of the fracture closure (Fig. 3.10) and a linear relationship between stiffness and stress (see supple-
mentary material, Fig. 3.22c). This, in turn, validates our stress-linear approximation.

3.3.3 Normal fracture stiffness and fault volume

The overall evolution of the normal stress against fracture closure is shown in Fig. 3.5. The normal
stress increases with fracture closure during mechanical closure (pink zone), while it remains un-
changed during sealing (cyan zone). The numerically computed normal stiffness is plotted as the
slope at each closure uf (red lines in Fig. 3.5).

Since fracture closure uf is not easily and directly accessible in the field, we propose in Fig. 3.11
to describe the closure state of the fault in a different way. Specifically, we consider the open space
volume of the fault Vf , which might be accessible through an injection test of the fault. Fig. 3.6
shows that the fault closure varies between [−3hrms 3hrms], where hrms is the RMS of the fracture
surface topography under free boundary conditions, i.e., before any normal loading. In Fig. 3.23,
we show that the fault volume is well approximated by Vf ≈ A · (6hrms − uf ), where A is the
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apparent area of the fracture. Therefore, the fault closure can be written as follows:

uf ≈ 6hrms − Vf/A (3.15)

Substituting Eq. (3.15) into Eq. (3.11) and using χ = 1/hrms yields the following:

κ ≈ κ0 exp (−Vf/V c
f ) (3.16)

with κ0 = e6 · σref
n /hrms, the stiffness at full closure of the fault (Vf = 0), and V c

f = A · hrms a
characteristic volume of the fault. The reference normal stress σref

n obtained here is approximately
0.2 MPa.

The evolution of the normal stiffness as a function of the open fault volume for the 6 syntheti-
cally generated faults, plotted in a log-lin space in Fig. 3.11, shows that the predicted results (pink
curve, Eq. 3.16) are a good proxy of the numerical results (dots). This additionally verified the
validity of the linear-stress approach to estimate the normal stress.
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Figure 3.11: Log-linear plot of the fracture normal stiffness against the fault volume for all studied
faults. The pink curve denotes the prediction from Eq. (3.16): κ ≈ κ0 exp (−Vf/V c

f ).
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3.4 Fracture permeability

3.4.1 Permeability measurement

To compute the fracture permeability, we assume laminar flow conditions and apply Darcy’s law
to the entire fracture-matrix system (Blöcher et al., 2019). Since we impose the same pressure
boundary conditions for the rock matrix and the fracture, the pressure at the inlet and that at the
outlet of the block are constant. Furthermore, there is almost no change in the total area of the
block side Aside during the entire simulation. The permeability k of the overall system can then be
determined after the steady state as follows:

k = − µfLV̇

Aside

(
pinf − poutf

) (3.17)

where L is the length of the block and V̇ is the total fluid flux of the block obtained as the mean
of the inlet flux V̇in and outlet flux V̇out, i.e., V̇ = (V̇in + V̇out)/2, since they are almost identical
(Eq. 3.6). V̇in and V̇out can be computed as the sum of the inlet flux and the outlet flux of the fracture
and the rock matrix, respectively: V̇in = vinf A

in
f + vinmA

in
m and V̇out = voutf Aout

f + voutm Aout
m , where

vf and vm are the fluid velocities of the fracture and matrix, and Af and Am are the areas of the
fracture and matrix. The subscripts in and out indicate the inlet and outlet of the corresponding
object (fracture or matrix), respectively.

The permeability is assessed by applying a small pressure gradient of 10 Pa/256 m to the
block and computing the resulting fluid flux across the fault. Due to the low permeability of the
matrix, most of the flow takes place along the open space of the fracture between the contact areas.
The distribution of the velocity field in the fault-rock system also indicates that the permeability is
dominated by the flow along the fault. Due to the surface roughness and the spatially correlated
aperture distribution, a strong channeling effect is observed (with a maximum velocity magnitude
of 0.5 m/s at the given pressure gradient of 10 Pa/256 m) along the flow path of the fault (Fig. 3.12).
In contrast, the maximum velocity magnitude in the matrix is approximately 1×10-13 m/s. Because
of the low flow velocities in the matrix, it takes almost 10 years for the pressure and velocity field
in the rock domain to reach a steady state.

In addition, we observe a significant permeability anisotropy (Fig. 3.12). The permeability
of fault F1 in the x-direction (perpendicular to the fault slip direction) is smaller than that in the
y-direction (perpendicular to the fault slip direction) during closure, showing flow anisotropic be-
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havior.

Figure 3.12: Map view of the flow inside fault F1. (a) Pressure drop is applied along the x-direction.
(b) Pressure drop is applied along the y-direction. The white zones indicate the contact regions.

3.4.2 Permeability evolution

For either the mechanical or mineral sealing process, we impose a closure of ∼ 0.03 m per step,
except when approaching the percolation threshold, extra steps are considered between these steps.
In the supplementary material, Fig. 3.24 illustrates some selected steps of the progressive closure
(denoted as c0 - c11) as maps of the open fault space for F1, and Fig. 3.25 shows the related perme-
ability in the x- and y-directions against the fault volume at each step of closure for all 6 faults. In
terms of orders of magnitude, the fluxes along the x-direction and y-direction for case c0 (Fig. 3.24a)
are 4.4 and 8.7 m3/s, respectively. The computed permeability is in the range of 8×10-7 m2. Due to
progressive closure, the fault reaches the flow percolation threshold. For fault F1, the flow percola-
tion threshold in the x-direction is between stages c5 (Fig. 3.24f) and c6 (Fig. 3.24g). The transition
of the fracture flow reduces the permeability of the overall system to 1.63×10-15 m2, approximately
8 times the matrix permeability 2×10-16 m2. By contrast, the permeability in the y-direction is only
reduced from 3.77×10-7 m2 (c0) to 2.3×10-7 m2 (c6). The percolation threshold in the y-direction
is between stages c8 (Fig. 3.24i) and c9 (Fig. 3.24j), which reduces the permeability from 3.16×10-8

m2 to 5.26× 10-16 m2. The transition behavior of the permeability when reaching the flow percola-
tion threshold is also observed for all other faults (Fig. 3.25b-f), with a similar magnitude reduction
from ∼ 10-8 m2 to ∼ 10-15 m2.
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In Fig. 3.13, we compile all results in one figure by plotting the permeability against the perco-
lated volume (i.e., the difference between the fault volume above and at the percolation threshold).
An overall quadratic evolution of the permeability above the percolation threshold is observed, as
follows:

k ≈ (B/A2) · (Vf − V perc
f )2 (3.18)

which is an expected behavior from the linear relationship between the fault volume and the closure
(Eq. 3.15) assuming a proxy as a parallel plate model (i.e., a cubic law) where the permeability is
related to the square of the fracture aperture, as follows: h = Vf/A ≈ (6hrms − uf ).
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Figure 3.13: Evolution of the permeability as a function of the percolation fault volume (the fault
volume minus the fault volume at the percolation threshold (Vf − V perc

f )) for the 6 studied faults,
which is fitted by k ≈ (B/A2) · (Vf − V perc

f )2, where A is the total block area and B = 1.24× 10-4

is a geometrical prefactor.

3.4.3 Stiffness-permeability relationship

The permeability prediction is of key interest for subsurface reservoir engineering, such as enhanced
geothermal systems, particularly when fluid circulation is dominated by a single fault. One way to
predict the permeability is by fracture stiffness, which can be obtained by geophysical probing,
e.g., seismic wave measurements (Pyrak-Nolte et al., 1990,9). This requires a quantitative rela-
tionship between permeability and stiffness. Several previous studies have been devoted to linking
permeability and stiffness for lab-scale fractures under normal stress (Pyrak-Nolte and Morris, 2000;
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Petrovitch et al., 2013; Wang and Cardenas, 2016; Li et al., 2021). Here, based on the expressions
established above for normal stiffness vs. fault volume (Eq. 3.16) and permeability vs. fault volume
(Eq. 3.18), the stiffness and permeability can be related as follows:

κ = κ0 exp(−(A
√
k/B + V perc

f )/V c
f ) (3.19)

where V perc
f at the percolation threshold might vary for different faults or in different directions.

When we use a mean value of 3000 m3 (see Fig. 3.15), it represents the numerical data well; see the
pink curve in a log-lin plot (Fig. 3.14) for stiffness against permeability.

Due to different roughness scaling properties in the two directions (i.e., Hx =0.8 - perpendic-
ular to slip and Hy =0.6 - along slip direction), faults are generally more permeable along the y-
direction. This is shown in Fig. 3.14, as the data set in the y-direction (squares) lies essentially on
top of the x-direction (dots).
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Figure 3.14: Fracture stiffness as a function of the square root of permeability. The pink line denotes
the prediction from Eq. (3.19) with a representative fault volume of 3000 m3 at the percolation
threshold.

3.4.4 Permeability anisotropy at the percolation threshold

Close to the fluid flow percolation threshold, permeability decreases significantly and gradually
approaches the matrix permeability (this transition is illustrated in the supplementary material for
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each fracture, see Fig. 3.25). For the large closure case (small volume), the permeability anisotropy
is expected to be at a maximum, as the percolation threshold might be reached in one direction (at
V Pmax
f ) but not the other (at V Pmin

f ), emphasizing the importance of permeability contrast.
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Figure 3.15: Evolution of the permeability ratio (ky/kx) as a function of the fault volume during
the mechanical & sealing closure process for the three studied faults.

We plot in a log-scale in Fig. 3.15 the ratio of the permeability in the y-direction to the perme-
ability in the x-direction as a function of the fault volume. When faults are below the percolation
threshold in both directions because of a large closure (i.e., small fault volume below V Pmin

f ) or
above because of a low closure (i.e., large fault volume above V Pmax

f ), the ratio ky/kx is close to
one. When the permeability shows anisotropy, ky/kx jumps approximately 7 orders of magnitude
to ∼ 107. This order is comparable to the ratio of the fracture permeability to the matrix permeabil-
ity. We also observe that the emergence of the percolation threshold in the x-direction (at V Pmax

f )
is not far from the transition from mechanical to sealing closure (transition from red to blue color
in Fig. 3.15). This shows that the preset transition from mechanical to chemical closure is in fact
related to a strong change of the hydraulic fault properties. In addition, we show that fault volumes
with large anisotropy (volumes between percolation thresholds V Pmax

f and V Pmin
f ) might cover dif-

ferent ranges, as illustrated by the behaviors of faults F1, F2 and F3, where the domain of high
anisotropy is either reduced (F1), intermediate (F3) or large (F2). Note that F4 and F5 are similar
to F3, and F6 is similar to F2; therefore, they are not shown here for better readability.
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3.5 Discussion

3.5.1 Comparison with laboratory and in-situ fracture stiffness and stiffness
characteristic measurements

Previous studies have shown that fracture normal stiffness is related to a variety of factors, such as
the elastic properties of the host rock, the distribution of the contact area, and the number of as-
perities (Pyrak-Nolte and Morris, 2000; Hopkins et al., 1987; Scholz, 2019). It is also essential to
incorporate the fracture size when dealing with fracture normal stiffness. This is because rock sam-
ples measured in the lab are commonly of small size (∼ mm to ∼ cm), and therefore, there is a large
difference in the fracture properties between the lab and the in-situ scale (∼ m to ∼ km). Accord-
ing to the power law scaling of the roughness amplitude for self-affine fracture surfaces (Candela
et al., 2012), longer fractures typically have wider apertures and larger volumes and thereby become
more compliant, as also revealed by previous studies (Pyrak-Nolte and Morris, 2000; Hobday and
Worthington, 2012).

Fig. 3.16 shows an experimental dataset of fracture stiffness (blue dots) derived from a wide
range of fracture length scales (Hobday and Worthington, 2012). For comparison, we present here
the stiffness data from our numerical simulations at the 256 m scale with contact regions of ∼ 20%
(red squares) and ∼ 60% (red stars), representing two degrees of fracture closure, i.e., without any
sealing at the end of the mechanical closure and with significant sealing, respectively. To illustrate
the scale effect, we also conduct numerical modeling on several smaller fractures (i.e., 25.6 m and
0.256 m) generated synthetically following the same power spectral density and RMS scaling as for
the 256 m fractures (Fig. 3.3). Although variations in the rock elastic properties are not considered,
the overall numerical results of Fig. 3.16 match well with the experimental data and show good
consistency with the stiffness-dimension scaling relationship (dashed line) proposed by Worthington
and Lubbe (2007).

The stiffness characteristic has been found to be rather constant for numerous fractures (Zangerl
et al., 2008; Evans et al., 1992), from well-mated fractures in laboratory tests to reactivated hy-
drofractures in in-situ borehole tests. The values of the stiffness characteristic cover a broad range
from 3 mm-1 to 720 mm-1 depending on the fracture area (blue and pink dots in Fig. 3.17). In this
study, we obtain the stiffness characteristic∼ 100 mm-1 for an area of 6.55×10-2 m2 (0.256 m scale),
∼ 0.2 mm-1 for an area of 6.55×102 m2 (25.6 m scale) and ∼ 0.02 mm-1 for an area of 6.55×104 m2

(256 m scale), as shown by the red squares in Fig. 3.17. Although Zangerl et al. (2008) concluded
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Figure 3.16: Scaling of fracture normal stiffness as a function of fracture length; modified from
Hobday and Worthington (2012) and Worthington and Lubbe (2007).

that there is only weak evidence of systematic scale effects for fracture cross-sectional areas larger
than 100 cm2, we obtain obvious scale effects and small variations in the stiffness characteristics
of all studied faults at a given scale. This in turn suggests that under certain stress conditions, the
prediction of normal stiffness is possible for such faults with self-affinity.

3.5.2 Implications for chemical stimulation

In this study, we divide fracture closures into mechanical and sealing processes and simulate the
coupled fluid flow and mechanical response during closure. Compared to previous studies that dealt
with permeability and stiffness separately (Petrovitch et al., 2013; Wang and Cardenas, 2016; Li
et al., 2021), our model allows access to both permeability and stiffness simultaneously. Moreover,
we consider fluid exchange between the matrix and the fracture, the latter being a more realistic
situation in practice compared to other models that generally ignore the matrix effect (Méheust and
Schmittbuhl, 2000; Pyrak-Nolte and Morris, 2000; Wang and Cardenas, 2016). Although this effect
seems to be negligible here when the matrix permeability is relatively low, the topic might be of
great interest in future study.

The fracture sealing due to mineral precipitation is assumed to be time-independent and the
precipitation growth rate is therefore constant everywhere. However, due to the channeling effect,
the fluid velocity along the fracture will be different. This would affect the location of mineral pre-
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Figure 3.17: Fracture stiffness characteristic as a function of fracture area; modified from Zangerl
et al. (2008).

cipitation and change the permeability (Ortoleva et al., 1987; Sausse, 2002; Wetzel et al., 2020).
Time-dependent sealing may result in completely sealed fractures or partially sealed fractures at the
same scale (Griffiths et al., 2016), i.e., the mineral growth might be nonhomogeneous in the fracture
space. Moreover, previous studies on the alteration of fracture permeability by coupled mechanical
and chemical processes have shown that contact regions can dissolve faster than the open fracture
space under high flow rate conditions (e.g., Ameli et al. (2014)). The nonhomogeneous precip-
itation/dissolution would modify the percolation threshold of the fracture flow in both directions
compared to the homogeneous precipitation/dissolution. This would require the development of a
coupled H-M-C model. Despite these assumptions and given the low flow rate assumed, the main
conclusions derived in this study remain valid.

In addition, we only consider mineral precipitation inside the fracture. Previous studies have
shown that it might also occur in the pores (Griffiths et al., 2016). This may modify the permeability
of the rock matrix and therefore the fluid exchange between the fracture and the matrix. However, the
bulk effect would primarily lower the effective permeability of the matrix, so our conclusions, which
are based on the assumption that the fracture flow dominates over the bulk matrix flow, will remain
unaltered. In this case, the pore filling may have a limited influence on the whole permeability.

Other factors, such as temperature, may directly affect the mineral growth rate during the seal-
ing process (Griffiths et al., 2016). Accounting for these additional effects requires a fully coupled
T-H-M-C model, which will be considered in our future studies.
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Finally, we can identify several implications in terms of permeability anisotropy during closure
for chemical stimulation of faults. First, if the fault volume is larger than the percolation volume
V pmax

f , that is, the fluid channels are connected in both directions, a chemical treatment might pro-
vide only a limited improvement in permeability. Second, if the fault volume is lower than the per-
colation volume V pmin

f or if it is between the percolation volume V pmax

f and V pmin

f , that is, the fluid
channels are fully sealed or only connected in one direction, a chemical treatment may significantly
enhance the permeability in at least one direction. In the latter case, one should also consider how
thick the minerals are that need to be dissolved to improve the permeability. It is neither economi-
cally nor technically available if too much chemical solvent is required. For example, according to
Fig. 3.15, if V = 400 m3, we only need to dissolve a small layer of minerals (∼ 0.01 m) for F2, but
it requires three times or more for F1 and F6 to improve their permeability noticeably. In compar-
ison, if V = 4000 m3, the chemical treatment might be available for all three faults (the dissolved
thickness < 0.01 m). The fault volume, which is directly related to the degree of sealing, might be
used as a key parameter in the chemical treatment. Moreover, it can be determined once the normal
stiffness is known because of their quantitative function relationship (Fig. 3.11). The normal stiff-
ness can in turn be derived relatively easily by field measurements. Therefore, through stiffness and
permeability tests, it is possible to estimate the degree of sealing and evaluate a chemical treatment.

However, one should also note that if a critical stiffness is exceeded during the chemical treat-
ment, i.e., the lowest stiffness to maintain fault stability, faults are likely to be closed. Here, the
critical state is defined as the transition from the mechanical to the sealing regime at 20% of the
contact area (see Fig. 3.15). When close to the transition zone, chemical stimulation should be
avoided since fault collapse may in turn reduce the permeability. This critical state requires further
evaluation for faults in a given environment. In summary, the degree of sealing, anisotropic flow be-
havior and critical stiffness are the key factors in the chemical stimulation of reservoir connectivity
dominated by a single fault.

3.6 Conclusion

By means of a fully 3-dimensional finite element approach (MOOSE/GOLEM), we simulated the
hydro-mechanical behavior of a partly sealed rough fault embedded in a granite reservoir. Here,
faults with an aspect ratio of 1:1000 were handled. The progressive closure of the fracture was
modeled in two successive phases. First, a mechanical closure following a specific rigid-plastic
model that we bench-marked by comparing the following three approaches: one based on a stress-
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linear stiffness approximation as broadly empirically observed, one based on a yield contact area
assessment and one on an independent boundary element method to reproduce an elastoplastic clo-
sure. Second, a sealing of the fault was simulated by adding a stepwise coating to the fault surfaces,
which progressively reduces the fault aperture. We defined the switch from one phase to the other
at approximately 20% of the contact area based on experimental observations. It appears from our
computation that this limit also corresponds to a specific closure of the fracture (approximately hrms

of the fracture roughness) and to the flow percolation threshold along the fault slip perpendicular
direction. At the percolation threshold, there is a dramatic reduction in permeability by ∼ 8 orders
of magnitude with a strong anisotropy. We also showed that the evolution of the fracture stiffness
during closure follows a generic exponential law with the fracture volume, including a characteristic
volume that is related to features of the fracture geometry and stiffness characteristic classically mea-
sured during mechanical tests. Moreover, a stiffness-permeability relationship has been obtained in
terms of fault volume.

The success of a chemical treatment to increase the permeability of a partly sealed fault strongly
depends on the degree of sealing. If flow paths are fully sealed at least in one direction or anisotropic
flow behaviour is observed (a directional percolation threshold exists), a chemical treatment may
have a major impact but also depending on how close it is to the percolation threshold. Otherwise,
if flow paths are open in all directions, a chemical treatment will have a minor impact. To quantify
the degree of sealing, the normal stiffness can be used. The stiffness of the fault is a function
of fault volume and, henceforth, a function of the degree of sealing. If the normal stiffness can
be derived by field measurements, the degree of sealing can be estimated, and the success of a
chemical treatment can be evaluated. In summary, chemical treatments for fault-rock systems should
consider multiple factors, such as the directional percolation threshold, anisotropic permeability
and appropriate fracture stiffness. Meanwhile, the collapsing of the fault by chemical stimulation
should be avoided when approaching the mechanical-sealing transition state. Finally, we made some
assumptions in this study for mineral sealing and ignored some effects, such as time and temperature,
which could be improved in the future.
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Figure 3.18: (a) Power spectral density C(q) of the fault topography F1 along both directions (X
and Y). The dashed lines indicate the domain of measured surfaces from the field and laboratories
(Candela et al., 2012) (top line is C(q) = 2 × 10-2q-3, medium line is C(q) = 2 × 10-4q-3 and
bottom line is C(q) = 2 × 10-6q-3); (b) RMS hrms evolution with scale L along X and Y for the
same synthetic fault.
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Figure 3.19: Initial aperture maps for all 6 faults F1, F2, F3, F4, F5 and F6. The transparent area
represents initial contact points without any normal loading.
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Figure 3.20: The stiffness as a function of closure to obtain the stiffness characteristic for all 6
faults.
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Figure 3.21: Comparison of different approaches to obtain the normal stress against fracture closure
for all 6 faults.
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Figure 3.22: Linear behavior of the normal stiffness against the normal stress. (a) linear regression
of stiffness-stress data of the stress-linear stiffness approach (χ = 23.2 m−1) for the rigid-plastic
(RP) model; (b) linear regression of stiffness-stress data of the asperities yield approach (χ = 23.1
m−1) for the rigid-plastic (RP) model; (c) linear regression of stiffness-stress data of the elasto-
plastic (EP) model.
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Figure 3.23: The scaling relationship between fault volume and fault closure showing that the fault
volume Vf can be approximated by A(6hrms − uf ).
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Figure 3.24: Height steps of the progressive closure of the fracture opening for fault F1 due to 1)
increase of applied normal stress related to (a) - (d): case c0 to case c4; 2) precipitation of fracture
filling material as an homogeneous coating of the surfaces corresponds to (e) - (l): case c4 to case
c11.
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Figure 3.25: Evolution of the permeability in the x- and y-direction as a function of the fault volume
for the studied 6 faults.
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Chapter 4

Hydro-mechanical responses during
hydraulic fracturing

Résumé

Nous développons un modèle hydro-mécanique entièrement couplé pour simuler le glissement de
faille dû à l’injection de fluide. Nous considérons l’interaction entre une fracture hydraulique et
les failles préexistantes ainsi que l’échange de fluide entre la fracture/la faille et la matrice poreuse.
Afin de considérer un mécanisme de diffusion de la pression, nous fixons une perméabilité rela-
tivement élevée autour du chemin stimulé. Notre étude paramétrique montre que plusieurs facteurs
affectent l’activation de la faille et son comportement de glissement, tels que les propriétés de la
faille, les propriétés de friction et le scénario d’injection. Nous observons que la diffusion de la
pression interstitielle induit un changement de contrainte poroélastique, capable de produire des
événements de fermeture avec un décalage temporel et spatial. Ce mécanisme affecte également
le comportement de glissement pendant l’injection, en particulier lorsque la perméabilité environ-
nante est élevée (par exemple, jusqu’à 1e-13 m2), et fournit un nouvel éclairage pour comprendre
l’apparition d’événements sismiques plus forts après la fermeture par rapport à la phase d’injection.
En outre, nous montrons que de petites perturbations peuvent déclencher un glissement de faille sis-
mique important, ce qui souligne le rôle clé de l’état de contrainte initial de la faille. Les résultats
ont des implications profondes pour l’ingénierie liée à l’injection de fluides en profondeur ainsi que
pour les stratégies d’injection cyclique douce visant à atténuer le risque de grands séismes.
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Abstract

We develop a fully coupled hydro-mechanical model to simulate fault slip due to fluid injection.
We consider the interaction between a hydraulic fracture and pre-existing faults as well as the fluid
exchange between the fracture/fault and the porous matrix. In order to consider a pressure diffusion
mechanism, we set a relatively high permeability around the stimulated path. Our parametric study
shows that a couple of factors affect the fault activation and its slip behavior such as fault prop-
erties, friction properties and injection scenario. We observe that pore pressure diffusion induces
poroelastic stress change, which are able to produce shut-in events with a time and space lag. This
mechanism also affects the slip behavior during injection in particular when the surrounding perme-
ability is high (e.g., up to 1e-13 m2), and provides a new insight into understanding the occurrence
of stronger seismic events after shut-in compared to the injection phase. In addition, we show that
small perturbations may trigger large seismic fault slip which highlights the key role of the initial
fault stress state. The results have profound implications for deep fluid injection related engineering
as well as for soft cyclic injection strategies aiming to mitigate the risk of large earthquakes.

Keywords: hydraulic stimulation; hydro-mechanical coupling; pore pressure diffusion; poro-elastic
stressing; fault reactivation; induced seismicity

4.1 Introduction

Hydraulic stimulation has been applied in many underground engineering projects, such as coalbed
methane mining (McDaniel et al., 1990; Colmenares and Zoback, 2007), oil/gas recovery (Law
et al., 1993; Barati and Liang, 2014), shale gas production (Johri and Zoback, 2013; Lei et al.,
2017), waste water disposal (Keranen et al., 2014; Brudzinski and Kozłowska, 2019) as well as
deep geothermal energy extraction (Fehler, 1989; Murphy et al., 1999; Evans et al., 2005; Gaucher
et al., 2015; Schill et al., 2017). It has been proven to be effective to improve fracture connectivity,
increase reservoir transmissivity and enhance fluid circulation. However, due to high pressure fluid
injection, such operation is often accompanied by seismic activities. Sometimes they can be felt by
people on the ground and destroy ground facilities, therefore cause strong social disputes (Majer
et al., 2007; Häring et al., 2008; Langenbruch et al., 2018; Lee et al., 2019; Lei et al., 2019). Fur-
thermore, those man-made earthquakes not only occur during the injection phase, but also after the
operation termination, termed as ‘post injection induced seismicity’, which can be observed both
in the laboratory and on the field (Stanchits et al., 2011; Hsieh and Bredehoeft, 1981; Evans et al.,
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2005; Albaric et al., 2014). The post injection induced seismicity sometimes exhibits discontinu-
ities both in time and space. For instance, the hydraulic stimulation performed in June 2013 in the
Rittershoffen geothermal site induced seismicity during injection but a second swarm of events oc-
curred over 100 meters away from the first earthquake sequence 4 days after shut-in (Lengliné et al.,
2017). Moreover, these additional seismic events may have large magnitude, some of them are even
stronger than the seismicity during the injection (Häring et al., 2008; Baisch et al., 2010; Albaric
et al., 2014; McClure, 2015; Baujard et al., 2017). Those observations increase the uncertainty and
complexity of the hydraulic operation response, and pose a challenge for earthquake risk prediction
and control.

Over the past few decades, a large number of researches have been devoted to studying fluid-
induced seismicity mechanisms and its hazard control, across scales ranging from ∼ cm to ∼ km.
Those studies are based on either a statistical (Shapiro et al., 1999; Parotidis et al., 2004; Barth
et al., 2013) or physical description of the induced dynamics. Physics based investigation comprises
laboratory experiments (Stanchits et al., 2011; Passelègue et al., 2018; Ji et al., 2019; Wang et al.,
2020), field tests (Cornet and Jianmin, 1995; Blöcher et al., 2018; De Barros et al., 2019), as well
as numerical modeling (Baisch et al., 2010; Yoon et al., 2017; Maurer et al., 2020). The main
triggering mechanisms for injection-induced seismicity, can be attributed to pore pressure diffusion
(Shapiro et al., 1999; Brown and Ge, 2018), poroelastic stress response (McClure and Horne, 2011;
Chang and Segall, 2016; Jacquey et al., 2018), aseismic slip (Guglielmi et al., 2015a; Lengliné et al.,
2017), as well as earthquake interactions (Yeo et al., 2020). Yet other mechanisms are also reported
to be responsible for post-injection induced seismicity, such as the superposed stress variations
(De Simone et al., 2017) and fracture normal closure (Ucar et al., 2017).

Although those studies have formed the basic framework of fluid injection induced seismicity,
none of them can deal with all cases due to the complexity of the underground structure and the
coupling process. Some questions, e.g., the role of related control parameters, have been partially
answered and still need to be further investigated. Thus, it is of primary importance to explore the
multi-physical processes occurring in deep reservoirs from the injection stage to the post injection
stage, in order to minimize the risk of earthquakes and achieve successful hydraulic stimulation.

The goal of hydraulic stimulation is to stimulate permeability enhancement in the reservoir.
As such it requires a good conceptual model for the stimulation. Currently, there are four main
stimulation mechanisms are considered: (i) pure opening (tensile) mechanism, aiming to create new
fractures (i.e., hydro-fracturing) (Zoback et al., 1977; Ren et al., 2015); (ii) pure shear mechanism,
which assumes that the stimulation mainly acts on the shear slip of the pre-existing fractures (Xie and
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Min, 2016; Ye and Ghassemi, 2018); (iii) primary fracturing with shear stimulation leakoff, under
which new fractures are continuously created and propagated from the wellbore with fluid leaks
off into natural fractures (Pearson, 1981; Wang et al., 2018); (iv) the mixed mechanism, i.e., flow
pathways are connected with both newly created and pre-existing fractures (Norbeck et al., 2016; Lei
et al., 2021). Different communities tend to rely on a different stimulation concept. For example,
the opening mode is commonly the preferred stimulation in oil/gas industry, while hydro-shearing is
widely used in the context of Enhanced Geothermal System (EGS). Numerous field observations are
also supportive of the mixed stimulation (Albaric et al., 2014; Norbeck et al., 2018; Krietsch et al.,
2020). Moreover, a recent study suggests an important role of the stress transfer from hydraulic
fracture opening in induced seismicity distribution (Kettlety et al., 2020).

In the context of the mixed stimulation strategy, there are two processes that could trigger
seismicity, that is, the brittle failure of intact rocks by hydro-fracturing (HF) and the activation of
pre-existing fractures. It has been evidenced that HF-induced seismicity in terms of magnitude
is negligible compared to the fault shearing induced seismicity (Zoback, 2010; Lei et al., 2021).
Hence, many studies only focus on the shear slip of natural fractures in fluid injection-induced
seismicity (McClure and Horne, 2011; Rutqvist et al., 2013; Yoon et al., 2017).

In this study, we aim at investigating fault slip behavior during active fluid injection and after
shut-in. We develop a fully hydro-mechanical coupling model for a fractured porous rock while
considering the interaction between existing faults and the hydraulic fractures. In doing so, we con-
sider only a single path for the stimulated fracture thereby being able to better control the model
behavior. In section 4.2, basic governing equations are described. Section 4.3 introduces the model
setup for the simulations, which is followed by section 4.4 regarding results with parametric studies
on the matrix permeability, the fault friction coefficient, fault orientation, as well as different injec-
tion scenarios. Further discussion and main conclusions are given in section 4.5 and section 4.6,
respectively. A validation of hydraulic fracture propagation is also presented in the end.

4.2 A coupled hydro-mechanical cohesive zone model

Generally, when involving hydraulic fracturing, there are four physical processes to be considered,
i.e., porous rock mass deformation, pore fluid flow, fracture fluid flow and fracture propagation
(Carrier and Granet, 2012). For problems which involve interactions with pre-existing faults, the
fault slip should also be defined (Chen et al., 2017; Li et al., 2017).
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4.2.1 Porous media deformation

Under isothermal conditions, rock mass is considered as an isotropic, poroelastic material. Assum-
ing small strains, the poro-elastic constitutive relation is expressed as (Coussy, 2004):

σij − σij,0 = 2Gεij +
(
K − 2

3
G

)
ϵδij − b(p− p0)δij (4.1)

where σij and εij are the total stress and strain; ϵ the volumetric strain; p the pore pressure; G and K
are the dry elastic shear and bulk moduli, and b the Biot’s coefficient. The subscript ’0’ represents
the initial state of each variable.

Eq. (4.1) in terms of effective stress can be simplified to:

σ
′

ij − σ
′0
ij = 2Gεij +

(
K − 2

3
G

)
ϵδij (4.2)

Following Biot’s theory (Biot, 1941), the effective stress tensor is defined for fully saturated
media as:

σ
′

ij = σij − bpδij (4.3)

4.2.2 Pore fluid flow

It is assumed that fluid flows through an interconnected pore network following Darcy’s law:

q = −k
η
∇p (4.4)

where q is the Darcy’s velocity, η is the pore fluid dynamic viscosity, and k is the permeability.

The continuity flow equation for the fluid within the pores is given by:

1
Mb

∂p

∂t
+ b

∂ϵ

∂t
+∇ · q = 0 (4.5)

where Mb is Biot’s modulus defined by:

1
Mb

=
ϕ0

Kf

+
b− ϕ0

Ks

(4.6)
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whereKf ,Ks denotes the pore fluid bulk modulus and the porous medium solid grain bulk modulus,
and ϕ0 is the initial porosity.

Combining Eq. (4.4) with Eq. (4.5), the pore fluid diffusion equation is obtained as follows:

1
Mb

∂p

∂t
+ b

∂ϵ

∂t
=
k

η
∇2p (4.7)

4.2.3 Fluid flow inside the fracture

Assuming Newtonian and incompressible fluid, the flow inside a fracture can be split into a tangen-
tial flow within the fracture and a normal flow across the fracture walls, as shown in Fig. 4.1.

Figure 4.1: Fluid flow model of the fracture

The tangential flow is governed by Reynold’s lubrication theory defined by the continuity equa-
tion (Detournay, 2004):

∂w

∂t
+
∂qf
∂x

+ v = 0 (4.8)

where w is the fracture aperture, qf is the longitudinal fluid flow rate, and v denotes the normal
flow rate leaking into the porous medium through the fracture surfaces. The latter parameter can be
calculated from the difference between the fluid pressure inside the fracture pf and the pore fluid
pressure:

v = c (pf − p) (4.9)

where c is the leak-off coefficient. Eq. (4.9) imposes a pressure continuity between the fracture and
the rock and defines a pressure-flow relationship between the cohesive element’s middle nodes and
its adjacent surface nodes. In homogeneous porous reservoirs, leakoff only occurs normal from
the fracture into the pore system. This kind of leakoff can be described by Carter’s leakoff model
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considering a filter-cake zone, an invaded zone, and a reservoir compaction zone (Howard and Fast,
1957; Liu et al., 2016). In such a model the leakoff coefficient as shown in Eq. (4.9) is pressure
independent. In the case of additional natural fractures, the physics of leakoff will alter due to pres-
sure dependent flow behavior of the fracture. In that case the leakoff coefficient becomes pressure
dependent (Liu et al., 2016). In our study we only consider the first scenario, the pressure diffusion
from a fracture into a porous matrix and henceforth only consider a pressure independent leakoff co-
efficient (Eq. 4.9). In addition, as leak-off coefficient and permeability increase, the fracture length
decreases (Yao, 2012). When the permeability and the leak-off coefficient are sufficient small, the
effect on the fracture length will be negligible. In this work, considering the range of permeability
(≤ 1e-13 m2), we set the leak-off coefficient 1e-11 m3/kPa·s, e.g., Yao (2012).

Assuming the fracture walls are parallel and smooth, the longitudinal fluid flow rate qf is related
to the pressure gradient inside the fracture as (the Poiseuille law):

qf = − w3

12η
∂pf
∂x

(4.10)

where qf is the flow flux inside the fracture.

Substituting Eq. (4.9) and Eq. (4.10) into Eq. (4.8) yields the governing equation of the fluid
flow inside the fracture:

∂w

∂t
+ v =

∂

∂x

(
w3

12η
∂pf
∂x

)
(4.11)

4.2.4 Fracture initiation and propagation

For hydraulic fracturing, stress-pressure cohesive elements coupled with displacement and pore
pressure degrees of freedom (DOFs) are simultaneously used. They are embedded in solid contin-
uum elements (also with pressure DOF) to define a predefined crack path, such that the fracture
growth is constrained to this path. Cohesive elements have been widely used to study fracture prob-
lems in rock-like materials (Zhuang et al., 2014; Saadat and Taheri, 2019). During the fracture
propagation, a small fracture process zone (FPZ) is formed to capture stress concentration around
the crack tip. In this study, we assume the damage initiation and evolution follow a linear traction-
separation law (Fig. 4.2). The relation between the traction (strength) T and the separation δ is given
by (Yao, 2012):

T = (1 −D)K0δ (4.12)
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where D(0 ≤ D ≤ 1) is the damage variable and K0 is a penalty stiffness which can avoid total
compliance of the whole model before damage initiation (Turon et al., 2007).

Figure 4.2: Linear elastic traction-separation cohesive model

The total separation (i.e., fracture propagation) is dependent on the fracture energy Gc and the
damage initiation is determined by the maximum nominal stress criterion:

max

{
< tn >

t0n
,
ts
t0s
,
tt
t0t

}
= 1 (4.13)

where t0n, t0s, t0t is the peak value of the nominal stress when the deformation is either purely normal
to the interface or purely in the first or the second shear direction, respectively. The Macaulay
bracket symbol “<>” signifies that a pure compressive stress does not initiate damage.

4.2.5 Fault slip

The Coulomb friction law is used to model the shear slip behavior of fault. Assuming the cohesion
strength of the fault surface is negligible, i.e., for a cohesion-less fault, the shear strength τc is
changing with the normal stress σn as follows:

τc = µ · (σn − p) (4.14)

where µ is the coefficient of friction. Typically, µ varies between 0.6 and 1 for intact rock, 0.3 and
0.6 or even lower for pre-existing faults (Zoback, 2010; Ellsworth, 2013; Gaucher et al., 2015). In
this work, µ = 0.2, 0.4 and 0.6 are selected for parametric study.

As soon as the shear stress exceeds the fault shear strength, the fault becomes unstable and
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slips along the fault plane. There are several causative processes responsible for the shear slip.
For example, a reduction in the effective normal stress, or a decrease in the friction coefficient.
The induced shear slip is often accompanied by the release of stored strain energy, hence induces
seismicity.

4.3 Model setup

We consider hydraulic stimulation based on the assumption of mixed mechanism (i.e., both fracture
opening and shearing). As shown in Fig. 4.3(a), we define two pre-existing faults F1 and F2 (blue
solid line) in a 2D model. Those two faults are connected with potential hydraulic fracturing paths
(blue dashed line), which are assumed to be parallel to the maximum principle stress σ1 (Zoback,
2010) and perpendicular to the minimum principle stress σ3. Each individual segment has a length
of 10 m and both faults are oriented at a degree of α, where α is the angle between the maximum
principal stress σ1 and the fault plane. All boundaries are fixed with zero displacement and initial
pore pressure of the model. The injection point is located at the bottom of the model (red dot) and
fluid is injected at a flow rate Q. To investigate the after shut-in effect, we intentionally set the stop
position between F1 and F2 (black dot). It will not exceed the half length of the segment (5 m)
from F1 in all the simulations. To precisely describe the pore pressure diffusion, we set a relatively
permeable zone near the faults and hydraulic paths (black dashed lines) for which we assumed a
constant width (1 m). It is modeled by an increased permeability (considered as an effective value
averaging local micro-structural heterogeneities) than the intact rock matrix, where the fracture
density is high. In addition, we also consider an exchange of fluid mass from the fractures to the
permeable zone, in order to explore the impact of its permeability (linked with pressure diffusion)
on the fault slip.

At the intersection of hydraulic fracturing path and fault, we assume that the fluid is directly
diverted to the fault. This assumption is supported by previous studies which indicated that for
a ratio of the initial maximum to the minimum stress larger than 1, and for a friction coefficient
smaller than 0.65 and fracture orientation lower than 45°, a hydraulic fracture will be diverted into
the pre-existing fault (Gu et al., 2012).

In addition, the porous medium is assumed to be fully saturated. The simulations are performed
in Abaqus package. All parameters used are listed in Tab. 4.1.
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Figure 4.3: (a) Geometry of the conceptual model. The red dot represents the injection point.
The blue dashed line and blue solid line indicate hydraulic fracturing paths and pre-existing faults,
respectively. Each segment is 10 meters long. The two parallel black dashed lines denote the per-
meable fracture zone. (b) Schematic diagram of induced fault slip during and after injection. The
point Qs represents the stop injection position. d is the quiescence space between Qs and the fault
F2. The red and blue color denotes the damage variable D = 1 and D = 0, which indicates fully
damage and zero damage respectively.
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Table 4.1: Initial input material properties

Property Symbol Value Unit Notes
Young’s modulus E 37.5 GPa (Meyer et al., 2017)

Poisson ratio v 0.25 - (Meyer et al., 2017)
Porosity ϕ 0.01 - -

Rock permeability k 1.0e-16 m2 -
Permeability near fault kf 1.0e-15 m2 -

Fracture Energy Gc 80 Pa·m -
Tensile strength Tc 2 MPa -
Penalty stiffness K0 800 GPa/m (Turon et al., 2007)
Biot’s coefficient b 1.0 - -

Friction coefficient µ1, µ2 0.2 - -
Fault orientation α1, α2 30 ° -
Initial aperture w 0.4 mm (Meyer et al., 2017)
Fluid viscosity η 0.001 Pa·s water

Leak-off coefficient c 1.0e-11 m3/kPa·s (Yao, 2012)
Saturated degree s 100 % -

Initial maximum stress σ1 36 MPa (Meyer et al., 2017)
Initial minimum stress σ3 29 MPa (Meyer et al., 2017)
Initial pore pressure p0 23.7 MPa (Meyer et al., 2017)

Injection rate Q 0.001 m3·s-1 -
Injection time ti 160 s -
Shut-in time ts 600 s -
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4.4 Results and analysis

Fig. 4.4 shows the fluid pressure distribution at different time, and Fig. 4.5 presents the fluid pressure
evolution at the injection point and the center of F1, F2. The fault F1 is activated at 38.1 s while
F2 is triggered at 520.1 s (i.e., 360.1 s after shut-in). This can be identified by the damage variable
(Fig. 4.3b).

At the beginning, due to high-pressure fluid stimulation, the injection pressure rises to approx-
imately 67 MPa from an initial value 23.7 MPa in a very short time (≈ 2.7 s). Due to this drastic
pressure change, the induced tensile stress is sufficient to overcome the rock tensile strength. As
the hydraulic fracture propagates, the fluid pressure tends to drop to a stable level. Meanwhile, the
fluid pressure at the center of F1 and F2 increases, since the high-pressure fluid inside the hydraulic
fracture leaks into the surrounding porous rock mass and then diffuses all around. At 38.1 s (point
A in Fig. 4.5), the injected water diverts to F1, which lowers the injected pressure and forces the
fluid pressure of F1 to increase. This is accompanied by a shear slip along F1 as its shear strength
is overcome by the high pressure (see Fig. 4.8a). Meanwhile, the pressure in the center of F2 wit-
nesses a slight jump due to the poro-elastic effect. Immediately afterwards, the pressure within F1
also decreases due to the generation of a new hydraulic fracture from the end of F1. This pressure
drop in regions near fracture intersections is a common feature which has been already observed
by other authors, e.g., Piris et al. (2018). From this time onward, the fluid pressures at injection
point and F1 almost remain at the same level with a tiny difference owing to the fluid flowing into
the matrix. After 160 s of injection (point B in Fig. 4.5), the pumping stops and the fluid pressure
starts to decrease. Pore pressure diffusion away from the pressurized hydraulic fracture can indeed
be clearly observed (Fig. 4.6a). After approximately 360.1 s of termination of the injection, the
pressure perturbation and the corresponding stress change promote instability along the fault. As
the fault slips, a compressional zone and a dilation zone emerge around the fault tip (Fig. 4.6). High
pressure and stress in the compressional zone and low pressure and stress in the dilation zone are
observed, respectively. This leads to only a minor increase in pressure at the F2 center (point C
in Fig. 4.5), but to a rather significant increase at Node 2 within the compressional zone (point C
in Fig. 4.7). See also Fig. 4.6 for their relative locations. This poro-elastic stressing mechanism is
similar to the one described by injection into a single fracture embedded in a poro-elastic medium
(Lei et al., 2021), and the combined induced fault slip mechanism (i.e., interaction between delayed
pressure diffusion and poro-elasticity) during shut-in is in agreement with the results from previous
investigation, e.g., Chang et al. (2018).
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(a) t = 3 s (b) t = 38.1 s (c) t = 38.3 s

(d) t = 160 s (e) t = 520.1 s (f) t = 760 s

Figure 4.4: Pore pressure distribution during injection and after termination. (a) onset of the in-
jection; (b) F1 activation; (c) the second hydraulic fracture initiation; (d) stop injection; (e) F2
activation; (f) pore pressure diffusion in the porous rock matrix
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Figure 4.5: Pore pressure evolution at the injection point and the center of fault F1 and F2

In fact, the sudden elevated fluid pressure, either owing to direct injection in F1 or pressure
diffusion/poro-elasticity for F2, counteracts the normal stress and induces dynamic slip of the fault,
which correlates to potential micro-seismic events. The evolution of slip and slip rate of F1 and
F2 over time is presented in Fig. 4.8. The characterization of displacement jump and slip rate rise
is similar to an unloading experiment of a sawcut fracture (Ji et al., 2019). It can also be seen
that in most of time the slip rates of F1 and F2 are close to zero, indicating an aseismic behavior.
The seismic and aseismic slip is distinguished with a slip velocity threshold 5 mm/s (McClure and
Horne, 2011; Cappa et al., 2018). In the following, the seismic slip and the associated average slip
rate are calculated for each case.

4.4.1 Permeability

Pore pressure diffusion in a fractured porous medium is of central importance in fluid injection in
faulted reservoirs (Chang and Segall, 2016; Shapiro et al., 1999). The core controlling parameter
is the hydraulic diffusivity, which is related to the permeability (Deng et al., 2021; Shapiro et al.,
1999). In order to investigate the impact of the hydraulic pressure diffusion on the fault slip, we
carry out a systematic analysis on the role of the permeable zone permeability by varying its value
within three steps, that is, kf1 = 1e-15 m2, kf2 = 5e-15 m2 and kf3 = 1e-14 m2. We perform several
simulations at each permeability by altering the injection duration, in order to capture the activation
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Figure 4.6: Evolution of (a) pressure and (b) stress of F2 during shut-in stage

of F2 after shut-in. The corresponding results are summarized in Tab. 4.2.

It is worth noting that the permeability surrounding the fracture path is higher than the matrix
permeability (1e-16 m2), hence allowing faster pore pressure diffusion in this zone. The time at
which the hydraulic fracture intersects F1 scales with the permeability, since higher permeability
values promote faster diffusion and therefore a slower fracture propagation (Carrier and Granet,
2012). Meanwhile, due to fluid leak-off from the hydraulic fracture into the matrix, the pressure front
propagates faster than the hydraulic fracturing front (Fig. 4.9). Here, the pressure front is defined as
the pressure contour above the initial pore pressure. We noticed that when the matrix permeability
is relatively low (case A2 and A8), the difference in the timing between the two propagating fronts
is small (Fig. 4.9a and Fig. 4.9b). When the permeability is high (case A12), the pressure front
travels significantly ahead of the fracturing front (Fig. 4.9c). If the leak-off is ignored (e.g., the
KGD problem described in the Appendix A), the pressure front and the fracturing front coincide
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Figure 4.7: Pore pressure evolution of Node 2 in the compressional zone

(Fig. 4.9d).

Therefore, the fault F1 will be overpressurized before a hydraulic connection with the injection
source is reached. This over-pressure combined with poro-elastic stressing results in a reduction of
the effective normal stress and induces slip along F1 because the induced shear stress exceeds its
shear strength. The time lag of the over-pressurized front and fracturing front for cases A2 and A8
is very small (< 0.1 s) such that the sliding looks more continuous. However, for case A12 with
a higher surrounding permeability, this time lag becomes obvious (∼ 12 s), and F1 undergoes two
distinct slips due to over-pressurization and hydraulic shearing, respectively. During the first slip,
the total shear slip and slip rate are smaller than those obtained for case A2 and A8, since the pressure
perturbation is lower. During the second slip, there is mainly aseismic slip and this is because most
of the accumulated strain energy has been released during the first slip. As a result, the slip and slip
rate of F1 exhibit an obvious downward trend as permeability increases (Fig. 4.10a).

For each tested value for the permeability, we observed that F2 is activated by the pressure
diffusion and poro-elasticity though the activation time differs for each case. A higher permeability
requires less fluid injection, i.e., 150 - 160 s for kf1 = 1e-15 m2, 120 - 130 s for kf2 = 5e-15 m2, and
only 100 - 110 s for kf3 = 1e-14 m2. When the injection time is identical, the higher the permeability,
the shorter the time lag for F2 reactivation. For example, with an injection duration of 160 s, F2 has
a quiescence of 360.1 s and 34.7 s after shut-in for case A2 and case A8, whereas it is even activated
during the injection for case A12. The permeability has a limited influence on the magnitude of the
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Figure 4.8: Evolution of (a) total slip and (b) slip rate of F1 and F2 over time

Table 4.2: Summary of key parameters and results with different matrix permeability

Case* Injection
time (s)

Permeability
(m2)

Slip onset of
F1 (s)

Slip onset of
F2 (s)**

A1 150 1.0e-15 38.12 -
A2 160 1.0e-15 38.12 360.1
A3 165 1.0e-15 38.12 188.1
A4 170 1.0e-15 38.12 74.5
A5 120 5.0e-15 42.01 -
A6 130 5.0e-15 42.01 199.4
A7 140 5.0e-15 42.01 86.0
A8 160 5.0e-15 42.01 34.7
A9 100 1.0e-14 35.83/47.81 -
A10 110 1.0e-14 35.83/47.81 141.4
A11 130 1.0e-14 35.83/47.81 25.2
A12 160 1.0e-14 35.83/47.81 150.8 (in)
* all cases have fault orientation α = 30°, friction coefficient µ1 = µ2 = 0.2,

injection rate Q = 0.001 m3/s;
** the slip time of F2 specifies the time after termination; F2 slip during injection

is marked as ‘(in)’. All the same below.
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(a) (b)

(c) (d)

Figure 4.9: Hydraulic fracturing front and pressure front propagation. (a) case A2; (b) case A8; (c)
case A12; (d) case with no leak-off
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Figure 4.10: Seismic slip and slip rate of (a) F1 and (b) F2 with different permeability in the per-
meable zone

resolved slip and its rate of F2, which are around 0.8 mm and 35 mm/s (Fig. 4.10b), respectively.
They are slightly increased with more fluid injection at each permeability.

4.4.2 Friction coefficient

The effect of the friction coefficient on fault slip behavior due to direct injection can be seen from
Fig. 4.11(a), corresponding to cases A2, B1 and B2 in Tab. 4.3. Triggering by direct fluid injection,
faults with a higher friction coefficient tend to display a higher level of slip and higher slip rates. As
stated by Ngo et al. (2019), this is because more accumulated energy are required to activate faults
with higher friction coefficient, and accordingly more energy is released during slip. In addition,
unlike faults with a smaller friction coefficient, which are more likely to be activated by pressure dif-
fusion and poro-elastic stressing before hydraulic shearing, the faults with higher friction coefficient
tend to slip only during hydraulic shearing and therefore more violently.

As for the shut-in stage, because F2 cannot be activated with permeability kf = 1e-15 m2 in
case B1, we keep the friction coefficient of F1 constant as µ1 = 0.2 and set case A12 as the base case
(kf = 1e-14 m2). When the friction coefficient of F2 is 0.4, F2 activation can be observed either
by increasing injection duration to 180 s (case B4) or permeability to 1e-13 m2 (case B5). For µ2

= 0.6, F2 cannot be triggered unless these two parameters are simultaneously increased (case B7).
These illustrate that a higher friction coefficient hinders fault reactivation. However, once F2 slips,
higher slip and slip rate are observed when the friction coefficient is larger (Fig. 4.11(b)), similar to

119



CHAPTER 4: HYDRO-MECHANICAL RESPONSES DURING HYDRAULIC FRACTURING

Table 4.3: Summary of key parameters and results with different friction coefficients

Case* Injection
time (s)

kf (m2) µ1 µ2 Slip onset of
F1 (s)

Slip onset of
F2 (s)

A2 160 1.0e-15 0.2 0.2 38.12 360.1
B1 160 1.0e-15 0.4 0.4 38.12 -
B2 160 1.0e-15 0.6 0.6 38.12 -
A12 160 1.0e-14 0.2 0.2 35.83 150.8 (in)
B3 170 1.0e-14 0.2 0.4 35.83 -
B4 180 1.0e-14 0.2 0.4 35.83 75.7
B5 160 1.0e-13 0.2 0.4 25.62 145.9 (in)
B6 175 1.0e-13 0.2 0.6 25.62 -
B7 180 1.0e-13 0.2 0.6 25.62 10.2
* all cases have fault orientation α = 30°, µ1 = 0.2, injection rate Q = 0.001 m3/s;
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Figure 4.11: Seismic slip and slip rate of (a) F1 and (b) F2 with different friction coefficient

the slip behavior observed during the fluid injection phase.

4.4.3 Fault orientation

On the basis of case A2, we conduct additional simulations where we varied the fault orientation,
by changing the fault angle α (tested value are 45°, 20° and 10°, see Tab. 4.4).

During the fluid injection stage, the hydraulic connection of the injection well-bore and the
fault F1 occurs at 40.68 s, 39.48 s, 38.12 s, and 35.83 s when the fault angle increases from 10°
to 45°, suggesting that a smaller fault dip tends to hinder hydraulic fracture propagation. We infer
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that this is because the pre-existing fault modifies local stress distributions and the latter depends
primarily on the fault orientation. In addition, as the fault dip decreases, the triggered slip and slip
rate decrease (Fig. 4.12(a)), in particular, when the fault angle is 10° (case C4), the slip exhibits
mainly aseismic behavior and the averaged slip rate is only about 2.3 mm/s.

During the shut-in stage, except case A2, only case C1 with α = 45° induces F2 activation
at 85.7 s after termination in comparison with 360.1 s in case A2. For the 20° model, the shut-in
effect of F2 appears when the surrounding permeability is enhanced from kf1 = 1e-15 m2 to kf3 =
1e-14 m2 (case C3). For the 10° model, F2 can be activated not only with even a higher surrounding
permeability (1e-13 m2), but a higher injection rate 1.6 m3/s in case C3 (we will show that a higher
injection rate is more likely to trigger shut-in slip in the next section). The results demonstrate that
a higher fault orientation is more sensitive to F2 reactivation after shut-in. Furthermore, it tends to
induce a larger shear slippage with a higher slip rate (Fig. 4.12(b)).

Table 4.4: Summary of key parameters and results with different fault angle

Case* Injection
time (s)

kf (m2) α
(°)

Slip onset of
F1 (s)

Slip onset of
F2 (s)

A2 160 1.0e-15 30 38.12 360.1
C1 160 1.0e-15 45 35.83 85.7
C2 160 1.0e-15 20 39.48 -
C3 160 1.0e-14 20 40.16 42.2
C4 160 1.0e-15 10 40.68 -
C5 100 1.0e-13 10 35.07 4.0
* all cases have µ1 = µ2 = 0.2, injection rate Q = 0.001 m3/s except for

case C7, which is 0.0016 m3/s.

4.4.4 Injection scheme

In this section, we investigate the effect of injection scheme, by considering case A2 as the reference
case (Tab. 4.5).

In a first step, we change the injection rate to 0.0016 m3/s, 0.0008 m3/s and 0.0005 m3/s , corre-
sponding cases E1, E2 and E3 (Fig. 4.13a), respectively. Worth noting is that we adjust the duration
of the injection so as to maintain the same injection volume for all experiments. As expected, low-
ering the injection rate extends the time to reactivate F1. When Q = 0.0016, 0.001 and 0.0008 m3/s,
F2 can be reactivated but with a longer delay at 97.7 s, 360.1 s and 410 s after shut-in, respectively.
No slip of F2 is observed when the injection rate further reduces to 0.0005 m3/s. Either during in-
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Figure 4.12: Seismic slip and slip rate of (a) F1 and (b) F2 with different fault angle

jection or after shut-in, the injection rate has only a limited impact on the total seismic slip, though
fault slip rates decrease with decreasing injection rates (Fig. 4.14), which results in a more stable
energy release mode.

In a second stage, we keep the injection rate as constant (0.001 m3/s), but we change the injec-
tion protocol. We consider a step-wise injection schedule (a period of constant injection followed
by a pause) by maintaining the same total volume of fluid injected (Fig. 4.13b).

In case E4, the stimulation is divided evenly into 4 injections and 3 pauses (i.e., a cycling
stimulation), each injection/pulse has a duration of 40 s. Since F1 reactivation occurs at 38.12
s < 40 s in case A2, this setting will not change the response of F1 during injection. However,
the relaxation of stimulation during the injection favours pressure relaxation, which prevents the
reactivation of F2. In case E5, the first injection and suspending time in case E4 are changed to
30 s and 50 s, respectively. In this case, F1 is activated during the first pause (47.83 s) due to
pressure diffusion and poro-elastic stressing, while mainly hydraulic shearing occurs during the
second injection (80.27 s). Compared to case E4, not only is F2 reactivation after shut-in prevented
in case E5, but the injection-induced slip and slip rate of F1 are significantly reduced owing to the
double slip effect, i.e., 1.36 mm and 50.4 mm/s for case E4 vs. 0.75/0.18 mm and 26.97/25.95
mm/s for case E5. It is equivalent to artificially extend the interval between the pressure diffusion
and hydraulic shearing, producing a longer and more stable energy release.
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Figure 4.13: Injection scenarios with a constant injection volume: (a) constant injection rate and
(b) cyclic injection rate
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Figure 4.14: Seismic slip and slip rate of (a) F1 and (b) F2 with different injection scenarios
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Table 4.5: Summary of key parameters and results with different injection schemes

Case* Injection
time (s)

Injection rate
(m3/s)

Slip onset of
F1 (s)

Slip onset of
F2 (s)

A2 160 0.001 38.12 360.1
E1 100 0.0016 21.85 97.7
E2 200 0.0008 47.24 410.0
E3 320 0.0005 73.17 -
E4 40×4 0.001 38.12 -
E5 30+50+40×2 0.001 47.83/80.27 -
* all cases have kf =1e-15 m2, µ1 = µ2 = 0.2, fault orientation α = 30°.

4.5 Discussion

4.5.1 Comparison with earthquake fault scaling relations

It is well known that unstable fault slip is accompanied by a cluster of induced seismic events
(Zoback, 2010; Ellsworth, 2013). To quantify their strength, Aki (1966) first defined the scalar
seismic moment M0 as:

M0 = GdA (4.15)

where G is the shear modulus, d and A denote the fault shear displacement and fault rupture area,
respectively.

The moment magnitude Mw can be then computed by assuming a GR(Gutenberg–Richter)
statistics as (Hanks and Kanamori, 1979):

Mw =
2
3
[log10(M0)− 9.1] (4.16)

where we consider a GR b-value equal to 1 in deriving Eq. (4.16).

We calculate the moment magnitude for each case based on the obtained seismic slip. Con-
sidering that the fault slip occurs during a very short time, we assume that the rupture covers the
whole fault, therefore the rupture length is identical to the fault length, and we can approximate the
sliding distance as the average seismic slip computed (Lei et al., 2021). For calculating the rupture
area, we assume that the rupture width is equal to the rupture length, which is supported by a large
number of reported earthquakes (Yoon et al., 2017).

We compare the results with two earthquake fault scaling relations. The first one describes the
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relationship between induced magnitude, fault size, shear slip and stress drop (Zoback and Gorelick,
2012). In our simulations we compute a shear slip between 0.22 and 1.57 mm, corresponding to Mw
from -0.39 to 0.18. The related stress drop ranges from 4.29 MPa to 19.79 MPa, suggesting a good
consistency with adopted scaling laws (Fig. 4.15). The second comparison relates the magnitude
with the rupture area. Although with a smaller rupture size, our results are still in good agreement
with numerous earthquakes (Fig. 4.16).

Figure 4.15: Earthquake parameters scaling for fault slip, fault size, stress drop and magnitude,
modified from (Zoback and Gorelick, 2012)

4.5.2 Comparison of induced seismicity during injection and after shut-in

Our results show that pre-existing faults can be reactivated and exhibit dynamic slip under certain
conditions even when faults and hydraulic fractures are non-hydraulically connected, illustrating
that seismic events can be induced during the post-injection period triggered by pore pressure dif-
fusion and poro-elastic stress change mechanisms. This is in agreement with field observations as
those reported in Soultz-sous-Forêt EGS site (Baisch et al., 2010). In addition, this post-injection
reactivation of fault occurs after a period of quiescence, sometimes even exceeding twice of the
injection time in our simulations (e.g., case A2 and case E2). This delayed phenomenon has been
also observed in other EGS projects as in Rittershoffen (Lengliné et al., 2017).

For most of the cases that display reactivation of F2 after shut-in we note that induced slip and
rates computed at F1 during injection are larger than those obtained in F2 during the post injection
stage. However, there are also some cases showing an inverse trend, i.e., F2 produces more shear
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Figure 4.16: Moment magnitude as a function of rupture area, modified from (Yoon et al., 2017)

slip and higher slip rate than F1. We single out these cases and find that they generally share similar
conditions, i.e., the diffusivity (permeability) in their nearby regions is extremely high (1e-14 m2

or 1e-13 m2), e.g., cases A10 - A12, B3 - B5. In these cases, F1 reactivation due to large pressure
gradient occurs earlier than the direct hydraulic shearing, but this pressure disturbance is smaller
compared to F2 after shut-in. Thus, the strain energy of F1 is released more evenly than F2. The
results may provide an explanation for a common observation in the field, which is that the post
injection might induce larger magnitude earthquakes (Häring et al., 2008; Mukuhira et al., 2013).
They also shed light on mitigating the risk of fluid induced earthquake. As shown in case E5, which
displays double slip events in F1 during active injection, a lower surrounding permeability (1e-15
m2) significantly reduces the induced seismic slip and its slip rates. By injecting the same amount
of fluid, although cases E5 and E3 both lower the slip of F1 and evade the post-activation of F2, case
E5 is more efficient because it consumes less time (280 s vs. 320 s). Therefore, on the basis of our
analysis, we can conclude that a soft cycling stimulation strategy might be effective in controlling
fluid injection induced seismicity, as suggested by (Hofmann et al., 2018; Zang et al., 2019; Zhuang
et al., 2019).

Our results also suggest that the permeability beyond the stimulated zone is of great importance
for the shut-in phase. After shut-in, high pressure in the stimulated region diffuses to the surrounding
porous matrix, and coupled to induced poro-elastic stress changes can lead to activation of F2 and
induced seismicity, thereby extending the seismic region. The work of McClure (2015) showed that
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the fluid pressure is redistributed and pressure front progresses further after shut-in, extending the
pressurized area and induces seismicity. Mukuhira et al. (2017) studied the behavior of pore pressure
migration at shut-in phase in Basel and pointed out that large events tend to occur in regions with
enhanced permeability. In our case, we set large permeability outside the stimulated region, causing
pore pressure to migrate far field the seismic zone after termination.

4.5.3 Role of initial stress state

Our parametric study shows that there are multiple factors affecting fault slip behavior both during
injection and after shut-in. For example, higher permeability reduces the seismic slip but more via
double slip effect during the injection period and has little impact on the induced fault slip during
the shut-in stage (Fig. 4.10), and the soft cycle injection lowers the seismic slip rate effectively
(Fig. 4.14). In contrast, the fault orientation seems to have the greatest influence on the fault slip.
As shown in Fig. 4.12, when the fault angle decreases, the seismic slip and slip rate drop significantly
and the faults tend to slip aseismically regardless of during injection or after shut-in. This may be
related to the initial stress state of the faults. To evaluate the initial potential for fault reactivation,
we calculate the slip tendency ST, which is defined as the ratio between the absolute shear stress
and effective normal stress (Blöcher et al., 2018):

ST =
|τ |
|σ′

n|
(4.17)

The initial shear stress and effective normal stress of fault are given by (Jaeger et al., 2009):

τ =
σ1 − σ3

2
sin(2α) (4.18)

σ′
n =

σ′
1 + σ′

3

2
+
σ′

1 − σ′
3

2
cos(2α) (4.19)

At the given initial stress state (Tab. 4.1), the slip tendency ST = 0.034, 0.069, 0.096, 0.108
for the fault angle α = 10°, 20°, 30° and 45°, suggesting an increasing critical condition for fault
reactivation. Moreover, a larger initial slip tendency leads to higher seismic slip and slip rate under
the same perturbation (see Fig. 4.12). To further validate this hypothesis, we conduct another sim-
ulation by only reducing the minimum principal stress σ3 from 29 MPa to 24 MPa from case A2.
Accordingly, the initial slip tendency increases from a nominal value of 0.096 to 0.155, approaching
further the static friction coefficient (0.2). The results show that with only 8.05 s and 28.2 s fluid
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injection, F1 and F2 are both activated by coupled fluid pressure diffusion and poro-elastic stressing.
This is consistent with the main conclusions derived in the study by Lee et al. (2019), where they
analyzed induced seismicity in the Pohang EGS project and found that the fault which is responsible
for the earthquake, was critically stressed, susceptible to slip and very sensitive to even small pertur-
bations. Furthermore, the slip rates of F1 and F2 also increase (mainly due to poro-elastic stressing
since F1 slips aseismically when it connects the injection point at 16.87 s), indicating much stronger
energy releases. This has important implications for controlling fluid injection-induced seismicity,
in particular for post-injection induced seismicity targeting far-field faults. As suggested by (Baisch
et al., 2010), post-event magnitude is predominantly affected by the fault geometry and fluid pres-
sure elevation brings stress conditions close to critical values. Mukuhira et al. (2013) and Mukuhira
et al. (2017) also demonstrated that even a minor increase in pore pressure was sufficient to initiate
shear slip and trigger large events at large differential stress. Indeed, many researches even stated
that the initial stress controls the nature of the fluid induced seismicity (Yoon et al., 2017; Cappa
et al., 2018; Passelègue et al., 2020). This may also be one aspect to get an insight into an obser-
vation that a field area of little natural seismicity may have a lower propensity to produce felt or
damaging earthquakes (Evans et al., 2012). Therefore, to mitigate the unwanted seismicity, a good
prior knowledge of the crust before treatment is required.

4.6 Conclusion

In this study, we conducted a coupled hydraulic-mechanical numerical model to investigate the
induced fault slip behavior during injection and after shut-in. It shows the capability of generating
seismic slip either owing to direct hydraulic shearing or fluid pressure diffusion coupled with poro-
elastic stressing when there is no connection between the hydraulic fracture and the pre-existing
fault.

Through parametric study, we found that fault seismic slip can be attributed to the combined ef-
fect of multiple factors but with different emphases. Permeability along the fracture path is of great
importance not only for the after shut-in stage, but also for the fracturing process. It allows fluid
pressure diffusion induced poro-elastic stress change to activate the fault before the hydraulic shear-
ing. This averages the strain energy release and lowers the seismicity magnitude during injection,
providing an explanation for the occurrence of larger earthquakes after shut-in. It also highlights
the effectiveness of soft cyclic injection since the fault strain energy can be partly released during
each relaxation. Moreover, although the larger friction coefficient favors fault slip and the soft in-
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jection can alleviate the slip, the impact of fault orientation on the slip is more dominant. Finally,
the combined effect of these factors can be largely attributed to the initial slip tendency and hence
the initial stress state. We confirmed that critically-stressed faults are more likely to produce larger
shear slip even with only small perturbations. Our results show good consistency with some field
observations and previous studies, which have important implications for mitigating fluid injection
induced seismicity. In the next step, the influence of fracture networks will be considered.
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4.7 Appendix. Validation of the hydraulic fracture propagation

For any complex numerical models involving hydraulic fracture simulation, Lecampion et al.
(2018) emphasized the necessity of verification against the analytical solutions. Here the KGD
(Kristianovic-Geerstma-de Klerk) model for plane strain hydraulic fracture is selected for valida-
tion (Garagash, 2006).

The scaling solutions for the hydraulic aperture w, the average net pressure p, and the fracture
length l are given by (Detournay, 2004):

w = ε(t) · L(t)Ω[x′, P (t)]

p = ε(t) · E ′Π[x′, P (t)]

l(t) = L(t) · γ[P (t)]

(4.20)

where x′ = x/l(t) is the scaled coordinate, 0 ≤ x′ ≤ 1. ε(t), L(t), P (t) denote respectively
a small dimensionless parameter, a length scale if the same order as the fracture length l, and a
dimensionless evolution parameter.

The hydraulic fracture propagation is controlled by either a toughness-dominated regime (κ-
regime) or a viscosity-regime (M -regime) (Carrier and Granet, 2012). The dimensionless viscosity
M and toughness κ are given by:

M = κ−4 = µ′E
′3Q0

K ′4 (4.21)
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where µ′ = 12µ; E ′ =
E

1 − v2 ; K ′ = 4
(

2
π

)1/2

KIC .

The toughness scaling is most appropriate for cases when the viscosity scalingM is small. The
asymptotic solution F k(Ωk,Πk, γk) is given by:

F k = F k0 +MF k1 (4.22)

where F k0(Ωk0 ,Πk0 , γk0) is the zero-viscosity solution given by:

Ωk0 =
π1/3

2
(1− x′2)1/2

Πk0 =
π1/3

8

γk0 =
2
π2/3

(4.23)

and the next term F k1(Ωk1 ,Πk1 , γk1) is:
Πk1 = Π∗

k1
+∆Πk1

Ωk1 = 4Π∗
k1
(1− x′2)1/2 +

2
π

∫ 1

0

f(x′, x)∆Πk1(x) dx

γk1 ≃ −2.72

(4.24)

where
∆Πk1(x) =

4
3π2/3 ln(1− x′2)− 2x′ arccosx′

π2/3(1 − x′2)1/2 (4.25)

f(x′, x) = −4
π
ln

∣∣∣∣∣
√

1 − x′2 +
√

1 − x2√
1 − x′2 −

√
1 − x2

∣∣∣∣∣ (4.26)

For the toughness scaling, 
εk =

(
K ′4

E ′4Q0t

)1/3

Lk =

(
E ′Q0t

K ′

)2/3
(4.27)

Fig. 4.17 shows the geometry and mesh used in the simulation. Here the 2D model has a
dimension 45 m × 60 m, with a predefined hydraulic fracture path at the middle along the x-axis,
simulated by cohesive elements with pore pressure degree of freedom. The well-bore is simplified

130



CHAPTER 4: HYDRO-MECHANICAL RESPONSES DURING HYDRAULIC FRACTURING

Figure 4.17: Geometry and mesh of the KGD model

to be a point and the point injection rate Q is assumed to be constant. Note that only half of the
space is simulated due to geometric symmetry.

For cohesive elements, a coarse mesh density may reduce the accuracy (Zielonka et al., 2014).
Here we use a finer mesh (the smallest mesh size around the hydraulic fracture path is 0.5 cm) to
circumvent this effect (Turon et al., 2007; Ngo et al., 2019). All material parameters used in the
simulation are given in Tab. 4.6. According to Eq. (4.21), we obtain M = 0.0142, indicating the
toughness-dominated regime.

In this simulation, we perform 20 s of hydraulic stimulation. The fracture length, fracture aper-
ture and pressure at the injection point, and the corresponding relative errors are given in Fig. 4.18.
Results show a good agreement between our numerical results and the analytical solutions except
that the numerically obtained injection pressure has an increasing error as time increases. This is due
to poro-elastic coupling effect (Carrier and Granet, 2012), which is not considered in the analytical
model.
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Table 4.6: Input material properties for the KGD model

Property Symbol Value Unit
Young’s modulus E 17 GPa

Poisson ratio v 0.2 -
Fracture Energy Gc 120 Pa·m
Tensile strength τc 1.25 MPa
Biot’s coefficient b 0.75 -
Biot’s Modulus Mb 68.7 MPa
Permeability k 1.0×10-16 m2

Porosity ϕ 0.2 -
Fluid viscosity η 0.0001 Pa·s
Injection rate Q 0.001 m3·s-1
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Figure 4.18: Comparison between analytical solutions and numerical simulations and the relative
error
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Chapter 5

Conclusions and outlook

5.1 Conclusions

This thesis presents several numerical models to investigate the hydro-mechanical properties of
fractures and faults at reservoir scale. The objective is to improve the knowledge related to the
development of EGS from the point of view of numerical modeling, such as fluid flow along a rough
fracture, the relationship between fluid flow and mechanical response of a rough fracture and the
HM coupling effect during hydraulic stimulation. The main conclusions obtained are summarized
below.

1) Steady-state flow solved by the Navier-stokes equation over a 3D self-affine rough fracture
and transient flow solved by the pressure diffusion equation over the same fracture represented by
a surface with aperture distribution as a parameter provide similar results. The effective hydraulic
diffusivity of the rough fracture quantified by comparing it with the transient pressure distribution
of the parallel plate model deviates from the results calculated using the hydraulic aperture. This
effect is more pronounced with fracture closure due to the increase in roughness and tortuous channel
flow. The hydraulic diffusivities show enhancement or inhibition in different flow directions and are
comparable to field observed values when approaching the flow percolation threshold.

2) A 3D finite element model with a rough fracture embedded in the porous matrix shows
the ability to determine the permeability and fracture normal stiffness simultaneously. Results ob-
tained from 6 independent self-affine fractures demonstrate that the evolution of the permeability
and stiffness during initial fracture mechanical closure (below 20% of the contact area) and subse-
quent minerals sealing (below the percolation thresholds) exhibits similar behaviors. Derived from
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a physical point of view, permeability and fault volume can be approximated by a quadratic equa-
tion, whereas stiffness and fault volume follow an exponential equation. These two relationships
were validated by numerical simulations and the two quantities thus can be related by a generic
law. In addition, the permeability at the percolation threshold shows anisotropy with variations in
7-8 orders of magnitude. This behavior is of great importance for chemical stimulation aimed at
improving the permeability by an injection of fluids that contain chemical compounds (e.g., acids).
Finally, assessing the effectiveness of chemical treatments by using the permeability-stiffness rela-
tionship would be a potential solution since the stiffness might be accessible (e.g., by geophysical
probing).

3) A coupled hydro-mechanical numerical model using finite elements for porous rocks and
cohesive elements for fractures was successfully developed to simulate the hydraulic stimulation of
crystalline rocks . Both hydraulic fracturing and hydraulic shearing mechanisms were incorporated
to reproduce the injection in the area around the wellbore, including several physical processes:
porous rock deformation, pore fluid flow, fracture fluid flow, fracture initiation and propagation and
fracture slip. Some important results were obtained from parametric study as follows. Pressure dif-
fusion in the porous matrix induces poroelastic stress change that can reactivate pre-existing fracture
prior to fluid inflow (i.e., before the intersection of hydraulic fracture and pre-existing fracture) but
depending on the matrix permeability. This pre-reactivation reduces the fracture slip causing by
the direct fluid inflow and thereby lowers the maximum magnitude of seismicity, which provides
another insight to interpret the mechanism of soft cyclic stimulation. Fracture properties such as
its orientation and friction coefficient impact the seismic slip behavior, but the initial fracture slip
tendency seems has more profound influence because only small perturbations can reactivate the
critically stressed fracture. These are consistent with other studies and observations.

5.2 Perspectives for future research

As stated in the first chapter of the thesis, this work attempts to improve the understanding of the
hydraulic and mechanical properties of a single fracture by using numerical approaches. It presents
some results under certain conditions, for example, the influence of roughness on the fracture flow
was studied only at small pressure perturbations, which limits the application in real projects. There-
fore, there are still a lot of questions remains unclear or unanswered. From our perspectives, some
work with highly interest and potential are listed as follows.

1) Modeling fluid flow at larger pressure perturbations (e.g., fluid injection). In this work, fluid
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flow simulations on a single rough fracture were conducted at low pressure gradient to ensure lami-
nar flow. However, at injection conditions, the fracture flow and deformation behaviors might differ.
High flow rates are likely to change the normal stress and alter the fracture volume and morphology,
leading to nonlinear fluid flow (Murphy et al., 2004). Although in the experiments of fluid injection
into a single rough granodiorite fracture, Vogler et al. (2018) did not find significant impact of fluid
injection pressures on fracture opening, the injection pressures deviate from numerical simulations
predicted by the local cubic law.

2) Considering mineral precipitation and dissolution processes inside the fracture. In this work,
to simplify the numerical procedure, minerals growth is assumed to be independent of time and posi-
tion, and simulated by adding homogeneous layers. However, previous studies showed that mineral
precipitation/dissolution processes are related to various factors, such as minerals type (Li et al.,
2008), flow rates (Griffiths et al., 2016), temperature or boiling (Dobson et al., 2003; Polak et al.,
2003), fluid saturation (Detwiler, 2010), pressure shadows, mineral availability, etc. In addition,
fracture deformation are affected by coupled dissolution and mechanical stress, suggesting the im-
portance of rock-water reactions (Detwiler, 2008; Ellis et al., 2013). Overall, the study of the chem-
ical reactions within the fracture should not be separated from the hydro-mechanical model. It is
essential to consider a coupled T-H-M-C model to better reproduce the entire process in subsurface.

3) Switching the research object from a single fracture to fracture networks. Although a single
fracture is an essential element worthy of study, it does not fully reflect subsurface flow patterns
influenced by many fractures, even if it serves as the main flow conduit (e.g., a large fault), since
the surrounding zone (i.e., the damage zone) often contains thousands of fractures. In this regard,
we have two proposals that are relevant to this thesis.

First, to consider the influence of fracture networks on the hydraulic stimulation around the
injection wellbore. In this case, fracture distribution must affect the fracture propagation modes,
the intersections between artificial fractures and natural fractures, fracture slip behavior, etc. Using
such model to optimize the injection strategies under different stress conditions would be of interest.

Second, to measure the hydraulic diffusivity of a three dimensional fracture network by consid-
ering fracture roughness on each individual fracture. For example, De Dreuzy et al. (2012) pointed
out that the permeability reduction can reach a factor of 6 when using varied aperture instead of
constant mean aperture in 3D discrete fracture networks (DFNs) where self-affine aperture distri-
bution is spatially correlated and follows a truncated Gaussian law. Haagenson and Rajaram (2021)
corrected the effective hydraulic diffusivity of the heterogeneous rock formation to seismic diffusiv-
ity by using DFNs in the matrix (DFNM) under fluid injection conditions and successfully applied
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it to a case study of Soultz geothermal project. It is then promising to incorporate roughness into
each fracture of such DFNM model and to see further effects.

To use the findings mentioned above for simulating the physical processes on a reservoir scale,
a 2D representation of the fracture/fault is recommended. This was performed for the hydraulic
response (Chapter 2) but is under development for the thermal, chemical and mechanical processes.
To have an optimized simulation the thermal, chemical and mechanical alteration must be repre-
sented by 2D fault surfaces embedded in a 3D porous matrix. This numerical approach is under
development and it will be up-scaled to the real EGS cases, e.g., to investigate the induced fault slip
caused by the fluid injection of the Geoven Deep Geothermal Project (Schmittbuhl et al., 2021),
which was stopped due to an earthquake of magnitude ML3.6 induced below the city of Strasbourg
on December 2020. Related work is in progress.
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