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Résumé
Approximation numérique des conditions aux bords et des

termes sources raides dans les équations hyperboliques

1. Introduction Cette thèse est consacrée l’analyse théorique et numérique de
systèmes hyperboliques d’équations aux dérivées partielles et aux équations de
transport, comportant des termes de relaxation et des conditions aux bords. Elle
est constituée de trois sujets qui font l’objet d’une présentation synthétique dans
un premier chapitre introductif et sont ensuite détaillés dans les chapitres 2 à 5.

La première étude (chapitres 2 et 3) mêle deux thèmes délicats du point de vue
de l’analyse mathématique des équations aux dérivées partielles hyperboliques, à
savoir les problèmes aux limites et les problèmes raides. Elle les aborde du point
de vue de l’approximation numérique. L’étude porte plus précisément sur la dis-
crétisation de l’équation des ondes unidimensionnelle amortie

∂2w

∂t2
− a∂

2w

∂x2
= −1

ε

∂w

∂t
,

où
√
a est la vitesse des ondes, considérée sur le demi-espace {x > 0}. Il s’agit

de proposer des schémas d’approximation numérique et d’étudier leur stabilité,
ceci de façon uniforme vis à vis du paramètre caractéristique de relaxation ε > 0,
propriété appelée en anglais « stiff stability » que nous appellerons dans la suite
stabilité raide ou rigide. Dans le chapitre 2, la condition au bord numérique utilisée
s’appuie sur une technique de sommation par parties tandis que dans le chapitre 3,
elle emploie la technique de condition transparente.

La seconde étude (chapitre 4) concerne l’élaboration et l’analyse de schémas
numériques d’ordre élevé pour l’équation de transport unidimensionnelle

∂u

∂t
+ a

∂u

∂x
= 0

posée sur un domaine borné x ∈ (0, L). Le traitement numérique des conditions
aux limites en entrée et en sortie est réalisé à un ordre élevé de sorte à ne pas
dégrader l’ordre du schéma intérieur. La convergence de la solution numérique est
quantifiée précisément en fonction de différents paramètres retenus.

Le troisième sujet (chapitre 5) a trait a l’étude de la stabilité des solutions
stationnaires de systèmes non-conservatifs avec terme source de relaxation par des
techniques d’entropie relative.
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2. Schémas rigidement stables pour l’équation des ondes amortie posée
dans le quart de plan Le modèle considéré peut se réécrire sous la forme d’un
système de deux équations d’ordre un

{
∂tu(t, x) + ∂xv(t, x) = 0,

∂tv(t, x) + a∂xu(t, x) = −ε−1v(t, x),

ceci en introduisant u = ∂xw et v = −∂tw. Ce système constitue un cas particulier
de la classe de modèles de relaxation étudiés par S. Jin et Z.P. Xin [51]. Aux
données initiales

u(0, x) = u0(x), v(0, x) = v0(x), x > 0

vient s’adjoindre une condition au bord x = 0 prenant la forme

Buu(t, 0) +Bvv(t, 0) = b(t).

Ici Bu et Bv désignent des constantes réelles. La structure hyperbolique du système
est caractérisée par les invariants de Riemann

√
au ± v et les vitesses caractéris-

tiques associées ±√a. De ce fait, le caractère bien posé du modèle continu est
subordonné à la condition de Kreiss uniforme (UKC)

Bu +
√
aBv 6= 0.

Depus les travaux de Z. Xin et W.-Q. Xu [96], cette condition de stabilité de
Kreiss est connue pour ne pas être suffisante pour garantir la stabilité rigide de
ce problème, i.e. indépendamment du taux de relaxation ε ∈ (0,+∞). Afin de
remédier à cette difficulté, ces auteurs introduisent la condition de Kreiss rigide
(SKC) se réduisant dans ce cadre à

Bv = 0 ou
Bu

Bv

/∈ [−√a, 0].

W.-A. Yong [97] démontre que cette condition s’avère être nécessaire et suffisante
pour garantir le caractère rigidement stable du modèle. La motivation principale
de notre étude est d’aborder l’analogue discret de cette théorie de stabilité raide,
dans le cadre de l’approximation numérique par différences finies du système de
relaxation considéré. Dans ce cadre discret, la condition au bord scalaire précédente
doit génériquement être complétée par une condition au bord numérique artificielle.
Tout l’enjeu est de la choisir de façon à ne pas introduire d’instabilité numérique.

• Dans un premier temps, l’étude porte sur l’approximation semi-discrète sui-
vante 




∂

∂t
Uj(t) + (QU)j(t) =

1

ε
SUj(t), j ≥ 1, t ≥ 0,

Uj(0) = fj, j ≥ 0,

BU0(t) = b(t), t ≥ 0,
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dans laquelle on a noté

U =

(
u
v

)
, A =

(
0 1
a 0

)
, S =

(
0 0
0 −1

)
, B =

(
Bu Bv

)
,

et la discrétisation en espace est obtenue par l’opérateur de différence centré

(QU)j =
1

2∆x
A(Uj+1 − Uj−1), j ≥ 0.

La technique de sommation par parties permet de considérer dans cette définition
la valeur U−1 = 2U0−U1. La condition discrète complémentaire au bord que nous
proposons est la projection

Γ

(
∂

∂t
U0(t) + (QU)0(t)

)
=

1

ε
ΓSU0(t), t ≥ 0,

où Γ =
(
−aBv Bu

)
. Dans un premier temps, nous détermions une condition

suffisante de stabilité du schéma ainsi constitué. Au moyen d’estimations d’énergie
et de la transformée de Laplace nous démontrons le théorème suivant

Théorème. Supposons vérifiée la condition de dissipativité stricte BuBv > 0.
Pour tout T > 0, il existe une constante CT > 0 telle que pour toute donnée initiale
f ∈ `2(N,R2) et toute donnée de bord b ∈ C1(R+,R)∩L2(R+,R) la solution (Uj(t))
du schéma semi-discret vérifie l’estimation
∫ T

0

|U0(t)|2 dt+

∫ T

0

∑

j≥0

∆x|Uj(t)|2 dt ≤ CT

(∑

j≥0

∆x|fj|2 +

∫ T

0

|b(t)|2 dt
)
,

où la constante CT est indépendante des données f et b ainsi que du paramètre
ε ∈ (0,+∞) et de ∆x ∈ (0, 1]

Tandis que Z. Xin et W.-Q. Xu démontrent que le modèle continu est rigidement
bien posé si et seulement si la condition SKC est vérifiée, pour le problème semi-
discret que nous considérons, cette condition ne semble pas suffisante pour obtenir
des estimations de stabilité uniformes. La condition de dissipativité stricte est
plus restrictive mais nous ne sommes pas en mesure que de démontrer qu’elle est
nécessaire. Sur la base d’une analyse en modes normaux, nous sommes en mesure de
construire des solutions instables et des investigations numériques complémentaires
étayent la thèse selon laquelle la condition de dissipativité stricte serait également
nécessaire pour la stabilité rigide.

• Dans un second temps, nous concentrons notre étude sur la discrétisation
implicite en temps du schéma précédent. L’objectif est de déterminer une condition
suffisante pour la stabilité rigide de ce schéma discret. Le résultat obtenu est le
suivant
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Théorème. Supposons vérifiée la condition de dissipativité stricte BuBv > 0.
Pour tout T > 0, il existe une constante CT > 0 telle que pour tout ∆t > 0 et
toute constante δ < 3

√
a/8 avec ∆x = δ∆t, toute donnée initiale f ∈ `2(N,R2)

et toute donnée de bord b ∈ `2(N,R), la solution (Un
j ) du schéma considéré vérifie

l’estimation

N∑

n=0

∑

j≥0

∆x∆t|Un
j |2 +

N∑

n=0

∆t|Un
0 |2 ≤ CT

(∑

j≥0

∆x|fj|2 +
N∑

n=0

∆t|bn|2
)
,

où N = T/∆t et CT est indépendante de ε ∈ (0,+∞).

• Enfin, nous considérons le schéma implicite basée sur l’approximation décen-
trée amont en espace. Cette dernière s’appuie sur la struture hyperbolique et les
champs caractéristiques du problème continu. Pour ce schéma, au moyen d’esti-
mations d’énergie discrète nous démontrons le résultat suivant

Théorème. Supposons que les paramètres (Bu, Bv) ∈ R2, ∆x ∈ (0, 1], et ε > 0
satisfont à la condition de dissipativité stricte

2a
Bu

Bv

+
∆x

ε

(
Bu

Bv

)2

> 0.

Alors il existe une constante C > 0 telle que pour tout ∆t > 0 et toute donnée
initiale f ∈ `2(N,R2) la solution (Un

j ) du schéma considéré vérifie l’estimation

〈Un, HUn〉∆x + C∆t
n∑

k=0

|Uk
0 |2 ≤ 〈f,Hf〉∆x, n ≥ 0.

De plus,
a) Si BuBv > 0, alors l’estimation précédente est uniforme au sens où C est

indépendante de ε et de ∆x.
b) Si BuBv < 0, alors considérant δ > −2aBvB

−1
u , il existe C = C(δ) > 0

telle que l’estimation précédente soit uniforme pour ∆x ≥ δε.

3. Un schéma rigidement stable pour l’équation des ondes amortie po-
sée dans le quart de plan utilisant une condition transparente discrète
Dans le troisième chapitre de cette thèse, nous utilisons la technique de condition
au bord transparente discrète pour construire un schéma numérique rigidement
stable. Notre objectif est de démontrer que la condition SKC est une condition
suffisante pour la stabilité rigide du schéma implicite en temps et centré en espace.
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La condition au bord transparente discrète est mise en place au point j = 0 de
façon à ce que le schéma implicite soit stable et à ce que sa solution coïncide avec
celle du schéma considéré sur l’espace {j ∈ Z} entier, restreinte ensuite au demi-
espace {j ∈ N}. En utilisant ette notion de condition au bord transparente, nous
sommes en mesure de définir

Un
−1 =

n∑

k=0

Cn−kUk
0 , n ≥ 0,

formule dans laquelle les coefficients Cm pour m ∈ N sont déterminés par une
formule explicite. Le schéma discret retenu prend alors la forme




Un+1
j − Un

j

∆t
+

1

2∆x
A(Un+1

j+1 − Un+1
j−1 ) =

1

ε
SUn+1

j , j ≥ 1, n ≥ 0,

U0
j = fj, j ≥ 0,

BUn
0 = bn, n ≥ 0,

1

∆t
Γ(Un+1

j − Un
j ) +

1

2∆x
ΓA

(
Un+1

1 −
n+1∑

k=0

Cn+1−kU
k
0

)
=

1

ε
ΓSUn+1

0 , n ≥ 0.

L’analyse de ce schéma est effectuée au moyen de la transformée en Z par rapport
à l’indice de temps n ∈ N, qui n’est que l’analogue discret de la transformée de
Laplace en temps t ∈ R+. Nous obtenons alors le théorème suivant

Théorème. Soient (Bu, Bv) ∈ R2 vérifiant la condition SKC et δ ≤ 3
√
a/8. Pour

tout T > 0, il existe une constante CT > 0 telle que pour tout ∆t > 0 et ∆x = δ∆t,
toute donnée initiale f ∈ `2(N,R2) et toute donnée de bord b ∈ `2(N,R), la solution
(Un

j ) du schéma précédent vérifie l’estimation

N∑

n=0

∑

j≥0

∆x∆t|Un
j |2 +

N∑

n=0

∆t|Un
0 |2 ≤ CT

(∑

j≥0

∆x|fj|2 +
N∑

n=0

∆t|bn|2
)
,

avec N = T/∆t et CT indépendante de ε ∈ (0,+∞).

La condition SKC est ainsi également une condition suffisante pour garantir la
stabilité rigide du schéma numérique considéré, indépendamment de la raideur ε
du terme source, du pas d’espace ∆x et du pas de temps ∆t.

4. Schémas d’ordre élevé pour l’équation de transport sur un segment
Dans le quatrième chapitre de cette thèse, nous proposons un traitement d’ordre
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élevé de la condition de bord entrante pour l’équation de transport unidimension-
nelle 




∂u

∂t
+ a

∂u

∂x
= 0, t ≥ 0, x ∈ (0, L),

u(0, x) = f(x), x ∈ (0, L),

u(t, 0) = g(t), t ≥ 0,

posée sur un intervalle de longueur L > 0 pour une vitesse positive a > 0. Dans
un travail antérieur J.F. Coulombel et F. Lagoutière [22] ont analysé des discréti-
sations d’ordre élevé, stables et convergentes pour ce problème dans le cas d’une
donnée nulle en entrée g = 0. L’objectif du chapitre 4 de cette thèse est d’étendre
ce résultat au cas de données non-nulles au bord entrant, les données initiale f
et de bord g étant alors soumises à une hypothèse de recollement régulier au coin
(x, t) = (0, 0).

Le schéma intérieur considéré prend la forme d’une itération linéaire explicite
à p+ r + 1 points, supposée `2-stable et d’ordre k ≥ 1

un+1
j =

p∑

`=−r
a`u

n
j+`, j = 1, . . . , J, n ∈ N.

Les coefficients a`, pour ` = −r, . . . , p, ne dépendent que du paramètre λ = ∆t/∆x
et de la vitesse a. La définition du schéma est complétée par la constitution de
valeurs pour la solution numérique (unj ) dans les mailles fantômes localisées au
bord du domaine de calcul. Au bord entrant x = 0, la stratégie employée, désignée
dans la littérature sous le nom de « méthode de Lax-Wendroff inverse », permet de
garantir la consistance avec la donnée de Dirichlet du problème continu et prend
la forme suivante

un` =
k−1∑

m=0

∆xm

(m+ 1)!(−a)m
(`m+1 − (`− 1)m+1)g(m)(t), ` = 1− r, . . . , 0, n ∈ N.

Au bord sortant x = L, la condition discrète retenue, du type extrapolatoire, prend
la forme

(Dkb
− u

n)J+` = 0, ` = 1, . . . , p, n ∈ N,
où D− désigne l’opérateur de différence décalé à gauche et kb ∈ N est l’ordre d’ex-
trapolation retenu au bord. Enfin le schéma est initialisé à l’aide de la projection
constante par morceau de la donnée initiale continue du problème :

u0
j =

1

∆x

∫ xj

xj−1

f(x) dx, j = 1, . . . , J.

Nous démontrons des estimations de convergence de la solution numérique vers
la solution exacte en ∆xmin(k,kb)−1/2, ceci sur tout intervalle de temps borné. La
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preuve repose sur les estimations de stabilité du schéma et un argument de super-
position qui permet de considérer séparément deux demi-problèmes : le premier
posé sur (0,+∞) qui concerne l’entrée seulement ; le second posé sur (−∞, L) qui
traite de la sortie seulement. L’étude est complétée par une decription plus pré-
cise de la solution numérique au voisinage du bord sortant, ceci au moyen d’un
développement de couche limite s’inspirant du travail antérieur de B. Boutin et
J.F. Coulombel [6]. Le terme dominant de ce développement correspond à la solu-
tion du problème continu. Ne vérifiant elle-même pas la condition d’extrapolation
discrète de sortie, un terme d’erreur en O(∆xkb) apparaît au bord. Sous des hypo-
thèses peu contraignantes concernant la structure du schéma, nous démontrons que
cette erreur au bord engendre un terme supplémentaire de couche limite d’ampli-
tude O(∆xkb+1/2) dans la norme `2 discrète. Ce gain d’un facteur ∆x1/2 nous permet
de retrouver dans le cas kb < k un taux de convergence optimal kb dans la norme
uniforme `∞.

5. Stabilité de solutions stationnaires parmi les solutions processus en-
tropiques La stabilité des solutions stationnaires de systèmes non-conservatifs
de la forme 




∂u

∂t
+

d∑

i=1

∂

∂xi
fi(u, α) +

d∑

i=1

si(u, α)
∂α

∂xi
= 0,

∂α

∂t
= 0.

posés en dimension d d’espace a été étudiée dans un travail antérieur de N. Seguin
[80]. Le propos du cinquième chapitre de cette thèse est d’envisager et d’étendre ce
résultat dans le cas de systèmes non-conservatifs comprenant de surcroît un terme
source de relaxation, autrement dit de la forme





∂u

∂t
+

d∑

i=1

∂

∂xi
fi(u, α) +

d∑

i=1

si(u, α)
∂α

∂xi
= r(u, α),

∂α

∂t
= 0.

Afin de pouvoir démontrer la stabilité des solutions stationnaires, satisfaisant
r(v, α) = 0, ce système est supposé disposer d’une entropie convexe partielle. Nous
utilisons la notion de solution processus entropique qui généralise celui de solution
faible entropique. À partir de là, suivant la méthode de A.E. Tzavaras [91], nous
définissons une entropie relative permettant de comparer deux solutions associées
à une même donnée géométrique α. La condition de dissipation d’entropie est le
point clef permettant d’obtenir la stabilité de certains états stationnaires parmi
les solutions processus entropiques.
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Chapter 1

Introduction

The aim of this dissertation is to study the theoretical and numerical analysis of hyperbolic
systems of partial differential equations and transport equations, with relaxation terms and
boundary conditions.

1.1 Overview of hyperbolic partial differential equations
In many industrial applications, hyperbolic systems arise as basic models and especially in
various branches of physics in which finite-speed propagation and conservation laws are involved.
The data for the fully hyperbolic first-order partial differential equations (PDEs) include not
only initial conditions (governing the so-called Cauchy problem) but also boundary conditions
(leading to the so-called initial boundary value problem or IBVP for short). When discussing
numerical methods for hyperbolic systems, it is usual to construct difference scheme and provide
a theoretical analysis only for the initial value problem since we usually do not know how
to calculate the boundary points and how to ascertain whether an algorithm for boundary
points is reasonable. However, most of physical phenoma take place in bounded domain under
prescribed boundary constraints. The main motivations of present study is the determination
of the correct number and kind of boundary conditions that can be imposed to yield a well-
posed problem. This work presents a formalism for the treatment of boundary conditions for
systems of hyperbolic equations. The central concept of this work is that hyperbolic systems
of equations represent the propagation of waves and, at any boundary, some of the waves are
propagating into the computational domain while others are propagating out of it [34, 62]. The
outward propagating waves have their behavior defined entirely by the solution at and within
the boundary, and no boundary conditions can be specified for them. The inward propagating
waves depend on the fields exterior to the solution domain and therefore require boundary
conditions to complete the specification of their behavior [46, 58]. For a hyperbolic system of
equations, considerations on characteristics show that one must be cautious about prescribing
the solution on the boundary. In some particular cases, the boundary conditions can be found
by physical considerations (such as a solid wall), but their derivation in the general case is not
obvious. The problem of finding the suitability of boundary conditions, i.e., those that lead
to a well-posed problem, is difficult in general from both the theoretical and practical points
of view (proof of well-posedness, choice of the physical variables that can be prescribed). The
implementation of these boundary conditions is crucial in practice, but it strongly depends on
the problem at hand as shown in Godlewski and Raviart [35]. The theory developed by Kreiss
[58] and others [65, 78], known as the Uniform Kreiss Condition (UKC), is one of the earliest
works in this area. This theory relies on the analysis of “normal modes”, which are introduced
by applying a Fourier transformation in the spatial direction normal to the boundary of interest
and a Laplace transform in the time variable. The main idea in the derivation of necessary
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conditions on the boundary data so that the problem is well-posed is to exclude the cases that
can lead to an ill-posed problem by looking for particular normal modes that cannot satisfy an
energy estimate. The purpose of this section is to give a brief introduction to the basic concept
related to hyperbolic systems associated with the boundary conditions and the relaxation terms.

1.1.1 Characteristics and boundary conditions for hyperbolic systems
in one space dimension

The prototype for all hyperbolic partial differential equations is the one way wave equation

∂tu(t, x) + a∂xu(t, x) = 0, 0 ≤ x ≤ L, t ≥ 0, (1.1.1)

where a is a constant and an interval length L > 0. At t = 0, we give initial data

u(0, x) = f(x).

By the method of characteristic, the solution u(t, x) to (1.1.1) is a copy of the original function
and depends only the characteristic lines x− at = constant.

x

t

0 Lx0

a > 0

x

t

0 Lx0

a = 0

x

t

0 Lx0

a < 0

Figure 1.1.1: Characteristics of equation (1.1.1).

If a > 0 then the characteristics in this region propagate from the left to the right, as shown
in Figure 1.1.1. We can see that the solution is uniquely determined if we give the boundary
condition

u(t, 0) = g(t).

Thus, the solution is given by

u(t, x) =

{
f(x− at), if x− at > 0,

g(t− a−1x), if x− at < 0.

Along the characteristics given by x − at = 0, there will be a jump discontinuity in u if u0(0)
is not equal to g(0).

If a = 0 then we do not need any boundary conditions because ∂tu(t, x) = 0 implies

u(t, x) = f(x).
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If a < 0 then the solution of our problem is uniquely determined for

x ≥ 0, t ≥ 0, x− at ≤ L.

To extend the solution for x− at > L, we specify a boundary condition at x = L:

u(t, L) = g1(t).

For the solution to be smooth in the whole domain, it is necessary that g1(t) and f(x) are
smooth functions. It is also necessary that g1(t) and f(x) are compatible or satisfy compatibility
conditions. The most obvious necessary condition is

g1(0) = f(L). (1.1.2)

Otherwise, the solution has a jump. In that case, we only obtain a generalized solution. If the
condition (1.1.2) is satisfied and g1 ∈ C1(R+), f ∈ C1([0, L]) then u(t, x) is Lipschitz continuous.
To obtain solutions belonging to C1(R+, [0, L]), we first note that v(t, x) = ∂xu(t, x) satisfies





∂tv(t, x) + a∂xv(t, x) = 0, 0 ≤ x ≤ L, t ≥ 0,

v(0, x) = f ′(x),

v(t, L) = (−a)−1∂tu(t, L) = (−a)−1g′1(t).

To ensure that v be continuous everywhere, the initial and boundary values must match each
other at (t, x) = (0, L). This leads to the condition

−af ′(L) = g′1(0). (1.1.3)

Secondly, w(t, x) = ∂tu(t, x) satisfies




∂tw(t, x) + a∂xw(t, x) = 0, 0 ≤ x ≤ L, t ≥ 0,

w(0, x) = −a∂xu(0, x) = −af ′(x),

w(t, L) = g′1(t)

and the condition (1.1.3) also ensures that w is continuous everywhere. Thus, u(t, x) belongs
to C1(R+, [0, L]). Higher order derivatives satisfy the same differential equation (1.1.1) and we
get higher order regularity by adding more restrictions on higher order derivatives of f and
g at (t, x) = (0, L). The same technique can be applied to any problem to ensure that we
get smooth solutions. For systems of nonlinear equations, these compatibility conditions may
become complicated. The easiest way to satisfy all of them is to require that all initial and
boundary data (and forcing functions) vanish near the boundaries at t = 0.

Now, we consider a linear system of N conservation laws
{
∂tU(t, x) + A∂xU(t, x) = 0, 0 ≤ x ≤ L, t ≥ 0,

U(0, x) = f(x), 0 ≤ x ≤ L,
(1.1.4)

where U(t, x) is an N−vector of conserved variables and A is an N ×N matrix. We say that
a system in the form (1.1.4) is hyperbolic if the matrix A is diagonalizable as

A = PΛP−1, (1.1.5)

where P is the N × N matrix whose columns are composed of the eigenvectors of A and
Λ = diag{λ1, ..., λN} is a diagonal matrix consisting of the real eigenvalues of A.
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By multiplying the first equation in (1.1.4) with P from the left, we can obtain the conser-
vation law as

∂tW (t, x) + Λ∂xW (t, x) = 0 (1.1.6)

in terms of the variable W = P−1U . Let us introduce

ΛI = diag{λ1, ..., λr} with λi > 0, 1 ≤ i ≤ r,

ΛII = diag{λr+1, ..., λN−s} with λi < 0, r + 1 ≤ i ≤ N − s,
ΛIII = 0

are diagonal matrices. Then, we obtain the system

∂tW
I(t, x) + ΛI∂xW

I(t, x) = 0,

∂tW
II(t, x) + ΛII∂xW

II(t, x) = 0,

∂tW
III(t, x) = 0.

Using the previous argument, we obtain a unique solution if we specify the initial condition

W (0, x) = P−1f(x), 0 ≤ x ≤ L

and the boundary condition

W I(t, 0) = gI(t),

W II(t, L) = gII(t).

With these conditions, the problem decomposes into N scalar problems. We can couple the
components by generalizing the boundary conditions to

W I(t, 0) = RII
0 W

II(t, 0) +RIII
0 W III(t, 0) + gI(t),

W II(t, L) = RI
1W

I(t, L) +RIII
1 W III(t, L) + gII(t).

(1.1.7)

Here, RII
0 , RIII

0 , RI
1 and RIII

1 are rectangular matrices that may depend on t.
It is easy to describe these conditions in geometrical terms. ΛIII = 0 implies thatW III(t, x) =

(P−1f)III(x). Thus, we need only discuss the influence of the boundary conditions on W I and
W II . The equations in (1.1.7) can be written as

W I(t, 0) = RIIW II(t, 0) + g̃I(t), W II(t, L) = RIW I(t, L) + g̃II(t),

g̃I(t) := RIII
0 (P−1f)III(0) + gI(t), g̃II(t) := RIII

1 (P−1f)III(L) + gII(t), ,
(1.1.8)

where RI := RI
1 and RII := RII

0 . Starting with t = 0, the initial values for W I and W II are
transported along the characteristics to the boundaries x = L and x = 0, respectively. Using
the boundary conditions, these values are transformed into values for W I(t, 0) and W II(t, L),
which are then transported along the characteristics to the boundaries x = L and x = 0,
respectively. Here, the process is repeated (see Figure 1.1.2). Because of these geometrical
properties, the components of W are called characteristic variables.

The number of boundary conditions for x = 0 is equal to the number of negative eigenvalues
of Λ, or, equivalently, the number of characteristics entering the region. Correspondingly, at
x = L, the number of boundary conditions is equal to the number of positive eigenvalues of Λ.
No boundary conditions are required, or may be given, for vanishing eigenvalues.
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Figure 1.1.2: Characteristics and characteristic variables.

In most applications, the differential equations are given in the nondiagonal form (1.1.4)
and boundary conditions are linear relations

L0U(t, 0) = g0(t), L1U(t, L) = g1(t). (1.1.9)

Here,

L0 =



l1,1 · · · l1,N
...

...
...

lr,1 · · · lr,N


 , L1 =



lr+1,1 · · · lr+1,N
...

...
...

lN−s,1 · · · lN−s,N




are rectangular matrices whose rank is equal to the number of positive and negative eigenval-
ues of A, respectively (or better, the number of characteristics that enter the region at the
boundary).

If we use the transformation (1.1.5), the differential equations are transformed into (1.1.6)
and the boundary conditions become

L0PW (t, 0) = g0(t), L1PW (t, L) = g1(t). (1.1.10)

We again obtain linear relations for the characteristic variables. Our initial boundary value
problem can be solved if (1.1.10) can be written in the form (1.1.7). This is equivalent to
require L0 is invertible on the entering (thus rightgoing) characteristic subspace and L1 is
invertible on the entering (thus leftgoing) characteristic subspace. Then, we can solve the
relations (1.1.10) for W I(t, 0) and W II(t, L), respectively.

1.1.2 The initial boundary value problems for hyperbolic system

We begin by reviewing the theory for the initial boundary value problems. The theory was
introduced by Kreiss [58] for strictly hyperbolic systems. It was latter extended in many
directions, yielding a huge literature on this subject, see for instance the book [3]. In this
section, we focus on a hyperbolic initial boundary value problem in one-dimensional space.
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Most of the material in this section can be found in [41, 43, 57]. We now consider the following
problem 




∂tU(t, x) + A∂xU(t, x) = F (t, x), 0 ≤ x < +∞, t ≥ 0,

U(0, x) = f(x), 0 ≤ x < +∞,
BU(t, 0) = b(t), t ≥ 0,

(1.1.11)

where the unknown U(t, x) is valued in RN and A is an N ×N matrix. The functions F, f and
b are the interior source term, the initial data and the boundary data, respectively. B is an
p×N matrix. We shall see in a moment that the number p of scalar boundary conditions must
equal that of the positive eigenvalues of A. Now, we define well-posedness for homogeneous
boundary condition

Definition 1.1.1. The IBVP (1.1.11) with F = 0 and b = 0 is well-posed if there exists a
unique solution U(t, x) that satisfies

‖U(t, .)‖2
L2(R+,RN ) ≤ Keαt‖f‖2

L2(R+,RN ),

where K and α are constants independent of f .

Since we would like to estimate U directly in terms of F, f and b, it leads to the following
definition

Definition 1.1.2. The IBVP (1.1.11) is strongly well-posed if there exists a unique solution
U(t, x) that satisfies

‖U(t, .)‖2
L2(R+,RN )+

∫ t

0

|U(τ, 0)|2dτ

≤ K(t)

(
‖f‖2

L2(R+,RN ) +

∫ t

0

(
‖F (τ, .)‖2

L2(R+,RN ) + |b(τ)|2
)
dτ

)
,

where K(t) is a function that is bounded in every finite time interval and independent of F, f, b.

Now, we turn to semi-discretization of the continuous problem (1.1.11) by




d

dt
Uj(t) + (QU)j(t) = Fj(t), j ≥ 1, t ≥ 0,

Uj(0) = fj, j ≥ 0,

BU0(t) = b(t), t ≥ 0,

(1.1.12)

where the difference operator (QU)j(t) is a consistent approximation of the first order space-
derivative A∂xU(xj, t) in the sense that (QU)(xj, t) = A∂xU(xj, t) + O(∆xk), for some k > 0.
For convenience, we define the grid functions Fj(t) = F (xj, t) and fj = f(xj). The next
definition is in analogy with Definition 1.1.1 above

Definition 1.1.3. Let ∆x0 > 0. The approximation (1.1.12) with (Fj)j∈N ≡ 0 and b ≡ 0 is
stable if for all ∆x ≤ ∆x0, the solution (Uj)j∈N(t) satisfies

‖U(t, .)‖2
`2(N,RN ) ≤ Keαt‖f‖2

`2(N,RN ),

where K and α are constants independent of f .

The same argument as in the case of well-posedness can be used here to extend this notion
to general inhomogeneous data in L2. To do so, b must be differentiable. Corresponding to
Definition 1.1.2, we make the following definition

Definition 1.1.4. The approximation (1.1.12) is strongly stable if it is stable and the estimate

‖U(t, .)‖2
`2(N,RN ) ≤ K(t)

(
‖f‖2

`2(N,RN ) + max
τ∈[0,t]

(
‖F (τ, .)‖2

`2(N,RN ) + |b(τ)|2
))

holds. Here, K(t) is a bounded function in any finite time interval and independent of F, f, b.
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1.1.2.1 The Uniform Kreiss-Lopatinskii Condition

Let r1, · · · , rN denote a basis of eigenvectors of A associated with eigenvalues λ1, · · · , λN . For
simplicity, we assume that A has nonzero eigenvalues. Up to reordering the eigenvalues, we
may assume that

∃ p ∈ N : λ1, · · · , λp > 0, λp+1, · · · , λN < 0.

Then, we decompose the unknown U , the source term F and the initial data f on the basis
{ri, 1 ≤ i ≤ N}

U(t, x) =
N∑

i=1

Ui(t, x)ri, F (t, x) =
N∑

i=1

Fi(t, x)ri, f(x) =
N∑

i=1

fi(x)ri.

Assuming for simplicity that the solution U is smooth, at least C1 with respect to (t, x), the
system (1.1.11) gives

∀ 1 ≤ i ≤ N,
d

dt
(Ui(t, x+ λit)) = Fi(t, x+ λit).

With the influence of the boundary condition at x = 0, BU(t, 0) = b(t), we need to be more
specific on these solutions, meaning

• For 1 ≤ i ≤ p, we have two separate cases according to the sign of x− λit,

Ui(t, x) =

{
fi(x− λit) +

∫ t
0
Fi(s, x− λi(t− s))ds, if x ≥ λit,

Ui(t− x/λi, 0) +
∫ t
t−x/λi Fi(s, x− λi(t− s))ds, if x ≤ λit.

(1.1.13)

• For p+ 1 ≤ i ≤ N , when λi < 0, we obtain the formula

Ui(t, x) = fi(x− λit) +

∫ t

0

Fi(s, x− λi(t− s))ds (1.1.14)

and the trace of Ui on the boundary x = 0 could be entirely determined by the data

Ui(t, 0) = fi(|λi|t) +

∫ t

0

Fi(s, |λi|(t− s))ds. (1.1.15)

Analyzing the formulas (1.1.13) and (1.1.14), we observe that the solution U is entirely deter-
mined provided that we can express the traces of the incoming characteristics {Ui(t, 0), 1 ≤ i ≤
p} in terms of the data F, f, b. Since the trace of the outgoing characteristic {Ui(t, 0), p+ 1 ≤
i ≤ N} are determined by the formula (1.1.14), the boundary condition in (1.1.11) reads

p∑

i=1

Ui(t, 0)Bri = b(t)−
N∑

i=p+1

Ui(t, 0)Bri,

where Ui(t, 0) in the right hand side are computed in (1.1.15). This is equivalent to the linear
relations (1.1.10) for the characteristic variables. Following Section 1.1.1, the IBVP (1.1.11) can
be well-posed in any reasonable sense (meaning at least existence and uniqueness of a solution)
if and only if B is an p×N and satisfies the following algebraic condition

Rp = span {Br1, · · · , Brp} (1.1.16)

A remarkable result by Kreiss [58] states that for the analogue of (1.1.11) in several space
dimensions, well-posedness can still be characterized by an algebraic condition. The latter is
usually referred to as the Uniform Kreiss-Lopatinskii Condition. There is however a modifica-
tion between the one-dimensional case and the multi-dimensional case. In one space dimension,
the condition (1.1.16) for well-posedness equivalently reads

KerB ∩ span (r1, · · · , rp) = {0}.
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1.1.2.2 A necessary condition for well-posedness

In chapters 2 and 3, the system depends on a damping parameter and one may require strong
well-posedness independently of this parameter. We will see that the Uniform Kreiss-Lopatinskii
Condition is not enough and other tools have to be introduced. Indeed, asymptotic stability
has not been defined so far. We begin by the following lemma

Lemma 1.1.5 (The Lopatinskii Condition). The IBVP (1.1.11) with F ≡ 0 and b ≡ 0 is not
well-posed if we can find a complex number s with Re (s) > 0 and initial data

u(0, x) = ϕ(x), ϕ ∈ L2(R+,RN)

such that

u(t, x) = estϕ(x) (1.1.17)

is a solution.

We now give conditions such that solutions of the form (1.1.17) exists. Substituting (1.1.17)
into (1.1.11), we get the following eigenvalue problem





sϕ+ A∂xϕ = 0, 0 ≤ x < +∞,
Bϕ(0) = 0,

ϕ ∈ L2(R+,RN).

(1.1.18)

Let us mention that the analysis based on the Laplace transform and the connected eigenvalue
problem is often called normal mode analysis. Then, we have the following lemma

Lemma 1.1.6. There is a solution of the form (1.1.17) if and only if the eigenvalue problem
(1.1.18) has an eigenvalue s with Re (s) > 0.

We now assume that A is nonsingular. The ordinary differential equation in (1.1.18) can be
reformulated as

∂xϕ = Mϕ, (1.1.19)

with M = −sA−1. If the eigenvalues of M are distinct and (κi)1≤i≤N−p are the eigenvalues of
M with Re (κi) < 0 then the general solution to the problem (1.1.19), belonging to L2(R+,RN),
can be written in the form

ϕ(x) =

N−p∑

j=1

σjyje
κjx,

where (yj)1≤j≤N−p are the eigenvectors satisfying

Myj = κjyj.

If the eigenvalues of M are not distinct then we can still write the general solution to (1.1.19),
belonging to L2(R+,RN), in the form

ϕ(x) =
∑

j

ϕj(x)eκjx,

where ϕj(x) are polynomials in x with vector coefficients containing altogether N−p parameters
σj.

Substituting the expression ϕ(x) into the boundary condition in (1.1.18), we obtain a linear
system of equation for σ = (σ1, · · · , σN−p) in the form

C(s)σ = 0. (1.1.20)

Then, the following theorem holds true.
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Theorem 1.1.7. The IBVP (1.1.11) is not well-posed if for some s with Re (s) > 0,

det(C(s)) = 0.

For the difference approximation IBVP (1.1.12), to derive the necessary condition for the
stability, we follow the same lines as for the well-posedness of the continuous IBVP. More details
are given in [41]. The test for stability is given by the following lemma

Lemma 1.1.8. The approximation (1.1.12) with (Fj)j∈N ≡ 0 and b ≡ 0 is not stable if we can
find a complex number s with Re (s) > 0 and initial data

Uj(0) = ϕj, (ϕj)j∈N ∈ `2(N,RN)

such that

Uj(t) = estϕj (1.1.21)

is a solution.

Substituting (1.1.21) into (1.1.12), the eigenvalue problem associated with our approxima-
tion is 




sϕ+ (Qϕ)j = 0, j ≥ 1, Re (s) > 0,

Bϕ0 = 0,

(ϕj)j∈N ∈ `2(N,RN).

(1.1.22)

By using the same argument as for the continuous problem, we can obtain the following
Godunov-Ryabenkii condition, which is analogous to the Lopatinskii condition for hyperbolic
initial boundary value problem

Lemma 1.1.9 (The Godunov-Ryabenkii condition). The approximation (1.1.12) is not stable
if the eigenvalue problem (1.1.22) has an eigenvalue s with Re (s) > 0.

The general solution of the first equation of the problem (1.1.22) with (ϕj)j∈N ∈ `2(N,RN)
has the form

ϕj =
∑

|κν |<1

Pν(j)κ
j
ν(s), Re (s) > 0 (1.1.23)

where Pν(j) is a polynomial in j with vector coefficients. The solution (ϕj)j∈N depends on Np
parameters σ] = [σ1, · · · , σNp]. Substituting (1.1.23) into the boundary condition in (1.1.22),
one yields a system of equation

C](s)σ] = 0

and we can rephrase Lemma 1.1.9 in the following form

Lemma 1.1.10. The Godunov-Ryabenkii condition is satisfied if and only if

det(C](s)) 6= 0, for Re (s) > 0.
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1.1.2.3 Stability in the generalized sense for hyperbolic system

A well-posed problem requires not only stability but also the existence of a unique smooth
solution for given smooth data. The solution U(t, x) to the IBVP (1.1.11) can be constructed
by using the Laplace transform. Furthermore, uniqueness follows by linearity. However, in order
to obtain a smooth solution, we not only need smooth initial-boundary and forcing functions
but also a certain compatibility between these functions. With the proper normalization, the
Kreiss condition is equivalent to

det(C(s)) 6= 0, Re s ≥ 0. (1.1.24)

Note that C(s) must always be defined for Re s = 0 as a limit when s is approaching the
imaginary axis from the right. It is natural to define stability differently when using the
Laplace transform method. We now consider the following definition

Definition 1.1.11. (i) The IBVP (1.1.11) with f ≡ 0 and b ≡ 0 is stable in the generalized
sense if the solution U(t, x) satisfies the following estimate

∫ +∞

0

e−2ηt‖U(t, .)‖2
L2(R+,RN )dt ≤ K(η)

∫ +∞

0

e−2ηt‖F (t, .)‖2
L2(R+,RN )dt

for all η > η0. Here, η0 and K(η) are constants independent of F and

lim
η→+∞

K(η) = 0.

(ii) The IBVP (1.1.11) with f ≡ 0 is strongly stable in the generalized sense if the following
estimate
∫ +∞

0

e−2ηt‖U(t, .)‖2
L2(R+,RN )dt ≤ K(η)

∫ +∞

0

e−2ηt
(
‖F (t, .)‖2

L2(R+,RN ) + |b(t)|2
)
dt (1.1.25)

holds.

We have introduced the definition of stability in the generalized sense for the continuous case.
The same concept will be used for the semi-discrete approximation (1.1.12). Corresponding to
the analytic case, we make the following definition

Definition 1.1.12. (i) The approximation (1.1.12) with (fj)j∈N ≡ 0 and b ≡ 0 is stable in the
generalized sense if for all sufficiently small ∆x, the solution (Uj)j∈N(t) satisfies

∫ +∞

0

e−2ηt‖U(t)‖2
`2(N,RN )dt ≤ K(η)

∫ +∞

0

e−2ηt‖F (t)‖2
`2(N,RN )dt

for all η > η0. Here, η0 and K(η) are constants independent of F and

lim
η→+∞

K(η) = 0.

(ii) The approximation (1.1.12) with (fj)j∈N ≡ 0 is strongly stable in the generalized sense if
the following estimate

∫ +∞

0

e−2ηt‖U(t)‖2
`2(N,RN )dt ≤ K(η)

∫ +∞

0

e−2ηt
(
‖F (t)‖2

`2(N,RN ) + |b(t)|2
)
dt (1.1.26)

holds.
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1.2 The linear damped wave equation in a quarter plane
In many industrial applications, models are based on hyperbolic partial differential equations
which involve source terms. One of the main features of these models is related to the notation
of dissipation, leading to smooth solutions and asymptotic stability. The most classical model
is the linear damped wave equation, which is a particular case of the Jin-Xin relaxation model
[51]. We consider here the following initial boundary value problem (IBVP) in the quarter
plane 




∂tU(t, x) + A∂xU(t, x) = ε−1SU(t, x), x > 0, t > 0,

U(0, x) = f(x), x > 0

BU(t, 0) = b(t), t > 0,

(1.2.1)

where the relaxation time ε > 0 may be introduced to characterize the stiffness of the relaxation.
Let a > 0 and (Bu, Bv) ∈ R2, we also define

U(t, x) =

(
u(t, x)
v(t, x)

)
, A =

(
0 1
a 0

)
, S =

(
0 0
0 −1

)
, B =

(
Bu Bv

)
.

Due to the stiff source term, the relaxation mechanism of the damped wave equation is a highly
singular process and its dissipative mechanism is not guaranteed. In order for the asymptotic
stability to hold, i.e, solution of the damped wave equation tending to the corresponding equi-
librium as the rate of relaxation goes to zero, certain stability conditions have to be satisfied.
In the case of the Cauchy problem, the most well-known is the sub-characteristic condition
[64, 94]. The corresponding IBVP is much more difficult and much less is known [93, 97]. In
order for the IBVP to be well-posed for a fixed rate of relaxation, the boundary condition has
to satisfy the Uniform Kreiss Condition (UKC)

Bu +
√
aBv 6= 0. (UKC)

However, the sub-characteristic condition and UKC are not enough to obtain asymptotic sta-
bility and a more stringent restriction has to be imposed on the structure of the boundary con-
dition. Indeed, Xin and Xu [96] show that a complex coupling between the sub-characteristic
condition and UKC appears. This leads to the so-called the Stiff Kreiss Condition (SKC) [96]

Bv = 0, or
Bu

Bv

/∈ [−√a, 0] (SKC)

which is a necessary and sufficient for the well-posedness of the IBVP for relaxation systems
of balance laws, uniformly with respect to the rate of relaxation. The SKC is derived through
a simplified normal mode analysis and its explicit form is obtained by the conformal mapping
theorem. Firstly, Xin and Xu consider the simpler homogeneous initial data. Under the as-
sumption of the SKC, the solution of this IBVP can be constructed by the method of Laplace
transform. The stiff well-posedness can be proved rather directly in [96]. Secondly, by the
asymptotic expansion, the limiting equilibrium solution and various boundary layer behaviours
are identified. In case the initial data is nonzero, by linearity, Xin and Xu break up the full
IBVP into two simpler problem, one with homogeneous initial condition and the other with
homogeneous condition. The extra complication is the holding of the boundary terms that
enter when doing the integrating or summation by parts.

One of our main motivations is to study the notion of stiff stability for numerical approx-
imations by finite differences of the IBVP for relaxation systems of balance laws. Our main
interest is to apply a classical numerical scheme to the IBVP and to derive necessary conditions
for stiff stability. Due to the effects of the boundary layers and the interactions of the boundary
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and initial layer, numerical schemes have to be properly designed in order to provide accurate
approximations and consistent behaviours. Indeed, numerical boundary layers may appear and
disturb the results of the continuous case. We mainly consider the semi-discrete or full discrete
approximations with central or upwind schemes. For high order approximations, the physical
boundary conditions are not enough to define the complete difference scheme and there is a
need for numerical boundary conditions. Thus, how to formulate boundary conditions for re-
laxation systems to guarantee the uniform stability and to minimize or localize the artificial
boundary layers are crucial to the success of relaxation schemes. Within the framework of the
difference scheme in space, we propose two methods of discretization of Dirichlet boundary
condition. The first is the techniques of summation by part (SBP) [42] and the second is the
concept of transparent boundary condition (TBC) [2, 5, 20]. We will discuss the advantages
and disadvantages of these methods in terms of simplicity of implementation and consistency
with the SKC.

1.2.1 Results in Chapter 2: A stiffly stable discrete scheme for the
damped wave equation using summation by parts method

In Chapter 2, we consider the continuous-in-time or time-implicit scheme with central or upwind
approximations in space. The boundary is approximated using a summation by parts method
and the stiff stability is proved using energy estimates and the Laplace transform.

The research on SBP operators was originally driven by applications in flow problems in-
cluding turbulence and wave propagation. The general procedure for deriving higher order
SBP difference operators for hyperbolic problems was first presented by Kreiss and Scherer
[71, 72]. This was the start for a large number of papers on this topic. SBP operators were
later developed and used for multidimensional problems including non-orthogonal grids and for
implicit difference approximations, see [73, 74, 83]. Later generalizations, including differential
equations containing both first and second order derivatives and wave equation in second order
form, are given in [66, 67, 68].

We first study the semi-discrete approximation of the IBVP (1.2.1), which is the following
system 




∂tUj(t) + (QU)j(t) = ε−1SUj(t), j ≥ 1, t ≥ 0,

Uj(0) = fj, j ≥ 0,

BU0(t) = b(t), t ≥ 0.

(1.2.2)

By using the technique of SBP for the central differencing scheme, the considered operator
reads

(QU)j =
1

2∆x
A (Uj+1 − Uj−1) , j ≥ 0 (1.2.3)

with U−1 = 2U0−U1. To obtain the energy estimate, we now define the following scalar product
and norm

〈U, V 〉∆x =
∆x

2
〈U0, V0〉+ ∆x

+∞∑

j=1

〈Uj, Vj〉, ‖U‖2
∆x = 〈U,U〉∆x

with 〈., .〉 being the usual Euclidean inner product. Let us introduce a symmetric positive
definite matrix

H =

(
a 0
0 1

)
.
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Since HA is also a symmetric matrix, one has

〈U,H(QU)〉∆x = −1

2
〈U0, HAU0〉

which is the discrete counterpart of the equality
∫ +∞

0

〈U,HA∂xU〉(t, x)dx = −1

2
〈U,HAU〉(t, 0)

available in the continuous case. Let us emphasize that the numerical scheme (1.2.2) still needs
one more scalar equation at the boundary point j = 0 so as to be fully defined, due to the fact
that the matrix B has rank one. This is actually a discrete feature only, since in the continuous
case this single equation is exactly complemented by the only incoming characteristic (under
UKC). We propose the following numerical

Γ

(
∂tU0(t) + (QU)0(t)

)
= ε−1ΓSU0(t), t ≥ 0, (1.2.4)

where Γ =
(
−aBv Bu

)
. In Section 2.2, we derive a sufficient condition for stability for the

numerical scheme (1.2.2)-(1.2.4). The main result is

Theorem 1.2.1 (Theorem 1.2 in [8]). Under the strict dissipativity condition

BuBv > 0, (1.2.5)

for any T > 0 there exists CT > 0 such that for any (fj)j∈N ∈ `2(N,R2) and any b ∈ C1(R+,R)∩
L2(R+,R), the solution (Uj)j∈N to (1.2.2)-(1.2.4) satisfies

∫ T

0

|U0(t)|2 dt+

∫ T

0

∑

j≥0

∆x|Uj(t)|2 dt ≤ CT

(∑

j≥0

∆x|fj|2 +

∫ T

0

|b(t)|2 dt
)
, (1.2.6)

where the constant CT is independent of the data f and b, but most importantly of ε ∈ (0,+∞)
and ∆x ∈ (0, 1].

In [96], Xin and Xu show that the IBVP (1.2.1) is well-posed if and only if the SKC is
satisfied. In the discrete IBVP (1.2.2)-(1.2.4), it seems that even the SKC is not sufficient to
derive uniform stability estimates. In comparison, the strict dissipativeness condition (1.2.5)
is more restrictive, but we are only able to prove that it is sufficient. Following [100] and [96],
we also perform a normal mode analysis to construct unstable solutions and, based on some
numerical investigations, the condition (1.2.5) would appear to be also necessary for the stiff
stability.

Secondly, we focus in Section 2.3 on the time-implicit scheme of the IBVP (1.2.1), which
will be precised explicitly by the following system





Un+1
j − Un

j +
∆t

2∆x
A
(
Un+1
j+1 − Un+1

j−1

)
=

∆t

ε
SUn+1

j , j ≥ 1, n ≥ 0,

U0
j = fj, j ≥ 0,

BUn
0 = bn, n ≥ 0,

Γ
(
Un+1

0 − Un
0

)
+

∆t

∆x
ΓA
(
Un+1

1 − Un+1
0

)
=

∆t

ε
ΓSUn+1

0 , n ≥ 0.

(1.2.7)

Our aim is to determine a sufficient condition for the stiff stability of the fully discrete scheme
(1.2.7), in order words the uniform stability with respect to the stiffness of the relaxation term.
The main result in Section 2.3 is
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Theorem 1.2.2. Assume that (Bu, Bv) ∈ R2 satisfies the strict dissipativity condition (1.2.5).
Then, for any T > 0, there exists a constant CT > 0 such that for all ∆t > 0 and any positive
constant δxt ≤ 3

√
a/8 together with ∆x = δxt∆t, any (fj)j∈N ∈ `2(N,R2), any (bn)n∈N ∈

`2(N,R), the solution
(
Un
j

)
j∈N to the scheme (1.2.7) satisfies

N∑

n=0

∑

j≥0

∆x∆t
∣∣Un

j

∣∣2 +
N∑

n=0

∆t |Un
0 |2 ≤ CT

(∑

j≥0

∆x |fj|2 +
N∑

n=0

∆t |bn|2
)
, (1.2.8)

where N := T/∆t and CT is independent of ε ∈ (0,+∞).

Finally, in Section 2.4, we study the time-implicit scheme of the IBVP (1.2.1) with the
upwind differencing scheme in space.





Un+1
j − Un

j + ∆t(QU)n+1
j = ε−1∆tSUn+1

j , j ≥ 1, n ≥ 0,

U0
j = fj, j ≥ 0,

BUn
0 = 0, n ≥ 0,

Γ
(
Un+1

0 − Un
0

)
+ ∆tΓ(QU)n+1

0 = ∆tε−1ΓSUn+1
0 , n ≥ 0.

(1.2.9)

The considered operator (QU)j≥0 is defined by

(QU)j =
1

2∆x

(
(A−√aI)Uj+1 + 2

√
aUj − (A+

√
aI)Uj−1

)
, j ≥ 0 (1.2.10)

with (A+
√
aI)U−1 = 2AU0 − (A−√aI)U1. By means of the discrete energy method, we can

prove the following statement:

Proposition 1.2.3. Assume that the parameters ∆x ∈ (0, 1], ε > 0 and (Bu, Bv) satisfies the
discrete strict dissipativity condition

2a
Bu

Bv

+
∆x

ε

(
Bu

Bv

)2

> 0. (1.2.11)

Then, there exists a constant C > 0 such that for all ∆t > 0 and any (fj)j∈N ∈ `2(N,R2), the
solution (Un

j )j∈N to scheme (1.2.9) satisfies

〈Un, HUn〉∆x + C∆t
n∑

k=0

∣∣Uk
0

∣∣2 ≤ 〈f,Hf〉∆x , n ∈ N. (1.2.12)

More precisely,

a) If BuBv > 0 then (1.2.12) holds uniformly, i.e. with C independent of ε and ∆x.

b) If BuBv < 0 then considering some δ0 > −2aBvB
−1
u , there exists C(δ0) > 0 such that

(1.2.12) holds uniformly with C = C(δ0), as soon as ∆x ≥ δ0ε.

Let us mention that the discrete strict dissipativity condition (1.2.11) is not implied by the
SKC, probably due to some numerical diffusion at the boundary. In the case homogeneous
initial condition (fj)j∈N ≡ 0 and nonzero boundary condition (bn)n∈N ∈ `2(N,R), we have
difficulty finding a sufficient condition for the stiff stability of the time-implicit scheme (1.2.9),
but we postpone its possibility to a further work. In Appendix B, we study an example of how
waves occur in modeling the action of an elastic string over time, which is a particular case of
linear damped wave equation. By using the Newton’s Second Law of Motion, we can derive
the boundary condition BuBv > 0 for this system.
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1.2.2 Results in Chapter 3: A stiffly stable fully discrete scheme for
the damped wave equation using discrete transparent boundary
condition

In Chapter 2, the boundary is approximated using a summation-by-parts method. Using energy
estimates and Laplace transforms, the discrete approximation of the IBVP (1.2.1) is proved to
be stiffly stable if the boundary condition satisfies BuBv > 0, which is only the subclass of the
SKC. In this chapter, we consider the discrete transparent boundary technique to construct
a stiffly stable boundary condition. The technique and its analysis has been proposed by
Arnold and Ehrhardt in [2]. Besse, Noble and co-authors apply the tools to dispersive problems
[4, 5, 54]. We also refer the reader to [39] for non-reflecting methods in the context of wave
problems. The recent work of Coulombel [20] proposes a systematic study of transparent
boundary conditions for evolution problems. Our aim here is to prove that the SKC derived in
[96] is a sufficient condition for the stiff stability of the time-implicit scheme, which obtained
by the the central differencing scheme in space. The discrete transparent boundary condition
is designed at j = 0, such that the time-implicit scheme for the IBVP (1.2.1) is stable and its
solution coincides with the solution of the whole space problem {j ∈ Z} restricted to {j ∈ N}.
By using the concept of transparent boundary condition, at j = 0, we define

Un
−1 =

n∑

k=0

Cn−kU
k
0 ,

where the coefficients Ck will be precised explicitly in the forthcoming Definition 3.2.4. Let us
mention that in our case, the values Ck are designed in the case of homogeneous initial data
and are kept unchanged in the case of nonzero initial data.

To summarize, we study the following fully discrete approximation of the IBVP (1.2.1)




Un+1
j − Un

j

∆t
+

1

2∆x
A
(
Un+1
j+1 − Un+1

j−1

)
=

1

ε
SUn+1

j , j ≥ 1, n ≥ 0,

U0
j = fj, j ≥ 0,

BUn
0 = bn, n ≥ 0,

1

∆t
Γ
(
Un+1

0 − Un
0

)
+

1

2∆x
ΓA

(
Un+1

1 −
n+1∑

k=0

Cn+1−kU
k
0

)
=

1

ε
ΓSUn+1

0 , n ≥ 0.

(1.2.13)
By applying the Z−transform with respect to time index n ∈ N, which is discrete analogue of
the Laplace transform in time t ∈ R+, we have the following theorem

Theorem 1.2.4 (Theorem 1.1 in [7]). Assume that (Bu, Bv) ∈ R2 satisfies the SKC. Let
δxt ≤ 3

√
a/8 be a positive number. For any T > 0, there exists a constant CT > 0 such that

for all ∆t > 0 and ∆x = δxt∆t, any (fj)j∈N ∈ `2(N,R2) and (bn)n∈N ∈ `2(N,R), the solution
(Un

j )j∈N to the scheme (1.2.13) satisfies

N∑

n=0

∑

j≥0

∆x∆t|Un
j |2 +

N∑

n=0

∆t|Un
0 |2 ≤ CT

(∑

j≥0

∆x|fj|2 +
N∑

n=0

∆t|bn|2
)
, (1.2.14)

where N := T/∆t and CT is independent of ε ∈ (0,+∞).

It seems that the SKC is also a sufficient condition to guarantee the uniform stability of the
scheme (1.2.13) independently of the stiffness of the source term, of the space step and of the
time step.
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1.2.3 Illustration of numerical in stability

In this paragraph, we perform some numerical experiments to discuss the advantages and
disadvantages of two methods (SBP and TBC) with the SKC. As main parameters for the
experiments, we choose a = 1, Bv = 1, δxt = 1/3, the space step ∆x = 10−2, the time step
∆t = δ−1

xt ∆x, the relaxation rate ε = 10−2 and the boundary data Bu vary. The initial data is
the homogeneous one (fj)j∈N ≡ 0. The boundary data is

b(t) =
t

2
sin(t).

We now consider the numerical solutions (Un
j )j∈N to the numerical schemes (1.2.7) and (1.2.13)

over the time interval t ∈ [0, 1.2) with Bu = 1 (see Figure 1.2.1) and Bu = −4 (see Figure 1.2.2).
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Figure 1.2.1: The numerical solution U(x, t) for the numerical schemes (1.2.7) (top) and (1.2.13)
(bottom). The strict dissipativity condition (1.2.5) and the SKC hold with Bu = 1.

Clearly, we can see that
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Figure 1.2.2: The numerical solution U(x, t) for the numerical schemes (1.2.7) (top) and (1.2.13)
(bottom). With Bu = −4, the strict dissipativity condition (1.2.5) fails and the SKC is valid.

• In the case BuBv > 0, at the boundary x = 0, the numerical solution to both of the
numerical schemes (1.2.7) and (1.2.13) go up slightly. For instance, this is the case in
Figure 1.2.1 with (Bu, Bv) = (1, 1).

• In the case Bu/Bv < −
√
a, the numerical solution at the boundary x = 0 to the numerical

scheme (1.2.7) increase suddenly. However, in the case of the numerical scheme (1.2.13),
the incoming solution at x = 0 go slowly. This is the case for (Bu, Bv) = (−4, 1), see
Figure 1.2.2.

In spite of the fact that the result of the transparent boundary technique is better than the SBP
method, we still have difficulty in implementing the process transparent boundary condition at
x = 0. In our numerical approximation, the coefficients Ck are obtained by means of numerical
quadrature. Besides, because the extra boundary condition determines Un+1

−1 as a linear function
of Uk

0 for the past step times only: 0 ≤ k ≤ n + 1, the transparent boundary technique takes
more time than the SBP method to approximate the numerical solution.
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1.3 The transport equations on an interval
In Section 1.1.1, we have seen that transport equations do not require prescription of any
boundary condition at an outflow boundary, that is, when the transport velocity is outgoing
with respect to the boundary of the spatial domain. This can be understand by integrating
the equation along the characteristics (see Section 1.1.1). However, many discretizations of the
transport equation involve a stencil that includes cells of the numerical grid that are located in
the downstream region. Such discretizations necessitate the prescription of numerical boundary
conditions at an outflow boundary [42, 85], even though the underlying partial differential
operator does not require any boundary condition for determining the solution.

1.3.1 Motivation

The transport equation on the half line with Dirichlet boundary condition has been studied,
for dissipative schemes, by Kreiss and Lundqvist [59], and we here consider the equation on an
interval. We are thus given a fixed constant velocity a > 0, an interval length L > 0 and we
consider the (continuous) problem





∂tu+ a ∂xu = 0 , t ≥ 0 , x ∈ (0, L) ,

u(0, x) = f(x) , x ∈ (0, L) ,

u(t, 0) = g(t) , t ≥ 0 ,

(1.3.1)

with, at least, u0 ∈ L2((0, L),R). By the method of characteristics, the solution to (1.3.1) is
given by the explicit representation formula

∀ (t, x) ∈ R+ × (0, L) , u(t, x) =

{
f (x− a t) , if x ≥ a t ,

g
(
t− x

a

)
, if x ≤ a t ,

(1.3.2)

where it is understood in (1.3.2) that the initial condition f has been extended by zero to R−
(no extension is need on (L,+∞) since a is positive and therefore x − at < L for all relevant
values of t and x).

Our goal is to provide a thorough treatment of nonzero incoming boundary data and to
design numerical boundary conditions that recover the optimal rate of convergence in the
maximum norm (at least, the same rate of convergence as the one in [22] for zero boundary
data).

1.3.2 Results in Chapter 4: High order numerical schemes for trans-
port equations on bounded domains

High order, stable and convergent discretizations for the problem (1.3.1) have been analyzed in
[22] in the case of homogeneous incoming boundary conditions (g = 0, in that case smoothness
of the solution u is equivalent to f being flat at 0). The goal of Chapter 4 is to extend this
result to the case of non-homogeneous incoming boundary conditions by developing a systematic
construction and stability analysis for numerical boundary conditions arising from the so-called
inverse Lax-Wendroff method, see e.g, [32, 86, 92].

It may seem a too much trivial problem to approximate the problem (1.3.1) for which an
explicit solution is given, but one should keep in mind that such a representation formula ceases
to be available for hyperbolic systems in several space dimensions, and our goal is to develop
analytical tools which do not rely on the fact that (1.3.1) is a one-dimensional scalar problem.
We therefore consider from now on an approximation of (1.3.1) by means of a finite difference
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scheme. We are given a positive integer J , that is meant to be large, and define the space step
∆x and the grid points (xj)j∈Z by

∆x :=
L

J
, xj := j∆x (j ∈ Z).

The time step ∆t is then defined as ∆t := λ∆x, where λ > 0 is a constant that is fixed so
that Assumption 1.3.1 below is satisfied. The interval (0, L) is divided in J cells (xj−1, xj) with
j = 1, . . . , J , but considering the whole real line {j ∈ Z} will be useful in some parts of the
analysis. We use from now on the notation tn := n∆t, n ∈ N, the quantity unj will play the
role of an approximation for the solution u to (4.1.1) at the time tn on the cell (xj−1, xj). We
do not wish to discriminate between finite difference or finite volume schemes for (1.3.1), so
rather than deriving this or that type of numerical scheme, we consider a linear iteration for
the unj that reads in the interior domain:

un+1
j =

p∑

`=−r
a` u

n
j+` , n ∈ N , j = 1, . . . , J . (1.3.3)

In (1.3.3), r, p are fixed non-negative integers, and the coefficients a`, ` = −r, · · · , p may only
depend on the ratio λ and the velocity a. Most of the usual linear explicit schemes, such as the
upwind, Rusanov, Lax- Friedrichs and Lax-Wendroff schemes, can be put in that form.

Before describing the numerical boundary conditions we enforce for (1.3.3), let us state our
main and in fact only assumption on the coefficients in (1.3.3).

Assumption 1.3.1 (Consistency and stability without any boundary). The coefficients a−r, ..., ap
in (4.1.7) satisfy a−r ap 6= 0 (normalization), and for some integer k ≥ 1, there holds:

∀m = 0, . . . , k ,

p∑

`=−r
`m a` = (−λ a)m , (consistency of order k), (1.3.4)

sup
θ∈[0,2π]

∣∣∣∣∣

p∑

`=−r
a` e

i ` θ

∣∣∣∣∣ ≤ 1 , (`2-stability on Z). (1.3.5)

If the interior cells of the grid are labeled, as in (1.3.3), by j ∈ {1, · · · , J}, the numerical
approximation of (1.3.1) requires, for passing from one time index n to the next, prescribing
r numerical boundary conditions on the left of the interval (that is, close to x = 0), and p
numerical boundary conditions on the right (that is, close to x = L). In other words, we need
to prescribe the value of the approximate solution (unj ) in the ghost cells located at the boundary
of the interior domain. For simplicity, and in order to be consistent with the continuous problem
(1.3.1), we prescribe Dirichlet homogeneous boundary conditions in conjunction with (1.3.3)
on the left of the interval (0, L):

un` =
k−1∑

κ=0

∆xκ

(κ+ 1) ! (−a)κ
(
`κ+1 − (`− 1)κ+1

)
g(κ)(tn) , n ∈ N , 1− r ≤ ` ≤ 0 . (1.3.6)

The strategy is not new and is now referred to as the inverse Lax-Wendroff method. It consists,
as detailed below, in writing Taylor expansions with respect to the space variable x close to
the incoming boundary and then using the advection equation (1.3.1) to substitute the normal
derivatives ∂mx u(t, 0) for tangential derivatives ∂mt u(t, 0), the latter being computed thanks to
the boundary conditions in (1.3.1). On the right of the interval (0, L), there is nothing to
be done if p = 0, that is, in the case of an upwind discretization, for in that case, given the
vector (un1 , · · · , unJ), the vector (un+1

1 , · · · , un+1
J ) is entirely determined by (1.3.6) and (1.3.3),
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so we can iterate the scheme (1.3.3), (1.3.6) starting from some initial data (u0
1, · · · , u0

J) to
any positive time level n. We therefore assume from now on p ≥ 1, which is the interesting
case where the numerical discretization of (1.3.1) necessitates an outflow numerical boundary
condition while the continuous problem does not “obviously” provide with one. n this article,
we shall prescribe Neumann type numerical boundary conditions (these are called extrapolation
numerical boundary conditions in [36]). For ease of writing, we introduce the difference operator
in space which acts on vectors (vj)j=1−r,··· ,J+p as follows:

∀ j = 2− r, · · · , J + p, (D−v)j := vj − vj−1 .

Higher order difference operators Dm
− , m ≥ 2, are defined accordingly by iterating D−. Then

given a fixed integer kb ∈ N (b stands for “boundary”), we prescribe the following numerical
boundary condition in conjunction with (1.3.3):

(Dkb
− u

n)J+` = 0 , n ∈ N , ` = 1, . . . , p . (1.3.7)

The scheme (1.3.3), (1.3.6), (1.3.7) is initialized with the piecewise constant projection of the
initial condition for (1.3.1), that is, for the interior cells:

∀ 1 ≤ j ≤ J , u0
j :=

1

∆x

∫ xj

xj−1

f(x) dx . (1.3.8)

Our main result is the following convergence estimate for the scheme (1.3.3), (1.3.6), (1.3.7)
supplemented with the initial condition (1.3.8), which is the extension of the main result in [22]
to the case of nonzero boundary data.

Theorem 1.3.2 (Main convergence result [9]). Let a > 0, k ∈ N∗ and kb ∈ N. Under
Assumption 1.3.1, there exists a constant C > 0 such that for any final time T ≥ 1, any
integer J ∈ N∗, any data f ∈ Hk+1((0, L)) and g ∈ Hk+1((0, T )) satisfying the compatibility
requirements at t = x = 0:

∀m = 0, . . . , k , f (m)(0) = (−a)−m g(m)(0) ,

the solution (unj ) to (1.3.3), (1.3.6), (1.3.7), (1.3.8) satisfies:

sup
0≤n≤T/∆t

sup
1≤j≤J

∣∣∣∣∣u
n
j −

1

∆x

∫ xj

xj−1

u(tn, x) dx

∣∣∣∣∣ ≤ C T eC T/L ∆xmin(k,kb)−1/2
(
‖f‖Hk+1((0,L))+‖g‖Hk+1((0,T ))

)
,

(1.3.9)
with u the exact solution to (1.3.1), whose expression is given by (1.3.2).

Actually, the constant C in (1.3.9) is independent of L ≥ 1, which is consistent with the
convergence result we shall prove below for the half-space problem on R+ with inflow at x = 0.
Following [22], we shall prove Theorem 1.3.2 by using a stability estimate for (1.3.3), (1.3.6),
(1.3.7) and a superposition argument, which amounts to considering separately two half-space
problems: one in which there is only inflow at x = 0, and one for which there is only outflow
at x = L.

Theorem 1.3.3 (Convergence estimate for the inflow problem [9]). Let a > 0, k ∈ N?. Under
Assumption 1.3.1, there exists a constant C > 0 such that for any final time T ≥ 1, any J ∈ N∗,
any initial condition f ∈ Hk+1((0,+∞)) and boundary source term g ∈ Hk+1((0, T )) satisfying
the compatibility conditions

∀ 0 ≤ m ≤ k , f (m)(0) = (−a)−m g(m)(0) , (1.3.10)
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the solution (unj )j≥1−r,n∈N to the numerical scheme




u0
j =

1

∆x

∫ xj

xj−1

f(x) dx , j ≥ 1 ,

un` =
k−1∑

κ=0

∆xκ

(κ+ 1) ! (−a)κ
(
`κ+1 − (`− 1)κ+1

)
g(κ)(tn) , 0 ≤ n ≤ T/∆t , 1− r ≤ ` ≤ 0 ,

un+1
j =

p∑

`=−r
a` u

n
j+` , 0 ≤ n ≤ T/∆t− 1 , j ≥ 1 ,

(1.3.11)

satisfies

sup
0≤n≤T/∆t


∑

j≤J
∆x

(
unj −

1

∆x

∫ xj

xj−1

u(tn, x) dx

)2



1/2

≤ C T ∆xk
(
‖f‖Hk+1((0,+∞))+‖g‖Hk+1((0,T ))

)
,

where u is the exact solution to the half-line transport problem




∂tu+ a ∂xu = 0 , t ∈ (0, T ) , x ≥ 0 ,

u(0, x) = f(x) , x ≥ 0 ,

u(t, 0) = g(t) , t ∈ (0, T ) .

(1.3.12)

Theorem 1.3.4 (Convergence estimate for the outflow problem [22]). Let a > 0, k ∈ N?

and kb ∈ N. Under Assumption 1.3.1, there exists a constant C > 0 such that for any final
time T ≥ 1, for any J ∈ N∗ and for any initial condition f ∈ Hk+1((−∞, L)), the solution
(unj )j≤J,0≤n≤T/∆t to the numerical scheme





u0
j =

1

∆x

∫ xj

xj−1

f(x) dx , j ≤ J ,

(Dkb
− u

n)J+` = 0 , 0 ≤ n ≤ T/∆t , 1 ≤ ` ≤ p ,

un+1
j =

p∑

`=−r
a` u

n
j+` , 0 ≤ n ≤ T/∆t− 1 , j ≤ J ,

satisfies

sup
0≤n≤T/∆t


∑

j≤J
∆x

(
unj −

1

∆x

∫ xj

xj−1

f(x− a tn) dx

)2



1/2

≤ C T ∆xmin(k,kb) ‖f‖Hk+1((−∞,L)) .

As in [22], the loss of 1/2 in the rate of convergence of Theorem 1.3.2 looks somehow
artificial and is mostly a matter of passing from the `∞n `2

j topology to `∞n,j. Our next result
examines a situation where the optimal convergence rate min(k, kb) can be obtained. In order
to characterize the discrete steady states, it is natural to introduce the characteristic polynomial

A(X) :=

p∑

`=−r
a`X

`+r −Xr. (1.3.13)

From the consistency property in Assumption 1.3.1, any constant sequence is a discrete steady
solution for (1.3.3), the same property being available for the continuous model (namely, the
transport operator). However, the discrete nature of the differentiation operator involved in
the numerical scheme (1.3.3) allows the existence of many other discrete steady solutions. The
latter play an important role when considering then the half-space problem with some discrete
boundary conditions. To make the analysis more intelligible, we will work under the following
assumption, which was already present in [6].
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Assumption 1.3.5. The characteristic polynomial A defined in (1.3.13) has a unique root
(equal to 1) on the unit circle S = {z ∈ C, |z| = 1}. In other words, we assume

τ⋃

σ=1

{κσ} ∩ S = {1}. (1.3.14)

In other words, the technical Assumption 1.3.5, which is verified on many examples such
as the Lax-Wendroff and O3 schemes, allow to recover the optimal rate kb = min(kb, k) in the
case kb < k. Of course, one would also like to improve the rate min(kb, k) − 1/2 in the case
kb = k, which is clearly the most natural choice. However, in that case, both the interior and
boundary consistency errors scale like ∆xk and, in the framework of Assumption 1.3.1, stability
in the interior domain is available only in the `2

j topology, so it is quite difficult to derive the
convergence rate k in the `∞j topology. In order to simplify the proof of Theorem 1.3.6, we only
examine here the case of a half-space with extrapolation outflow conditions. The extension of
the techniques to the case of an interval is left to the interested reader.

Theorem 1.3.6 (Optimal rate of convergence for the outflow problem [9]). Let a > 0, k ∈
N∗ and kb ∈ N. Under Assumption 1.3.1 and under the additional Assumption 1.3.5, there
exists a constant C > 0 such that for any final time T ≥ 1, any integer J ∈ N∗, any data
f ∈ Hk+1((−∞, L)), the solution to the scheme





u0
j =

1

∆x

∫ xj

xj−1

f(x) dx , j ≤ J ,

(Dkb
− u

n)J+` = 0 , 0 ≤ n ≤ T/∆t , 1 ≤ ` ≤ p ,

un+1
j =

p∑

`=−r
a` u

n
j+` , 0 ≤ n ≤ T/∆t− 1 , j ≤ J ,

(1.3.15)

satisfies the error estimate

sup
0≤n≤T/∆t

sup
j≤J

∣∣∣∣∣u
n
j −

1

∆x

∫ xj

xj−1

f(x− a tn) dx

∣∣∣∣∣ ≤ C T ∆xkb ‖f‖Hk+1((0,L)) ,

as long as kb < k.

Theorem 1.3.6 already indicates that combining the approach of [22] with other techniques
(here, boundary layer expansions) may improve some results. We hope to deal with the case
kb = k in the future.

1.4 Hyperbolic conservation laws with stiff relaxation terms
and entropy

1.4.1 Strong, weak, and entropy weak solution

Hyperbolic systems of conservation laws with relaxation appear in the study of a variety of
physical phenomena of great practical importance such as thermally non equilibrium fluid flows,
non reacting two-phase fluid flows composed of solid particles suspended in gas, viscoelasticity,...
The relaxation terms are source terms whose effect is the relaxation to zero of some algebraic
quantity, namely the relaxation variables. For instance, in the case of two-phase fluid flows
composed of solid particles in gas, the relaxation terms model the drag force whose effect is the
relaxation to zero of the relative velocity between the two phases. In the case of thermally non
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equilibrium fluid flows, the relaxation term depend upon the different temperatures involved in
the modeling: here the thermal equilibrium of the flow is characterized by a single temperature.
A relaxation time may be introduced to characterize the stiffness of the relaxation. In the case
of the two-phase fluid flows considered above the relaxation time is the drag time which is
proportional to inverse of the the square of the radius of the particles. In the case of thermally
non equilibrium flows the relaxation time depends on the heat exchanges. Therefore, we consider
a system of N conservation laws

∂tu(t, x) +
d∑

j=1

∂jfj(u)(t, x) = r(u)(t, x). (1.4.1)

System (1.4.1) is set on the whole space x ∈ Rd and for any time t ∈ [0, T ), T > 0. The
notation ∂j denotes the partial derivative with respect to xj. We assume that there exists a
convex bounded set of RN , denoted by Ω and called set of the admissible states such that

u(t, x) ∈ Ω, ∀ (t, x) ∈ [0, T )× Rd. (1.4.2)

We also assume for all j ∈ {1, ..., d}, the function fj : RN → RN belong to C2(Ω,RN) and be
such that ∂ufj are diagonalizable with real eigenvalues, where ∂u denotes the differential with
respect to the variables u. System (1.4.1) is complemented with the initial condition

u(0, x) = u0(x), ∀x ∈ Rd. (1.4.3)

System (1.4.1) is endowed with a uniformly convex entropy η ∈ C2(Ω,R) such that there exists
β1 ≥ β0 > 0 so that

spec
(
∂2
uη(u)

)
⊂ [β0, β1], ∀u ∈ Ω, (1.4.4)

and the corresponding entropy flux F ∈ C2(Ω,Rd) satisfies for all j ∈ {1, · · · , d}
∂uFj(u) = ∂uη(u)∂ufj(u), ∀u ∈ Ω. (1.4.5)

Despite it is well-known that even for smooth initial data u0, the solution of (1.4.1)-(1.4.3)
may develop discontinuities after a finite time, our study is restricted to the approximation of
smooth solutions u ∈ W 1,∞ (R+ × Rd,Ω

)
to (1.4.1)-(1.4.3). Such solutions are called strong

solutions, and they satisfy the conservation of the entropy

η(u) +
d∑

j=1

∂jFj(u) = Σ(u), (1.4.6)

where Σ(u) = ∂uη(u) · r(u) with the notation · is the scalar product in the same space.
Assuming that u0 ∈ L∞

(
Rd,Ω

)
, a function u ∈ L∞

(
R+ × Rd,Ω

)
is said to be a weak

solution (1.4.1)-(1.4.3) if, for all ϕ ∈ C1
c(R+ × Rd,Rn), one has

∫ ∫

Rd×R+

u∂tϕdx dt+

∫

Rd
u0ϕ(0, .)dx+

∫ ∫

Rd×R+

d∑

j=1

fj(u)∂jϕdx dt = −
∫ ∫

Rd×R+

r(u)ϕdx dt.

(1.4.7)

Moreover, u is said to be an entropy weak solution to (1.4.1)-(1.4.3) if u is a weak solution, i.e.,
u satisfies (1.4.7), and if, for all Ψ ∈ C1

c(R+ × Rd,R+), it satisfies
∫ ∫

Rd×R+

η(u)∂tΨdx dt+

∫

Rd
η(u0)Ψ(0, .)dx+

∫ ∫

Rd×R+

d∑

j=1

Fj(u)∂jΨdx dt ≥ −
∫ ∫

Rd×R+

r(u)Ψdx dt.

(1.4.8)
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1.4.2 Relative entropy

To compare two entropy weak solution, we employ the notion of the relative entropy [24, 30].
We define the relative entropy and entropy-fluxes among two solutions by

h(u, v) = η(u)− η(v)− ∂uη(v) · (u− v),

qj(u, v) = Fj(u)− Fj(v)− ∂uη(v) · (fj(u)− fj(v)), ∀ j ∈ {1, · · · d}.

Now, let us consider an admissible weak solution u of (1.4.1) and a constant vector v ∈ RN .
After some calculations, one obtains

∂th(u, v) +
d∑

i=1

∂i

(
Fi(u)− ∂uη(v) · fi(u)

)
≤ Σ(u)− ∂uη(v) · r(u). (1.4.9)

A natural assumption is the entropy dissipation condition, see [11, 69, 99], namely, for every
u, v ∈ Ω with r(v, .) = 0,

(
∂uη(u)− ∂uη(v)

)
· r(u) ≤ 0.

If we assume that the system (1.4.1) is entropy dissipative, and integrate the inequality (1.4.9)
for x ∈ Rd, the divergence term disappears and we have

d

dt

∫

Rd
h(u, v)dx ≤ 0.

Indeed, it is easy to check that

β0

2
|u− v|2 ≤ h(u, v) ≤ β1

2
|u− v|2 (1.4.10)

where | · | is the Euclidian norm of RN . Thus, one obtains the following estimate for any r > 0
∫

|x|<r
|v(t, x)− u(t, x)|2dx ≤ C

∫

|x<|r+Lf t
|v0(x)− u0(x)|2dx,

where a constant C > 0 and the quantity Lf is given by

Lf = sup
j∈{1,··· ,d}

sup
(u,v)∈Ω2

sup
w∈RN\{0}

∣∣∣∣
wT∂2

uη(v)∂ufj(u)w

wT∂2
uη(v)w

∣∣∣∣ .

1.4.3 Results in Chapter 5: Stability of stationary solution for non-
linear relaxation balance laws

Stability of stationary solutions of singular systems of balance laws have been analyzed in [80].
In chapter 5, we extend this result to the case of nonlinear relaxation balance laws. We first
define an entropy process solution, which generalizes the concept of entropy weak solutions.
After that, we construct the relative entropy to compare two states. Therefore, we are able to
prove the stability of some stationary states within entropy process solutions.

We consider non-conservation systems in d space dimensions of the form



∂tu(t, x) +

d∑

i=1

∂ifi(u, α)(t, x) +
d∑

i=1

si(u, α)(t, x)∂iα(t, x) = r(u, α)(t, x),

∂tα(t, x) = 0.

(1.4.11)
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where

u : R+ × Rd → Ω, fj : Ω× R→ RN ,

α : R+ × Rd → R, si : Ω× R→ RN ,

r : Ω× R→ RN .

An initial condition is associated with (1.4.11)
{
u(0, x) = u0(x),

α(0, x) = α(x),
for x ∈ Rd. (1.4.12)

The second equation in (1.4.11) means that α is time-independent. If α is smooth, the third
term of the left-hand side of (1.4.11) can be considered as a source term. However, the analysis
of our work also applies to non-smooth α, and the term

∑d
i=1 si(u, α)∂iα is a non-conservative

product. System (1.4.11) is endowed with an entropy pair (η, F ), which depends on (u, α) and
satisfies the following assumptions

(H1) The function η = η(u, α) ∈ C2(Ω × R,R) is convex with respect to its first variable and
there exist two positive constants β0 < β1 such that

σ
(
∂2
uη
)
⊂ [β0, β1] , on Ω× R, (1.4.13)

where σ denotes the matrix spectrum.

(H2) There exists an entropy flux F = (Fi(u, α))1≤i≤d such that

∀1 ≤ i ≤ d, ∂uη∂ufi = ∂uFi and ∂uη(∂αfi + si) = ∂αFi.

To investigate the stability of system (1.4.11), we assume a natural assumption, which is the
following entropy dissipation condition:

(H3) For every u, v ∈ Ω with r(v, .) = 0,
(
∂uη(u, .)− ∂uη(v, .)

)
· r(u, .) ≤ 0

Instead of using the assumption (H3), in [91], Tzavaras studied the following condition

(H3′) For every u, v ∈ Ω with r(v, ·) = 0, there exists γ > 0 such that

−
(
∂uη(u, ·)− ∂uη(v, ·)

)
·
(
r(u, ·)− r(v, ·)

)
≥ γ|u− v|2,

which may be more restrictive than the entropy dissipation condition (H3). However, it is the
key to prove the asymptotic stability of system (1.4.11).

In this work, we extend the analysis in Section 1.4.2 to systems of the form (1.4.11). For
a given α, we are able to compare an entropy process solution to some particular stationary
solutions. We first assume that the products si∂iα can be described by means of vector-valued
Radon measures µi ∈M

(
R+ × Rd × (0, 1)

)N 1 which satisfy at least the following properties

1More precisely, M(X) denotes the set of locally bounded Radon measures on a setX, i.e. M(X) = (Cc(X)))′.
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(P1) On any open set B = Bt × Bx ⊂ R+ × Rd such that α ∈ W 1,∞(Bx), the measures
µi, 1 ≤ i ≤ d, satisfy

∀ϕ ∈ C∞c (B),∀1 ≤ i ≤ d,

∫ 1

0

∫

B

ϕdµi(t, x, λ) =

∫ 1

0

∫

B

ϕsi(ν, α)∂iαdtdxdλ.

(P2) For any component 1 ≤ k ≤ N and any dimension index 1 ≤ i ≤ d,

s
(k)
i ≡ 0⇒ µ

(k)
i ≡ 0.

Let us now define the entropy process solution

Definition 1.4.1. Let u0 ∈ BV (Rd,Ω)N , α ∈ BV (Rd) and T > 0. A function ν ∈ L∞([0, T )×
Rd × (0, 1),Ω) is an entropy process solution of the Cauchy problem (1.4.11)-(1.4.12) if there
exists (µi)1≤i≤d ⊂M(R+ ×Rd × (0, 1)) satisfying assumptions (P1) and (P2) such that, for all
ϕ ∈ C∞c ([0, T )× Rd),

−
∫ 1

0

∫ T

0

∫

Rd

(
ν(t, x, λ)∂tϕ+

d∑

i=1

fi(ν, α)∂iϕ

)
dxdtdλ+

∫ 1

0

∫ T

0

∫

Rd
ϕdµ(t, x, λ)

−
∫

Rd
u0(x)ϕ(0, x)dx =

∫ 1

0

∫ T

0

∫

Rd
r(ν, α)ϕdxdtdλ,

(1.4.14)

and, for all non-negative ϕ ∈ C∞c ([0, T )× Rd),

−
∫ 1

0

∫ T

0

∫

Rd

(
η(ν, α)∂tϕ+

d∑

i=1

Fi(ν, α)∂iϕ

)
dxdtdλ−

∫

Rd
η(u0, α)(x)ϕ(0, x)dx

≤
∫ 1

0

∫ T

0

∫

Rd
Σ(ν, α)ϕdxdtdλ.

(1.4.15)

Let us remark that from an entropy weak solution u(t, x) to problem (1.4.11)-(1.4.12),
one may easily construct an entropy process solution to problem (1.4.11)-(1.4.12) by setting
ν(t, x, λ) = u(t, x) for any λ ∈ (0, 1). Reciprocally, if ν is an entropy process solution to problem
(1.4.11)-(1.4.12) such that there exists u ∈ L∞([0, T )×Rd) such that ν(t, x, λ) = u(t, x) for a.e.
(t, x, λ) ∈ [0, T )× Rd × (0, 1), then u is an entropy weak solution to problem (1.4.11)-(1.4.12).
We now define the relative entropy and entropy-fluxes between two solutions (ν, α) and (v, β)

Definition 1.4.2. Let ν, v ∈ Ω. The relative entropy of ν with respect to v is defined by

h : Ω× Ω× R→ R+

(ν, v, α) 7→ η(ν, α)− η(v, α)− ∂uη(v, α) · (ν − v)
(1.4.16)

and the corresponding relative entropy fluxes q : Ω× Ω× R→ Rd are

qi(ν, v, α) = Fi(ν, α)− Fi(v, α)− ∂uη(v, α) ·
(
fi(ν, α)− fi(v, α)

)
, ∀i ∈ {1, ..., d}. (1.4.17)

For a given α ∈ C1(Rd,R), consider a smooth, and thus entropy conservative, entropy
process solution ν of (1.4.11), and a time-independent function v. After some calculations, we
have

∂th(ν, v, α) = −
d∑

i=1

∂i [Fi(ν, α)− ∂uη(v, α) · fi(ν, α)] + Σ(ν, α)− ∂uη(v, α) · r(ν, α)

−
d∑

i=1

∂i [∂uη(v, α)] · fi(ν, α) + ∂uη(v, α) ·
d∑

i=1

si(ν, α)∂iα.

38



Since the two last terms are not in conservation form, we need to add some assumptions on v
in order to make them vanishing. Thus, for any given constant vector H0 ∈ RN , we introduce
S(H0), the set of (v, α) ∈ Ω× R such that

(S1) ∂uη(v, α) = H0.

(S2) For all 1 ≤ i ≤ d and 1 ≤ k ≤ N , H(k)
0 s

(k)
i ≡ 0.

Let us mention that the above discussion on the smooth solution is extended to entropy process
solutions by the theorems 1.4.3 and 1.4.4. Firstly, we use the entropy dissipation condition (H3)
to state the following stability result

Theorem 1.4.3. Let H0 ∈ RN and consider the set S(H0) defined by (S1)-(S2), assumed to
be nonempty. Consider α ∈ BV (Rd) and a function v ∈ BV (Rd,Ω) such that (v, α) ∈ S(H0)
almost everywhere and satisfy the entropy dissipation condition (H3). Then, v is a stationary
entropy process solution of system (1.4.11).

Moreover, let T > 0, u0 ∈ BV (Rd,Ω)N , and ν ∈ L∞
(
[0, T )× Rd × (0, 1),Ω)

)
an associated

entropy process solution. Then, there exists a positive constant Lf , independent of ν, v and α
such that the following nonlinear stability property holds for all R > 0 and for almost every
t ∈ [0, T ]

∫ 1

0

∫

B(0,R)

h(ν(t, x, λ), v(x), α(x))dxdλ ≤
∫

B(0,R+Lf t)

h(u0(x), v(x), α(x))dx. (1.4.18)

Secondly, we consider the assumption (H3′) to prove the following asymptotic stability

Theorem 1.4.4. Let H0 ∈ RN and consider the set S(H0) defined by (S1)-(S2), assumed to
be nonempty. Consider α ∈ BV (Rd) and a function v ∈ BV (Rd,Ω) such that (v, α) ∈ S(H0)
almost everywhere and satisfy the entropy dissipation condition (H3 ′). Then, v is a stationary
entropy process solution of system (1.4.11).

Moreover, let T > 0, u0 ∈ BV (Rd,Ω)N , and ν ∈ L∞
(
[0, T )× Rd × (0, 1),Ω)

)
an associated

entropy process solution. Then, there exist positive constants Lf and γ, independent of ν, v and
α such that the following nonlinear stability property holds for all R > 0 and for almost every
t ∈ [0, T ]

∫ 1

0

∫

B(0,R)

h(ν(t, x, λ), v(x), α(x))dxdλ+ γ

∫ 1

0

∫ t

0

∫

B(0,R+Lf (t−τ))

|ν(τ, x, λ)− v(x)|2dxdτdλ

≤
∫

B(0,R+Lf t)

h(u0(x), v(x), α(x))dx.

(1.4.19)

1.5 Links with the scientific production
This thesis is mostly contributed to the following submitted and preprint papers.

1. B. Boutin, T. H. T. Nguyen, and N. Seguin. A stiffly stable semi-discrete scheme for the
characteristic linear hyperbolic relaxation with boundary. ESAIM: Mathematical Mod-
elling and Numerical Analysis, 2020. In this paper, we study a stiffly stable semi-discrete
scheme for the damped wave equation using SBP method. This result is given more de-
tails in Section 2.2. Furthermore, we focus in Section 2.3 on the time-implicit scheme of
the IBVP (1.2.1). By using energy estimate and Laplace transform, this approximation
is proved to be stiffly stable if the boundary condition satisfies BuBv > 0. Finally, in
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Section 2.4, we study the fully discrete approximation of the IBVP (1.2.1) with homoge-
neous boundary condition bn ≡ 0, for any n ∈ N, obtained by upwind scheme in space
and the implicit scheme in time. Let us remark that we have difficulty finding a sufficient
condition for the stiff stability of the numerical scheme with nonzero boundary data, but
we propose its possibility to a further work.

2. B. Boutin, T. H. T. Nguyen, and N. Seguin. A stiffly stable fully discrete scheme for
the damped wave equation using discrete transparent boundary condition. Preprint, May
2020. By using the concept of transparent boundary condition, we show here that the
SKC is a sufficient condition for the stiff stability of the time-implicit central differencing
scheme for the linear damped wave equation with boundary. It is given more details in
Chapter 3.

3. B. Boutin, T. H. T. Nguyen, A. Sylla, S. Tran-Tien, and J.-F. Coulombel. High order
numerical schemes for transport equations on bounded domains. Preprint, Dec. 2019.
The goal of this article is to extend the result in [22] to the case of nonzero incoming
boundary data by developing a systematic construction and stability analysis for numer-
ical boundary conditions arising from the so-called inverse Lax-Wendroff method. We
illustrate the results with the Lax-Wendroff and O3 schemes. This is the main result in
Chapter 4.

4. In Chapter 5, we study the stability of stationary solutions of non-conservation systems
with the source term. We aim at proving that stationary solutions are stable among
entropy process solution, which generalizes the concept of entropy weak solutions and
can be obtained by passing to the limit of solution of the numerical scheme. To prove
the stability of some stationary states within entropy process solution, we construct an
associated relative entropy which allows to compare two states, and use the entropy
dissipation condition. Besides, we also consider another assumption in [91] to prove the
asymptotic stability of stationary solution of nonlinear relaxation balance laws.
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Chapter 2

A stiffly stable discrete scheme for the
damped wave equation using summation
by parts method

We study the discretization of the linear damped wave equation in a quarter plane. Because
of the work of Z. Xin and W. Xu in [96], we know that the stability condition of Kreiss is
not sufficient to ensure the uniform stability of the initial boundary value problem (IBVP) for
relaxation system independent of the stiffness of the source term. To remedy this problem, they
then introduce a so-called Stiff Kreiss Condition (SKC), which turn out to be a necessary and
sufficient condition on the boundary. In this chapter, we also exhibit a sufficient condition on
the boundary to guarantee the uniform stability of the IBVP for relaxation system independent
of the stiffness of the source term and of the space step. The boundary is approximated using
a summation-by-parts method and the stiff stability is proved by energy estimates and Laplace
transform. We also investigate if the condition is also necessary, following the continuous case
studied by Z. Xin and W. Xu in [96].

2.1 Introduction
In many physical situations, we are interested in hyperbolic systems of partial differential
equations with relaxation terms [3]. Such systems are found in relaxing gas theory [12], water
waves [82, 94] and reactive flows [13]. One of the main features of these models is related to the
notion of dissipation, leading to smooth solutions and asymptotic stability. The study of the
zero relaxation limit for such systems has caught much interest, both from a theoretical and
numerical point of view, after the works of Liu [64], Chen, Levermore and Liu [11], Hanouzet and
Natalini [44], Yong [97, 98]. In this chapter, we are concerned with the numerical treatment of
the boundary for hyperbolic relaxation systems by using the SBP method. Due to the presence
of boundary layers and to the possible interaction of the boundary and initial layers, numerical
schemes have to be properly designed so as to provide accurate approximations and consistent
behaviors.

One of the simplest linear hyperbolic systems with relaxation is the linear damped wave
equation on uε, vε ∈ R {

∂tu
ε + ∂xv

ε = 0,

∂tv
ε + a∂xu

ε = −ε−1vε,
(2.1.1)

where a > 0 and the relaxation time ε > 0 characterizes the stiffness of the relaxation process.
When ε goes to zero, the model may be simplified. We expect indeed that for any position x
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and any time t, the solution (uε, vε) tends to (u(x), 0), which is the solution of the corresponding
equilibrium system [11, 96].

In order to determine a unique solution to the problem (2.1.1) in the quarter plane x > 0,
t > 0, it is necessary to specify values of the solution at initial time

uε(x, 0) = u0(x), vε(x, 0) = v0(x), (2.1.2)

and to impose conditions on the solution at the boundary

Buu
ε(0, t) +Bvv

ε(0, t) = b(t), (2.1.3)

where Bu and Bv are constants. For simplicity, we also assume the initial data f(x) =
(u0(x), v0(x)) and the boundary data b(t) to be compatible at the space-time corner (x, t) =
(0, 0), i.e.

f(0) = f ′(0) = 0, b(0) = b′(0) = 0. (2.1.4)

In some cases, the suitable boundary conditions comes from physical considerations. At a
solid wall that bounds the flow of a fluid, for example, one sets the normal component of the
fluid velocity equal to zero (if effects of viscosity are to be considered, the tangential component
must also vanish). In other situations, the choice of boundary conditions is not so obvious. This
is the case when considering artificial boundaries, which do not correspond to a well-identifies
physical phenomenon. In general, not any boundary condition is suitable for a given hyperbolic
problem. In the case of the problem (2.1.1), which is a particular case of the Jin-Xin relaxation
model in one space dimension [51], the hyperbolic structure is related to the Riemann invariants√
auε ± vε and to the characteristic velocities ±√a. Therefore the boundary condition (2.1.3)

has to satisfy the Uniform Kreiss Condition (UKC)

Bu +
√
aBv 6= 0. (2.1.5)

Only under this assumption, the incoming flow
√
auε + vε at the boundary x = 0 can be

deduced from the outgoing flow
√
auε − vε and the data b(t). Therefore the initial boundary

value problem (IBVP) (2.1.1)-(2.1.3) is well-posed for each fixed ε (see [3, 96, 97]).
In [96], Z. Xin and W. Xu study the asymptotic equivalence of a general linear system of

one-dimensional conservation laws and the corresponding relaxation model proposed by S. Jin
and Z. Xin [51] in the limit of a small relaxation rate ε. The main issue is to extend and
precise this asymptotic equivalence in the presence of physical boundaries. Within the same
problematic, W.-A. Yong in [97] proposed a Generalized Kreiss Condition (GKC) for general
multi-dimensional linear constant coefficient relaxation systems, or one-dimensional nonlinear
systems, with non-characteristic boundaries. This condition enables uniform stability estimates
and a reduced boundary condition for the corresponding equilibrium system. For the special
Jin-Xin system (2.1.1) with boundary condition (2.1.3) but with stiff source terms of the form
ε−1(λuε − vε) for some λ, Z. Xin and W. Xu identify and rigorously justify a necessary and
sufficient condition (which they call the Stiff Kreiss Condition, or SKC in short) on the boundary
condition to guarantee the uniform well-posedness of the IBVP, independently of the relaxation
parameter. In addition to the work in [97], their study also covers the characteristic case and
provides optimal asymptotic expansions for the limit process, handling with boundary and/or
initial layers. In the case of our system (2.1.1), the parameter λ = 0 so that the boundary is
characteristic for limit equation, and the SKC in [96] then simply reduces to

Bv = 0, or
Bu

Bv

/∈
[
−√a, 0

]
. (2.1.6)

The motivation of the present study is to analyze the counterpart of the above results
but now for the difference approximation of the IBVP (2.1.1)-(2.1.3). The major issues in
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the theory of the relaxation approximations to equilibrium system of conservation laws is the
appearance of stiff boundary layers in the presence of physical or numerical boundary conditions
due to the additional characteristic speeds introduced in the relaxation systems. On the other
hand, the stability estimate obtained for a certain approximation is the key to the proper error
estimates. Thus, the way of formulating boundary conditions for the relaxation systems so as
to guarantee the uniform stability and to minimize the artificial boundary layer is a crucial
issue to the success of the schemes.

In this chapter, we first study a stiffly stable semi-discrete scheme for the IBVP (2.1.1)-
(2.1.3) obtained by the central differencing scheme in Section 2.2. After that, we focus in
Section 2.3 on the time-implicit scheme of the IBVP (2.1.1)-(2.1.3). By using energy estimate
and Laplace transform, we prove that BuBv > 0 is a sufficient condition for the stiff stability
of this scheme. Finally, in Section 2.4, we consider the fully discrete approximation of the
IBVP (2.1.1)-(2.1.3) with homogeneous boundary condition bn ≡ 0, for any n ∈ N, obtained
by upwind scheme in space and the implicit scheme in time.

2.2 The semi-discrete central scheme
Let ∆x > 0 be the space step and U(xj, t) = (uε, vε)T (xj, t) with xj = j∆x, for any j ∈ N.
The solution to the IBVP (2.1.1)-(2.1.3) is approximated by a sequence Uj(t) = (uj(t), vj(t))

T

(where we omit the explicit dependence on ε). We focus in this section on the semi-discrete
approximation of the IBVP obtained by the central differencing scheme and derive a sufficient
condition for its stiff stability. Let A, S and B be the following matrices:

A =

(
0 1
a 0

)
, S =

(
0 0
0 −1

)
, B =

(
Bu Bv

)
. (2.2.1)

A first step towards the semi-discrete approximation of the IBVP (2.1.1)-(2.1.3) is the following
system

∂tUj(t) + (QU)j(t) =
1

ε
SUj(t), j ≥ 1,

Uj(0) = fj,

BU0(t) = b(t),

(2.2.2)

with the discrete Cauchy data fj = U(xj, 0). The difference operator (QU)j(t) is a consistent
approximation of the first order space-derivative A∂xU(xj, t) in the sense that (QU)(xj, t) =
A∂xU(xj, t)+O (∆xp) , for some p > 0. It is defined at any discrete point including the boundary
point j = 0.

The summation by parts (SBP) finite difference operators were first derived in [71, 72]. In
[83], the analysis was revisited and exact expressions for the finite difference coefficients were
obtained. In the case of the central scheme, the modification of the difference operator QU
at j = 0 can also be interpreted as the use of an extra boundary condition. It means that
we use the centered approximation at the boundary point j = 0 but supply another boundary
condition that determines a ghost value U−1 through the identity

U1 − 2U0 + U−1 = 0.

If we eliminate U−1, then we obtain a one-sided approximation. In [42], the corresponding
energy estimate is obtained by using the scalar product and norm

〈U, V 〉∆x =
∆x

2
〈U0, V0〉+ ∆x

∞∑

j=1

〈Uj, Vj〉 , ‖U‖2
∆x = 〈U,U〉∆x . (2.2.3)
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with 〈., .〉 being the usual Euclidean inner product. The considered difference operator reads

(QU)j =





1

2∆x
A(Uj+1 − Uj−1), j ≥ 1,

1

∆x
A(U1 − U0), j = 0,

(2.2.4)

which uses a noncentered approximation at the boundary, so that the difference operator is
defined at all gridpoints including the boundary point j = 0.

Let us emphasize that the numerical scheme (2.2.2) still needs one more scalar equation at
the boundary point j = 0 so as to be fully defined, due to the fact that the matrix B has rank
one. This is actually a discrete feature only, since in the continuous case this single equation is
exactly complemented by the only incoming characteristic (under UKC). We choose to define
the remaining discrete boundary value in agreement with the dissipativeness of the source term.
We then use a symmetric form of the problem, based on the matrix P and on the symmetric
positive definite matrix HP below

P =

(
Bu Bv

1 0

)
, HP =

(
1 −Bu

−Bu aB2
v +B2

u

)
. (2.2.5)

As a consequence, the matrix P THPP is symmetric positive definite, HPPAP
−1 is symmetric

and HPPSP
−1 is negative semi-definite. Since P THPPA is also a symmetric matrix, one has

〈
U, P THPP (QU)

〉
∆x

(t) = −1

2

〈
U0, P

THPPAU0

〉
(t),

which is the discrete counterpart of the equality
∫ +∞

0

〈
U, P THPPA∂xU

〉
(x, t)dx = −1

2

〈
U, P THPPAU

〉
(0, t)

available in the continuous case. Moreover, at the boundary j = 0, we obtain
〈
∂tU0, P

THPPU0

〉
(t) +

〈
(QU)0, P

THPPU0

〉
(t) =

1

ε

〈
SU0, P

THPPU0

〉
(t). (2.2.6)

Inserting now the homogeneous boundary condition BU0(t) = 0 and introducing the matrix
Π2 =

(
0 1

)
, the previous equality (2.2.6) can be reformulated as

∂t (Π2HPPU0) (t) (Π2PU0) (t) + (Π2HPP (QU)0)(t)(Π2PU0)(t) =
1

ε
(Π2HPPSU0) (t) (Π2PU0) (t).

We therefore propose the following numerical approximation at the boundary

∂t(Π2HPPU0)(t) + Π2HPP (QU)0(t) =
1

ε
Π2HPPSU0(t).

To summarize, along the rest of the chapter, we will study the following semi-discrete approx-
imation of the IBVP (2.1.1)-(2.1.3):





∂tUj(t) + (QU)j(t) = ε−1SUj(t), j ≥ 1, t ≥ 0,

Uj(0) = fj, j ≥ 0,

BU0(t) = b(t), t ≥ 0,

∂t(Π2HPPU0)(t) + Π2HPP (QU)0(t) = ε−1Π2HPPSU0(t), t ≥ 0.

(2.2.7)

Main result: For the continuous IBVP (2.1.1)-(2.1.3), the UKC (2.1.5) is not enough and a
more stringent restriction has to be imposed. Our aim is to determine a sufficient condition for
the stiff stability of the above semi-discrete IBVP (2.2.7), in other words the uniform stability
with respect to the stiffness of the relaxation term. First of all, let us address the question
of the existence and uniqueness of a solution to the infinite-dimensional ODE system (2.2.7)
through the next result.
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Lemma 2.2.1. Let us consider some fixed parameters (Bu, Bv) ∈ R2 with Bv 6= 0, and
ε,∆x > 0. For any (fj)j∈N ∈ `2(N,R2) and any b ∈ C1(R+,R) there exists a unique solu-
tion (Uj)j∈N ∈ C1([0,+∞[, `2(N,R2)) to (2.2.7).

Proof. The proof rests on the common linear Cauchy-Lipschitz theorem in the Banach space
`2(N,R2). Let us bring some precisions concerning the solvability of the two rank-one boundary
equations. The first algebraic equation reads simply

Buu0(t) +Bvv0(t) = b(t),

while the second differential one reads equivalently, for some linear operator L : R2 × R2 → R,
as

aB2
vu
′
0(t)−BuBvv

′
0(t) + L(U0(t), U1(t)) = 0.

Eliminating v0 from the algebraic boundary condition, we get thus Bvv
′
0(t) = b′(t) − Buu

′
0(t)

and therefore
(aB2

v +B2
u)u
′
0(t) = −L(U0(t), U1(t)) +Bub

′(t).

The solvability of the whole ODE system is therefore deduced by Bv 6= 0 together with aB2
v +

B2
u 6= 0. The details are left to the reader.

Theorem 2.2.2 (Main result). Under the strict dissipativity condition

BuBv > 0, (2.2.8)

for any T > 0 there exists CT > 0 such that for any (fj)j∈N ∈ `2(N,R2) and any b ∈ C1(R+,R)∩
L2(R+,R), the solution (Uj)j∈N to (2.2.7) satisfies

∫ T

0

|U0(t)|2 dt+

∫ T

0

∑

j≥0

∆x|Uj(t)|2 dt ≤ CT

(∑

j≥0

∆x|fj|2 +

∫ T

0

|b(t)|2 dt
)
, (2.2.9)

where the constant CT is independent of the data f and b, but most importantly of ε ∈ (0,+∞)
and ∆x ∈ (0, 1].

The proof of Theorem 2.2.2 is based on two main ingredients, by assembling a result for the
case of homogeneous boundary data and another for the case with homogeneous initial data.
We state successively hereafter these two statements.

Proposition 2.2.3 (Homogeneous boundary condition). Assume that the parameters ∆x ∈
(0, 1], ε > 0 and (Bu, Bv) satisfy the discrete strict dissipativity condition

2a
Bu

Bv

+
∆x

ε

(
Bu

Bv

)2

> 0. (2.2.10)

Then there exists a constant C > 0 such that for any (fj)j∈N ∈ `2(N,R2), the solution (Uj)j∈N
to (2.2.7) with b ≡ 0 satisfies

〈
U, P THPPU

〉
∆x

(T ) + C

∫ T

0

|U0|2(t)dt ≤
〈
f, P THPPf

〉
∆x
. (2.2.11)

More precisely,

a) If BuBv > 0 then (2.2.11) holds uniformly, i.e. with C independent of ε and ∆x.

b) If BuBv < 0 then considering some δ0 > −2aBvB
−1
u , there exists C(δ0) > 0 such that

(2.2.11) holds uniformly with C = C(δ0), as soon as ∆x ≥ δ0ε.
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Proposition 2.2.4 (Homogeneous initial condition). Assume that the boundary condition is
strictly dissipative, satisfying (2.2.8). Then, there exists a constant C > 0 such that for any
α > 0 there exists ∆x0 > 0 such that the following property holds. For any b ∈ C1(R+,R) ∩
L2(R+,R) and ∆x ≤ ∆x0, the solution (Uj)j∈N to (2.2.7) with (fj)j∈N ≡ 0 satisfies

α∆x

∫ ∞

0

∑

j≥0

e−2αt|Uj(t)|2dt+

∫ ∞

0

e−2αt|U0(t)|2dt ≤ C

∫ ∞

0

e−2αt|b(t)|2dt. (2.2.12)

Remark 2.2.5. Since P THPP is a symmetric positive definite matrix, the following inequality
holds for some constants m,n > 0, independent of ∆x:

m
〈
U, P THPPU

〉
∆x

(t) ≤ 〈U,U〉∆x (t) ≤ n
〈
U, P THPPU

〉
∆x

(t),

which will be useful to prove the estimate (2.2.9) with weighted-in-time norms from (2.2.11).

Xin and Xu in [96] considered the IBVP for the Jin-Xin relaxation model [51] and derived
the SKC (2.1.6) for its stiff well-posedness. They show in particular that the IBVP is well-posed
if and only if (2.1.6) holds. In the discrete IBVP (2.2.7), it seems that even the SKC is not
sufficient to derive uniform stability estimates. In comparison, the strict dissipativity condition
(2.2.8) is more restrictive, but we are only able to prove that it is sufficient. Following [97]
and [96], we also perform a normal mode analysis to construct unstable solutions and, based
on some numerical investigations, the condition (2.2.8) would appear to be also necessary for
the stiff stability. Let us mention that the discrete strict dissipativity condition (2.2.10) is not
implied by the SKC (2.1.6), probably due to some numerical diffusion at the boundary.

The Proposition 2.2.3 is studied in Section 2.2.1.1 by means of the discrete energy method.
In order to illustrate the relevance of the discrete strict dissipativity condition (2.2.10), we
present in Section 2.2.1.2 some numerical results, for various values of the parameters (Bu, Bv)
and show that the energy

〈
U(t), P THPPU(t)

〉
∆x

increases if the condition (2.2.10) does not
hold. In Section 2.2.2.1, we want to address the question of the existence of unstable solutions
in order to derive necessary condition for stability by using the normal mode analysis. In
Section 2.2.2.2, we present numerical results and show that BuBv > 0 seems to be necessary to
ensure the stiff stability of the discrete IBVP. Even if the boundary condition (2.1.3) satisfies
the SKC, there exist unstable solutions of the discrete IBVP (2.2.7). To isolate the effects of a
possible boundary layer and avoid the complicated interactions of boundary and initial layers,
in Section 2.2.3, we consider the IBVP (2.2.7) with homogeneous initial data and nonzero
boundary data b(t). In Section 2.2.3.1, the numerical solution (Uj(t))j∈N can be constructed
by Laplace transform. By using the Parseval’s identity, under assumption BuBv > 0, the
Proposition 2.2.4 is proved in Section 2.2.3.2 .

2.2.1 Stiff stability of the semi-discrete IBVP with homogeneous bound-
ary condition

In this section, we consider the IBVP (2.2.7) for homogeneous boundary condition b ≡ 0,
nonzero Cauchy data (fj)j∈N ∈ `2(N,R2) and prove Proposition 2.2.3 by means of the discrete
energy method.

2.2.1.1 The energy method

In the continuous case, the energy estimates are obtained using integration by parts rules.
Therefore, we make use of the similar SBP rules for the discrete approximations of ∂/∂x [42].
The sufficient condition (2.2.10) is then deduced directly from discrete energy estimates.
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According to the scalar product (2.2.3), we can see that

〈
∂tU, P

THPPU
〉

∆x
(t) =

∆x

2
〈∂t (HPPU0) , PU0〉 (t) + ∆x

∞∑

j=1

〈
∂tUj, P

THPPUj
〉

(t). (2.2.13)

Since P THPP is a symmetric positive definite matrix and using the homogeneous boundary
condition BU0(t) = 0 and thus PU0 = (0,Π2PU0)T , the previous equality (2.2.13) can be
reformulated as

1

2
∂t
〈
U, P THPPU

〉
∆x

(t) =
∆x

2
∂t (Π2HPPU0) (t) (Π2PU0) (t) + ∆x

∞∑

j=1

〈
∂tUj, P

THPPUj
〉

(t).

(2.2.14)
Now, we show how the difference operator (QU)j∈N can be applied for the IBVP (2.2.7) for

the homogeneous boundary condition at all gridpoints including the boundary point j = 0

∂tUj(t) =
1

ε
SUj(t)−

1

2∆x
A (Uj+1(t)− Uj−1(t)) , j ≥ 1,

and
∂t (Π2HPPU0) (t) =

1

ε
Π2HPPSU0(t)− 1

∆x
Π2HPPA (U1 − U0) (t).

As a consequence, the equation (2.2.14) can be represented as

∂t
〈
U, P THPPU

〉
∆x

(t) =
∆x

ε
(Π2HPPSU0) (t) (Π2PU0) (t) +

2∆x

ε

∞∑

j=1

〈
SUj, P

THPPUj
〉

(t)

+ (Π2HPPAU0) (t) (Π2PU0) (t)− (Π2HPPAU1) (t) (Π2PU0) (t)

−
∞∑

j=1

〈
AUj+1, P

THPPUj
〉

(t) +
∞∑

j=1

〈
AUj−1, P

THPPUj
〉

(t).

(2.2.15)

On the other hand, the last term in the right hand side becomes

∞∑

j=1

〈
AUj−1, P

THPPUj
〉

(t) =
〈
AU0, P

THPPU1

〉
(t) +

∞∑

j=1

〈
AUj, P

THPPUj+1

〉
(t).

Since HPPAP
−1 is symmetric and PU0 = (0,Π2PU0)T , one gets

〈
AU0, P

THPPU1

〉
(t) = (Π2HPPAU1) (t) (Π2PU0) (t),

and then
∞∑

j=1

〈
AUj−1, P

THPPUj
〉

(t) = (Π2HPPAU1) (t) (Π2PU0) (t) +
∞∑

j=1

〈
AUj+1, P

THPPUj
〉

(t).

(2.2.16)
Substituting (2.2.16) into (2.2.15), the three last terms in (2.2.15) vanish. After some calcula-
tions, we obtain

∂t 〈U,HU〉∆x (t) + 2a
Bu

Bv

u2
0(t) +

∆x

ε
v2

0(t) = −2∆x

ε

∞∑

j=1

v2
j (t),
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where the symmetric positive definite matrix H = B−2
v P THPP is simply

H =

(
a 0
0 1

)
. (2.2.17)

In order for the energy method to work, the boundary condition has to satisfy

2a
Bu

Bv

u2
0(t) +

∆x

ε
v2

0(t) ≥ C|U0(t)|2

for some constant C > 0 whenever Buu0(t) +Bvv0(t) = 0. This leads to the following sufficient
condition

2a
Bu

Bv

+
∆x

ε

(
Bu

Bv

)2

> 0,

under which we directly get the inequality

∂t 〈U,HU〉∆x (t) + C|U0|2(t) ≤ 0,

and thus finally

〈U,HU〉∆x (T ) + C

∫ T

0

|U0|2(t)dt ≤ 〈f,Hf〉∆x . (2.2.18)

More into the details, the following cases occur:

• If BuBv > 0 then there exists C ≤ 2aBuBv (B2
u +B2

v)
−1 such that the inequality (2.2.18)

holds uniformly.

• If BuBv < 0, consider some δ0 > −2aBvB
−1
u . Then there exists C(δ0) > 0 such that the

inequality (2.2.18) holds uniformly as soon as ∆x ≥ δ0ε with C = C(δ0). For example, if
we choose δ0 = −3aBvB

−1
u then there exists C ≤ −aBuBv (B2

u +B2
v)
−1 such that (2.2.18)

holds uniformly.

This ends the proof of Proposition 2.2.3.

Let us mention that, assuming the strict dissipativity condition (2.2.8) of the main theo-
rem 2.2.2 to be fulfilled, the discrete strict dissipativity condition (2.2.10) is then automatically
satisfied. Then, from the inequality (2.2.18), for any T > 0, there exists a constant CT > 0
such that the following inequality holds

∫ T

0

∑

j≥0

∆x|Uj(t)|2dt+

∫ T

0

|U0(t)|2dt ≤ CT
∑

j≥0

∆x|fj|2. (2.2.19)

This will be used to prove Theorem 2.2.2.

2.2.1.2 Numerical experiments

In this section we perform some numerical experiments and observe the effective behavior (i.e.
the time evolution) of the energy

E(t) := 〈U(t), HU(t)〉∆x ,

according to whether or not the discrete strict dissipativity condition (2.2.10) is valid. We also
have a look at the degenerate case when the UKC (2.1.5) does not hold (and thus, none of the
other stability conditions). As discussed in the previous section and in the calculations of Xin
and Xu [96], we expect to observe the decrease of the energy E(t) as soon as BuBv > 0. What
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happens in the case BuBv < 0, but while the the discrete strict dissipativity condition (2.2.10)
still holds, is also experimented.

As main parameters for the experiments, we fix the space step ∆x = 10−2, choose a = 4
and let ε and the boundary parameter (Bu, Bv) vary. Our purpose is not to discuss the choice
of a time integrator for the ODE system, let us mention that in any case we make use of the
integrated solver ode45 of MATLAB (explicit variable time-step Runge-Kutta (4, 5) formula,
the Dormand-Prince pair).

The test case we consider concerns the following data. The boundary data is the homoge-
neous one b ≡ 0. The initial data is

fj =





(0, 0), if xj = 0,

(15, 10)T , if 0 < xj ≤ 1/2,

(0, 0), if xj > 1/2.

Let us first observe that these data are compatible in the corner (x, t) = (0, 0) in the sense
that Bf0(0) = b(0). Moreover the choice of an initial data with support in [0, 1/2] is motivated
by the property of finite speed of propagation available at the continuous side (2.1.1). More
precisely, the exact solution we approximate has characteristic velocities ±2 and therefore
vanishes outside some space interval [0, 0.9] for small times in [0, 0.2]. Thus we choose for our
experiments the space interval [0, 1] and the time interval [0, T ] with T = 0.2. Let us however
mention that, strictly speaking, this analysis is actually wrong at the semi-discrete level and
that in addition we have to define some discrete right boundary condition at x = 1. The most
natural choice in this situation is to select the homogeneous Neumann boundary condition
UJ+1(t) = UJ(t) at the rightmost cell J . We here don’t address the precise analysis of this
choice but the numerical experiments seem to behave correctly, for example when extending
the space-domain to [0, 2]. Other strategies exist in the litterature, with for example discrete
transparent boundary conditions (see for example [5]), but we postpone these possibilities to a
further work.

Firstly, we choose a set of values (Bu, Bv) such that the discrete strict dissipativity condition
(2.2.10) is satisfied with ε = 10−2 and also with ε = 102. The Figure 2.2.1 shows the evolution
of the energy E(t) over the time interval t ∈ [0, 0.2].
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Figure 2.2.1: Energy evolution with the discrete strict dissipativity condition (2.2.10), for
ε = 10−2 (left) and ε = 102 (right).

• We proved that for any ε ∈ (0,+∞) and (Bu, Bv) satisfying the discrete strict dissipativity
condition (2.2.10), E(t) is decreasing. This is strongly supported by the experiments.
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Observe also that the decrease of E(t) is true even in the case BuBv < 0 provided the
discrete strict dissipativity condition (2.2.10) is true. This is the case for example for
ε = 10−2 together with the parameters (Bu, Bv) = (−8.5, 1).

• In the case ε = 10−2 the energy E(t) go down suddenly for small t > 0. This is due to
the initial relaxation of the solution to the equibrium system. In the case ε = 102, the
decrease seems to be linear. It is not so much influenced by the relaxation source term
but more by the boundary dissipation.

Secondly, we choose a set of values (Bu, Bv) such that the discrete strict dissipativity con-
dition (2.2.10) is not satisfied with ε = 10−2 nor with ε = 102. Besides, we also present the
evolution of the energy for parameters such that the Uniform Kreiss Condition (2.1.5) is wrong.
The Figure 2.2.2 shows the evolution of E(t) over the time interval t ∈ [0, 0.2].
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Figure 2.2.2: Energy evolution without the discrete strict dissipativity condition (2.2.10), for
ε = 10−2 (left) and ε = 102 (right).

• On the boundary x = 0, for all ε > 0, if the boundary condition (2.1.3) with homogeneous
boundary condition b(t) ≡ 0 does not satisfy the UKC, then vε =

√
auε. Therefore, the

numerical scheme of the IBVP is not stable for each fixed ε. For ε = 10−2 and ε = 102,
if we choose (Bu, Bv) = (−2, 1) then the values of E(t) increase quickly.

• When the discrete strict dissipativity condition (2.2.10) fails, then we observe for any
t ∈ (0, 0.2] the inequality E(t) > E(0). In the particular case ε = 10−2, the evolution is
non-monotone and there exists 0 < t1 < t2 such that E(t1) > E(t2). However, after that
the values of E(t) increase rapidly. In the case ε = 102, the values of E(t) rise gradually.

Clearly, the numerical results show that the energy E(t) increases in time as soon as the
discrete strict dissipativity condition (2.2.10) does not hold. The behavior is even worse when
the UKC (2.1.5) is not satisfied. It seems that the condition (2.2.10) is also necessary to ensure
the non-increase of the energy, but let us stress that an increasing energy with respect to time
may not be in contradiction with the stiff stability.

2.2.2 Stiff strong stability of the semi-discrete IBVP

In the continuous case, the IBVP (2.1.1)-(2.1.3) is stiffly well-posed if and only if the boundary
condition satisfies the SKC (2.1.6). Now, we want to address the question of existence of
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unstable solutions in order to derive a necessary condition for the stability of the discrete IBVP
(2.2.7). Following W.-A. Yong in [97] and Z. Xin and W. Xu in [96], we shall apply the normal
mode analysis to derive the strict dissipativity condition (2.2.8).

2.2.2.1 Strictly dissipative boundary conditions

We look for (nontrivial) solutions of (2.2.7) satisfying the homogeneous boundary condition
BU0(t) = 0 and of the form

Uj(t) = eξt/εφj, (2.2.20)

with ξ ∈ C such that Re (ξ) > 0, and (φj)j∈N ∈ `2(N,C2). Such solutions, if they exist, clearly
violate the ε−uniform `2 estimates in (2.2.9). Our goal is to find a sufficient condition to ensure
that they do not exist.

Substituting (2.2.20) into (2.2.7), we have to solve the following problem

φj+1 − φj−1 = 2∆xε−1M(ξ)φj, j > 0 (2.2.21a)
Bφ0 = 0, (2.2.21b)
Π2P

−THA
(
φ1 −

(
I + ∆xε−1M(ξ)

)
φ0

)
= 0, (2.2.21c)

where we denote the following matrix M(ξ), already used in [96]:

M(ξ) = A−1(S − ξI) =
1

a

(
0 −(1 + ξ)
−aξ 0

)
. (2.2.22)

For convenience in the notations, we recall that the eigenvalues and eigenvectors of M(ξ) can
be easily found to be respectively

µ±(ξ) = ±
√
ξ(1 + ξ)

a
, r±(ξ) =




1
aµ∓(ξ)

1 + ξ


 . (2.2.23)

According to Lemma 2.5.1 with the property Re(ξ) > 0, we can prove

Re (µ−(ξ)) ≤ −Re (ξ)√
a

< 0, (2.2.24)

while, as a consequence,

Re (µ+(ξ)) ≥ Re (ξ)√
a

> 0.

Let P (ξ) be the 2× 2 matrix whose columns are composed by the component of the vector
r±(ξ):

P (ξ) =




1 1

aµ−(ξ)

1 + ξ

aµ+(ξ)

1 + ξ


 ,

so that M(ξ) = P (ξ)D(ξ)P
−1

(ξ) with D(ξ) = diag(µ+(ξ), µ−(ξ)). Let us also define

ψj =
(
ψIj , ψ

II
j

)T
= P

−1
(ξ)φj.

Now, the two-dimensional linear second order recurrence relations (2.2.21a) reads also under
the form of two decoupled scalar second order linear recurrence relations

ψIj+1 − ψIj−1 =
2µ+(ξ)∆x

ε
ψIj , (2.2.25a)

ψIIj+1 − ψIIj−1 =
2µ−(ξ)∆x

ε
ψIIj . (2.2.25b)
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Firstly, we look at the solution (ψIj )j∈N ∈ `2(N,C) to (2.2.25a), and assume first that the
solution has the form

ψIj = z(ξ)R1, (2.2.26)

for some |z(ξ)| < 1 and R1 ∈ C. Substituting the ansatz (2.2.26) into (2.2.25a), we then obtain
z(ξ) among the values

z±(ξ) =
µ+(ξ)∆x

ε
±
√(

µ+(ξ)∆x

ε

)2

+ 1. (2.2.27)

Applying Lemma 2.5.2 with the property Re (µ+(ξ)) > 0 for Re (ξ) > 0, we can prove

|z−(ξ)| =

∣∣∣∣∣∣
−µ+(ξ)∆x

ε
+

√(−µ+(ξ)∆x

ε

)2

+ 1

∣∣∣∣∣∣
< 1,

while, as a consequence, |z+(ξ)| > 1. Thus, the solution in `2(N,C) of (2.2.25a) can be repre-
sented as

ψIj = zj−(ξ)R1.

Similarly, the solution of (2.2.25b) can be represented as

ψIIj = wj+(ξ)R2,

with R2 ∈ C and

w±(ξ) =
µ−(ξ)∆x

ε
±
√(

µ−(ξ)∆x

ε

)2

+ 1, (2.2.28)

that satisfies |w+(ξ)| < 1 by again using Lemma 2.5.2 together with the property Re (µ−(ξ)) < 0
for Re (ξ) > 0. Again the other root satisfies |w−(ξ)| > 1.

Finally, the solution (φj)j∈N ∈ `2(N,C2) of the two-dimensional problem (2.2.21a) has the
following form

φj = P (ξ)Zj(ξ)R, (2.2.29)

with Z(ξ) = diag(z−(ξ), w+(ξ)), and some R = (R1, R2)T ∈ C2 that remains undetermined at
this level.

Plugging now (2.2.29) into the boundary conditions (2.2.21b) and (2.2.21c), R has to satisfy
the equations

BPR = 0,

Π2P
−THAP

(
Z(ξ)−

(
I +

∆x

ε
D

))
R = 0.

(2.2.30)

Let us introduce the following quantities

g(ξ) =
aµ+(ξ)

1 + ξ
, k(ξ) =

aµ−(ξ)

1 + ξ
,

δ1(ξ) = z−(ξ)−
(

1 +
µ+(ξ)∆x

ε

)
,

δ2(ξ) = w+(ξ)−
(

1 +
µ−(ξ)∆x

ε

)
.

(2.2.31)
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Thus, the system (2.2.30) can be reformulated simply as a linear system

N(ξ)R = 0,

where we set
N(ξ) =

(
Bu + k(ξ)Bv Bu + g(ξ)Bv

−aδ1(ξ)(Bu − k(ξ)Bv) −aδ2(ξ)(Bu − g(ξ)Bv)

)
. (2.2.32)

Proposition 2.2.6. Assume BuBv > 0 and consider some parameters ∆x, ε > 0. For any
ξ ∈ C with Re (ξ) ≥ 0, one has detN(ξ) 6= 0.

In other words, the proposition states that, under the sufficient condition BuBv > 0, the
scheme (2.2.7) with homogeneous boundary condition does not admit unstable solution of the
form (2.2.20) in `2(N,C2).

Proof. We again omit the explicit reference to ξ in the notations, assuming Re (ξ) ≥ 0 all along
this proof. From the definition (2.2.32) and observing k = −g, the quantity detN reads also

detN = a
(
δ1(Bu + gBv)

2 − δ2(Bu − gBv)
2
)
,

Therefore, we have

detN 6= 0⇔
∣∣∣∣∣1−

δ2

δ1

(
Bu − gBv

Bu + gBv

)2
∣∣∣∣∣ |δ1| |Bu + gBv|2 6= 0. (2.2.33)

• Firstly, we prove that ∣∣∣∣∣
δ2

δ1

(
Bu − gBv

Bu + gBv

)2
∣∣∣∣∣ 6= 1.

Let δ = ∆x/ε, then since µ− = −µ+, we have
∣∣∣∣
δ2

δ1

∣∣∣∣ ≤ 1⇔ Re
(√

(µ+δ)2 + 1
)
≥ 0. (2.2.34)

Furthermore, the complex function g(ξ) is analytic and bounded in Re (ξ) ≥ 0. By the con-
formal mapping theorem, g(ξ) maps the half plane Re (ξ) ≥ 0 to a simply connected closed
bounded domain Ω ⊂ C whose boundary corresponds to the image of the imaginary axis
Re (ξ) = 0 under g. The boundary curve

g(iβ) =

√
−aβ2 + aβi

1 + iβ
, −∞ ≤ β ≤ ∞

is a closed curve which intersects the real axis only at β = 0 and at β = ±∞ with g(0) = 0,
g(±i∞) =

√
a. Besides, the curve is transversal to the real axis.

Since BuBv > 0, Re (g(ξ)) ≥ 0 in Re (ξ) ≥ 0, we observe that
∣∣∣∣
Bu − gBv

Bu + gBv

∣∣∣∣
2

≤ 1⇔ Re (g) ≥ 0. (2.2.35)

According to (2.2.34) and (2.2.35), we obtain
∣∣∣∣∣
δ2

δ1

(
Bu − gBv

Bu + gBv

)2
∣∣∣∣∣ ≤ 1. (2.2.36)
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Now, we assume by contradiction that for some point ξ with Re (ξ) ≥ 0, the following occurs

∣∣∣∣∣
δ2

δ1

(
Bu − gBv

Bu + gBv

)2
∣∣∣∣∣ = 1⇔





∣∣∣∣
δ2

δ1

∣∣∣∣ = 1,
∣∣∣∣
Bu − gBv

Bu + gBv

∣∣∣∣
2

= 1

⇔
{

Re
(√

(µ+δ)2 + 1
)

= 0,

ξ = 0.

Since ξ = 0, we have Re
(√

(µ+δ)2 + 1
)

= 1 and thus we conclude that

∣∣∣∣∣
δ2

δ1

(
Bu − gBv

Bu + gBv

)2
∣∣∣∣∣ 6= 1. (2.2.37)

According to (2.2.36) and (2.2.37) we have
∣∣∣∣∣1−

δ2

δ1

(
Bu − gBv

Bu + gBv

)2
∣∣∣∣∣ 6= 0.

• Secondly, with δ = ∆x/ε, we get |δ1| = |1 +
√

(µ+δ)2 + 1| ≥ 1 and

|Bu + gBv|2 ≥ B2
u > 0,

due to the facts BuBv > 0 and Re (g(ξ)) ≥ 0 for Re (ξ) ≥ 0.
Therefore, we proved detN 6= 0.

2.2.2.2 Numerical experiments for the necessity of the boundary condition

Using the normal mode analysis, we prove that the strict dissipativity condition (2.2.8) is
sufficient to preclude the existence of unstable solutions of the form (2.2.20). However, we
are not able to prove that this condition is also necessary, i.e. that there exists an unstable
solution to (2.2.7) with homogeneous boundary condition as soon as BuBv < 0. We first present
hereafter numerical results in this advantageous case (2.2.8), concerning the quantity | detN |
introduced in (2.2.32). Then we also perform a numerically study for situations with BuBv < 0,
and more importantly when Bu/Bv < −

√
a, which is a sub-case of the SKC (2.1.6).

Let us denote the following quantity of interest, depending on ξ ∈ C, δ = ∆x/ε > 0 and
the boundary parameters (Bu, Bv) through their ratio:

F

(
ξ, δ,

Bu

Bv

)
= δ1

(
Bu

Bv

+ g(ξ)

)2

− δ2

(
Bu

Bv

− g(ξ)

)2

,

with quantities introduced in (2.2.31), and recall that we have

detN 6= 0⇔ F

(
ξ, δ,

Bu

Bv

)
6= 0.

Our numerical study is based on two complementary methods. The first one corresponds
to the display of three-dimensional data in two dimensions using contours or color-coded re-
gions. We draw contour lines of the quantity |F (ξ, δ, Bu/Bv) | in the complex plane for ξ, thus
computed from a grid of Re (ξ) values in the horizontal axis and a grid of Im (ξ) values in the
vertical axis. For each fixed parameters δ and Bu/Bv, a contour line is then a curve in the
ξ-plane along which the function |F (ξ, δ, Bu/Bv) | has a constant value, so that any curve joins
points with equal values.
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To know whether or not the function F vanishes at some point ξ, which is a property that
the contour lines may hardly support, we also test numerically the argument principle for the
following contour integral

I(ξ0, R, δ, Bu/Bv) =
1

2πi

∫

D

F ′(ξ, δ, Bu/Bv)

F (ξ, δ, Bu/Bv)
dξ. (2.2.38)

The involved contour curve is some positively oriented circle D ⊂ {ξ ∈ C : Re (ξ) > 0} defined
by

D = {ξ ∈ C, |ξ − ξ0| = R} =
{
ξ0 +Reiθ, θ ∈ (0, 2π]

}
,

where the parameters ξ0 and R > 0 are chosen by hand from the contour plots. The numerical
approximation of the integral (2.2.38) is obtained thanks to the trapezoidal rule on a uniformly
distributed grid ξ(θj) = ξ0 +Reiθj , where θj = 2jπ/N for 1 ≤ j ≤ N for some large integer N .
This computation benefits from the well-known spectral accuracy of the method for periodic
integrand (see for example [89]). The numerator of (2.2.38) with values F ′(ξ(θj), δ, Bu/Bv) is
approximated thanks to a spectral differentiation method [88]. We thus obtain approximations
that we denote D̂F (ξ(θj), δ, Bu/Bv). This approximation uses the discrete Fourier transform
and only the pointwise evaluation of F on the grid. It also has spectral accuracy for large N .
Finally, as an approximation of I(ξ0, R, δ, Bu/Bv), we consider the following quantity:

IN(ξ0, R, δ, Bu/Bv) :=
−i
N

N∑

j=1

D̂F (ξ(θj), δ, Bu/Bv)

F (ξ(θj), δ, Bu/Bv)
.

The function F being holomorphic in the half plane Re (ξ) > 0, this approximation precisely
counts the number of zeros (with multiplicities) inside the contour D.

In any case, we choose a = 4 so that SKC condition reads Bu/Bv /∈ [−2, 0].

Firstly, for all ξ ∈ C with Re (ξ) > 0, we consider the values of |F (ξ, δ, Bu/Bv) | with
parameters δ = 10 and Bu/Bv = 1/40 > 0 (Figure 2.2.3 left) and then with parameters
δ = 10−2 and Bu/Bv = 1 > 0 (Figure 2.2.3 right).
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Figure 2.2.3: Contour plot of ξ 7→ |F (ξ, δ, Bu/Bv) |. The parameters are δ = 10, Bu/Bv = 1/40
(left) and δ = 10−2, Bu/Bv = 1 (right).

In both case, we observe that there exists a constant C > 0 such that |F (ξ, δ, Bu/Bv) | ≥ C
in the half plane Re (ξ) > 0. From our experiments, the constant C = 10−3 seems suitable in
the first case and C = 1 in the second one. Actually, the above observations will be confirmed
rigorously in Section 2.2.3.2.
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Figure 2.2.4: Contour plot of ξ 7→ |F (ξ, 1,−1)|, for Re (ξ) > 0 (left) and a close-up near a
supposed zero (right).
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Figure 2.2.5: Contour plot of ξ 7→ |F (ξ, 10,−1)|, for Re (ξ) < 0 (left) and Re (ξ) > 0 (right).

Secondly, for all ξ ∈ C with Re (ξ) > 0, we consider the values of |F (ξ, δ, Bu/Bv)| with
parameters Bu/Bv ∈ [−√a, 0] and various values for δ > 0. More precisely with choose
Bu/Bv = −1 together with δ = 1 (Figure 2.2.4) and δ = 10 (Figure 2.2.5).

In the first case, the contour lines promote the existence of some ξ ∈ C with Re (ξ) > 0
satisfying |F (ξ, 1,−1)| � 1. Therefore, we consider the circled curve D with parameters
ξ0 = 0.2027 + 0.1471i and R = 2 × 10−4. According to Table 2.1, we compute the contour
integral and for large integers N , we get IN(ξ0, R, 1,−1) = 1 up to the machine epsilon. Thus,
there exists exactly one complex number ξ inside the contour D such that F (ξ, 1,−1) = 0 and a
corresponding unstable solution. In the case δ = 10, for any Re (ξ) > 0 then |F (ξ, 10,−1)| 6= 0
(Figure 2.2.5). Therefore, we can not prove that for any δ > 0, ξ ∈ C, Re (ξ) > 0, if Bu/Bv ∈
[−√a, 0] then |F (ξ, δ, Bu/Bv)| 6= 0.

Thirdly, for all ξ ∈ C with Re (ξ) > 0, we consider the boundary parameter Bu/Bv = −3.5
so that Bu/Bv < −

√
a. Let us recall that in the continuous case, Z. Xin and W. Xu [96] proved

that there is no unstable solution in that case. Contrasting with this result, for the discrete
IBVP (2.2.7), the next numerical experiments support the following conjecture to hold true.

Conjecture 2.2.7. Consider the case Bu/Bv < −
√
a. There exist δ > 0 and ξ ∈ C with

Re (ξ) > 0 such that detN(ξ) = 0. In other words, there exists an unstable solution of (2.2.7)
of the form (2.2.20).

Now, we study the behavior of |F (ξ, δ,−3.5)| with successively δ = 10 and δ = 10−2

(Figure 2.2.6). We can see that in the case δ = 10, for all ξ ∈ C with Re (ξ) > 0, the quantity
|F (ξ, δ,−3.5)| seems to be positively bounded from below.
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In the case δ = 10−2 however the contour lines promote the existence of some ξ ∈ C with
Re (ξ) > 0 satisfying |F (ξ, 10−2,−3.5)| � 1. Therefore we consider the circled curve D with
parameters ξ0 = 0.23 + 101.55i and R = 10−2. According to Table 2.1, we compute the contour
integral and for large integers N , we get IN(ξ0, R, 10−2,−3.5) = 1 up to the machine epsilon.
Thus, there exists a complex number ξ inside the contour D such that F (ξ, 10−2,−3.5) = 0
and a corresponding unstable solution.
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Figure 2.2.6: Contour plot of ξ 7→ |F (ξ, δ,−3.5)| with δ = 10 (left) and δ = 10−2 (right).

N IN(0.2027 + 0.1471i, 2× 10−4, 1,−1) IN(0.23 + 101.55i, 10−2, 10−2,−3.5)
20 0.9948572383921 + 0.019072730887644i 0.9999842664632257− 2.3902006024× 10−8i
40 0.9996520507698− 0.000184801108269i 1.00000000024755 + 7.52237161449× 10−13i
80 1.0000000869301 + 1.287245215× 10−7i 0.9999999999999999 + 4.440892098× 10−17i
160 0.9999999999999 + 2.225615525× 10−14i 0.9999999999999999 + 3.747002708× 10−17i
320 1.0000000000000007 + 1.30104× 10−17i 0.9999999999999999 + 1.061650767× 10−16i

Table 2.1: The contour integral IN .

2.2.3 Stiff stability of the semi-discrete IBVP with homogeneous ini-
tial condition

For convenience in the forthcoming discussions, we recall that the semi-discrete approximation
of the IBVP (2.2.7) with homogeneous initial condition reads





∂tUj(t) + A
Uj+1(t)− Uj−1(t)

2∆x
= ε−1SUj(t), j ≥ 1, t ≥ 0,

Uj(0) = 0, j ≥ 0,

BU0(t) = b(t), t ≥ 0,

∂t
(
Π2P

−THU0

)
(t) + Π2P

−THA
U1(t)− U0(t)

∆x
= ε−1Π2P

−THSU0(t), t ≥ 0.

(2.2.39)
Dealing with difference approximations, the Laplace transform is already the more powerful

tool for problems in one space dimension. It is used to determine stability features when the
energy method is not sufficient. Under the strict dissipativity condition (2.2.8), the numerical
solution (Uj(t))j∈N can be constructed by the method of Laplace transform. By using the
Parseval’s identity, we get the expected result of Proposition 2.2.4
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2.2.3.1 Solution by Laplace transform

The numerical solution Uj(t) of the IBVP (2.2.39) can be constructed by the method of Laplace
transform. Let

Ũj(ξ) = LUj =

∫ ∞

0

e−ξtUj(t)dt, Re (ξ) > 0.

With Uj(0) ≡ 0, we have
L(∂tUj) = ξŨj(ξ)− Uj(0) = ξŨj(ξ)

and therefore the system (2.2.39) becomes

Ũj+1(ξ)− Ũj−1(ξ) =
2∆x

ε
M(εξ)Ũj(ξ), j > 0, (2.2.40)

BŨ0(ξ) = b̃(ξ), (2.2.41)

Π2P
−THA

(
Ũ1(ξ)−

(
I +

∆x

ε
M(εξ)

)
Ũ0(ξ)

)
= 0, (2.2.42)

where
b̃(ξ) = Lb =

∫ ∞

0

e−ξtb(t)dt

and the matrix M(εξ) is the same as in (2.2.22).
Note that the eigenvalues µ±(ξ) of the matrix M(ξ) satisfy

Reµ−(ξ) < 0, Reµ+(ξ) > 0, for Re ξ > 0.

One can proceed as in (2.2.25)-(2.2.29) to find the solution Ũj(ξ) of (2.2.40). For some vector
R ∈ C2, it takes the form

Ũj(ξ) = P (εξ)Zj(εξ)R.

The value of R can be determined easily from the boundary condition (2.2.41) and (2.2.42)

R =
b̃(ξ)

detN(εξ)
N1(εξ),

where
N1(ξ) = a

(
−δ2(ξ)(Bu − g(ξ)Bv)
δ1(ξ)(Bu + g(ξ)Bv)

)
(2.2.43)

and the matrix N(εξ) is the same as in (2.2.32). Therefore,

Ũj(ξ) =
b̃(ξ)

detN(εξ)
P (εξ)Zj(εξ)N1(εξ).

With Ũj(ξ) found, the numerical solution Uj(t) of (2.2.39) can be obtained by inverting the
Laplace transform

Uj(t) = L−1Ũj(ξ) =
1

2π

∫ ∞

−∞
e(α+iβ)tŨj(α + iβ)dβ, α > 0.
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2.2.3.2 Stiff stability analysis

Under the strict dissipativity condition BuBv > 0, we consider Proposition 2.2.4 with homo-
geneous initial condition (fj)j∈N ≡ 0 and nonzero boundary data b(t). Actually, we will need
a more stringent version of the estimate (2.2.37) uniform in δ > 0 and ξ ∈ C with Re (ξ) ≥ 0.
This is the object of the next lemma.

Lemma 2.2.8. Assume BuBv > 0. There exists c ∈ (0, 1) such that for any δ =
∆x

ε
> 0 and

ξ ∈ C with Re (ξ) ≥ 0

∣∣∣∣∣
δ2(ξ)

δ1(ξ)

(
Bu − g(ξ)Bv

Bu + g(ξ)Bv

)2
∣∣∣∣∣ ≤ 1− c. (2.2.44)

where g, δ1 and δ2 are defined in (2.2.31).

Proof. Firstly, from (2.2.34) and (2.2.35) we already observed, assuming BuBv > 0, that for
any δ > 0 and ξ ∈ C with Re (ξ) ≥ 0

∣∣∣∣
δ2(ξ)

δ1(ξ)

∣∣∣∣ ≤ 1 and |τ(g(ξ))| ≤ 1,

where we denote
τ(g) =

Bu − gBv

Bu + gBv

.

Furthermore, the function g(ξ) maps the half plane Re (ξ) ≥ 0 to a simply connected closed
bounded domain Ω. Thus, |τ(g(ξ))| tends to 1 only if Re (g(ξ)) goes to 0.

Secondly, let ξ = α + iβ with α ≥ 0 and β ∈ R, after some calculations, one obtains

Re (g(ξ)) =

√√√√a
(
p+

√
p2 + q2

)

(1 + α)2 + β2
,

where
p = α(1 + α) + β2, q = β.

Thus, for all α ≥ 0, β ∈ R, Re (g(ξ)) goes to 0 only if ξ tends to 0. Therefore, outside a
neighborhood of 0 in Re (ξ) ≥ 0

|τ(g(ξ))| ≤ c < 1.

Moreover, for any δ > 0 and ξ ∈ C with Re (ξ) ≥ 0, the quantity
∣∣∣∣
δ2(ξ)

δ1(ξ)

∣∣∣∣ tends to 1 only

if Re
(√

(µ+(ξ)δ)2 + 1
)

goes to 0. However, in a neighborhood of 0 in Re (ξ) ≥ 0, for any

δ > 0, Re
(√

(µ+(ξ)δ)2 + 1
)
≥ c1 > 0 (for the details, we refer the reader to the technical

Lemma 2.5.3). Thus, ∣∣∣∣
δ2(ξ)

δ1(ξ)

∣∣∣∣ ≤ c2 < 1,

and the result follows.

Proposition 2.2.9. Assume BuBv > 0. There exists C > 0 such that for any δ =
∆x

ε
> 0

and ξ ∈ C with Re (ξ) ≥ 0
| detN(ξ)|2
‖N1(ξ)‖2

≥ CB2
u.
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Before we prove the above result, let us notice that it easily implies the previous Propo-
sition 2.2.6. Actually, the reader has to understand this result as being the Uniform version
of the previous one, in the same way the UKC is the uniform version of the Kreiss Condition
for continuous hyperbolic PDEs, or the discrete UKC is the uniform version of the Godunov
Ryabenkii condition for the (semi-)discrete IBVP, except now we also deal with the parameters
ε and ∆x (or equivalently with the single parameter δ).

Proof. From (2.2.32) and (2.2.43), omitting the explicit dependence in ξ, the we can compute
on the one hand

| detN |2 = a2

∣∣∣∣∣1−
δ2

δ1

(
Bu − gBv

Bu + gBv

)2
∣∣∣∣∣

2

|δ1|2 |Bu + gBv|4

and on the other hand

‖N1‖2 = a2

(
1 +

∣∣∣∣∣
δ2

δ1

(
Bu − gBv

Bu + gBv

)2
∣∣∣∣∣

)
|δ1|2 |Bu + gBv|2 .

Thus we have the explicit formula

| detN |2
‖N1‖2

=

∣∣∣∣∣1−
δ2

δ1

(
Bu − gBv

Bu + gBv

)2
∣∣∣∣∣

2(
1 +

∣∣∣∣∣
δ2

δ1

(
Bu − gBv

Bu + gBv

)2
∣∣∣∣∣

)−1

|Bu + gBv|2 .

Let us investigate separately any of the above terms. According to Lemma 2.2.8, there exists
c > 0 such that for any ξ ∈ C, Re (ξ) ≥ 0 and δ > 0,

∣∣∣∣∣1−
δ2

δ1

(
Bu − gBv

Bu + gBv

)2
∣∣∣∣∣

2

≥ c

and from (2.2.36), we have
(

1 +

∣∣∣∣∣
δ2

δ1

(
Bu − gBv

Bu + gBv

)2
∣∣∣∣∣

)−1

≥ 1/2.

Since BuBv > 0 and Re (g(ξ)) ≥ 0 for Re (ξ) ≥ 0, we finally get

|Bu + gBv|2 ≥ B2
u.

Therefore, there exists C > 0 such that

| detN |2
‖N1‖2

≥ CB2
u.

Now, we prove the uniform `2 estimate (2.2.12). By an application of the following Parseval’s
identity [42][85]:

∫ ∞

0

e−2αt|Uj(t)|2dt =
1

2π

∮ ∞

−∞
|Ũj(α + iβ)|2dβ, α > 0,
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we have
∫ ∞

0

e−2αt|U0(t)|2dt =
1

2π

∮ ∞

−∞
|Ũ0(α + iβ)|2dβ

=
1

2π

∮ ∞

−∞
|̃b(ξ)|2 ‖N1(εξ)‖2

| detN(εξ)|2 |P (εξ)|2dβ.

where ξ = α + iβ. We fix α > 0 from now on.
According to Proposition 2.2.9, there exists C1 > 0 such that for any δ > 0, ξ ∈ C, Re (ξ) ≥ 0,

‖N1(εξ)‖2

| detN(εξ)|2 ≤ C1.

On the other hand, since k(ξ) = −g(ξ) is uniformly bounded in Re (ξ) ≥ 0, we obtain
∫ ∞

0

e−2αt|U0(t)|2dt . 1

2π

∮ ∞

−∞
|̃b(α + iβ)|2dβ

.
∫ ∞

0

e−2αt|b(t)|2dt.
(2.2.45)

This, together with a consequence of the hyperbolicity of (2.1.1) by using the classical argument
of changing the data b to zero after time T and unchanged before time T , we obtain the desired
boundary estimate ∫ T

0

|U0(t)|2dt ≤ KT

∫ T

0

|b(t)|2dt. (2.2.46)

Similarly, by an application of the Parseval’s identity, we have
∫ ∞

0

∑

j≥0

e−2αt|Uj(t)|2dt =
1

2π

∮ ∞

−∞

∑

j≥0

|Ũj(α + iβ)|2dβ

=
1

2π

∮ ∞

−∞

∑

j≥0

|̃b(ξ)|2 ‖N1(εξ)‖2

| detN(εξ))|2 |P (εξ)|2(|z−(εξ)|2j + |w+(εξ)|2j)dβ,

where z−(εξ) and w+(εξ) are the same as in (2.2.27) and (2.2.28).
Since k(εξ) = −g(εξ) is uniformly bounded in Re (ξ) ≥ 0, ε > 0 and using Proposition 2.2.9,

we obtain
∫ ∞

0

∑

j≥0

e−2αt|Uj(t)|2dt .
1

2π

∮ ∞

−∞

∑

j≥0

|̃b(ξ)|2(|z−(εξ)|2j + |w+(εξ)|2j)dβ.

On the other hand, since µ−(εξ) = −µ+(εξ) in Re (ξ) ≥ 0, ε > 0, we get |z−(εξ)| = |w+(εξ)|,
and thus

∫ ∞

0

∑

j≥0

e−2αt|Uj(t)|2dt .
1

2π

∮ ∞

−∞

∑

j≥0

|w+(εξ)|2j |̃b(ξ)|2dβ.

According to (2.2.24), for all ε > 0, ξ ∈ C, Re (ξ) > 0, we have

Re (µ−(εξ)) ≤ −εRe (ξ)√
a

< 0.

Furthermore, we can prove

Re (µ−(εξ)) ∆x

ε
+

√(
Re (µ−(εξ)) ∆x

ε

)2

+ 1




2

≤
(
η∆x+

√
η2∆x2 + 1

)2

, (2.2.47)
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where η = −Re (ξ)√
a

. According to Lemma 2.5.2 and (2.2.47), we have now

∑

j≥0

|w+(εξ)|2j =


1−

∣∣∣∣∣∣
µ−(εξ)∆x

ε
+

√(
µ−(εξ)∆x

ε

)2

+ 1

∣∣∣∣∣∣

2

−1

≤
(

1−
(
η∆x+

√
η2∆x2 + 1

)2
)−1

.

If we assume that ∆x ≤ − 3

4η
then

∑

j≥0

|w+(εξ)|2j ≤ −η−1∆x−1,

and therefore, by an application of the Parseval’s identity

α∆x

∫ ∞

0

∑

j≥0

e−2αt|Uj(t)|2dt .
1

2π

∮ ∞

−∞
|̃b(ξ)|2dβ .

∫ ∞

0

e−2αt|b(t)|2dt. (2.2.48)

According to (2.2.45) and (2.2.48), there exists C > 0 such that

α∆x

∫ ∞

0

∑

j≥0

e−2αt|Uj(t)|2dt+

∫ ∞

0

e−2αt|U0(t)|2dt ≤ C

∫ ∞

0

e−2αt|b(t)|2dt. (2.2.49)

This ends the proof of Proposition 2.2.4.
To complete the proof of Theorem 2.2.2, observe that from (2.2.46), (2.2.48) and the hyper-

bolicity of (2.1.1), for any T > 0, there exists a constant CT > 0 such that
∫ T

0

∑

j≥0

∆x|Uj(t)|2dt+

∫ T

0

|U0(t)|2dt ≤ CT

∫ T

0

|b(t)|2dt. (2.2.50)

By linearity, we can break up the IBVP (2.2.7) into two simpler problems, one with homo-
geneous initial condition and the other with homogeneous boundary condition. Finally from
(2.2.19) and (2.2.50), we get the expected result of Theorem 2.2.2.

2.3 The time-implicit scheme
Let ∆t > 0 be the time step. The space step ∆x > 0 will always be chosen so that the
parameter δxt = ∆x∆t−1 is fixed. Letting now Un

j =
(
unj , v

n
j

)T denote the approximation of the
exact solution to (2.1.1)-(2.1.3) at the grid point (xj, t

n) = (j∆x, n∆t), for any (j, n) ∈ N× N
(where we omit the explicit dependence on ε). We focus in this section on the fully discrete
approximation of the IBVP (2.1.1)-(2.1.3) obtained by the central differencing scheme in space
and the implicit scheme in time




Un+1
j − Un

j + ∆t(QU)n+1
j = ∆tε−1SUn+1

j , j ≥ 1, n ≥ 0,

U0
j = fj, j ≥ 0,

BUn
0 = bn, n ≥ 0,

Π2HPP
(
Un+1

0 − Un
0

)
+ ∆tΠ2HPP (QU)n+1

0 = ∆tε−1Π2HPPSU
n+1
0 , n ≥ 0.

(2.3.1)
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with S,B, the difference operator (QU)j∈N, P
T , HP are the same as in (2.2.1), (2.2.4) and

(2.2.5), respectively. The projection matrix Π2 is defined by (0 1).
In Section 2.2, we show that the strict dissipativity condition (2.2.8) is sufficient to derive

uniform stability estimates of the semi-discrete central scheme (2.2.7). Our aim is to determine
a sufficient condition for the stiff stability of the above fully discrete (2.3.1), in order words the
uniform stability with respect to the stiffness of the relaxation term.

Theorem 2.3.1 (Main results). Assume that (Bu, Bv) ∈ R2 satisfies the strict dissipativity
condition (2.2.8). Then, for any T > 0, there exists a constant CT > 0 such that for all ∆t > 0
and any positive constant δxt ≤ 3

√
a/8 together with ∆x = δxt∆t, any (fj)j∈N ∈ `2(N,R2), any

(bn)n∈N ∈ `2(N,R), the solution
(
Un
j

)
j∈N to the scheme (2.3.1) satisfies

N∑

n=0

∑

j≥0

∆x∆t
∣∣Un

j

∣∣2 +
N∑

n=0

∆t |Un
0 |2 ≤ CT

(∑

j≥0

∆x |fj|2 +
N∑

n=0

∆t |bn|2
)
, (2.3.2)

where N := T/∆t and CT is independent of ε ∈ (0,+∞).

By linearity, the numerical scheme of the IBVP (2.3.1) can be broken up into two simpler
problems, one with homogeneous initial condition (fj)j∈N ≡ 0 and the other with homoge-
neous boundary condition bn ≡ 0, for any n ∈ N. Following the continuous case, the proof of
Theorem 2.3.1 is based on two main ingredients, by assembling a result for the case of homo-
geneous boundary data and another for the case with homogeneous initial condition. We state
successively hereafter these two statements.

Proposition 2.3.2 (Homogeneous boundary condition). Assume that the parameters ∆x ∈ (0, 1],
ε > 0 and (Bu, Bv) satisfies the discrete strict dissipativity condition (2.2.10). Then, there ex-
ists a constant C > 0 such that for all ∆t > 0 and any (fj)j∈N ∈ `2(N,R2), the solution (Un

j )j∈N
to (2.3.1) with (bn)n∈N ≡ 0 satisfies

〈Un, HUn〉∆x + C∆t
n∑

k=0

∣∣Uk
0

∣∣2 ≤ 〈f,Hf〉∆x , n ∈ N. (2.3.3)

More precisely,

a) If BuBv > 0 then (2.3.3) holds uniformly, i.e. with C independent of ε and ∆x.

b) If BuBv < 0 then considering some δ0 > −2aBvB
−1
u , there exists C(δ0) > 0 such that

(2.3.3) holds uniformly with C = C(δ0), as soon as ∆x ≥ δ0ε.

Proposition 2.3.3 (Homogeneous initial condition). Assume that the boundary condition is
strictly dissipative, thus satisfying (2.2.8). Then, there exists a constant C > 0 such that for
any α > 0 and any positive constant δxt ≤ 3

√
a/8, the following property holds. For any ∆t > 0

together with ∆x = δxt∆t and any (bn)n∈N ∈ `2(N,R), the solution (Un
j )j∈N to scheme (2.3.1)

with (fj)j∈N ≡ 0 satisfies

α

1 + α∆t

∑

n≥0

∑

j≥0

e−2αn∆t∆t∆x
∣∣Un

j

∣∣2 +
∑

n≥0

e−2αn∆t∆t |Un
0 |2 ≤ C

∑

n≥0

e−2αn∆t∆t |bn|2 , (2.3.4)

where C is independent of ε ∈ (0,+∞).

It seems that BuBv > 0 is also sufficient to ensure the stiff stability of the fully discrete
scheme (2.3.1). The Proposition 2.3.2 is studied in Section 2.3.1 by means of the discrete energy
method. In Section 2.3.2, we perform a normal mode analysis to construct unstable solutions,
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in order to derive necessary condition for stability. To isolate the effects of a possible boundary
layer and avoid the complicated interactions of boundary and initial layers, in Section 2.3.3, we
consider the IBVP (2.3.1) with homogeneous initial data and nonzero boundary data bn, for
any n ∈ N. In Section 2.3.3.1, the numerical solution

(
Un
j

)
j∈N can be constructed by Laplace

transform. By using the Plancherel’s theorem, under assumption BuBv > 0, the Proposition
2.3.3 is proved in Section 2.3.3.2.

2.3.1 Stiff stability of the fully discrete IBVP with homogeneous
boundary condition

In this section, we consider the discrete IBVP (2.3.1) for homogeneous boundary condition
bn ≡ 0, for any n ∈ N, nonzero Cauchy data (fj)j∈N ∈ `2(N,R2) and prove Proposition 2.3.2 by
means of the discrete energy method.

Using the scalar product (2.2.3) with P THPP , we obtain

1

∆t

〈
Un+1 − Un, P THPPU

n+1
〉

∆x
=
δxt
2

〈
HPP

(
Un+1

0 − Un
0

)
, PUn+1

0

〉

+ δxt

+∞∑

j=1

〈
Un+1
j − Un

j , P
THPPU

n+1
j

〉
.

(2.3.5)

Since we use the homogeneous boundary condition BUn
0 = 0, for any n ∈ N, and thus, PUn+1

0 =(
0,Π2PU

n+1
0

)T , the previous equation (2.3.5) can be reformulated as

1

∆t

〈
Un+1 − Un, P THPPU

n+1
〉

∆x
=
δxt
2

(
Π2HPP

(
Un+1

0 − Un
0

)) (
Π2PU

n+1
0

)

+ δxt

+∞∑

j=1

〈
Un+1
j − Un

j , P
THPPU

n+1
j

〉
.

(2.3.6)

Now, we show how the difference operator (QU)j∈N can be applied for the discrete IBVP
(2.3.1) for the homogeneous boundary condition at all gridpoints including the boundary point
j = 0

1

∆t

(
Un+1
j − Un

j

)
=

1

ε
SUn+1

j − 1

2∆x
A
(
Un+1
j+1 − Un+1

j−1

)
, j ≥ 1,

and

1

∆t
Π2HPP

(
Un+1

0 − Un
0

)
=

1

ε
Π2HPPSU

n+1
0 − 1

∆x
Π2HPPA

(
Un+1

1 − Un+1
0

)
.

As a consequence, the equation (2.3.6) can be represented as

1

∆t

〈
Un+1 − Un, P THPPU

n+1
〉

∆x

=
∆x

2ε

(
Π2HPPSU

n+1
0

) (
Π2PU

n+1
0

)
+

∆x

ε

+∞∑

j=1

〈
SUn+1

j , P THPPU
n+1
j

〉

+
1

2

(
Π2HPPAU

n+1
0

) (
Π2PU

n+1
0

)
− 1

2

(
Π2HPPAU

n+1
1

) (
Π2PU

n+1
0

)

− 1

2

+∞∑

j=1

〈
AUn+1

j+1 , P
THPPU

n+1
j

〉
+

1

2

+∞∑

j=1

〈
AUn+1

j−1 , P
THPPU

n+1
j

〉
.

(2.3.7)
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On the other hand, the last term in the right hand side becomes
+∞∑

j=1

〈
AUn+1

j−1 , P
THPPU

n+1
j

〉
=
〈
AUn+1

0 , P THPPU
n+1
1

〉
+

+∞∑

j=1

〈
AUn+1

j+1 , P
THPPU

n+1
j

〉
.

Since HPPAP
−1 is symmetric and PUn+1

0 =
(
0,Π2PU

n+1
0

)T , one gets
〈
AUn+1

0 , P THPPU
n+1
1

〉
=
(
Π2HPPAU

n+1
1

) (
Π2PU

n+1
0

)

and then
+∞∑

j=1

〈
AUn+1

j−1 , P
THPPU

n+1
j

〉
=
(
Π2HPPAU

n+1
1

) (
Π2PU

n+1
0

)
+

+∞∑

j=1

〈
AUn+1

j+1 , P
THPPU

n+1
j

〉
.

(2.3.8)

Substituting (2.3.8) into (2.3.7), the three last terms in (2.3.7) vanish. After some calcula-
tions, we obtains

1

∆t

〈
Un+1 − Un, HUn+1

〉
∆x

+ a
Bu

Bv

(
un+1

0

)2
+

∆x

2ε

(
vn+1

0

)2
= −∆x

ε

+∞∑

j=1

(
vn+1
j

)2
. (2.3.9)

where the symmetric positive definite H is the same as in (2.2.17).
Since H is a symmetric positive definite matrix, we can see that

〈
Un+1 − Un, HUn+1

〉
∆x

=
1

2

(〈
Un+1, HUn+1

〉
∆x
− 〈Un, HUn〉∆x

+
〈
Un+1 − Un, H

(
Un+1 − Un

)〉
∆x

)

≥ 1

2

(〈
Un+1, HUn+1

〉
∆x
− 〈Un, HUn〉∆x

)
.

(2.3.10)

According to (2.3.9) and (2.3.10), one gets

1

∆t

(〈
Un+1, HUn+1

〉
∆x
− 〈Un, HUn〉∆x

)
+ 2a

Bu

Bv

(
un+1

0

)2
+

∆x

ε

(
vn+1

0

)2 ≤ −2∆x

ε

+∞∑

j=1

(
vn+1
j

)2
.

In order for the energy method to work, the boundary condition has to satisfy

2a
Bu

Bv

(
un+1

0

)2
+

∆x

ε

(
vn+1

0

)2 ≥ C
∣∣Un+1

0

∣∣2 ,

for some constant C > 0 whenever Buu
n
0 +Bvv

n
0 = 0, for any n ∈ N. This leads to the following

sufficient condition

2a
Bu

Bv

+
∆x

ε

(
Bu

Bv

)2

> 0,

under which we directly get the inequality

1

∆t

(〈
Un+1, HUn+1

〉
∆x
− 〈Un, HUn〉∆x

)
+ C

∣∣Un+1
0

∣∣2 ≤ 0

and the initial data is compatible at the space-time corner (xj, t
n) = (0, 0), i.e, U0

0 = 0. Thus,

〈Un, HUn〉∆x + C∆t
n∑

k=0

∣∣Uk
0

∣∣2 ≤ 〈f,Hf〉∆x , for any n > 0. (2.3.11)

More into the details, the following cases occur:
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• If BuBv > 0 then there exists C ≤ 2aBuBv (B2
u +B2

v)
−1 such that the inequality (2.3.11)

holds uniformly.

• If BuBv < 0, consider some δ0 > −2aBvB
−1
u . Then there exists C(δ0) > 0 such that the

inequality (2.3.11) holds uniformly as soon as ∆x ≥ δ0ε with C = C(δ0). For example, if
we choose δ0 = −3aBvB

−1
u then there exists C ≤ −aBuBv (B2

u +B2
v)
−1 such that (2.3.11)

holds uniformly.

This ends the proof of Proposition 2.3.2.
Let us mention that, assuming the condition (2.2.8) of the main theorem to be fulfilled,

the discrete strict dissipativity condition (2.2.10) is then automatically satisfied. Then, from
the inequality (2.3.11), for any T > 0, there exists a constant CT > 0 such that the following
inequality holds

N∑

n=0

∑

j≥0

∆x∆t
∣∣Un

j

∣∣2 +
N∑

n=0

∆t |Un
0 |2 ≤ CT

∑

j≥0

∆x |fj|2 , (2.3.12)

where N := T/∆t.

2.3.2 Stiff strong stability of the fully discrete IBVP

In the continuous case, the IBVP (2.1.1)-(2.1.3) is stiffly well-posed if and only if the boundary
condition satisfies the SKC (2.1.6). In Section 2.2.2.1, we show that BuBv > 0 seems to be
necessary to ensure the stiff stability of the semi-discrete IBVP (2.2.7). Now, we want to address
the question of existence of unstable solutions in order to derive a necessary condition for the
stability of the discrete IBVP (2.3.1). Following W.-A. Yong in [97] and Z. Xin and W. Xu
in [96], we shall apply the normal mode analysis to derive the strict dissipativity condition
(2.2.8).

To do that, we look for (nontrivial) solution of (2.3.1) satisfying the homogeneous boundary
condition BUn

0 = 0, for any n ∈ N and of the form

Un
j =

(
1 +

ξ∆t

ε

)n
φj, n ∈ N, (2.3.13)

with ξ ∈ C such that Re (ξ) > 0, and (φj)j∈N ∈ `2(N,C2). Since Re (ξ) > 0, we can see that
|1 + ξ∆tε−1| > 1 for any ∆t > 0 and ε > 0. Such solutions, if they exist, clearly violate the
ε−uniform `2 estimate in (2.3.1). Our goal is to find a sufficient condition to ensure that they
do not exist.

Substituting (2.3.13) into (2.3.1), we have to solve the following problem

φj+1 − φj−1 = 2∆xε−1M(ξ1)φj, j > 0 (2.3.14a)
Bφ0 = 0, (2.3.14b)
Π2P

−THA
(
φ1 −

(
I + ∆xε−1M(ξ1)

)
φ0

)
= 0, (2.3.14c)

where

ξ1 = ξ

(
1 +

ξ∆t

ε

)−1

(2.3.15)

and the matrix M(ξ1) is the same as in (2.2.22).
Let ξ = α + iβ, α ≥ 0, β ∈ R and ∆t = ∆tε−1. Then,

Re (ξ1) = α =
α
(
1 + ∆tα

)
+ ∆tβ2

(
1 + ∆tα

)2
+ ∆t

2
β2

> 0.
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According to Lemma 2.5.1 with the property Re (ξ1) > 0, we can prove

Re (µ−(ξ1)) < 0 and Re (µ+(ξ1)) > 0

with µ±(ξ1) is defined in (2.2.23).
One can proceed as in (2.2.25)-(2.2.29) to find the solution (φj)j>0 of (2.3.14a). For some

vector R ∈ C2, it takes the form

φj = P (ξ1)Zj(ξ1)R. (2.3.16)

Plugging now (2.3.16) into the boundary condition (2.3.14b) and (2.3.14c), we get the following
linear system

N(ξ1)R = 0,

where N(ξ1) is the same as in (2.2.32).
Following Proposition 2.2.6, under the sufficient condition BuBv > 0, one has det N(ξ1) 6= 0.

It means that the fully discrete (2.3.1) with homogeneous boundary condition does not admit
unstable solution of the form (2.3.13) in `2(N,C2) as soon as BuBv > 0.

2.3.3 Stiff stability of the fully discrete IBVP with homogeneous ini-
tial condition

For convenience in the forthcoming discussions, we recall that the fully discrete approximation
of the IBVP (2.3.1) with homogeneous initial condition reads




Un+1
j − Un

j +
∆t

2∆x
A
(
Un+1
j+1 − Un+1

j−1

)
=

∆t

ε
SUn+1

j , j ≥ 1, n ≥ 0,

U0
j = 0, j ≥ 0,

BUn
0 = bn, n ≥ 0,

Π2HPP
(
Un+1

0 − Un
0

)
+

∆t

∆x
Π2HPPA

(
Un+1

1 − Un+1
0

)
=

∆t

ε
Π2HPPSU

n+1
0 , n ≥ 0.

(2.3.17)
Under the strict dissipativity condition (2.2.8), the numerical solution (Un

j )j∈N can be con-
structed by the method of Laplace transform. By using the Plancherel’s theorem, we get the
expected results of Proposition 2.3.3.

2.3.3.1 Solution by Laplace transform

To find the numerical solution (Un
j )j∈N to the fully discrete IBVP (2.3.17), we need the grid

vector function (Un
j )j∈N and the data to be defined for all t. Therefore, we defined piecewise

constant functions from the discrete values

Uj(t) = Un
j , for tn ≤ t < tn+1

and

b(t) = bn, for tn ≤ t < tn+1.

We recall the definition of Laplace transform of Uj(t) defined on R+

Ũj(ξ) = LUj =

∫ +∞

0

e−ξtUj(t)dt, Re (ξ) > 0.
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It is easy to see that the Laplace transform of Uj(t) is well-defined ,
∣∣∣Ũj(ξ)

∣∣∣ ≤
∫ +∞

0

∣∣e−ξtUj(t)
∣∣ dt ≤

∑

n≥0

∣∣Un
j

∣∣
∫ tn+1

tn

∣∣e−ξt
∣∣ dt ≤ +∞, Re (ξ) > 0.

With U0
j ≡ 0, we have

∫ +∞

0

e−ξtUj(t+ ∆t)dt =

∫ +∞

∆t

e−ξ(t−∆t)Uj(t)dt = eξ∆t
∫ +∞

0

e−ξtUj(t)dt

and therefore the system (2.3.17) becomes

Ũj+1(ξ)− Ũj−1(ξ) = 2∆xε−1M(εξ̃)Ũj(ξ), j > 0, (2.3.18a)

BŨ0(ξ) = b̃(ξ), (2.3.18b)

Π2HPPA

(
Ũ1(ξ)−

(
I + ∆xε−1M(εξ̃)

)
Ũ0(ξ)

)
= 0, (2.3.18c)

where
ξ̃ =

(
1− e−ξ∆t

)
∆t−1,

b̃(ξ) = Lb =

∫ +∞

0

e−ξtb(t)dt
(2.3.19)

and the matrix M(εξ̃) is the same as in (2.2.22).
Let ξ = α + iβ, α > 0, β ∈ R and ∆t > 0. Then,

Re (ξ̃) = α̃ =

(
1− e−α∆t cos(−β∆t)

)
∆t−1 > 0, (2.3.20)

and thus,
(
1− e−α∆t

)
∆t−1 ≤ α̃ ≤ 2∆t−1. (2.3.21)

According to Lemma 2.5.1 with the property Re (ξ̃) > 0, ε > 0, we can prove

Re
(
µ−(εξ̃)

)
< 0 and Re

(
µ+(εξ̃)

)
> 0

with µ±(εξ̃) is defined in (2.2.23).
One can proceed as in (2.2.25)-(2.2.29) to find the solution Ũj(ξ) of (2.3.18a) in `2(N,C2).

For some vector R ∈ C2, it takes the form

Ũj(ξ) = P (εξ̃)Zj(εξ̃)R.

The value of vector R can be determined easily from the boundary condition (2.3.18b) and
(2.3.18c)

R =
b̃(ξ)

detN(εξ̃)
N1(εξ̃),

where the matrix N(εξ̃) and N1(εξ̃) are the same as in (2.2.32) and (2.2.43), respectively.
Therefore,

Ũj(ξ) =
b̃(ξ)

detN(εξ̃)
P (εξ̃)Zj(εξ̃)N1(εξ̃).

With Ũj(ξ) found, the numerical solution of (2.3.17) can be obtained by inverting the Laplace
transform

Uj(t) = L−1Ũj(ξ) =
1

2π

∮ +∞

−∞
e(α+iβ)tŨj(α + iβ)dβ, α > 0.
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2.3.3.2 Stiff stability analysis

Under the strict dissipativity condition BuBv > 0, we consider Proposition 2.3.3 with homoge-
neous initial condition (fj)j∈N ≡ 0 and nonzero boundary data bn ∈ `2(N,R). By an application
of the following Plancherel’s theorem for Laplace transform

∫ +∞

0

e−2αt |Uj(t)|2 dt =
1

2π

∮ +∞

−∞

∣∣∣Ũj(α + iβ)
∣∣∣
2

dβ, α > 0

and

e−2αtn =
2α

1− e−2α∆t

∫ tn+1

tn
e−2αtdt,

we have

∑

n≥0

e−2αtn |Un
0 |2 =

2α

1− e−2α∆t

∑

n≥0

∫ tn+1

tn
e−2αtdt |Un

0 |2 =
2α

1− e−2α∆t

∑

n≥0

∫ tn+1

tn
e−2αt |U0(t)|2 dt

=
2α

1− e−2α∆t

∫ +∞

0

e−2αt |U0(t)|2 dt =
2α

1− e−2α∆t
× 1

2π

∮ +∞

−∞

∣∣∣Ũ0(α + iβ)
∣∣∣
2

dβ

=
2α

1− e−2α∆t
× 1

2π

∮ +∞

−∞

∣∣∣̃b(ξ)
∣∣∣
2

×

∥∥∥N1(εξ̃)
∥∥∥

2

∣∣∣detN(εξ̃)
∣∣∣
2 ×

∣∣∣P (εξ̃)
∣∣∣
2

dβ,

where ξ = α + iβ and ξ̃ is the same as in (2.3.19). We fix α > 0 from now on.
According to Proposition 2.2.9, there exists C1 > 0 such that for any δ = ∆xε−1 > 0, ξ̃ ∈ C,

Re (ξ̃) ≥ 0,
‖N1(εξ̃)‖2

| detN(εξ̃)|2
≤ C1.

On the other hand, since k(εξ̃) = −g(εξ̃) is uniformly bounded in Re (ξ̃) ≥ 0, ε > 0, we obtain

∑

n≥0

e−2αtn |Un
0 |2 .

2α

1− e−2α∆t
× 1

2π

∮ +∞

−∞

∣∣∣̃b(ξ)
∣∣∣
2

dβ

.
2α

1− e−2α∆t

∫ +∞

0

e−2αt |b(t)|2 dt

.
∑

n≥0

e−2αtn |bn|2 .

(2.3.22)

Similarly, by an application of the Plancherel’s theorem for Laplace transform, we have

∑

n≥0

∑

j≥0

e−2αtn
∣∣Un

j

∣∣2 =
2α

1− e−2α∆t

∑

j≥0

∫ +∞

0

e−2αt |Uj(t)|2 dt

=
2α

1− e−2α∆t
× 1

2π

∑

j≥0

∮ +∞

−∞

∣∣∣Ũj(ξ)
∣∣∣
2

dβ.

Since k(εξ̃) = −g(εξ̃) is uniformly bounded in Re (ξ̃) ≥ 0, ε > 0 and using Proposition 2.2.9,
we obtain

∑

n≥0

∑

j≥0

e−2αtn
∣∣Un

j

∣∣2 . 2α

1− e−2α∆t
× 1

2π

∑

j≥0

∮ +∞

−∞

∣∣∣̃b(ξ)
∣∣∣
2
( ∣∣∣z−(εξ̃)

∣∣∣
2j

+
∣∣∣w+(εξ̃)

∣∣∣
2j
)
dβ,
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where z−(εξ̃) and w+(εξ̃) are defined in (2.2.27) and (2.2.28), respectively.
On the other hand, since µ−(εξ̃) = −µ+(εξ̃) in Re (ξ̃), ε > 0, we get

∣∣∣z−(εξ̃)
∣∣∣ =

∣∣∣w+(εξ̃)
∣∣∣

Thus,

∑

n≥0

∑

j≥0

e−2αtn
∣∣Un

j

∣∣2 . 2α

1− e−2α∆t
× 1

2π

∮ +∞

−∞

∑

j≥0

∣∣∣w+(εξ̃)
∣∣∣
2j ∣∣∣̃b(ξ)

∣∣∣
2

dβ. (2.3.23)

According to (2.2.24), for all ε > 0, Re (ξ̃) > 0, we have

Re
(
µ−(εξ̃)

)
≤ −εRe (ξ̃)√

a
< 0.

Furthermore, we can prove



Re
(
µ−(εξ̃)

)
∆x

ε
+

√√√√√



Re
(
µ−(εξ̃)

)
∆x

ε




2

+ 1




2

≤
(
η∆x+

√
η2∆x2 + 1

)2

, (2.3.24)

where η = −Re (ξ̃)√
a

. According to Lemma 2.5.2 and (2.3.24), we have now

∑

j≥0

|w+(εξ̃)|2j =


1−

∣∣∣∣∣∣∣
µ−(εξ̃)∆x

ε
+

√√√√
(
µ−(εξ̃)∆x

ε

)2

+ 1

∣∣∣∣∣∣∣

2


−1

≤
(

1−
(
η∆x+

√
η2∆x2 + 1

)2
)−1

.

Since Re (ξ̃) satisfies (2.3.21), we get

∆t
√
a

2
≤ −η−1 ≤ ∆t

√
a

1− e−α∆t
.

If we assume ∆x ≤ 3
√
a

8
∆t ≤ − 3

4η
, then

(
1−

(
η∆x+

√
η2∆x2 + 1

)2
)−1

≤ −η−1∆x−1.

Thus,
∑

j≥0

|w+(εξ̃)|2j ≤ −η−1∆x−1 ≤ ∆t
√
a

∆x (1− e−α∆t)
. (2.3.25)

Substituting (2.3.25) into (2.3.23), we have

eα∆t − 1

eα∆t
∆x
∑

n≥0

∑

j≥0

e−2αtn
∣∣Un

j

∣∣2 . 2α

1− e−2α∆t
× ∆t

2π

∮ +∞

−∞

∣∣∣̃b(ξ)
∣∣∣
2

dβ

. ∆t
∑

n≥0

e−2αtn |bn|2 .
(2.3.26)
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According to (2.3.22) and (2.3.26), there exists a constant C > 0 such that

eα∆t − 1

eα∆t
∆x
∑

n≥0

∑

j≥0

e−2αtn
∣∣Un

j

∣∣2 +
∑

n≥0

e−2αtn∆t |Un
0 |2 ≤ C∆t

∑

n≥0

e−2αtn |bn|2 .

By using the power series expansion of exponential function

eα∆t ≥ 1 + α∆t, for α > 0,∆t > 0,

there exists a constant C > 0 such that
α

1 + α∆t

∑

n≥0

∑

j≥0

e−2αn∆t∆t∆x
∣∣Un

j

∣∣2 +
∑

n≥0

e−2αn∆t∆t |Un
0 |2 ≤ C

∑

n≥0

e−2αn∆t∆t |bn|2 .

This ends the proof of the Proposition 2.3.3.
Together with a consequence of the hyperbolicity of (2.1.1) by using the classical argument

of changing the data b to zero after time T and unchanged before time T , there exists a constant
CT > 0 such that

N∑

n=0

∑

j≥0

∆x∆t
∣∣Un

j

∣∣2 +
N∑

n=0

∆t |Un
0 |2 ≤ CT

N∑

n=0

∆t |bn|2 (2.3.27)

with N := T/∆t.
By linearity, we can break up the fully discrete IBVP (2.3.1) into two simpler problems,

one with homogeneous initial condition and the other with homogeneous boundary condition.
Finally, from (2.3.12) and (2.3.27), we get the expected result of Theorem 2.3.1.

2.4 The upwind scheme
Following Section 2.3, we focus in this section on the fully discrete approximation of the IBVP
(2.1.1)-(2.1.3) with homogeneous boundary condition bn ≡ 0, for any n ∈ N, obtained by the
upwind scheme in space and the implicit scheme in time




Un+1
j − Un

j + ∆t(QU)n+1
j = ∆tε−1SUn+1

j , j ≥ 1, n ≥ 0,

U0
j = fj, j ≥ 0,

BUn
0 = 0, n ≥ 0,

Π2HPP
(
Un+1

0 − Un
0

)
+ ∆tΠ2HPP (QU)n+1

0 = ∆tε−1Π2HPPSU
n+1
0 , n ≥ 0.

(2.4.1)

where A, S and B are the same as in (2.2.1). In the case of the upwind scheme, the considered
operator reads

(QU)j =
1

2∆x

(
(A−√aI)Uj+1 + 2

√
aUj − (A+

√
aI)Uj−1

)
, j ∈ N.

At the boundary point j = 0, we use the upwind scheme at the boundary point j = 0 but supply
another boundary condition that determines the value (A+

√
aI)Un

−1 through the identity
(
A−√aI

)
Un

1 − 2AUn
0 +

(
A+
√
aI
)
Un
−1 = 0.

Therefore, we propose the following numerical approximation at boundary

1

∆t
Π2HPP

(
Un+1

0 − Un
0

)
+

1

∆x
Π2HPP

(
A−√aI

) (
Un+1

1 − Un+1
0

)
=

1

ε
Π2HPPSU

n+1
0 , n ≥ 0.
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To summarize, along the rest of the section, we will study the following fully discrete ap-
proximation of the IBVP (2.1.1)-(2.1.3):




Un+1
j − Un

j

∆t
+

1

2∆x

((
A−√aI

)
Un+1
j+1 + 2

√
aUn+1

j −
(
A+
√
aI
)
Un+1
j−1

)
=

1

ε
SUn+1

j , j ≥ 1, n ≥ 0,

U0
j = fj, j ≥ 0,

BUn
0 = 0, n ≥ 0,

1

∆t
Π2HPP

(
Un+1

0 − Un
0

)
+

1

∆x
Π2HPP

(
A−√aI

) (
Un+1

1 − Un+1
0

)
=

1

ε
Π2HPPSU

n+1
0 , n ≥ 0,

(2.4.2)
where HP and P are defined in (2.2.5), Π2 =

(
0 1

)
.

In Section 2.3, we show that the discrete strict dissipativity condition (2.2.10) is sufficient to
derive uniform stability estimates of the numerical scheme (2.3.1) with bn ≡ 0, for any n ∈ N.
Our aim is to determine a sufficient condition for the stiff stability of the above fully discrete
(2.4.2), in order words the uniform stability with respect to the stiffness of the relaxation term.
We state successively hereafter the following statement

Proposition 2.4.1. Assume that the parameters ∆x ∈ (0, 1], ε > 0 and (Bu, Bv) satisfies the
discrete strict dissipativity condition (2.2.10). Then, there exists a constant C > 0 such that
for all ∆t > 0 and any (fj)j∈N ∈ `2(N,R2), the solution (Un

j )j∈N to scheme (2.4.2) satisfies

〈Un, HUn〉∆x + C∆t
n∑

k=0

∣∣Uk
0

∣∣2 ≤ 〈f,Hf〉∆x , n ∈ N. (2.4.3)

More precisely,

a) If BuBv > 0 then (2.4.3) holds uniformly, i.e. with C independent of ε and ∆x.

b) If BuBv < 0 then considering some δ0 > −2aBvB
−1
u , there exists C(δ0) > 0 such that

(2.4.3) holds uniformly with C = C(δ0), as soon as ∆x ≥ δ0ε.

The Proposition 2.4.1 is studied in Section 2.4.1 by means of the discrete energy method. In
order to illustrate the relevance of the discrete strict dissipativity condition (2.2.10), we present
in Section 2.4.2 some numerical results, for various values of the parameters (Bu, Bv) and show
that the energy

〈
Un, P THPPU

n
〉

∆x
increases if the condition (2.2.10) does not hold. Let us

remark that we have difficulty finding a sufficient condition for the stiff stability of fully discrete
(2.4.2) with nonzero boundary condition, but we postpone its possibility to a further work.

2.4.1 The energy method

One can proceed as in (2.3.5)-(2.3.6) to obtain the following equation

1

∆t

〈
Un+1 − Un, P THPPU

n+1
〉

∆x
=
δxt
2

(
Π2HPP

(
Un+1

0 − Un
0

)) (
Π2PU

n+1
0

)

+ δxt

+∞∑

j=1

〈
Un+1
j − Un

i , P
THPPU

n+1
j

〉
,

(2.4.4)

where δxt = ∆x∆t−1.
On the other hand, from the first and fourth equations in (2.4.2), we have

1

∆t
Π2HPP

(
Un+1

0 − Un
0

)
=

1

ε
Π2HPPSU

n+1
0 − 1

∆x
Π2HPP

(
A−√aI

) (
Un+1

1 − Un+1
0

)
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and

1

∆t

(
Un+1
j − Un

j

)
=

1

ε
SUn+1

j − 1

2∆x

((
A−√aI

)
Un+1
j+1 + 2

√
aUn+1

j −
(
A+
√
aI
)
Un+1
j−1

)
.

As a consequence, the equation (2.4.4) can be represented as

1

∆t

〈
Un+1 − Un, P THPPU

n+1
〉

∆x

=
∆x

2ε

(
Π2HPPSU

n+1
0

) (
Π2PU

n+1
0

)
+

∆x

ε

+∞∑

j=1

〈
SUn+1

j , P THPPU
n+1
j

〉

−1

2

(
Π2HPPA

(
Un+1

1 − Un+1
0

)) (
Π2PU

n+1
0

)
− 1

2

+∞∑

j=1

〈
A
(
Un+1
j+1 − Un+1

j−1

)
, P THPPU

n+1
j

〉

+

√
a

2

(
Π2HPP

(
Un+1

1 − Un+1
0

)) (
Π2PU

n+1
0

)
+

√
a

2

+∞∑

j=1

〈
Un+1
j+1 − 2Un+1

j + Un+1
j−1 , P

THPPU
n+1
j

〉
.

We observe now that

−
+∞∑

j=1

〈
A
(
Un+1
j+1 − Un+1

j−1

)
, P THPPU

n+1
j

〉
=
(
Π2HPPAU

n+1
1

) (
Π2PU

n+1
0

)
,

+∞∑

j=1

〈
Un+1
j+1 , P

THPPU
n+1
j

〉
= −

(
Π2HPPU

n+1
1

) (
Π2PU

n+1
0

)
+

+∞∑

j=1

〈
Un+1
j−1 , P

THPPU
n+1
j

〉

and
+∞∑

j=1

〈
Un+1
j , P THPPU

n+1
j

〉
=

1

2

+∞∑

j=1

〈
Un+1
j , P THPPU

n+1
j

〉
+

1

2

+∞∑

j=1

〈
Un+1
j−1 , P

THPPU
n+1
j−1

〉

− 1

2

(
Π2HPPU

n+1
0

) (
Π2PU

n+1
0

)
.

Then,

1

∆t

〈
Un+1 − Un, P THPPU

n+1
〉

∆x

=
∆x

2ε

(
Π2HPPSU

n+1
0

) (
Π2PU

n+1
0

)
+

∆x

ε

+∞∑

j=1

〈
SUn+1

j , P THPPU
n+1
j

〉

+
1

2

(
Π2HPPAU

n+1
0

) (
Π2PU

n+1
0

)
−
√
a

2

+∞∑

j=1

〈
Un+1
j , P THPPU

n+1
j

〉

+
√
a

+∞∑

j=1

〈
Un+1
j−1 , P

THPPU
n+1
j

〉
−
√
a

2

+∞∑

j=1

〈
Un+1
j−1 , P

THPPU
n+1
j−1

〉
.

(2.4.5)

Besides, the three last terms in (2.4.5) becomes

−
√
a

2

+∞∑

j=1

(〈
Un+1
j , P THPPU

n+1
j

〉
− 2

〈
Un+1
j−1 , P

THPPU
n+1
j

〉
+
〈
Un+1
j−1 , P

THPPU
n+1
j−1

〉)

=− B2
v

√
a

2

+∞∑

j=1

(
a
(
un+1
j − un+1

j−1

)2
+
(
vn+1
j − vn+1

j−1

)2
)
≤ 0.
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Thus,
1

∆t

〈
Un+1 − Un, P THPPU

n+1
〉

∆x

≤ ∆x

2ε

(
Π2HPPSU

n+1
0

) (
Π2PU

n+1
0

)
+

∆x

ε

+∞∑

j=1

〈
SUn+1

j , P THPPU
n+1
j

〉

+
1

2

(
Π2HPPAU

n+1
0

) (
Π2PU

n+1
0

)
,

or

1

∆t

〈
Un+1 − Un, HUn+1

〉
∆x

+ a
Bu

Bv

(
un+1

0

)2
+

∆x

2ε

(
vn+1

0

)2 ≤ −∆x

ε

+∞∑

j=1

(
vn+1
j

)2
, (2.4.6)

where the symmetric positive definite H is the same as in (2.2.17).
Since H is a symmetric positive definite matrix, we can see that

〈
Un+1 − Un, HUn+1

〉
∆x

=
1

2

(〈
Un+1, HUn+1

〉
∆x
− 〈Un, HUn〉∆x

+
〈
Un+1 − Un, H

(
Un+1 − Un

)〉
∆x

)

≥ 1

2

(〈
Un+1, HUn+1

〉
∆x
− 〈Un, HUn〉∆x

)
.

(2.4.7)

According to (2.4.6) and (2.4.7), one gets

1

∆t

(〈
Un+1, HUn+1

〉
∆x
− 〈Un, HUn〉∆x

)
+ 2a

Bu

Bv

(
un+1

0

)2
+

∆x

ε

(
vn+1

0

)2 ≤ −2∆x

ε

+∞∑

j=1

(
vn+1
j

)2
.

In order for the energy method to work, the boundary condition has to satisfy

2a
Bu

Bv

(
un+1

0

)2
+

∆x

ε

(
vn+1

0

)2 ≥ C
∣∣Un+1

0

∣∣2 ,

for some constant C > 0 whenever Buu
n
0 +Bvv

n
0 = 0, for any n ∈ N. This leads to the following

sufficient condition

2a
Bu

Bv

+
∆x

ε

(
Bu

Bv

)2

> 0,

under which we directly get the inequality
1

∆t

(〈
Un+1, HUn+1

〉
∆x
− 〈Un, HUn〉∆x

)
+ C

∣∣Un+1
0

∣∣2 ≤ 0

and the initial data is compatible at the space-time corner (xj, t
n) = (0, 0), i.e, U0

0 = 0. Thus,

〈Un, HUn〉∆x + C∆t
n∑

k=0

∣∣Uk
0

∣∣2 ≤ 〈f,Hf〉∆x , for any n > 0. (2.4.8)

More into the details, the following cases occur:

• If BuBv > 0 then there exists C ≤ 2aBuBv (B2
u +B2

v)
−1 such that the inequality (2.4.8)

holds uniformly.

• If BuBv < 0, consider some δ0 > −2aBvB
−1
u . Then there exists C(δ0) > 0 such that the

inequality (2.4.8) holds uniformly as soon as ∆x ≥ δ0ε with C = C(δ0). For example, if
we choose δ0 = −3aBvB

−1
u then there exists C ≤ −aBuBv (B2

u +B2
v)
−1 such that (2.4.8)

holds uniformly.

This ends the proof of Proposition 2.4.1.
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2.4.2 Numerical experiments

In this section we perform some numerical experiments and observe the effective behavior (i.e.
the time evolution) of the energy

E(tn) := 〈Un, HUn〉∆x ,

according to whether or not the discrete strict dissipativity condition (2.2.10) is valid. We also
have a look at the degenerate case when the UKC (2.1.5) does not hold (and thus, none of the
other stability conditions). As discussed in the previous section and in the calculations of Xin
and Xu [96], we expect to observe the decrease of the energy E(t) as soon as BuBv > 0. What
happens in the case BuBv < 0, but while the the discrete strict dissipativity condition (2.2.10)
still holds, is also experimented.

As main parameters for the experiments, we fix the space step ∆x = 10−2, choose a = 4
and let ε and the boundary parameter (Bu, Bv) vary. The initial data is

fj =





(0, 0), if xj = 0,

(15, 10)T , if 0 < xj ≤ 1/2,

(0, 0), if xj > 1/2.

Following Section 2.2.1.2, we choose for our experiments the space interval [0, 1] and the time
interval [0, T ] with T = 0.2. The most natural choice in the right boundary condition at x = 1
is to select the homogeneous Neumann boundary condition Un

J+1 = Un
J at the rightmost cell J .

Firstly, we choose a set of values (Bu, Bv) such that the discrete strict dissipativity condition
(2.2.10) is satisfied with ε = 10−2 and also with ε = 102. The Figure 2.4.1 shows the evolution
of the energy E(tn) over the time interval tn ∈ [0, 0.2].

0.000 0.025 0.050 0.075 0.100 0.125 0.150 0.175 0.200
TIME

250

300

350

400

450

500

NO
RM

(Bu,Bv)=(-10,1)
(Bu,Bv)=(-8.5,1)
(Bu,Bv)=(1,1)
(Bu,Bv)=(3,1)

0.000 0.025 0.050 0.075 0.100 0.125 0.150 0.175 0.200
TIME

250

300

350

400

450

500

NO
RM

(Bu,Bv)=(1,1)
(Bu,Bv)=(3,1)
(Bu,Bv)=(8,1)
(Bu,Bv)=(10,1)

Figure 2.4.1: Energy evolution with the discrete strict dissipativity condition (2.2.10), for
ε = 10−2 (left) and ε = 102 (right).

We proved that for any ε ∈ (0,+∞) and (Bu, Bv) satisfying the discrete strict dissipativity
condition (2.2.10), E(tn) is decreasing. This is strongly supported by the experiments. Observe
also that the decrease of E(tn) is true even in the case BuBv < 0 provided the discrete strict
dissipativity condition (2.2.10) is true. This is the case for example for ε = 10−2 together with
the parameters (Bu, Bv) = (−10, 1).

Secondly, we choose a set of values (Bu, Bv) such that the discrete strict dissipativity con-
dition (2.2.10) is not satisfied with ε = 10−2 nor with ε = 102. Besides, we also present the
evolution of the energy for parameters such that the Uniform Kreiss Condition (2.1.5) is wrong.
The Figure 2.4.2 shows the evolution of E(tn) over the time interval tn ∈ [0, 0.2].
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0.000 0.025 0.050 0.075 0.100 0.125 0.150 0.175 0.200
TIME

0

20000

40000

60000

80000

NO
RM

(Bu,Bv)=(-1,1)
(Bu,Bv)=(-2,1)
(Bu,Bv)=(-3,1)

0.000 0.025 0.050 0.075 0.100 0.125 0.150 0.175 0.200
TIME

0

20000

40000

60000

80000

100000
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(Bu,Bv)=(-1,1)
(Bu,Bv)=(-2,1)
(Bu,Bv)=(-3,1)

Figure 2.4.2: Energy evolution without the discrete strict dissipativity condition (2.2.10), for
ε = 10−2 (left) and ε = 102 (right).

• On the boundary xj = 0, for all ε > 0, if the boundary condition (2.1.3) with homogeneous
boundary condition bn ≡ 0, for any n ∈ N does not satisfy the UKC, then vn0 =

√
aun0 .

Therefore, the numerical scheme of the IBVP is not stable for each fixed ε. For ε = 10−2

and ε = 102, if we choose (Bu, Bv) = (−2, 1) then the values of E(tn) increase quickly.

• When the discrete strict dissipativity condition (2.2.10) fails, then we observe for any
tn ∈ (0, 0.2] the inequality E(tn) > E(0).

Clearly, the numerical results show that the energy E(tn) increases in time as soon as the
discrete strict dissipativity condition (2.2.10) does not hold. The behavior is even worse when
the UKC (2.1.5) is not satisfied. It seems that the condition (2.2.10) is also necessary to ensure
the non-increase of the energy.

2.5 Appendix A. Technical lemmas

Lemma 2.5.1. Let ζ ∈ C with Re(ζ) > 0 and h(ζ) =
√
ζ(1 + ζ), then Re(ζ) ≤ Re(h(ζ)).

Proof. In the half plane {ζ ∈ C : Re(ζ) ≥ 0}, the complex function h(ζ) is analytic. As usual,
we take

√
ζ to be the principal branch with the branch cut along the negative real axis.

Let ζ = x+ yi with x > 0, y ∈ R and

p = x(1 + x)− y2, q = (1 + 2x)y.

Then,

Re(h(ζ)) = Re
(√

p+ qi
)

=

√
p+

√
p2 + q2

2
.

Now, we observe that
√
p2 + q2 =

√
(x(1 + x)− y2)2 + (1 + 2x)2y2

=
√

(x(1 + x) + y2)2 + y2

≥ x(1 + x) + y2.

Therefore,

Re(h(ζ)) ≥
√
x(1 + x) ≥ x.

This ends the proof of Lemma 2.5.1.
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Lemma 2.5.2. Let ζ ∈ C with Re(ζ) < 0, then |ζ +
√
ζ2 + 1| ≤ Re(ζ) +

√
(Re(ζ))2 + 1 < 1.

Proof. Assume that ζ = x+ yi with x < 0 and y ∈ R.

Case 1 Consider first the easy case y = 0. Then
∣∣∣ζ +

√
ζ2 + 1

∣∣∣ = x+
√
x2 + 1,

but since x < 0, one obtains by simple considerations the inequality x+
√
x2 + 1 < 1.

Case 2 In the general case y 6= 0, let us begin with some notations:

ζ2 + 1 = p1 + q1i, with p1 = x2 − y2 + 1 and q1 = 2xy,

√
ζ2 + 1 = a1 + b1i, with a1 =

√
p1 +

√
p2

1 + q2
1

2
and b1 = sgn(q1)

√
−p1 +

√
p2

1 + q2
1

2
.

Together with these notations, some algebraic identities are available:

x2 + b2
1 + 1 = a2

1 + y2 and y =
a1b1

x
, (2.5.1)

Firstly, we prove the next inequality

a1x
2 + b2

1x+ a1b
2
1 ≥ 0. (2.5.2)

We can see that the inequality (2.5.2) is equivalent to a1(x2 +b2
1) ≥ −xb2

1 and since x < 0,
the latter is now equivalent to its squared version, that reads

a2
1x

2(x2 + 2b2
1) ≥ b4

1(x2 − a2
1).

By the definition of a1, b1 above, the previous inequality is successively

4x2

(
p1 +

√
p2

1 + q2
1

)(
x2 − p1 +

√
p2

1 + q2
1

)

≥
(
−p1 +

√
p2

1 + q2
1

)2(
2x2 − p1 −

√
p2

1 + q2
1

)
.

It is equivalent to

4x4

(
p1 +

√
p2

1 + q2
1

)
+ 2x2q2

1 ≥
(
p1 −

√
p2

1 + q2
1

)(
4x2p1 + q2

1

)

⇔ 4x4

(
p1 +

√
p2

1 + q2
1

)
+ 2x2 × 4x2y2 ≥

(
p1 −

√
p2

1 + q2
1

)(
4x2(x2 − y2 + 1) + 4x2y2

)

⇔ 2x2

(√
p2

1 + q2
1 + y2

)
≥ p1 −

√
p2

1 + q2
1.

But, for any p1, q1 ∈ R, this is easy to see that p1 −
√
p2

1 + q2
1 ≤ 0 and thus any of the

previous inequalities and so the expected one (2.5.2) follow.
Now let us observe that the required inequality |ζ +

√
ζ2 + 1| ≤ x +

√
x2 + 1 is fully

equivalent to
(x+ a1)2 + (y + b1)2 ≤ (x+

√
x2 + 1)2, (2.5.3)
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that we prove now. According to the algebraic identities in (2.5.1), by eliminating the
occurences of y, the previous formula is equivalent to

a1x+ b2
1 +

a1b
2
1

x
≤ x
√
x2 + 1.

In addition, we observe that x2 + 1 = x−2 (a2
1x

2 + a2
1b

2
1 − b2

1x
2) , and thus the previous

inequality is equivalent to

a1x+ b2
1 +

a1b
2
1

x
≤ −

√
a2

1x
2 + a2

1b
2
1 − b2

1x
2. (2.5.4)

Since x < 0 and from the inequality (2.5.2), the formula (2.5.4) reads also
(
a1x

2 + b2
1x+ a1b

2
1

)2 ≥ x2
(
a2

1x
2 + a2

1b
2
1 − b2

1x
2
)

⇔ (x+ a1)2(x2 + b2
1) ≥ 0.

This ends the proof of the inequality (2.5.3). Now since Re(ζ) < 0, the analysis of the
first easy case again applies to get Re(ζ) +

√
(Re(ζ))2 + 1 < 1.

This ends the proof of Lemma 2.5.2.

Lemma 2.5.3. Let a > 0 be fixed and consider for any ξ ∈ C with Re (ξ) ∈ [0, 1] and Im (ξ) ∈
[−1, 1]:

µ+(ξ) =

√
ξ(1 + ξ)

a
.

There exists a constant c > 0, independent of δ and ξ such that

Re

(√
1 + (µ+(ξ)δ)2

)
≥ c.

Proof. Let us denote ξ = α + iβ with α ∈ [0, 1] and β ∈ [−1, 1] and introduce the notation
δ = δ2/a. After some calculations, one obtains

Re

(√
1 + (µ+(ξ)δ)2

)
=

1√
2

√
h(α, β, δ),

with the function with positive real values:

h(α, β, δ) = 1 + δ
(
α(1 + α)− β2

)
+

√(
1 + δ (α(1 + α)− β2)

)2
+ δ

2
β2(1 + 2α)2.

Now, the required uniform lower bound will be provided directly by a uniform lower bound for
the quantity h(α, β, δ), what we are looking for now by exhaustion.

Case 1 For any δ > 0, α ∈ [0, 1] and β = 0, we have the simple lower bound

h(α, 0, δ) = 2
(
1 + δα(1 + α)

)
≥ 2.

Case 2 For any δ > 0, α ∈ [0, 1] and β ∈ [−1, 0) ∪ (0, 1] such that β2 ≤ α(1 + α), we get

h(α, β, δ) ≥ 1 +

√
1 + δ

2
β2(1 + 2α)2 ≥ 2.
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Case 3 For any δ > 0, α ∈ [0, 1] and β ∈ [−1, 0) ∪ (0, 1] such that β2 > α(1 + α), let us
introduce the quantity τ := β2 − α(1 + α), so that

h(α, β, δ) = 1− τδ +

√(
1− τδ

)2
+ δ

2
β2(1 + 2α)2.

Note that α being nonnegative

0 < τ ≤ β2 ≤ 1. (2.5.5)

Subcase 3.a Assume that δ ≤ τ−1. Then, 1− τδ ≥ 0 and therefore

h(α, β, δ) ≥
√(

1− τδ
)2

+ δ
2
β2(1 + 2α)2.

We then can compute

h2(α, β, δ) ≥
(
1− τδ

)2
+ δ

2
β2(1 + 2α)2 ≥

(
1− τδ

)2
+ δ

2
β2.

From (2.5.5), we then have successively

h2(α, β, δ) ≥ 1− 2τδ + τ 2δ
2

+ δ
2
τ ≥ 1− 2τδ + τ 2δ

2
(

1 +
1

τ

)

≥ 1− 2τδ + 2τ 2δ
2 ≥ 1

2
,

where the last inequality comes from the property τδ ∈ (0, 1]. Thus we get

h(α, β, δ) ≥ 1√
2
.

Subcase 3.b The last case is for δ > τ−1.Then we can rewrite

h(α, β, δ) = −
√(

1− τδ
)2

+

√(
1− τδ

)2
+ δ

2
β2(1 + 2α)2

≥ −
√(

1− τδ
)2

+

√(
1− τδ

)2
+ δ

2
β2.

From (2.5.5) and the subcase assumption, we get successively

δβ2 >
β2

τ
≥ 1.

Thus,

h(α, β, δ) ≥ −
√(

1− τδ
)2

+

√(
1− τδ

)2
+ δ

≥ δ√(
1− τδ

)2
+

√(
1− τδ

)2
+ δ

≥ δ

2

√(
1− τδ

)2
+ δ

.

On the other hand, from (2.5.5) and the subcase assumption and since δ2 ≥ δ ≥ 1,
we have successively

(
1− τδ

)2
+ δ ≤ 1 + τ 2δ

2
+ δ ≤ 1 + (τ 2 + 1)δ

2 ≤ 1 + 2δ
2
.

Thus finally, and since δ > 1, we have

h(α, β, δ) ≥ δ

2

√
1 + 2δ

2
≥ 1

2
√

3
.
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2.6 Appendix B. Modeling an elastic string

2.6.1 Derivation of the damped wave equation

The damped wave equation in one space dimension can be derived in a variety of different
physical settings. As an example of how waves occur in physical systems, we now derive the
damped wave equation for a stretched string. Other physical systems, such as sound waves in
air, can be analyzed in a similar way (see [70, 40]). We start by considering model the action
of an elastic string over time. Consider a tiny element of the string between x and x+ ∆x

∆x

∆w

T (x, t)

T (x+ ∆x, t)

θ(x, t)

θ(x+ ∆x, t)

x

w(x, t)

Figure 2.6.1: Modeling an Elastic String.

The following quantities are needed in our derivation (see Figure 2.6.1):

• w(x, t) denotes vertical displacement of the string from the x−axis at position x and
time t.

• θ(x, t) is an angle between the string and a horizontal line at position x and time t.

• T (x, t) is a tension in the string at position x.

We can dispose of all the θ’s observing from the figure that

tan θ(x, t) = lim
∆x→0

∆w

∆x
=
∂w

∂x
: slope of tangent at (x, t) in wx− plane (2.6.1)

The Newton’s Second Law of Motion (F = ma) states that

F = (ρ∆x)
∂2w

∂t2
(2.6.2)

where ρ is the linear density of the string and ∆x is the length of the segment.
The force F comes from the tension in the string and also the damping force. The damping

force acts in the opposite direction to the motion and is denoted by −c∂w
∂t

with c > 0. We
assume for our model that there are only transverse vibrations, and so the string does not move
horizontally, but only vertically. So, we know that the total horizontal force must be zero.
Balancing the forces in the horizontal direction gives

T (x+ ∆x, t) cos θ(x+ ∆x, t) = T (x, t) cos θ(x, t) = τ, (2.6.3)

where τ is the constant horizontal tension. Balancing the forces in the vertical direction yields

F = T (x+ ∆x, t) sin θ(x+ ∆x, t)− T (x, t) sin θ(x, t)− c∂w
∂t

∆x

= T (x+ ∆x, t) cos θ(x+ ∆x, t) tan θ(x+ ∆x, t)− T (x, t) cos θ(x, t) tan θ(x, t)− c∂w
∂t

∆x.

(2.6.4)

80



Substituting (2.6.3) into (2.6.4) yields,

F = τ (tan θ(x+ ∆x, t)− tan θ(x, t))− c∂w
∂t

∆x = τ

(
∂w

∂x
(x+ ∆x, t)− ∂w

∂x
(x, t)

)
− c∂w

∂t
∆x.

So, the vertical component of Newton’s Law becomes

ρ
∂2w

∂t2
(ξ, t) = τ

1

∆x

(
∂w

∂x
(x+ ∆x, t)− ∂w

∂x
(x, t)

)
− c∂w

∂t

for ξ ∈ [x, x+ ∆x]. Dividing by ρ and letting ∆x tends to 0 gives

∂2w

∂t2
=
τ

ρ

∂2w

∂x2
− c

ρ

∂w

∂t
. (2.6.5)

In order to guarantee that the equation (2.6.5) has a unique solution, some initial and
boundary conditions have to be suitably selected: two initial conditions and boundary condition
(see [70, 40]).

2.6.2 Initial conditions

The initial position of the string and its initial velocity may be written as follow

w(x, 0) = f(x) and wt(x, 0) = h(x). (2.6.6)

To see why we need two initial condition, note that the Taylor series of w(x, t) about t = 0 is

w(x, t) = w(x, 0) + wt(x, 0)t+ wtt(x, 0)
t2

2
+ wttt(x, 0)

t3

3!
+ ...

From the initial condition (2.6.6) and the PDE (2.6.5) give

wtt(x, 0) = (τ/ρ)wxx(x, 0)− (c/ρ)wt(x, 0) = (τ/ρ)f ′′(x)− (c/ρ)h(x),

wttt(x, 0) = (τ/ρ)wtxx(x, 0)− (c/ρ)wtt(x, 0) = (τ/ρ)h′′(x)− (cτ/ρ2)f ′′(x) + (c/ρ)2h(x).

Higher order terms can be found similarly. Therefore, the two initial conditions for w(x, 0) and
wt(x, 0) are sufficient to determine w(x, t) near t = 0.

2.6.3 Boundary condition

We assumed the string is connected to frictionless cylinders of mass m1 that move vertically on
tracks at x = 0 with an acceleration g(t).

x
0

m1g(t)

θ

T

Figure 2.6.2: Boundary condition at x = 0.

81



Lemma 2.6.1. For any c > 0, ρ > 0 and m1 > 0, the boundary condition can be rewritten as
follows

Buwx(0, t)−Bvwt(0, t) = g(t).

with BuBv > 0.

Proof. Performing the force balance at x = 0 gives

T sin θ − c∂w
∂t

= m1g(t).

In other words, the vertical tension in the string balances the mass of the cylinder. However,
τ = T cos θ = const and tan θ = wx, so that the previous equation becomes

T cos θ tan θ − c∂w
∂t

= m1g(t),

or also, denoting Bu = τ/m1 and Bv = c/m1

Buwx(0, t)−Bvwt(0, t) = g(t).

To summarize, the IBVP of the linear damped wave equation in one space dimension reads

PDE :
∂2w

∂t2
(x, t) = a

∂2w

∂x2
(x, t)− 1

ε

∂w

∂t
(x, t), x > 0, t > 0,

BC : Buwx(0, t)−Bvwt(0, t) = g(t), t > 0,

IC : w(x, 0) = f(x), wt(x, 0) = h(x) t > 0.

where a = τ/ρ, and ε = ρ/c. Let now denote uε(x, t) = wx(x, t) and vε(x, t) = −wt(x, t). The
previous IBVP can be represented as

∂tu
ε(x, t) + ∂xv

ε(x, t) = 0,

∂tv
ε(x, t) + a∂xu

ε(x, t) = −1

ε
vε(x, t),

(2.6.7)

with the initial data

uε(x, 0) = f ′(x), vε(x, 0) = −h(x),

and the linear boundary condition

Buu
ε(0, t) +Bvv

ε(0, t) = g(t).

Remark 2.6.2. The boundary condition BuBv > 0 corresponds to stability condition (2.2.8) of
the linear damped wave equation (2.6.7).
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Chapter 3

A stiffly stable fully discrete scheme for
the damped wave equation using discrete
transparent boundary condition

We study the stability analysis of the time-implicit central differencing scheme for the linear
damped wave equation with boundary. In [96], Xin and Xu prove that the initial-boundary
value problem (IBVP) for this model is well-posed, uniformly with respect to the stiffness
of the damping, under the so-called stiff Kreiss condition (SKC) on the boundary condition.
We show here that the (SKC) is also a sufficient condition to guarantee the uniform stability
of the discrete IBVP for the relaxation system independently of the stiffness of the source
term, of the space step and of the time step. The boundary is approximated using discrete
transparent boundary conditions and the stiff stability is proved using energy estimates and
the Z− transform.

3.1 Description of the numerical scheme
Let ∆t > 0 being the time step. The space step ∆x > 0 will always be chosen so that the
parameter λxt = ∆x∆t−1 is kept fixed. Letting now Un

j = (unj , v
n
j )T denotes the approximation

of the exact solution to (2.1.1)-(2.1.3) at the grid point (xj, t
n) = (j∆x, n∆t), for any (j, n) ∈

N × N (where we omit the explicit dependence on ε). We focus in this chapter on the fully
discrete approximation of the IBVP (2.1.1)-(2.1.3) obtained by the central differencing scheme
in space and the implicit scheme in time.

A first step towards the fully discrete approximation of the IBVP (2.1.1)-(2.1.3) is the
following system





Un+1
j − Un

j

∆t
+

1

2∆x
A
(
Un+1
j+1 − Un+1

j−1

)
=

1

ε
SUn+1

j , j ≥ 1, n ≥ 0,

U0
j = fj, j ≥ 0,

BUn
0 = bn, n ≥ 0,

(3.1.1)

where the approximations of the initial condition fj and of the boundary data bn are defined
for example by setting fj = f(j∆x) for j ≥ 0 and bn = b(n∆t) for n ≥ 0.

Let us emphasize that the numerical scheme (3.1.1) still needs one more scalar equation at
the boundary point j = 0 so as to be fully defined, due to the fact that the matrix B has rank one
only. This is actually a discrete feature only, since in the continuous case this single equation is
exactly complemented by the only incoming characteristic (at least under UKC). An additional
relation to define Un+1

0 is thus needed. We want to use the central scheme at the boundary
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point j = 0, so that the modification of the ghost value Un+1
−1 can also be interpreted as the

use of an extra boundary condition. From a mathematical point of view, the problem is set, in
both cases, as follows: given an initial data compactly supported, one can construct boundary
condition at j = 0 with the objective to approximate the exact solution of the whole space
problem {j ∈ Z}, restricted to {j ∈ N}. If the approximate solution on {j ∈ N} coincides with
the exact solution, one refers to these boundary conditions as transparent boundary conditions.
Of course, these boundary condition should lead to a well-posed initial boundary value problem.
It means that we use the discrete transparent boundary condition at j = 0 that determines a
ghost value Un+1

−1 through the identity

Un+1
−1 =

n+1∑

k=0

Cn+1−kU
k
0 ,

where the coefficients Ck will be precised explicitly in the forthcoming Definition 3.2.4. The
extra boundary condition determines Un+1

−1 as a linear function of Uk
0 for past step times only:

0 ≤ k ≤ n+ 1. We propose the following numerical approximation at the boundary:

1

∆t
Γ
(
Un+1

0 − Un
0

)
+

1

2∆x
ΓA

(
Un+1

1 −
n+1∑

k=0

Cn+1−kU
k
0

)
=

1

ε
ΓSUn+1

0

with the matrix Γ = (−aBv Bu). Under the SKC, this choice for the matrix Γ will be useful
to construct the numerical solution (Un

j )j∈N in the Propositions 3.2.3 and 3.3.1.
To summarize, we study all along this chapter the following fully discrete approximation of

the IBVP (2.1.1)-(2.1.3):




Un+1
j − Un

j

∆t
+

1

2∆x
A
(
Un+1
j+1 − Un+1

j−1

)
=

1

ε
SUn+1

j , j ≥ 1, n ≥ 0,

U0
j = fj, j ≥ 0,

BUn
0 = bn, n ≥ 0,

1

∆t
Γ
(
Un+1

0 − Un
0

)
+

1

2∆x
ΓA

(
Un+1

1 −
n+1∑

k=0

Cn+1−kU
k
0

)
=

1

ε
ΓSUn+1

0 , n ≥ 0.

(3.1.2)
Main result: Dealing with the continuous IBVP (2.1.1)-(2.1.3), the UKC (2.1.5) is not enough
and a more stringent restriction has to be imposed. Our aim is to prove that the SKC derived
in [96] is then a sufficient condition for the stiff stability of the fully discrete IBVP (3.1.2), in
other words the uniform stability with respect to the stiffness of the relaxation term.

Theorem 3.1.1 (Main result). Assume that (Bu, Bv) ∈ R2 satisfies the SKC

Bv = 0 or
Bu

Bv

/∈
[
−√a, 0

]
. (3.1.3)

Let λxt ≤ 3
√
a/8 be a positive number. For any T > 0, there exists a constant CT > 0 such that

for all ∆t > 0 and ∆x = λxt∆t, any (fj)j∈N ∈ `2(N,R2) and (bn)n∈N ∈ `2(N,R), the solution
(Un

j )j∈N to the scheme (3.1.2) satisfies

N∑

n=0

∑

j≥0

∆x∆t|Un
j |2 +

N∑

n=0

∆t|Un
0 |2 ≤ CT

(∑

j≥0

∆x|fj|2 +
N∑

n=0

∆t|bn|2
)
, (3.1.4)

where N := T/∆t and CT is independent of ε ∈ (0,+∞).
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In [96], Xin and Xu considered the IBVP for the Jin-Xin relaxation model [51] and derived
the SKC (3.1.3) to characterize its stiff well-posedness. They show in particular that the
IBVP (2.1.1)-(2.1.3) is well-posed if and only if (3.1.3) holds. In the discrete IBVP (3.1.2), it
seems that the SKC is also sufficient to derive uniform stability estimates. Besides, by linearity,
the numerical scheme of the IBVP (3.1.2) can be broken up into two simpler problems, one with
homogeneous initial condition (fj)j∈N ≡ 0 and the other with homogeneous boundary bn ≡ 0,
for any n ∈ N. The proof of Theorem 3.1.1 is based on two main ingredients, by assembling a
result for the case of the following Cauchy problem





(
U I
j

)n+1 −
(
U I
j

)n

∆t
+

1

2∆x
A

((
U I
j+1

)n+1 −
(
U I
j−1

)n+1
)

=
1

ε
S
(
U I
j

)n+1
, j ∈ Z, n ≥ 0,

(
U I
j

)0
= fj, j ∈ Z.

(3.1.5)
and another one for the problem (3.1.2) with homogeneous initial data. We state hereafter
these two statements.

Proposition 3.1.2 (Cauchy problem). For any T > 0, there exists CT > 0 such that for all
∆t > 0, any (fj)j∈N ∈ `2(N,R2), the solution (U I

j )nj∈Z to (3.1.5) satisfies
∑

j∈Z
∆x|(U I

j )n|2 ≤ CT
∑

j∈Z
∆x|fj|2, n ∈ N, (3.1.6)

where CT is independent of ε ∈ (0,+∞) and ∆x = λxt∆t.

Proposition 3.1.3 (Homogeneous initial condition). Assume that the SKC (3.1.3) is satis-
fied. Then, there exists a constant C > 0 such that for any γ > 0 and any positive constant
λxt ≤ 3

√
a/8, the following property holds. For any ∆t > 0 together with ∆x = λxt∆t and any

boundary data (bn)n∈N ∈ `2(N,R), the solution (Un
j )j∈N to (3.1.2) with (fj)j∈N ≡ 0 satisfies

γ

γ∆t+ 1

∑

n≥0

∑

j≥0

e−2γn∆t∆t∆x|Un
j |2 +

∑

n≥0

e−2γn∆t∆t|Un
0 |2 ≤ C

∑

n≥0

e−2γn∆t∆t|bn|2, (3.1.7)

where C is independent of ε ∈ (0,+∞).

To isolate the effects of a possible boundary layer and avoid the complicated interaction of
boundary and initial layers, in Section 3.2, we consider the IBVP (3.1.2) with homogeneous
initial data and nonzero boundary data bn, for any n ≥ 0. The numerical solution (Un

j )j∈N
is constructed in Section 3.2.2 thanks to the Z−transform [52, 75]. Furthermore, we follow
the discrete transparent boundary condition at j = 0 as proposed in [2, 5, 54] to find the
explicit formula of the sequence (Cm)m≥0. By using the Plancherel’s theorem, under the SKC,
the Proposition 3.1.3 is proved in Section 3.2.3. In order to illustrate the relevance of the
SKC (3.1.3), we present in Section 3.2.4 some numerical results, for various values of the
parameters (Bu, Bv) and show that the numerical solution at the boundary x = 0 increases
quickly if the SKC (3.1.3) does not hold. Besides, by the decrease of the error ‖U(., tn) −
Un‖2

`2(N,R2), we can observe the convergence of the discrete solution Un
j to the exact one U(xj, t

n).
After that, we observe the behavior of the energy terms ‖U‖`2(N×[0,T ),R2) and ‖U‖`2({0}×[0,T ),R2)

corresponding to whether or not the SKC (3.1.3) is valid. The nonzero initial data case is much
more difficult with the sufficiency proof. This is due to the complicated interactions between the
initial data, the boundary condition and the stiff relaxation term. Under the SKC, the numerical
solution is again described by means of the Z−transform in Section 3.3.1. It is decomposed into
three parts, by assembling the solution for the case of Cauchy problem (3.1.5), a numerical error
term (U II

j )nj∈N and the solution for the case IBVP (3.1.2) with homogeneous initial data. Since
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the coefficients for computing the boundary value Un+1
−1 are defined for homogeneous initial

data, this numerical error (U II
j )nj∈N is due to the interaction between the Cauchy problem and

the IBVP with zero initial data. For the Cauchy problem, the Proposition 3.1.2 is studied in
Section 3.3.2 by means of the discrete energy method. By an application of the Plancherel’s
theorem for Z-transform, the numerical error term (U II

j )nj∈N will be estimated in Section 3.3.3.
In Section 3.3.4, we get the expected result of the Theorem 3.1.1 in the case IBVP with nonzero
initial condition. In Section 3.3.5, we also look at the behavior of the numerical solution (Un

j )j∈Z
and the energy terms ‖U‖`2(N×[0,T ),R2) and ‖U‖`2({0}×[0,T ),R2) corresponding to whether or not
the SKC (3.1.3) is valid. It seems that the SKC (3.1.3) is also necessary condition to guarantee
the uniform stability of the IBVP (3.1.2) independent of the effect of the relaxation source term
and the boundary dissipation.

3.2 Stiff stability of the IBVP with homogeneous initial
condition

In this section, we consider the discrete IBVP (3.1.2) with nonzero boundary condition (bn)n∈N ∈
`2(N,R) and homogeneous Cauchy data (fj)j∈N ≡ 0. Assuming that the SKC is satisfied,
the numerical solution (Un

j )j∈N is obtained by using the Z-transform [52, 75]. Thanks to the
Plancherel’s theorem, we then are able to get the expected result of the Proposition 3.1.3.

3.2.1 Notations and preliminary results

Before we enter the important proofs, let us introduce some notations and preliminary results.
All along this chapter, the complex values z and ξ are related through the formula

ξ =
(
1− z−1

)
∆t−1, z = Reiθ, with R > 1, θ ∈ (−π, π].

Then, ξ obeys the inequalities
(
1−R−1

)
∆t−1 ≤ Re ξ ≤ 2∆t−1. (3.2.1)

Besides, one also introduces the following matrix, already concerned with the continuous
case [96]:

M(εξ) = A−1(S − εξI) =
1

a

(
0 −(1 + εξ)
−aεξ 0

)
,

We recall that the eigenvalues and eigenvectors of M(εξ) can be easily found to be respectively

µ±(εξ) = ±
√
εξ(1 + εξ)

a
, r±(εξ) =




1
aµ∓(εξ)

1 + εξ


 .

In the above formula and all along this chapter, the complex square root is defined with the
branch cut along the negative real axis. Applying Lemma 2.5.1 with the property Re ξ > 0 and
ε > 0, we can prove

Re (µ−(εξ)) ≤ −εRe ξ√
a

< 0, (3.2.2)

while, as a consequence,

Re (µ+(εξ)) ≥ εRe ξ√
a

> 0.
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Let us introduce

κ±(εξ) = µ±(εξ)λxε +

√
(µ+(εξ)λxε)

2 + 1, (3.2.3)

with the notation λxε = ∆x/ε. According to Lemma 2.5.2 together with the properties
Re (µ−(εξ)) < 0 for ε > 0 and Re ξ > 0, we can prove |κ−(εξ)| < 1. Besides, since µ−(εξ) =
−µ+(εξ), we get κ+(εξ)κ−(εξ) = 1. As a consequence, for any ε > 0 and Re ξ > 0, one has the
separation property |κ+(εξ)| > 1.

We further define the following spectral projections

Φ+(εξ) =
1

2g(εξ)

(
1

−g(εξ)

)(
g(εξ) −1

)
,

Φ−(εξ) =
1

2g(εξ)

(
1

g(εξ)

)(
g(εξ) 1

)
,

(3.2.4)

where we set

g(εξ) =
aµ+(εξ)

1 + εξ
. (3.2.5)

We also set Φ(εξ) the 2 × 2 matrix whose columns are composed by the components of the
eigenvectors of the matrix M(εξ). We recall these matrices thus satisfy the following usefull
identities

Φ+(εξ) = Φ(εξ)

(
0 0
0 1

)
Φ−1(εξ) and Φ−(εξ) = Φ(εξ)

(
1 0
0 0

)
Φ−1(εξ) (3.2.6)

and

Φ2
+(εξ) = Φ+(εξ), Φ2

−(εξ) = Φ−(εξ), Φ+(εξ)Φ−(εξ) = Φ−(εξ)Φ+(εξ) = 0. (3.2.7)

In order later on to construct and estimate the numerical solution (Un
j )j∈N by the Z−transform,

the following lemmas are usefull:

Lemma 3.2.1. [From [96]] Consider C+ = {ζ ∈ C, Re ζ ≥ 0} the closed complex right half-
plane. Under the SKC (3.1.3), the quantity g(ζ) is uniformly bounded in C+ and the quantity
Bu + g(ζ)Bv is uniformly bounded away from 0 in C+.

We omit the proof that the reader can find in the work by Xin and Xu [96].

Lemma 3.2.2. Let us consider the 4× 4 matrix

M1(εξ) =

(
2λxεM(εξ) I

I 0

)
. (3.2.8)

Then, the k-th power of M1(εξ) reads also

Mk
1 (εξ) = − 1

κ+(εξ) + κ−(εξ)

(
κ̂k+1(εξ)Ψ̂k(εξ) κ̂k(εξ)Ψ̂k+1(εξ)

κ̂k(εξ)Ψ̂k+1(εξ) κ̂k−1(εξ)Ψ̂k(εξ)

)
, (3.2.9)

where

κ̂k(εξ) = (−1)kκk+(εξ)− κk−(εξ),

Ψ̂k(εξ) = Φ−(εξ) + (−1)kΦ+(εξ).
(3.2.10)
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Proof. In this algebraic proof, we skip the dependence on εξ. Since the columns of the matrix
Φ are composed by the components of the eigenvectors of the matrix M , the considered matrix
Mk

1 can be reformulated simply as

Mk
1 = Φ̂Mk

2 Φ̂−1, (3.2.11)

where

Φ̂ =

(
Φ 0
0 Φ

)
, M2 =

(
D1 I
I 0

)
, D1 = 2λxεdiag (µ−, µ+) .

Let Ψ is the 4× 4 matrix whose columns are composed by the components of the eigenvectors
of the matrix M2

Ψ =




−κ+ κ− 0 0
0 0 −κ− κ+

1 1 0 0
0 0 1 1




so that Mk
2 = ΨDk

2Ψ−1 with D2 = diag (−κ+, κ−,−κ−, κ+). Therefore, the formula Mk
1

in (3.2.11) reads

Mk
1 = Φ̂ΨDk

2Ψ−1Φ̂−1. (3.2.12)

By using the properties Φ± in (3.2.6) and (3.2.12), one obtains

Mk
1 = − 1

κ+ + κ−

(
κ̂k+1Ψ̂k κ̂kΨ̂k+1

κ̂kΨ̂k+1 κ̂k−1Ψ̂k

)

with κ̂k and Ψ̂k are the same as in (3.2.10).

3.2.2 Solution by Z−transform
Firstly, we apply the Z−transform with respect to time index n ∈ N, which is discrete ana-
logue of the Laplace transform in time t ∈ R+. This method enables the representation and
estimations of the numerical solution (Un

j )j∈N. The definition reads as follows (see [52, 75] for
more details)

Ûj(z) = Z{Un
j }(z) =

∑

n≥0

Un
j z
−n, |z| > 1.

Since we assume (U0
j )j∈N ≡ 0, observe that the Z−transform of the time-shifted numerical

solution reads
∑

n≥0

Un+1
j z−n = zÛj(z)− zU0

j = zÛj(z).

Therefore, the IBVP (3.1.2) with zero initial data becomes




Ûj+1(z)− Ûj−1(z) = 2λxεM(εξ)Ûj(z), j ≥ 1, (3.2.13a)

BÛ0(z) = b̂(z), (3.2.13b)

ΓA
(
Û1(z)− z−1Υ(Û0(z))− 2λxεM(εξ)Û0(z)

)
= 0, (3.2.13c)
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where Υ(Û0(z)) is the Z−transform of the sequence
{∑n+1

k=0 Cn+1−kUk
0

}
n≥0

and b̂ stands for the
Z-transform of the scalar boundary data: b̂(z) = Z{bn}(z) =

∑
n≥0 b

nz−n.

Secondly, we look at the solution (Ûj)j∈N(z) to (3.2.13a)-(3.2.13c). This is the object of the
following proposition:

Proposition 3.2.3. Assume that the SKC (2.1.6) is satisfied. Assume that Γ and Υ in the
boundary condition (3.2.13c) are defined by

Γ =
(
−aBv Bu

)
, Υ(Û0(z)) = κ+(εξ)zÛ0(z). (3.2.14)

Then the solution (Ûj)j∈N(z) ∈ `2(N,C2) to (3.2.13a)-(3.2.13c) takes the form

Ûj(z) =
b̂(z)

Bu + g(εξ)Bv

κj−(εξ)r−(εξ). (3.2.15)

Proof. Before we prove the above result, let us notice that we omit the explicit dependence in
εξ. Firstly, we look at the solution (Ûj)j∈N(z) to (3.2.13a) and consider the two-dimensional
problem (3.2.13a) under the following one-step recurrence form

Wj+1(z) = M1Wj(z), (3.2.16)

where M1 is given by (3.2.8) and

Wj(z) =

(
Ûj(z)

Ûj−1(z)

)
. (3.2.17)

The solution (Wj)j∈N(z) to (3.2.16) is simply Wj(z) = M j
1W0(z). Together with the the explicit

formula of M j
1 in Lemma 3.2.2, the solution (Ûj)j∈N(z) to (3.2.13a) is therefore given by

Ûj(z) = − 1

κ+ + κ−
×
(
κ̂j+1Ψ̂jÛ0(z) + κ̂jΨ̂j+1Û−1(z)

)
.

By using the definition of κ̂k and Ψ̂k in (3.2.10), the above formula is now equivalent to

Ûj(z) =− (−1)jκj+
κ+ + κ−

×
[
Φ−

(
− κ+Û0(z) + Û−1(z)

)
+ (−1)j+1Φ+

(
κ+Û0(z) + Û−1(z)

)]

+
κj−

κ+ + κ−
×
[
κ−

(
Φ− + (−1)jΦ+

)
Û0(z) +

(
Φ− + (−1)j+1Φ+

)
Û−1(z)

]
.

(3.2.18)

Since we expect (Ûj)j∈N(z) ∈ `2(N,C2), we need a natural boundary condition at x = +∞.
Besides, one gets |κ+| > 1 and |κ−| < 1. Thus, the natural boundary condition takes the form





Φ−
(
−κ+Û0(z) + Û−1(z)

)
= 0,

Φ+

(
κ+Û0(z) + Û−1(z)

)
= 0.

(3.2.19)

By the definition of Φ± in (3.2.4), the system (3.2.19) is equivalent to




(g, 1)
(
−κ+Û0(z) + Û−1(z)

)
= 0,

(g,−1)
(
κ+Û0(z) + Û−1(z)

)
= 0.
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Then, we have

Û−1(z) =
κ+

g
×
(

0 1
g2 0

)
Û0(z).

Furthermore, we can see that

Φ− − Φ+ =
1

g

(
0 1
g2 0

)
.

Thus,

Û−1(z) = κ+(Φ− − Φ+)Û0(z). (3.2.20)

Plugging (3.2.20) into (3.2.18), we have

Ûj(z) =
κj−

κ+ + κ−

[
κ−

(
Φ− + (−1)jΦ+

)
+ κ+

(
Φ− + (−1)j+1Φ+

)(
Φ− − Φ+

)]
Û0(z).

Under the properties of Φ± in (3.2.7), the above formula becomes

Ûj(z) = κj−

(
Φ− + (−1)jΦ+

)
Û0(z). (3.2.21)

Secondly, we look at the boundary condition (3.2.13b) and (3.2.13c). Under the choice
Υ(Û0(z)) in (3.2.14), the boundary condition (3.2.13c) becomes

ΓA

(
Û1(z)− (κ+I + 2λxεM) Û0(z)

)
= 0. (3.2.22)

Indeed, we can compute separately

κ+I + 2λxεM = κ−Φ− + (κ+ + 2λxεµ+) Φ+,

Û1(z) = κ− (Φ− − Φ+) Û0(z).
(3.2.23)

Substituting (3.2.23) into (3.2.22), one obtains

ΓAΦ+Û0(z) = 0. (3.2.24)

Under the choice Γ in (3.2.14), we have

ΓAΦ+ =
a

2g
× (Bu + gBv)× (g,−1).

Thus,

(Bu + gBv)× (g,−1)Û0(z) = 0. (3.2.25)

From the Lemma 3.2.1, the equation (3.2.25) is equivalent under the SKC to

(g,−1)Û0(z) = 0. (3.2.26)

Together with the boundary condition (3.2.13b), the value of Û0(z) has to satisfy
(
Bu Bv

g −1

)
Û0(z) = b̂(z)

(
1
0

)
.
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Then, again under the SKC, we have

Û0(z) =
b̂(z)

Bu + g(εξ)Bv

r−(εξ). (3.2.27)

Plugging the value of Û0(z) in (3.2.27) into (3.2.21), the solution (Ûj)j∈N(z) to (3.2.13a)-
(3.2.13c) is given by

Ûj(z) =
b̂(z)

Bu + gBv

κj−

(
Φ− + (−1)jΦ+

)
r−(εξ).

Since Φ+r− = 0 and Φ−r− = r−, the solution (Ûj)j∈N(z) finally is

Ûj(z) =
b̂(z)

Bu + gBv

κj−r−.

This ends the proof of Proposition 3.2.3.

With (Ûj)j∈N(z) found in (3.2.15), the numerical solution (Un
j )j∈N to the IBVP (3.1.2) with

nonzero boundary condition (bn)n∈N ∈ `2(N,R) and homogeneous Cauchy data (fj)j∈N ≡ 0 can
be obtained by inverting the Z-transform [52, 75]

Un
j =

1

2π

∫ π

−π
Ûj
(
Reiθ

)
Rneinθdθ, R > 1.

Let us remark that an important assumption of Proposition 3.2.3 is Υ(Û0(z)) = κ+(εξ)zÛ0(z).
We now follow the discrete transparent boundary as proposed in [2, 5, 54] to find the explicit
formula for the sequence (Cm)m≥0.

Definition 3.2.4. Let ε > 0, R > 1, θ ∈ (−π, π] and then κ+(εξ) be given by (3.2.3). The
value of (Cm)m≥0 is defined as follows:

Cm =
1

π

∫ π

0

Re
(
κ+(εξ)Rmeimθ

)
dθ. (3.2.28)

Let us mention at this step that the values Cm above are designed in the case of homoge-
neous initial data and are kept unchanged in the case of nonzero initial data in forthcoming
Section 3.3. Thanks to the convolution property and inverting Z−transform, we now show
that the definition of (Cm)m≥0 in (3.2.28) is the suitable choice to get the required identity
Υ(Û0(z)) = κ+(εξ)zÛ0(z) in Proposition 3.2.3. This is the object of the next lemma:

Lemma 3.2.5. Let (Cm)m≥0 be defined from Definition 3.2.4, then

Υ(Û0(z)) = Z

{
n+1∑

k=0

Cn+1−kU
k
0

}
(z) = κ+(εξ)zÛ0(z).

Proof. Since µ+(εξ) = µ+(εξ), one obtains κ+(εξ) = κ+(εξ). Then,

Re
(
κ+(εξ)Rmeimθ

)
=

1

2

(
κ+(εξ)Rmeimθ + κ+(εξ)Rme−imθ

)

=
1

2

(
κ+(εξ)Rmeimθ + κ+(εξ)Rme−imθ

)
.
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Thus, the value of (Cm)m≥0 in (3.2.28) can be reformulated as

Cm =
1

2π

(∫ π

0

κ+(εξ)Rmeimθdθ +

∫ π

0

κ+(εξ)Rme−imθdθ
)

=
1

2π

∫ π

−π
κ+(εξ)Rmeimθdθ

= Z−1 (κ+(εξ)) (m).

By the convolution property and inverting Z−transform, we can conclude that

Υ(Û0(z)) = Z

{
n+1∑

k=0

Cn+1−kU
k
0

}
(z) = κ+(εξ)zÛ0(z),

This ends the proof of Lemma 3.2.5.

3.2.3 Stiff stability analysis

Under the SKC, we now consider the Proposition 3.1.3 with nonzero boundary condition
(bn)n∈N ∈ `2(N,R) and homogeneous Cauchy data (fj)j∈N ≡ 0. In order to get the uniform
estimate on (Un

j )j∈N, firstly, we prove the following lemma:

Lemma 3.2.6. Assume that the parameters a,∆x,∆t > 0 satisfy

∆x ≤ 3
√
a

8
∆t. (3.2.29)

Let ε > 0, R > 1, θ ∈ (−π, π] and then κ−(εξ) be given by (3.2.3). Then the following property
holds

∑

j≥0

|κ−(εξ)|2j ≤ ∆t
√
a

∆x(1−R−1)
. (3.2.30)

Proof. Since the property of Re (µ−(εξ)) in (3.2.2), we can prove
(

Re (µ−(εξ))λxε +

√
(Re (µ−(εξ))λxε)

2 + 1

)2

≤
(
η∆x+

√
η2∆x2 + 1

)2

, (3.2.31)

where η = −a−1/2Re ξ. According to Lemma 2.5.2 and the inequality (3.2.31), we have

|κ−(εξ)|2 =

∣∣∣∣µ−(εξ)λxε +

√
(µ−(εξ)λxε)

2 + 1

∣∣∣∣
2

≤
(
η∆x+

√
η2∆x2 + 1

)2

.

Then, we obtain the following estimate

∑

j≥0

|κ−(εξ)|2j =
(
1− |κ−(εξ)|2

)−1 ≤
(

1−
(
η∆x+

√
η2∆x2 + 1

)2
)−1

.

Since Re ξ satisfies the property (3.2.1), we get

∆t
√
a

2
≤ −1

η
≤ ∆t

√
a

1−R−1
.
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If we assume now ∆x ≤ 3
√
a

8
∆t ≤ − 3

4η
then we have

(
1−

(
η∆x+

√
η2∆x2 + 1

)2
)−1

≤ −η−1∆x−1.

Thus, we conclude that

∑

j≥0

|κ−(εξ)|2j ≤ −η−1∆x−1 ≤ ∆t
√
a

∆x(1−R−1)
.

This ends the proof of Lemma 3.2.6.

Secondly, by an application of the following Plancherel’s theorem for Z-transform

∑

n≥0

R−2n|Un
j |2 =

1

2π

∫ π

−π
|Ûj(Reiθ)|2dθ, R > 1,

we have
∑

n≥0

R−2n|Un
0 |2 =

1

2π

∫ π

−π
|Û0(Reiθ)|2dθ

=
1

2π

∫ π

−π

∣∣∣∣∣
b̂(z)

Bu + g(εξ)Bv

∣∣∣∣∣

2 (
1 + |g(εξ)|2

)
dθ.

From the Lemma 3.2.1, under the SKC, we then obtain

∑

n≥0

R−2n|Un
0 |2 .

1

2π

∫ π

−π
|̂b(Reiθ)|2dθ .

∑

n≥0

R−2n|bn|2. (3.2.32)

Similarly, by an application of the Plancherel’s theorem for Z-transform, we have

∑

n≥0

∑

j≥0

R−2n|Un
j |2 =

1

2π

∑

j≥0

∫ π

−π
|Ûj(Reiθ)|2dθ

=
1

2π

∑

j≥0

∫ π

−π

∣∣∣∣∣
b̂(z)

Bu + g(εξ)Bv

∣∣∣∣∣

2

|κ−(εξ)|2j
(
1 + |g(εξ)|2

)
dθ.

Again, under the SKC, we get from Lemma 3.2.1

∑

n≥0

∑

j≥0

R−2n|Un
j |2 .

1

2π

∑

j≥0

∫ π

−π
|̂b(z)|2|κ−(εξ)|2jdθ. (3.2.33)

Following Lemma 3.2.6, if we assume (3.2.29) holds, then the inequality (3.2.33) becomes

R− 1

R
∆x
∑

n≥0

∑

j≥0

R−2n|Un
j |2 .

∆t

2π

∫ π

−π
|̂b(Reiθ)|2dθ . ∆t

∑

n≥0

R−2n|bn|2. (3.2.34)

According to (3.2.32) and (3.2.34), there exists a constant C > 0 such that

R− 1

R

∑

n≥0

∑

j≥0

R−2n∆x|Un
j |2 +

∑

n≥0

R−2n∆t|Un
0 |2 ≤ C

∑

n≥0

R−2n∆t|bn|2.
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By setting in the above formula R = eγ∆t for γ > 0 and ∆t > 0, and using the classical lower
bound eγ∆t ≥ 1 + γ∆t, we obtain that there exists a constant c > 0 such that

γ

γ∆t+ 1

∑

n≥0

∑

j≥0

e−2γn∆t∆t∆x|Un
j |2 +

∑

n≥0

e−2γn∆t∆t|Un
0 |2 ≤ c

∑

n≥0

e−2γn∆t∆t|bn|2.

This ends the proof of the Proposition 3.1.3.
Let us observe that the scheme (3.1.2) together also with its boundary condition is closed

to be forward-in-time, except it is one-step implicit. By this property, changing the data b to
zero after some time T and unchanged before that time T , the discrete solution Un

j is the same
for n∆t < T . Therefore, there exists a constant CT > 0 such that

N∑

n=0

∑

j≥0

∆x∆t
∣∣Un

j

∣∣2 +
N∑

n=0

∆t |Un
0 |2 ≤ CT

N∑

n=0

∆t |bn|2 , (3.2.35)

with N := T/∆t. This will be useful to prove the Theorem 3.1.1.

3.2.4 Numerical experiments

In this paragraph, we first provide the behavior of the numerical solution (Un
j )j∈N according

to whether or not the SKC (3.1.3) is valid. We also look at the degenerate case when the
UKC (2.1.5) does not hold (and thus, none of the other stability conditions). Following the
continuous case studied by Xin and Xu in [96], the solution of the IBVP (2.1.1)-(2.1.3) with
homogeneous initial condition can be constructed by the method of Laplace transform. By
inverting the Laplace transform, the solution U(x, t) has form

U(x, t) = L−1Ũ =
1

2π

∫ +∞

−∞
eζt

b̃(ζ)

Bu + g(εζ)Bv

eµ−(εζ)x/εr−(εζ)dβ,

where ζ = α+iβ, α > 0. We make use the function mpmath.invertlaplace in Python to compute
the inverse Laplace transform for the exact solution U(x, t). Then, we observe the error between
the exact solution U(xj, t

n) and the numerical solution Un
j of the numerical scheme (3.1.2) with

homogeneous initial data at the grid point (xj, t
n) = (j∆x, n∆t). After that, we present some

numerical experiments and observe the effective behavior of the energy terms ‖U‖`2(N×[0,T ),R2)

and ‖U‖`2({0}×[0,T ),R2) corresponding to whether or not the SKC (3.1.3) is valid.
As main parameters for the experiments, we choose a = 1, Bv = 1, λxt = 1/3 and let

the relaxation rate ε and the boundary data Bu vary. The test case we consider concerns the
following data. The initial data is the homogeneous one (fj)j∈N ≡ 0. The boundary data is

b(t) =
t

2
sin(t).

Let us observe that these data are compatible in the corner (x, t) = (0, 0) in the sense that
Bf(0) = b(0). Moreover, the Laplace transform of b(t) is

b̃(ζ) =
ζ

(ζ2 + 1)2
.

3.2.4.1 The behavior of the numerical solution

Let the space step ∆x = 10−2 and the time step ∆t = λ−1
xt ∆x. Firstly, we choose the value of

Bu such that the SKC (3.1.3) is satisfied with ε = 10−2 and also with ε = 102. The Figures 3.2.1
and 3.2.2 show the numerical solution (Un

j )j∈N over the time interval t ∈ [0, 1.2).
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Figure 3.2.1: The numerical solution u(x, t) (left) and v(x, t) (right) for ε = 10−2. The
SKC (3.1.3) holds with Bu = −4.
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Figure 3.2.2: The numerical solution u(x, t) (left) and v(x, t) (right) for ε = 102. The
SKC (3.1.3) holds with Bu = −4.

In the first case, ε = 10−2, the incoming solution at the boundary x = 0 go slowly. This
is due to the initial relaxation of solution to the equilibrium system. In the case ε = 102, its
solution seems to be faster. It is not so much influenced by relaxation source term but more
by the boundary dissipation.

Secondly, we choose the value of Bu such that the SKC (3.1.3) is not satisfied. Besides, we
also present the numerical solution when the Uniform Kreiss Condition (2.1.5) is wrong. The
Figures 3.2.3 and 3.2.4 show the numerical solution (Un

j )j∈N over the time interval t ∈ [0, 0.5).
When the SKC (3.1.3) fails, we observe that the numerical solution at the boundary rise

gradually. This is the case for example for ε = 10−2 together with the parameters (Bu, Bv) =
(−1/2, 1). The behavior is even worse when the UKC (2.1.5) is not satisfied (see Figure 3.2.4).

95



0.0 0.2 0.4 0.6 0.8 1.0
x

0

200

400

600

800

u 
(x
,t)

The numerical solution u(x,t)
t = 0
t = 0.48

0.0 0.2 0.4 0.6 0.8 1.0
x

0

100

200

300

400

v 
(x
,t)

The numerical solution v(x,t)
t = 0
t = 0.48

Figure 3.2.3: The numerical solution u(x, t) (left) and v(x, t) (right) for ε = 10−2. The
SKC (3.1.3) does not hold with Bu = −1/2.
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Figure 3.2.4: The numerical solution u(x, t) (left) and v(x, t) (right) for ε = 102. The
UKC (2.1.5) is wrong with Bu = −1.

3.2.4.2 The error between the exact solution and the numerical solution

Let us begin with the notation

E(tn) :=

(
∆x
∑

j≥0

|U(xj, t
n)− Un

j |2
)1/2

. (3.2.36)

We choose a set of values Bu such that the SKC (3.1.3) is satisfied with the space step ∆x
and the relation rate ε vary. The error, as measured in (3.2.36), are reported in the Tables 3.1
and 3.2.

According to the experiments in Tables 3.1 and 3.2, for some ε ∈ (0,+∞) and (Bu, Bv)
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∆x ε = 10−2 ε = 10−1 ε = 1 ε = 10 ε = 102

5× 10−2 6.8× 10−3 1.2× 10−2 2.6× 10−2 3.1× 10−2 3.2× 10−2

25× 10−3 3× 10−3 5.9× 10−3 1.3× 10−2 1.6× 10−2 1.6× 10−2

125× 10−4 1.5× 10−3 2.9× 10−3 6.8× 10−3 8.2× 10−3 8.3× 10−3

625× 10−5 7.2× 10−4 1.5× 10−3 3.4× 10−3 4.1× 10−3 4.2× 10−3

Table 3.1: The error E(1.2) for Bu = −4.

∆x ε = 10−2 ε = 10−1 ε = 1 ε = 10 ε = 102

5× 10−2 8.5× 10−3 1.3× 10−2 2.1× 10−2 2.3× 10−2 2.4× 10−2

25× 10−3 3.8× 10−3 6.4× 10−3 1.1× 10−2 1.2× 10−2 1.2× 10−2

125× 10−4 1.8× 10−3 3.2× 10−3 5.4× 10−3 6.1× 10−3 6.2× 10−3

625× 10−5 9.1× 10−4 1.6× 10−3 2.7× 10−3 3.1× 10−3 3.1× 10−3

Table 3.2: The error E(1.2) for Bu = 3.

satisfying the SKC (3.1.3), the observed convergence rate is 1 since going down ∆x by a factor
2 decreases the error of the same factor 2. It means that the behavior of the numerical solution
Un
j is the same as the evolution of the exact solution U(xj, t

n). This is the case for example for
ε = 10−2 together with the parameters (Bu, Bv) = (−4, 1).

3.2.4.3 The effective behavior of the energy terms

Let the space step ∆x = 10−2 and the time step ∆t = λ−1
xt ∆x. We present hereafter the

behavior of the following energy terms for ε ∈ (0,+∞), T = 1.2 and N = T/∆t. The first one
corresponds to the `2 in time and space energy of the discrete solution and the second to the
`2 in time energy of the numerical trace at the boundary:

E1 := ‖U‖2
`2(N×[0,T ),R2) =

N∑

n=0

∑

j≥0

∆x∆t|Un
j |2,

E2 := ‖U‖2
`2({0}×[0,T ),R2) =

N∑

n=0

∆t|Un
0 |2,

(3.2.37)

which are shown in the Table 3.3 and Figures 3.2.5, 3.2.6.

Bu ε = 10−2 ε = 1 ε = 102

-4 35× 10−5 77× 10−5 47× 10−4

-2 15× 10−4 39× 10−4 43× 10−3

-1 2.6× 1017 1.69× 1031 3.17× 1056

-0.5 44047.9 418525.12 2837033.2
1 34× 10−4 5× 10−3 10−2

3 48× 10−5 87× 10−5 2× 10−2

Bu ε = 10−2 ε = 1 ε = 102

-4 66× 10−4 8× 10−3 2× 10−2

-2 29× 10−3 4× 10−2 18× 10−2

-1 1.24× 1019 7.17× 1032 1.89× 1058

-0.5 191420.5 9910910.98 106714237.85
1 46× 10−3 55× 10−3 67× 10−3

3 93× 10−4 94× 10−4 12× 10−3

Table 3.3: The energy terms E1 (left) and E2(right).

• For some ε ∈ (0,+∞), the values of E1 and E2 rise gradually when the SKC (3.1.3)
is not satisfied. This is the case for example for ε = 102 together with the parameters
(Bu, Bv) = (−1/2, 1). The behavior is even worse when the UKC (2.1.5) is not hold.

• In the case ε = 10−2, the energy term E1 and E2 increase slowly. This is due to the effect
of incoming solution at the boundary when the initial relaxation of solution tends to the
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Figure 3.2.5: Energy evolution E1 for Bu = −4 (left) and Bu = −0.5 (right).
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Figure 3.2.6: Energy evolution E2 for Bu = −4 (left) and Bu = −0.5 (right).

equilibrium system. In the case ε = 102, those values increase fairly rapidly. It is not so
much influenced by relaxation source term but more by the boundary dissipation.

Clearly, the numerical results show that the numerical solution at the boundary x = 0
increase quickly as soon as the SKC (3.1.3) does not hold. If the UKC (2.1.5) is not satisfied,
the behavior of numerical solution is even worse. Besides, by the decrease of the error E(tn),
we can see that the values of Un

j tend to the exact solution U(xj, t
n). Indeed, it seems that the

SKC (3.1.3) is also necessary to ensure the non-increase rapidly of the energy terms E1 and E2

under the effect of the relaxation source term and the boundary dissipation.
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3.3 Stiff stability of the IBVP with homogeneous boundary
condition

For convenience in the forthcoming discussions, we recall that the IBVP (3.1.2) with homoge-
neous boundary condition writes




Un+1
j − Un

j

∆t
+

1

2∆x
A
(
Un+1
j+1 − Un+1

j−1

)
=

1

ε
SUn+1

j , j ≥ 1, n ≥ 0,

U0
j = fj, j ≥ 0,

BUn
0 = 0, n ≥ 0,

1

∆t
Γ
(
Un+1

0 − Un
0

)
+

1

2∆x
ΓA

(
Un+1

1 −
n+1∑

k=0

Cn+1−kU
k
0

)
=

1

ε
ΓSUn+1

0 , n ≥ 0.

(3.3.1)

In [96, Section 5], under the SKC, Xin and Xu find explicitly the solution U(x, t) of the
IBVP (2.1.1)-(2.1.3) with homogeneous boundary data by the method of Laplace transform.
The solution is decomposed into two ingredients, by assembling a solution for the case of the
Cauchy problem and another one for the case of the IBVP with homogeneous initial condition.
In our case, assuming the SKC to hold, the numerical solution (Un

j )j∈N can be constructed by
the method of Z−transform. Since the coefficients (Cm)m≥0 are defined for homogeneous initial
data, the numerical solution (Un

j )j∈N of the IBVP (3.3.1) consists of not only the solutions
for case of the Cauchy problem and for the IBVP with zero initial data but also another
numerical error term (U II

j )nj∈N. To complete the proof of the Theorem 3.1.1 with homogeneous
boundary condition, we first use the means of discrete energy method in order to prove the
Proposition 3.1.2. By an application of the Plancherel’s theorem for Z-transform [52, 75], the
numerical error term of (U II

j )nj∈N will be estimated in Section 3.3.3. After that, we get the
expected result of the case IBVP with homogeneous initial condition.

3.3.1 Solution by Z−transform
Again, we follow the explicit solving of the IBVP (3.3.1) by using the Z−transform. With

Ûj(z) = Z{Un
j }(z) =

∑

n≥0

Un
j z
−n, |z| > 1.

Importantly, we now have (fj)j∈N 6= 0, and thus we get
∑

n≥0

Un+1
j z−n = zÛj(z)− zU0

j = zÛj(z)− zfj.

Therefore, (3.3.1) becomes




Ûj+1(z)− Ûj−1(z) = 2λxεM(εξ)Ûj(z) + fj+1 − 2λxεM(ε∆t−1)fj − fj−1, j ≥ 1, (3.3.2a)

BÛ0(z) = 0, (3.3.2b)

ΓA

[
Û1(z)−

(
κ+(εξ)I + 2λxεM(εξ)

)
Û0(z)− f1

]
= 0. (3.3.2c)

Let us recall that the Z−transform of
∑n+1

k=0 Cn+1−kUk
0 is given by κ+(εξ)zÛ0(z). Firstly, we look

at the solution (Ûj)j∈N(z) to (3.3.2a)-(3.3.2c). This is the object of the following proposition:
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Proposition 3.3.1. Assume that the SKC (3.1.3) is satisfied. Let (fj)j∈N ∈ `2(N,R2) and
denote V I

k , wI(εξ) and wII(εξ) as follows:

V I
k = fk+1 − 2λxεM(ε∆t−1)fk − fk−1,

wI(εξ) =
+∞∑

k=0

(−1)−kκ−k+ (εξ)V I
k ,

wII(εξ) = −
+∞∑

k=0

κ−k+ (εξ)V I
k .

(3.3.3)

Then, the solution (Ûj)j∈N(z) ∈ `2(N,C2) to (3.3.2a)-(3.3.2c) takes the form

Ûj(z) =
κj+1
− (εξ)

4g(εξ)
×
(
Bu − g(εξ)Bv

Bu + g(εξ)Bv

× (g(εξ), 1)wI(εξ)− (g(εξ),−1)wII(εξ)

)

×
(
Bu − g(εξ)Bv

Bu + g(εξ)Bv

× r−(εξ) + (−1)j+1r+(εξ)

)

− κj−(εξ)

κ+(εξ) + κ−(εξ)
×
(

Φ−(εξ)wI(εξ) + (−1)jΦ+(εξ)wII(εξ)

)

+
1

κ+(εξ) + κ−(εξ)
×
(

j−1∑

k=0

κj−k− (εξ)

(
Φ−(εξ) + (−1)j−k−1Φ+(εξ)

)
V I
k

+
+∞∑

k=j

(−1)j−kκj−k+ (εξ)

(
Φ−(εξ) + (−1)j−k−1Φ+(εξ)

)
V I
k

)
.

(3.3.4)

Proof. Before we prove the above result, let us notice that we omit the explicit dependence
in εξ. Firstly, we look at the solution (Ûj)j∈N(z) to (3.3.2a) and consider the two-dimensional
problem (3.3.2a) under the following nonhomogeneous one-step recurrence form

Wj+1(z) = M1Wj(z) + Vj, (3.3.5)

where Wj is the same as in (3.2.17) and

Vj =

(
V I
j

0

)
.

The solution (Wj)j∈N(z) to (3.3.5) is thus given by

Wj(z) = M j
1W0(z) +

j−1∑

k=0

M j−1−k
1 Vk. (3.3.6)

Together with the the explicit formula ofM j
1 in Lemma 3.2.2, the solution (Ûj)j∈N(z) to (3.3.2a)

is given by

Ûj(z) = − 1

κ+ + κ−
×
[
κ̂j+1Ψ̂jÛ0(z) + κ̂jΨ̂j+1Û−1 +

j−1∑

k=0

κ̂j−kΨ̂j−k−1V
I
k

]
.
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By the definition of κ̂k and Ψ̂k in (3.2.10), the above formula is equivalent to

Ûj(z) = −(−1)jκj+
κ+ + κ−

×
[
− κ+

(
Φ− + (−1)jΦ+

)
Û0(z) +

(
Φ− + (−1)j+1Φ+

)
Û−1(z)

+

j−1∑

k=0

(−κ+)−k
(

Φ− + (−1)j−k−1Φ+

)
V I
k

]

+
κj−

κ+ + κ−
×
[
κ−

(
Φ− + (−1)jΦ+

)
Û0(z) +

(
Φ− + (−1)j+1Φ+

)
Û−1(z)

+

j−1∑

k=0

κ−k−

(
Φ− + (−1)j−k−1Φ+

)
V I
k

]
.

(3.3.7)

Thanks to the definition of wI and wII in (3.3.3), one has

j−1∑

k=0

(−κ+)−k
(

Φ− + (−1)j−k−1Φ+

)
V I
k

= Φ−w
I + (−1)jΦ+w

II −
+∞∑

k=j

(−κ+)−k
(

Φ− + (−1)j−k−1Φ+

)
V I
k .

(3.3.8)

Substituting (3.3.8) into (3.3.7), we have

Ûj(z) =− (−1)jκj+
κ+ + κ−

×
[

Φ−

(
− κ+Û0(z) + Û−1(z) + wI

)
+ (−1)j+1Φ+

(
κ+Û0(z) + Û−1(z)− wII

)]

+
1

κ+ + κ−
×

+∞∑

k=j

(−1)j−kκj−k+

(
Φ− + (−1)j−k−1Φ+

)
V I
k

+
κj−

κ+ + κ−
×
[
κ−

(
Φ− + (−1)jΦ+

)
Û0(z) +

(
Φ− + (−1)j+1Φ+

)
Û−1(z)

+

j−1∑

k=0

κ−k−

(
Φ− + (−1)j−k−1Φ+

)
V I
k

]
.

(3.3.9)

Since we expect (Ûj)j∈N(z) ∈ `2(N,C2), we need a natural boundary condition at x = +∞.
Besides, one gets |κ+| > 1 and |κ−| < 1. Thus, the natural boundary condition takes the form





Φ−
(
−κ+Û0(z) + Û−1(z) + wI

)
= 0,

Φ+

(
κ+Û0(z) + Û−1(z)− wII

)
= 0.

(3.3.10)

By the definition of Φ± in (3.2.4), the system (3.3.10) is equivalent to




(
g, 1
) (
−κ+Û0(z) + Û−1(z) + wI

)
= 0,

(
g,−1

) (
κ+Û0(z) + Û−1(z)− wII

)
= 0.

Then, we have

Û−1(z) = κ+(Φ− − Φ+)Û0(z)− Φ−w
I + Φ+w

II . (3.3.11)
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Plugging (3.3.11) into (3.3.9), we get

Ûj(z) =
1

κ+ + κ−
×

+∞∑

k=j

(−1)j−kκj−k+

(
Φ− + (−1)j−k−1Φ+

)
V I
k

+
κj−

κ+ + κ−
×
[
κ−

(
Φ− + (−1)jΦ+

)
+ κ+

(
Φ− + (−1)j+1Φ+

)(
Φ− − Φ+

)]
Û0(z)

+
κj−

κ+ + κ−
×
(

Φ− + (−1)j+1Φ+

)(
− Φ−w

I + Φ+w
II

)

+
1

κ+ + κ−
×

j−1∑

k=0

κj−k−

(
Φ− + (−1)j−k−1Φ+

)
V I
k .

Under the properties of Φ± in (3.2.7), the above formula becomes

Ûj(z) = κj−

(
Φ− + (−1)jΦ+

)
Û0(z)− κj−

κ+ + κ−
×
(

Φ−w
I + (−1)jΦ+w

II

)

+
1

κ+ + κ−
×
[
j−1∑

k=0

κj−k−

(
Φ− + (−1)j−k−1Φ+

)
V I
k +

+∞∑

k=j

(−1)j−kκj−k+

(
Φ− + (−1)j−k−1Φ+

)
V I
k

]
.

(3.3.12)

Secondly, we look at the boundary data Û0(z) and extend the initial data (fj)j∈N to the whole
line by setting fj = 0 for j ≤ 0. Since f0 = f−1 = 0 and Φ+ + Φ− = I, we can see that

Û1(z) = κ−

(
Φ− − Φ+

)
Û0(z)− κ−

κ+ + κ−
×
(

Φ−w
I − Φ+w

II

)

+
1

κ+ + κ−
×
[
κ−f1 − κ+

+∞∑

k=1

(−1)−kκ−k+

(
Φ− + (−1)−kΦ+

)
V I
k

]
.

(3.3.13)

On the other hand, by the definition of wI and wII in (3.3.3), we get the following property

+∞∑

k=1

(−1)−kκ−k+

(
Φ− + (−1)−kΦ+

)
V I
k = Φ−w

I − Φ+w
II − f1. (3.3.14)

Substituting (3.3.14) into (3.3.13), the value of Û1(z) can be reformulated as

Û1(z) = κ−(Φ− − Φ+)Û0(z)− Φ−w
I + Φ+w

II + f1.

Thus, the equation (3.3.2c) becomes

ΓA

(
κ−(Φ− − Φ+)Û0(z)− Φ−w

I + Φ+w
II − (κ+I + 2λxεM) Û0(z)

)
= 0. (3.3.15)

Indeed, we observe that

κ+I + 2λxεM = κ−Φ− + (κ+ + 2λxεµ+)Φ+.

Then, the equation (3.3.15) can be represented as

ΓAΦ+Û0(z) = − 1

2κ+

ΓA

(
Φ−w

I − Φ+w
II

)
. (3.3.16)
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Besides, one has

ΓAΦ+ =
a

2g
× (Bu + gBv)× (g,−1).

From the Lemma 3.2.1, the equation (3.3.16) is equivalent under the SKC to

(g,−1)Û0(z) = − g

aκ+(Bu + gBv)
ΓA

(
Φ−w

I − Φ+w
II

)
.

Together with the boundary condition (3.3.2b), one gets

(
Bu Bv

g −1

)
Û0(z) = − g

aκ+(Bu + gBv)




0

ΓA

(
Φ−wI − Φ+w

II

)

 .

Then, under the SKC, we have

Û0(z) = − g

aκ+(Bu + gBv)2
× ΓA

(
Φ−w

I − Φ+w
II

)(
Bv

−Bu

)
. (3.3.17)

Substituting (3.3.17) into (3.3.12), the solution (Ûj)j∈N(z) to (3.3.2a)-(3.3.2c) is given by

Ûj(z) =− κj+1
− g

a(Bu + gBv)2
× ΓA

(
Φ−w

I − Φ+w
II

)
×
(

Φ− + (−1)jΦ+

)(
Bv

−Bu

)

− κj−
κ+ + κ−

×
(

Φ−w
I + (−1)jΦ+w

II

)

+
1

κ+ + κ−
×
[
j−1∑

k=0

κj−k−

(
Φ− + (−1)j−k−1Φ+

)
V I
k +

+∞∑

k=j

(−1)j−kκj−k+

(
Φ− + (−1)j−k−1Φ+

)
V I
k

]
.

Together with the definitions of Φ± and Γ in (3.2.6) and (3.2.14), respectively, we have

− g

a(Bu + gBv)2
× ΓA

(
Φ−w

I − Φ+w
II

)
×
(

Φ− + (−1)jΦ+

)(
Bv

−Bu

)

=
1

4g
×
(
Bu − gBv

Bu + gBv

× (g, 1)wI − (g,−1)wII
)
×
(
Bu − gBv

Bu + gBv

× r− + (−1)j+1r+

)
.

Therefore, the solution (Ûj)j∈N(z) to (3.3.2a)-(3.3.2c) can be reformulated as

Ûj(z) = =
κj+1
−
4g
×
(
Bu − gBv

Bu + gBv

× (g, 1)wI − (g,−1)wII
)
×
(
Bu − gBv

Bu + gBv

× r− + (−1)j+1r+

)

− κj−
κ+ + κ−

×
(

Φ−w
I + (−1)jΦ+w

II

)

+
1

κ+ + κ−
×
[
j−1∑

k=0

κj−k−

(
Φ− + (−1)j−k−1Φ+

)
V I
k +

+∞∑

k=j

(−1)j−kκj−k+

(
Φ− + (−1)j−k−1Φ+

)
V I
k

]
.

This ends the proof of Proposition 3.3.1.

Secondly, we can see that the solution (Ûj)j∈N(z) to (3.3.2a)-(3.3.2c) consists of three parts:

Ûj(z) = Û I
j (z) + Û II

j (z) + Û III
j (z), (3.3.18)
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where

Û I
j (z) =

(−1)jκj+1
− (εξ)

4g(εξ)
×
(

(g(εξ),−1)wII(εξ)

)
× r+(εξ)

− κj−(εξ)

κ+(εξ) + κ−(εξ)

(
Φ−(εξ)wI(εξ) + (−1)jΦ+(εξ)wII(εξ)

)

+
1

κ+(εξ) + κ−(εξ)
×
[
j−1∑

k=0

κj−k− (εξ)

(
Φ−(εξ) + (−1)j−k−1Φ+(εξ)

)
V I
k

+
+∞∑

k=j

(−1)j−kκj−k+ (εξ)

(
Φ−(εξ) + (−1)j−k−1Φ+(εξ)

)
V I
k

]
,

(3.3.19)

Û II
j (z) =

(−1)j+1κj+1
− (εξ)

4g(εξ)
× Bu − g(εξ)Bv

Bu + g(εξ)Bv

×
(

(g(εξ), 1)wI(εξ)

)
× r+(εξ) (3.3.20)

and

Û III
j (z) =

κj+1
− (εξ)

4g(εξ)
×
(
Bu − g(εξ)Bv

Bu + g(εξ)Bv

× (g(εξ), 1)wI(εξ)− (g(εξ),−1)wII(εξ)

)

× Bu − g(εξ)Bv

Bu + g(εξ)Bv

× r−(εξ).

(3.3.21)

Let us extend the initial data (fj)j∈Z to the whole line by setting fj = 0 for j ≤ 0. It is
easy to verify that Û I

j (z) corresponds to the Z−transform of the solution (U I
j )n of the following

extended Cauchy problem (3.3.22).




(
U I
j

)n+1 −
(
U I
j

)n

∆t
+

1

2∆x
A

((
U I
j+1

)n+1 −
(
U I
j−1

)n+1
)

=
1

ε
S
(
U I
j

)n+1
, j ∈ Z, n ≥ 0,

(
U I
j

)0
= fj, j ∈ Z.

(3.3.22)
With (Û II

j )j∈N(z) found in (3.3.20), the value of (U II
j )nj∈N can be obtained by inverting the

Z-transform

(
U II
j

)n
=

1

2π

∫ π

−π
Û II
j (Reiθ)Rneinθdθ, R > 1. (3.3.23)

Indeed, the value of Û III
j (z) can be reformulated as

Û III
j (z) =

−B
(
Û I

0 (z) + Û II
0 (z)

)

Bu + g(εξ)Bv

× κ−(εξ)r−(εξ).

Following Section 3.2.2, Û III
j (z) corresponds to the Z−transform of the solution (U III

j )n of the
IBVP with the homogeneous initial data
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(
U III
j

)n+1 −
(
U III
j

)n

∆t
+

1

2∆x
A

((
U III
j+1

)n+1 −
(
U III
j−1

)n+1
)

=
1

ε
S
(
U III
j

)n+1
, j ≥ 1,

(
U III
j

)0
= 0, j ≥ 0,

B
(
U III

0

)n
= −B

((
U I

0

)n
+
(
U II

0

)n
)
, n ≥ 0,

1

∆t
Γ
((
U III

0

)n+1 −
(
U III

0

)n)
+

1

2∆x
ΓA

(
(
U III

1

)n+1 −
n+1∑

k=0

Cn+1−k
(
U III

0

)k
)

=
1

ε
ΓS
(
U III

0

)n+1
, n ≥ 0.

(3.3.24)

3.3.2 The energy method for the Cauchy problem

In this paragraph, we prove the Proposition 3.1.2 by means of the discrete energy method.
The energy estimate in the continuous case are obtained using the integration by parts rule.
Therefore, we need the corresponding summation by parts rules for the discrete approximations
of ∂/∂x [42]. The idea is to find a symmetric positive definite matrix H, such that HA is
symmetric and HS is negative semi-definite. Therefore, we choose

H =

(
a 0
0 1

)
.

Now, let us multiply the first equation in (3.3.22) by ((U I
j )n+1)TH and sum over Z, one obtains

∑

j∈Z

〈
(U I

j )n+1 − (U I
j )n, H(U I

j )n+1
〉

+
∆t

2∆x

∑

j∈Z

〈
A
(
(U I

j+1)n+1 − (U I
j−1)n+1

)
, H(U I

j )n+1
〉

=
∆t

ε

∑

j∈Z

〈
S(U I

j )n+1, H(U I
j )n+1

〉
,

(3.3.25)

where 〈., .〉 denotes the usual Euclidean inner product. Since H is a symmetric positive definite
matrix, we have

∑

j∈Z

〈
(U I

j )n+1 − (U I
j )n, H(U I

j )n+1
〉
≥ 1

2

∑

j∈Z

(〈
(U I

j )n+1, H(U I
j )n+1

〉
−
〈
(U I

j )n, H(U I
j )n
〉)
.

Together with the symmetric matrix HA, the second flux term in (3.3.25) becomes
∑

j∈Z

〈
A
(
(U I

j+1)n+1 − (U I
j−1)n+1

)
, H(U I

j )n+1
〉

= 0.

Thus, we directly get the inequality
∑

j∈Z

(〈
(U I

j )n+1, H(U I
j )n+1

〉
−
〈
(U I

j )n, H(U I
j )n
〉)
≤ 2∆t

ε

∑

j∈Z

〈
S(U I

j )n+1, H(U I
j )n+1

〉
. (3.3.26)

Let us remind that HS is negative semi-definite. Then, from the inequality (3.3.26), for any
n ∈ N, the following inequality holds

∑

j∈Z

〈
(U I

j )n, H(U I
j )n
〉
≤
∑

j∈Z
〈fj, Hfj〉 . (3.3.27)
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Furthermore, since H is a symmetric positive definitive matrix, the following inequality holds
for some constants m, k > 0

m
〈
(U I

j )n, H(U I
j )n
〉
≤
〈
(U I

j )n, (U I
j )n
〉
≤ k

〈
(U I

j )n, H(U I
j )n
〉
. (3.3.28)

According to (3.3.27) and (3.3.28), there exists a constant C > 0 such that
∑

j∈Z
∆x
∣∣(U I

j

)n∣∣2 ≤ C
∑

j∈Z
∆x|fj|2, for any n ∈ N, (3.3.29)

with the constant C independent of ε and ∆x.
This ends the proof of the Proposition 3.1.2.

To complete the proof of the Theorem 3.1.1 for the numerical scheme of the IBVP (3.3.1),
observe that from (3.3.29) and setting fj = 0 for j < 0, for any T > 0, there exists CT > 0
such that

N∑

n=0

∑

j≥0

∆x∆t
∣∣(U I

j

)n∣∣2 ≤ CT
∑

j≥0

∆x|fj|2, (3.3.30)

with N = T/∆t. Furthermore, from the inequality (3.3.29) and ∆x = ∆tλxt, one obtains

N∑

n=0

∆t
∣∣(U I

0 )n
∣∣2 ≤ CT

∑

j≥0

∆x|fj|2. (3.3.31)

3.3.3 The uniform estimate on (U II
j )n

The following lemma concerns the estimate on (U II
j )n:

Lemma 3.3.2. Assume that the SKC (3.1.3) is satisfied and let λxt ≤ 3
√
a/8 be a positive

number. Then, for any T > 0, there exists a constant CT > 0 such that for any ∆t > 0 together
with ∆x = λxt∆t, for any (fj)j∈N ∈ `2(N,R2), the values of (U II

j )j∈N defined in (3.3.23) satisfy

N∑

n=0

∑

j≥0

∆t∆x
∣∣(U II

j )n
∣∣2 +

N∑

n=0

∆t
∣∣(U II

0 )n
∣∣2 ≤ CT

∑

j≥0

∆x|fj|2 (3.3.32)

where N := T/∆t and CT is independent of ε ∈ (0,+∞).

Proof. By an application of the following Plancherel’s theorem for Z-transform, we have

∑

n≥0

R−2n
∣∣(U II

0 )n
∣∣2 =

1

2π

∫ π

−π
|Û II

0 (Reiθ)|2dθ, R > 1

=
1

2π

∫ π

−π

|κ−(εξ)|2
16|g(εξ)|2 ×

∣∣∣∣
Bu − g(εξ)Bv

Bu + g(εξ)Bv

∣∣∣∣
2

×
∣∣(g(εξ), 1)wI(εξ)

∣∣2 ×
(
1 + |g(εξ)|2

)
dθ.

From the Lemma 3.2.1, still under the SKC, Bu + g(εξ)Bv is uniformly bounded away from 0
in εξ ∈ C+, and g(εξ) is uniformly bounded in εξ ∈ C+. Moreover one has |κ−(εξ)| < 1, we
therefore obtain

∑

n≥0

R−2n
∣∣(U II

0 )n
∣∣2 .

∑

k≥0

|fk|2. (3.3.33)
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Similarly, by an application of the Plancherel’s theorem for Z-transform, under the SKC, we
have

∑

n≥0

∑

j≥0

R−2n
∣∣(U II

j )n
∣∣2 .

∑

j≥0

|κ−(εξ)|2j
∑

k≥0

|fk|2. (3.3.34)

Following Lemma 3.2.6, since we assume that the condition (3.2.29) holds, one gets the following
property

∑

j≥0

|κ−(εξ)|2j ≤ ∆t
√
a

∆x(1−R−1)
.

Together with λxt = ∆x/∆t, the inequality (3.3.34) becomes

R− 1

R

∑

n≥0

∑

j≥0

R−2n∆x
∣∣(U II

j )n
∣∣2 .

∑

k≥0

∆x|fk|2. (3.3.35)

Assembling the estimates (3.3.33) and (3.3.35), there exists C > 0 such that

R− 1

R

∑

n≥0

∑

j≥0

R−2n∆x
∣∣(U II

j )n
∣∣2 +

∑

n≥0

∑

j≥0

R−2n∆t
∣∣(U II

0 )n
∣∣2 ≤ C

∑

k≥0

∆x|fk|2.

By setting in the above formula R = eγ∆t for γ > 0 and ∆t > 0, and using the classical lower
bound eγ∆t ≥ 1 + γ∆t, we obtain that there exists a constant c > 0 such that

γ

γ∆t+ 1

∑

n≥0

∑

j≥0

e−2γn∆t∆t∆x
∣∣(U II

j )n
∣∣2 +

∑

n≥0

e−2γn∆t∆t
∣∣(U II

0 )n
∣∣2 ≤ C

∑

k≥0

∆x|fk|2.

Then, for all T > 0, there exists a constant CT > 0 such that

N∑

n=0

∑

j≥0

∆t∆x
∣∣(U II

j )n
∣∣2 +

N∑

n=0

∆t
∣∣(U II

0 )n
∣∣2 ≤ CT

∑

k≥0

∆x|fk|2,

with N = T/∆t.

3.3.4 Stiff stability analysis

Following Section 3.2.3, for any T > 0, there exists CT > 0 such that the solution (U III
j )nj∈N

to (3.3.24) satisfies

N∑

n=0

∑

j≥0

∆x∆t
∣∣(U III

j )n
∣∣2 +

N∑

n=0

∆t
∣∣(U III

0 )n
∣∣2 ≤ CT

N∑

n=0

∆t

∣∣∣∣B
(

(U I
0 )n + (U II

0 )n
)∣∣∣∣

2

.

Furthermore, from the inequalities (3.3.31) and (3.3.32), one obtains

N∑

n=0

∆t

∣∣∣∣B
(

(U I
0 )n + (U II

0 )n
)∣∣∣∣

2

≤ CT
∑

k≥0

∆x|fk|2.

Therefore, we show the uniform estimate on (U III
j )nj∈N

N∑

n=0

∑

j≥0

∆x∆t
∣∣(U III

j )n
∣∣2 +

N∑

n=0

∆t
∣∣(U III

0 )n
∣∣2 ≤ CT

∑

j≥0

∆x|fj|2, (3.3.36)
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with the positive constant CT independent of ε,∆x and ∆t.

To complete the proof of the Theorem 3.1.1 for the numerical scheme of the IBVP (3.3.1),
observe that from the inequalities (3.3.30) and (3.3.36), for any T > 0, there exists CT > 0
such that for any (fj)j∈N ∈ `2(N,R2) and N := T/∆t, the solution (Un

j )j∈N to (3.3.1) satisfies

N∑

n=0

∑

j≥0

∆x∆t|Un
j |2 +

N∑

n=0

∆t|Un
0 |2 ≤ CT

∑

j≥0

∆x|fj|2, (3.3.37)

where the constant CT independent of ε,∆x and ∆t. This is the last step to prove the Theo-
rem 3.1.1.

3.3.5 Numerical experiments

In this paragraph, we present some numerical experiments for the behavior of the numerical
solution (Un

j )j∈N corresponding to whether or not the SKC (3.1.3) holds. We also look at
the numerical solution when the UKC (2.1.5) is wrong. After that, we observe the effective
behavior of the energy terms E1 inside the domaine and E2 along the boundary, which are
defined in (3.2.37).

In our numerical experiments, we choose a = 1, Bv = 1, λxt = 1/3, fix the space step
∆x = 5 × 10−3, the time step ∆t = λ−1

xt ∆x, and let the relaxation rate ε and the boundary
data Bu vary. The boundary data is the homogeneous one bn ≡ 0, for any n ∈ N. The initial
data is

fj =





100×
(

13

30
− xj

)(
xj −

1

4

)
×
(

1 −1
)T

, if xj ∈
[

1

4
,
13

30

]
,

(
0 0

)T
, otherwise.

Let us first observe that these data are compatible in the corner (x, t) = (0, 0) in the sense
that Bf0 = 0. Moreover, the choice of an initial data with support in [1/4, 13/30] is motivated
by the property of finite speed of propagation available at the continuous side (2.1.1). More
precisely, the exact solution we approximate has characteristic velocities ±1 and therefore
vanishes outside some space interval [0, 0.63] for small times in [0, 0.2]. Thus, we choose for
our experiments the space interval [0, 1] and the time interval [0, T ) with T = 0.2. Let us
mention that the numerical experiments are performed we another discrete right boundary
condition at x = 1. This is chosen to be the classical homogeneous first order Neumann
extrapolation boundary condition Un

J+1 = Un
J , for any n ∈ N, at the rightmost cell J . That

boundary condition indeed exhibits convenient stability features for both the inflowing and the
outflowing transport equation [36].

3.3.5.1 The behavior of the numerical solution

Firstly, we choose a set of values Bu such that the SKC (3.1.3) is satisfied with ε = 10−2 and
also with ε = 102. The Figures 3.3.1 and 3.3.2 show numerical solution (Un

j )j∈N over the time
interval t ∈ [0, 0.2).

In the first case, ε = 10−2, due to the initial relaxation of solution to the equilibrium sys-
tem, the numerical solution descends over time (see Figure 3.3.1). In the case ε = 102, at time
t < 0.2, its solution seems to translate to the left and the ghost solutions do not go backward
in space for the implicit scheme. After that, the initial condition re-enters the domain from the
left boundary (see Figure 3.3.2). It is not so much influenced by relaxation source term but
more by the boundary dissipation.
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Figure 3.3.1: The numerical solution u(x, t) (left) and v(x, t) (right) for ε = 10−2. The
SKC (3.1.3) is valid with Bu = −2.
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Figure 3.3.2: The numerical solution u(x, t) (left) and v(x, t) (right) for ε = 102. The
SKC (3.1.3) is valid with Bu = −2.
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Secondly, we choose the value of Bu such that the SKC (3.1.3) is not satisfied. Besides, we
also present the numerical solution when the Uniform Kreiss Condition (2.1.5) is wrong. The
Figures 3.3.3 and 3.3.4 show numerical solution (Un

j )j∈N over the time interval t ∈ [0, 0.2).
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Figure 3.3.3: The numerical solution u(x, t) (left) and v(x, t) (right) for ε = 10−2 . The
SKC (3.1.3) is not valid with Bu = −0.5.
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Figure 3.3.4: The numerical solution u(x, t) (left) and v(x, t) (right) for ε = 102. The
UKC (2.1.5) is wrong with Bu = −1.

We can observe that the numerical solution at the boundary rise gradually when the
SKC (3.1.3) fails. This is the case for example for ε = 10−2 together with the parameters
(Bu, Bv) = (−1/2, 1). When the UKC (2.1.5) does not hold, the behavior is even worse (see
Figure 3.3.4).

3.3.5.2 The effective behavior of the energy terms

We present hereafter the effective behavior of the energy terms E1 and E2 for ε ∈ (0,+∞),
T = 0.2 and N = T/∆t.

According to Table 3.4 and Figures 3.3.5, 3.3.6, we can see that
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Bu ε = 10−2 ε = 1 ε = 102

-4 0.038009 0.083375 0.160487
-2 0.038014 0.191338 0.440354
-1 7.54× 1019 8.94× 1030 3.149× 1041

-0.5 696.71 16628.4 101893.6
1 0.030684 0.03537 0.038031
3 0.035051 0.038022 0.046627

Bu ε = 10−2 ε = 1 ε = 102

-4 2.13× 10−5 1.05× 10−3 1.46× 10−3

-2 2.69× 10−5 0.43× 10−2 0.71× 10−2

-1 5.3× 1021 8.68× 1032 3.58× 1043

-0.5 19235.1 125624.5 437872.2
1 2.87× 10−5 0.0515 0.0715
3 1.9× 10−5 0.0620 0.0894

Table 3.4: The energy terms E1 (left) and E2(right).
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Figure 3.3.5: Energy evolution E1 for Bu = −4 (left) and Bu = −0.5 (right).
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Figure 3.3.6: Energy evolution E2 for Bu = −4 (left) and Bu = −0.5 (right).
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• For any ε ∈ (0,+∞), the values of E1 and E2 rise gradually when the SKC (3.1.3) is
not satisfied. This is the case for example for ε = 102 together with the parameters
(Bu, Bv) = (−1/2, 1). The behavior is even worse when the UKC (2.1.5) is not hold.

• On the boundary x = 0, the value of E2 for ε = 10−2 increase slowly. This is due to the
effect of incoming solution at the boundary when the initial relaxation of solution tends
to the equilibrium system. In the case ε = 102, its value increase fairly rapidly. It is not
so much influenced by relaxation source term but more by the boundary dissipation.

Clearly, in our numerical experiment, the numerical solution at the boundary x = 0 increase
quickly as soon as the SKC (3.1.3) is not valid. The behavior of numerical solution is even
worse if the UKC (2.1.5) is not satisfied. Indeed, it seems that the SKC (3.1.3) is also necessary
condition to ensure the non-increase rapidly of the energy terms E1 and E2 under the effect of
the relaxation source term and the boundary dissipation.
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Chapter 4

High order numerical schemes for
transport equations on bounded domains

The goal is to construct finite difference approximations of the transport equation with nonzero
incoming boundary data that achieve the best possible convergence rate in the maximum norm.
We construct, implement and analyze the so-called inverse Lax-Wendroff procedure at the
incoming boundary. Optimal convergence rates are obtained by combining sharp stability
estimates for extrapolation boundary conditions with numerical boundary layer expansions.
We illustrate the results with the Lax-Wendroff and O3 schemes.

4.1 Introduction

4.1.1 Context and motivation

The implementation of numerical boundary conditions is crucial importance for the simulation
of transport and other evolution phenomena. However, a complete analysis of stability and/or
accuracy issues depending on the type of boundary and the type of numerical schemes (e.g.,
finite difference schemes with one or more time levels) is missing. The goal of this chapter is to
propose a high order numerical treatment of nonzero incoming boundary data for the transport
equation. The methodology is developed here for the one-dimensional problem but it is our
hope that the tools used below will be useful for higher dimensional problems. We are thus
given a fixed constant velocity a > 0, an interval length L > 0 and we consider the (continuous)
problem 




∂tu+ a ∂xu = 0 , t ≥ 0 , x ∈ (0, L) ,

u(0, x) = f(x) , x ∈ (0, L) ,

u(t, 0) = g(t) , t ≥ 0 .

(4.1.1)

The requirements on the initial and boundary data, namely f and g, will be made precise
below. The solution to (4.1.1) is given by the method of characteristics, which yields the
explicit representation formula

∀ (t, x) ∈ R+ × (0, L) , u(t, x) =

{
f (x− a t) , if x ≥ a t ,

g
(
t− x

a

)
, if x ≤ a t .

(4.1.2)

The question we address is how to construct high order numerical approximations of the solution
(4.1.2) to (4.1.1) by means of (explicit) finite difference approximations. This problem has been
addressed in [22] in the case of zero incoming boundary data (that is, g = 0 in (4.1.1)). The
focus in [22] is on the outflow boundary (x = L here since a is positive), for which extrapolation
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numerical boundary conditions are analyzed. Fortunately for us, a large part of the analysis
in [22] can be used here as a black box and we therefore focus on the incoming boundary.
To motivate the analysis of this chapter, let us present a very simple -though illuminating-
example for which we just need to introduce the basic notations that will be used throughout
this chapter. In all what follows, we consider a positive integer J , that is meant to be large,
and define the space step ∆x and the grid points (xj)j∈Z by

∆x :=
L

J
, xj := j∆x (j ∈ Z).

The interval (0, L) corresponds to the cells (xj−1, xj) with j = 1, . . . , J , but considering the
whole real line {j ∈ Z} will be useful in some parts of the analysis. The time step ∆t is then
defined as ∆t := λ∆x, where λ > 0 is a constant that is fixed so that Assumption 4.1.1 below
is satisfied. We use from now on the notation tn := n∆t, n ∈ N, the quantity unj will play the
role of an approximation for the solution u to (4.1.1) at the time tn on the cell (xj−1, xj).

We now examine an example where the exact solution to (4.1.1) is approximated by means
of the Lax-Wendroff scheme. The approximation reads

un+1
j = unj −

λ a

2
(unj+1 − unj−1) +

(λ a)2

2
(unj+1 − 2unj + unj−1) , n ∈ N , 1 ≤ j ≤ J , (4.1.3)

where we recall that λ = ∆t/∆x is a fixed constant and a > 0 is the transport velocity in
(4.1.1). The initial condition for (4.1.3) is defined, for instance, by computing the cell averages
of the initial condition f in (4.1.1), namely

∀ 1 ≤ j ≤ J , u0
j :=

1

∆x

∫ xj

xj−1

f(x) dx . (4.1.4)

Without any boundary, the Lax-Wendroff scheme is a second order approximation to the trans-
port equation [41]. We would like, of course, to maintain the second order accuracy property
when implementing (4.1.3) on an interval. This implementation, however, requires, at each
time iteration n, the definition of the boundary (or ghost cell) values un0 and unJ+1. At the
outflow boundary, we prescribe an extrapolation condition [56, 36], the significance of which
will be thoroughly justified in the next sections

unJ+1 = 2unJ − unJ−1 , n ∈ N . (4.1.5)

Combining (4.1.3) with (4.1.5), the last interior cell value unJ obeys the induction formula

un+1
J = unJ − λ a (unJ − unJ−1) , n ∈ N ,

which is nothing but the upwind scheme. It then only remains to determine the inflow numerical
boundary condition un0 . Since we wish to approximate the exact solution to (4.1.1) and un0 is
meant, at least, to approximate the trace u(tn, 0), it seems reasonable at first sight to prescribe
the Dirichlet boundary condition

un0 = g(tn) , n ∈ N . (4.1.6)

In the case of zero incoming boundary data (g = 0), and for any sufficiently smooth initial
condition f that is “flat” at the incoming boundary, the main result of [22] shows that the
above numerical scheme (4.1.3), (4.1.4), (4.1.5), (4.1.6) converges towards the exact solution
to (4.1.1) with a rate of convergence 3/2 in the maximum norm. Numerical simulations even
predict that the rate of convergence should be 2, or at least close to 2, for smooth initial data.
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However, implementing the above numerical scheme1 quickly shows that the rate of convergence
falls down to 1 when g is nonzero and satisfies the compatibility conditions2 described hereafter
with the initial condition f .

Our goal is to provide with a thorough treatment of nonzero incoming boundary data and
to design numerical boundary conditions that recover the optimal rate of convergence in the
maximum norm (at least, the same rate of convergence as the one in [22] for zero boundary
data). The strategy is not new and is now referred to as the inverse Lax-Wendroff method.
It consists, as detailed below, in writing Taylor expansions with respect to the space variable
x close to the incoming boundary and then using the advection equation (4.1.1) to substitute
the normal derivatives ∂mx u(t, 0) for tangential derivatives ∂mt u(t, 0), the latter being computed
thanks to the boundary conditions in (4.1.1). This strategy is available when the boundary is
non-characteristic [3].

The inverse Lax-Wendroff method is a general strategy that has been followed in various
directions. We refer for instance to [86, 32, 92, 25] for various implementations related to
either hyperbolic or kinetic partial differential equations. In these works, most of the time,
the incoming numerical boundary condition prescribes the ghost cell value un0 in terms of the
boundary datum g but also of interior cell values unj with j ≥ 1. This is the reason why
stability is a real issue in these works, see for instance the discussion in [92, Section 4], and
many rigorous justifications are still open. We develop here a simplified version of some of
those previously proposed boundary treatments, but we rigorously justify the convergence with
an (almost) optimal rate of convergence. As in [22], the key ingredient in our analysis is an
unconditional stability result for the Dirichlet boundary conditions which dates back to [37, 38],
see an alternative proof in [21].

4.1.2 The inverse Lax-Wendroff method

We first fix from now on some notations. In all this chapter, we are given some fixed integers
p, r ∈ N and consider an explicit two time step approximation for the solution to (4.1.1)

un+1
j =

p∑

`=−r
a` u

n
j+` , n ∈ N , j = 1, . . . , J . (4.1.7)

In (4.1.7), the numbers a−r, . . . , ap are defined in terms of the parameter λ and of the velocity
a (see, for instance, (4.1.3) for which p = r = 1). These numbers are fixed, which means that
(4.1.7) is linear with respect to (unj ). For simplicity, we follow [22] and choose as initial data
for (4.1.7) the cell averages of the initial condition f in (4.1.1). This means that the vector
(u0

1, . . . , u
0
J) is defined by (4.1.4). For (4.1.7) to define inductively (with respect to n) the vector

(un1 , . . . , u
n
J), we need to prescribe the ghost cell values un1−r, . . . , un0 and unJ+1, . . . , u

n
J+p. They

are depicted in red in Figure 4.1.1 (in that example, p = r = 2).
As explained above, we focus here on the inflow boundary and we therefore follow the

extrapolation boundary treatment of [22] for the outflow boundary. Namely, if we define the
finite difference operator D− as

(D−v)j := vj − vj−1 ,

and its iterates Dm
− accordingly, we choose from now on an extrapolation order kb ∈ N for the

outflow boundary and prescribe

(Dkb
− u

n)J+` = 0 , n ∈ N , ` = 1, . . . , p . (4.1.8)
1One can choose for instance a = 1, λ = 5/6, L = 6, f(x) = sin(x), g(t) = − sin(t) and increase the integer

J geometrically.
2The rate of convergence could be even smaller than 1 when the compatibility conditions are not satisfied but

that would just reflect the fact that the exact solution (4.1.2) is not smooth (for instance, not even continuous
if f(0) 6= g(0)).
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Figure 4.1.1: The mesh on R+ × (0, L) in blue, and the “ghost cell” in red (r = p = 2 here).

If kb = 0, this correspond to prescribing homogeneous Dirichlet boundary condition:

unJ+` = 0, ∀ ` = 1, ..., p,

while if kb = 1, this correspond to the standard Neumann numerical boundary condition:

unJ+1 = ... = unJ+p := unJ .

The example (4.1.5) corresponds to kb = 2 (recall p = 1 for the Lax-Wendroff scheme). It
now remains to prescribe the inflow values un1−r, . . . , un0 . Unlike some previous works, we are
going to prescribe Dirichlet boundary conditions, meaning for instance that the value un0 will
be determined in terms of the boundary datum g only. Let us assume for a while that unj is a
second order approximation of u(tn, (xj−1 + xj)/2) where u is the exact solution (4.1.2) of the
continuous problem (4.1.1). Then we formally have

un0 ≈ u

(
tn,−∆x

2

)
≈ u(tn, 0)− ∆x

2
∂xu(tn, 0) ,

where ≈ means “equal up to O(∆x2)”, and we then use (4.1.1) to get

un0 ≈ u(tn, 0) +
∆x

2 a
∂tu(tn, 0) = g(tn) +

∆x

2 a
g′(tn) .

The last term ∆x/(2 a) g′(tn) in the previous equality is precisely the correction that is required
to recover the second order accuracy when dealing with the Lax-Wendroff scheme (compare with
(4.1.6)). More generally speaking, we could have pushed further the above Taylor expansion
and obtained as a final (formal) result that un0 should be “close” to some quantity of the form

K∑

κ=0

∆xκ

κ ! aκ
ακ g

(κ)(tn) ,

where K is a truncation order and α0, . . . , αK are numerical constants.
The general form of the Dirichlet boundary conditions that we consider below is

un` =
K∑

κ=0

∆xκ

κ ! aκ
ακ,` g

(κ)(tn) , n ∈ N , ` = 1− r, . . . , 0 ,

where the ακ,`’s are numerical constants which will play a role (together with the truncation
order K) in the consistency analysis. There are two main choices which we discuss in this
chapter. The first one is given in [86, 92]

ακ,` :=

(
1

2
− `
)κ

, κ ∈ N , ` = 1− r, . . . , 0 ,
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and is relevant if unj is eventually compared in the convergence analysis with u(tn, (xj−1+xj)/2),
u being the exact solution (4.1.2). The other possible choice we advocate is

ακ,` :=
(−1)κ

κ+ 1

(
`κ+1 − (`− 1)κ+1

)
, κ ∈ N , ` = 1− r, . . . , 0 , (4.1.9)

and is relevant if unj is eventually compared (as in Theorem 4.1.2 below) in the convergence
analysis with the average of u(tn, ·) on the cell (xj−1, xj). The truncation order K is discussed
with our main result in the following paragraph.

4.1.3 Main results

We assume that the approximation (4.1.7) is consistent with the transport operator and that
it defines a stable procedure on `2(Z).

Assumption 4.1.1 (Consistency and stability without any boundary). The coefficients a−r, ..., ap
in (4.1.7) satisfy a−r ap 6= 0 (normalization), and for some integer k ≥ 1, there holds:

∀m = 0, . . . , k ,

p∑

`=−r
`m a` = (−λ a)m , (consistency of order k), (4.1.10)

sup
θ∈[0,2π]

∣∣∣∣∣

p∑

`=−r
a` e

i ` θ

∣∣∣∣∣ ≤ 1 , (`2-stability on Z). (4.1.11)

Provided that the relations (4.1.10) are satisfied for m = 0 (conservativity) and m = 1
(consistency of order 1) with a > 0, the stability assumption (4.1.11) implies r ≥ 1, which
we assume from now on. Though we view this observation here, as a necessary condition for
stability, the condition r ≥ 1 is also known to be necessary for convergence by comparing the
numerical and continuous dependency domains. Let us observe that (4.1.11) is a necessary
and sufficient condition for stability of the iteration process (4.1.7) on `2(Z) in a strong sense,
meaning here that the map

(vj)j∈Z 7→
(

p∑

`=−r
a`vj+`

)

j∈Z

is a contraction (its norm is not larger than 1) as an operator on `2(Z). However, (4.1.11) is not
sufficient to yield stability in `∞(Z) for (4.1.7), see [45, 87]. Note that through the dependence
of the a` with respect to λ = ∆t/∆x, (4.1.11) is usually intended to be true only under a
so-called Courant-Friedrichs-Lewy (CFL) condition asking for λ to be less than some constant
depending on the scheme and the velocity a. (Indeed, the Bernstein inequality for trigonometric
polynomials implies λ|a| ≤ max(p, r), see [84]). For the Lax-Wendroff scheme (4.1.3), we have
p = r = 1, the integer k equals 2, and (4.1.11) holds if and only if λ a ≤ 1.

Let us observe that Assumption 4.1.1 does not include any dissipative behavior for (4.1.7),
meaning that we do not assume a bound of the form

∀θ ∈ [−π, π],

∣∣∣∣∣

p∑

`=−r
a`e

i`θ

∣∣∣∣∣ ≤ 1− cθ2q,

for some suitable integer q and positive constant c. In that respect, the framework of Assump-
tion 4.1.1 is more general than the works [36, 43, 57, 76] and following works that are based
on these pioneering results. We thus expect that our approach may be useful to deal with
multidimensional problems in which dissipativity is most of the time excluded (or restrictive).
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In Theorem 4.1.2 below and all what follows, the velocity a > 0, the length L > 0, the
parameter λ = ∆t/∆x and the extrapolation order kb ∈ N at the outflow boundary are given.
Subsequent constants may depend on them. The integer k ≥ 1 is also fixed such that Assump-
tion 4.1.1 holds. We consider the initial condition (4.1.4) and its evolution by the numerical
scheme (4.1.7), (4.1.8), the inflow values being given by

un` =
k−1∑

κ=0

∆xκ

(κ+ 1) ! (−a)κ
(
`κ+1 − (`− 1)κ+1

)
g(κ)(tn) , n ∈ N , 1− r ≤ ` ≤ 0 . (4.1.12)

The interation (4.1.7), (4.1.8), (4.1.12) thus as process as follows, see Figure 4.1.2 for an il-
lustration. Given the vector (un1 , ..., u

n
J) for some time level n, one first determines the ghost

values
(
un1−r, ..., u

n
0 , u

n
J+1, ..., u

n
J+p

)
by (4.1.8) and (4.1.12). The new vector

(
un+1

1 , ..., un+1
J

)
is

then determined by applying (4.1.7). It is assume that J ≥ 1 in order to make the space step
∆x = L/J meaningful and to have at least one cell in the interval (0, L). Of course, prescribing
(4.1.12) is meaningful only if g is sufficiently smooth (say, g ∈ Ck−1). One could push further
the Taylor expansion in (4.1.12) and consider higher order correctors but it would require fur-
ther smoothness on g and it would eventually not improve our convergence result below, so
fixing the truncation order K = k − 1 seems to be the most convenient choice.

Figure 4.1.2: Top: updating iteratively the ghost values at the outflow boundary (r = p = kb =
2). Bottom: updating the numerical approximation in the interior.

Our main convergence result is the extension of the main result in [22] to the case of nonzero
boundary data.

Theorem 4.1.2 (Main convergence result). Let a > 0, k ∈ N∗ and kb ∈ N. Under Assumption
4.1.1, there exists a constant C > 0 such that for any final time T ≥ 1, any integer J ∈ N∗,
any data f ∈ Hk+1((0, L)) and g ∈ Hk+1((0, T )) satisfying the compatibility requirements at
t = x = 0:

∀m = 0, . . . , k , f (m)(0) = (−a)−m g(m)(0) ,
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the solution (unj ) to (4.1.4), (4.1.7), (4.1.8), (4.1.12) satisfies:

sup
0≤n≤T/∆t

sup
1≤j≤J

∣∣∣∣∣u
n
j −

1

∆x

∫ xj

xj−1

u(tn, x) dx

∣∣∣∣∣ ≤ C T eC T/L ∆xmin(k,kb)−1/2
(
‖f‖Hk+1((0,L))+‖g‖Hk+1((0,T ))

)
,

(4.1.13)
with u the exact solution to (4.1.1), whose expression is given by (4.1.2).

Actually, the constant C in (4.1.13) is independent of L ≥ 1, which is consistent with the
convergence result we shall prove below for the half-space problem on R+ with inflow at x = 0.
As in [22], the loss of 1/2 in the rate of convergence of Theorem 4.1.2 looks somehow artificial
and is mostly a matter of passing from the `∞n `2

j topology to `∞n,j. Our next result examines a
situation where the optimal convergence rate min(k, kb) can be obtained. In order to simplify
(and shorten) the proof of Theorem 4.1.3, we only examine here the case of a half-space with
extrapolation outflow conditions. The extension of the techniques to the case of an interval is
left to the interested reader.

Theorem 4.1.3 (Optimal rate of convergence for the outflow problem). Let a > 0, k ∈ N∗ and
kb ∈ N. Under Assumption 4.1.1 and under the additional Assumption 4.3.2 stated hereafter,
there exists a constant C > 0 such that for any final time T ≥ 1, any integer J ∈ N∗, any data
f ∈ Hk+1((−∞, L)), the solution to the scheme





u0
j =

1

∆x

∫ xj

xj−1

f(x) dx , j ≤ J ,

(Dkb
− u

n)J+` = 0 , 0 ≤ n ≤ T/∆t , 1 ≤ ` ≤ p ,

un+1
j =

p∑

`=−r
a` u

n
j+` , 0 ≤ n ≤ T/∆t− 1 , j ≤ J ,

(4.1.14)

satisfies the error estimate

sup
0≤n≤T/∆t

sup
j≤J

∣∣∣∣∣u
n
j −

1

∆x

∫ xj

xj−1

f(x− a tn) dx

∣∣∣∣∣ ≤ C T ∆xkb ‖f‖Hk+1((0,L)) ,

as long as kb < k.

In other words, the technical Assumption 4.3.2 hereafter, which is verified on many examples
such as the Lax-Wendroff and O3 schemes, allow to recover the optimal rate kb = min(kb, k) in
the case kb < k. Of course, one would also like to improve the rate min(kb, k)− 1/2 in the case
kb = k, which is clearly the most natural choice. However, in that case, both the interior and
boundary consistency errors scale like ∆xk and, in the framework of Assumption 4.1.1, stability
in the interior domain is available only in the `2

j topology, so it is quite difficult to derive the
convergence rate k in the `∞j topology. Theorem 4.1.3 already indicates that combining the
approach of [22] with other techniques (here, boundary layer expansions) may improve some
results. We hope to deal with the case kb = k in the future.

4.2 Convergence analysis for the inverse Lax-Wendroff method
This section is devoted to the proof of Theorem 4.1.2. Following [22], we shall prove Theorem
4.1.2 by using a stability estimate for (4.1.7), (4.1.8), (4.1.12) and a superposition argument,
which amounts to considering separately two half-space problems: one in which there is only
inflow at x = 0, and one for which there is only outflow at x = L.

119



4.2.1 Stability estimates for the outflow problem

In this paragraph, we prove Theorem 4.2.1 below that provides us with stability estimates for
the outflow problem. Theorem 4.2.1 is a key tool for proving stability estimate for the scheme
(4.1.4), (4.1.7), (4.1.8), (4.1.12) on a finite interval, which in turn yields the convergence result
of Theorem 4.1.2. Let us recall that Theorem 4.2.1 is already known to hold true thanks to the
joint results of [36, 56, 57] and in a more general setting [15, 21, 95]. Before going on, let us fix
the space domain that we consider. Since we deal with a constant coefficient linear problem, by
translation invariance, there is no loss of generality in considering the half-line (−∞, L). The
grid and the associated ghost cells are depicted in Figure 4.2.1.

Figure 4.2.1: The mesh on R+ × (−∞, L) in blue and the “ghost cells” in red (p = 2 here).

Theorem 4.2.1 (Stability estimates for the outflow problem [22]). Let a > 0, k ∈ N∗ and
kb ∈ N. Under Assumption 4.1.1, there exists a constant C > 0 such that for any initial
condition (fj)j≤J ∈ `2 and for all boundary source terms (hnJ+`)1≤`≤p, n≥0 verifying the growth
condition

∀Γ > 0,
∑

n≥0

e−2Γn
((
hnJ+1

)2
+ ...+

(
hnJ+p

)2
)
< +∞,

the solution (unj )j≤J+p, n∈N to the numerical scheme




u0
j = fj, j ≤ J

(Dkb
− u

n)J+` = hnJ+` , n ∈ N , 1 ≤ ` ≤ p ,

un+1
j =

p∑

`=−r
a` u

n
j+` , n ∈ N , j ≤ J ,

(4.2.1)

satisfies

sup
n∈N

(
e−2γn∆t

∑

j≤J
∆x(unj )2

)
+
∑

n≥0

∆te−2γn∆t

p∑

`=1−r−kb
(unJ+`)

2

≤ C

(∑

j≤J
∆x(fj)

2 +
∑

n≥0

∆te−2γn∆t

p∑

`=1

(hnJ+`)
2

)
,

(4.2.2)

for any γ > 0. In particular, the numerical boundary condition in (4.2.1) satisfy the Uniform
Kreiss Lopatinskii Condition.
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Before proving Theorem 4.2.1, let us recall that we always assume the ratio ∆t/∆x to
be constant. This will be used several times below and is reminiscent of the scale invariance
properties of the underlying continuous problem. Observe also that in (4.2.2), the larger the
integer kb the better the trace estimate on the left hand side behaves. In particular, the
numerical boundary conditions in (4.2.1) involve the values (unJ+`)1−kb≤`≤p and we get “for free”
in (4.2.2) not only the control of those terms but also the extra control of (unJ+`)1−r−kb≤`≤−kb
(recall r ≥ 1). The fact that (4.2.2) implies the Uniform Kreiss Lopatinskii Condition is not our
main focus here, so instead of recalling many definitions, we rather refer the interested reader
to the review [17].

Proof. We shall use Assumption 4.1.1 in the proof below only for k = 1, that is, we make
the “minimal” consistency requirements for the scheme (4.1.7). Unlike [36, 56], the proof of
Theorem 4.2.1 is done by induction with respect to the index kb ∈ N and relies on the energy
method. Let us start with the case kb = 0, which corresponds to Dirichlet numerical boundary
conditions.

The case kb = 0: we consider the numerical scheme




u0
j = fj, j ≤ J

unJ+` = hnJ+` , n ∈ N , 1 ≤ ` ≤ p ,

un+1
j =

p∑

`=−r
a` u

n
j+` , n ∈ N , j ≤ J ,

(4.2.3)

A straightforward proof of the stability estimate (4.2.2) for kb = 0 was achieved in [21] (even in
some cases of multidimensional systems), see also [38] for an earlier general result based on the
theory of [43]. We reproduce here the short proof of (4.2.2) for the scheme (4.2.3) for the sake
of completeness. Let us now consider the solution (unj )j≤J+p, n∈N to (4.2.3) at some time index
n ∈ N. We extend the sequence (unj )j≤J+p by 0 for j ≥ J + p + 1 and still denote un ∈ `2(Z)
the resulting sequence. Let us then define

∀ j ∈ Z, vn+1
j :=

p∑

`=−r
a`u

n
j+`, (4.2.4)

so that vn+1
j = un+1

j for j ≤ J and vn+1
j = 0 if j ≥ J + p + r + 1. Observe that, due to the

boundary conditions in (4.2.3), we do not necessarily have vn+1
j = un+1

j for J + 1 ≤ j ≤ J + p,
nor for J + p + 1 ≤ j ≤ J + p + r (extending also (un+1

j )j≤J+p by 0 for j ≥ J + p + 1). Now,
we can see that

∑

j∈Z
∆x(vn+1

j )2 =
∑

j≤J
∆x(un+1

j )2 +

J+p+r∑

j=J+1

∆x(vn+1
j )2. (4.2.5)

On the other hand, by an application of the Plancherel’s theorem, we have

∑

j∈Z
(vn+1
j )2 =

1

2π

∫ 2π

0

∣∣v̂n+1(ξ)
∣∣2 dξ

=
1

2π

∫ 2π

0

∣∣∣∣∣
∑

j∈Z
e−ijξvn+1

j

∣∣∣∣∣

2

dξ,
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where v̂n+1 is the Fourier transform of (vn+1
j )j∈Z. Besides, from the definition of (vn+1

j )j∈Z in
(4.2.4), the above formula becomes

∑

j∈Z
(vn+1
j )2 =

1

2π

∫ 2π

0

∣∣∣∣∣
∑

j∈Z
e−ijξ

p∑

`=−r
a`u

n
j+`

∣∣∣∣∣

2

dξ =
1

2π

∫ 2π

0

∣∣∣∣∣

p∑

`=−r
a`e

i`ξ
∑

j∈Z
e−i(j+`)ξunj+`

∣∣∣∣∣

2

dξ

=
1

2π

∫ 2π

0

∣∣∣∣∣

p∑

`=−r
a`e

i`ξûn(ξ)

∣∣∣∣∣

2

dξ =
1

2π

∫ 2π

0

∣∣∣∣∣

p∑

`=−r
a`e

i`ξ

∣∣∣∣∣

2

|ûn(ξ)|2 dξ.

(4.2.6)

Under Assumption 4.1.1 and then use the Plancherel’s theorem, the formula (4.2.6) can be
represented as

∑

j∈Z
(vn+1
j )2 ≤ 1

2π

∫ 2π

0

|ûn(ξ)|2 dξ =
∑

j∈Z
(unj )2 =

∑

j≤J+p

(unj )2. (4.2.7)

According to (4.2.5) and (4.2.7), we can see that

∑

j≤J
∆x(un+1

j )2 +

J+p+r∑

j=J+1

∆x(vn+1
j )2 ≤

∑

j≤J+p

∆x(unj )2.

Equivalently, talking the boundary conditions of (4.2.3) into account, we get

∑

j≤J
∆x(un+1

j )2 +

p+r∑

`=1

∆x(vn+1
J+` )

2 ≤
∑

j≤J
∆x(unj )2 +

p∑

`=1

∆x(hnJ+`)
2

⇔
∑

j≤J
∆x(un+1

j )2 −
∑

j≤J
∆x(unj )2

︸ ︷︷ ︸
+

p+r∑

`=1

∆x(vn+1
J+` )

2

︸ ︷︷ ︸
≤

p∑

`=1

∆x(hnJ+`)
2

︸ ︷︷ ︸
.

Discrete time derivative Trace term Source term

(4.2.8)

We now derive a bound from below for the trace term arising on the left hand side of (4.2.8).
The real numbers (vn+1

J+` )1≤`≤p+r, depend linearly on (unJ+`)1−r≤`≤p. The coefficients in each
linear combination are taken among the a`’s. Hence the quantity

p+r∑

`=1

(vn+1
J+` )

2

can be seen as a non-negative quadratic form in the variables (unJ+`)1−r≤`≤p. It is also rather
easy to see that this quadratic form is positive definite for we have vn+1

J+p+r = a−runJ+p and
therefore, if (vn+1

J+` )1≤`≤p+r ≡ 0 then we first have unJ+p = 0 and recursively we can also show
(unJ+`)p−1≤`≤1−r ≡ 0. Hence there exists a fixed constant c0 > 0, that only depends on the
(fixed) coefficients a` in (4.1.7) such that

p+r∑

`=1

(vn+1
J+` )

2 ≥ c0

p∑

`=1−r
(unJ+`)

2.

Reporting in (4.2.8) and using that ∆t/∆x = λ is a fixed positive constant, we get for some
constant c > 0 (c = c0/λ is suitable):

∑

j≤J
∆x(un+1

j )2 −
∑

j≤J
∆x(unj )2 + c∆t

p∑

`=1−r
(unJ+`)

2 ≤ 1

λ
∆t

p∑

`=1

(hnJ+`)
2 (4.2.9)

We now apply the following discrete Gronwall type lemma (with the positive parameter Γ :=
γ∆t), see [21] for repeated use of such summation arguments.
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Lemma 4.2.2. Let (Gn)n≥0 be a sequence of non-negative real numbers such that

∀Γ > 0,
∑

n≥0

e−2ΓnGn < +∞.

Let (Un)n≥n, (Bn)n≥n be two sequences of non-negative real numbers such that

∀n ∈ N, Un+1 − Un + Bn ≤ Gn.

Then there holds for all Γ > 0

sup
n∈N

e−2ΓnUn +
∑

n≥0

e−2ΓnBn ≤ U0 +
∑

n≥0

e−2ΓnGn.

The proof of Lemma 4.2.2 is straightforward and therefore omitted. We apply Lemma 4.2.2
to (4.2.9) and derive the estimate

sup
n∈N

(
e−2γn∆t

∑

j≤J
∆x
(
unj
)2

)
+
∑

n≥0

∆te−2γn∆t

p∑

`=1−r

(
unJ+`

)2

≤ C

{∑

j≤J
∆x(fj)

2 +
∑

n≥0

∆te−2γn∆t

p∑

`=1

(hnJ+`)
2

}
,

(4.2.10)

which is (4.2.2) for kb = 0.
We emphasize that when dealing with the case kb = 0, we have only used the stability

condition (4.1.11) of Assumption 4.1.1, and we have never used (4.1.10) (not even for m = 0).
This is consistent with the result of [38] which proves that the Dirichlet boundary condition
satisfies the Uniform Kreiss Lopatinskii Condition independently of the nature of the boundary
(inflow or outflow).

The induction argument: We now assume that the stability estimate (4.2.2) is valid up to
some index kb ∈ N, and consider the following numerical scheme





u0
j = fj, j ≤ J

(Dkb+1
− un)J+` = hnJ+` , n ∈ N , 1 ≤ ` ≤ p ,

un+1
j =

p∑

`=−r
a` u

n
j+` , n ∈ N , j ≤ J .

(4.2.11)

We use the induction assumption by defining the following sequence

∀n ∈ N, ∀j ≤ J + p, wnj := (D−u
n)j = unj − unj−1,

which satisfies 



w0
j = fj − fj−1, j ≤ J

(Dkb+1
− wn)J+` = hnJ+` − hnJ+`−1 , n ∈ N , 1 ≤ ` ≤ p ,

wn+1
j =

p∑

`=−r
a`w

n
j+` , n ∈ N , j ≤ J .
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Applying the stability estimate (4.2.2) for the index kb and omitting one of the two non-negative
terms on the left hand side of (4.2.2), we have already derived the preliminary estimate

∑

n≥0

∆te−2γn∆t

p∑

`=1−r−kb
(unJ+` − unJ+`−1)2 ≤ C

{∑

j≤J
∆x(fj − fj−1)2 +

∑

n≥0

∆te−2γn∆t

p∑

`=1

(hnJ+`)
2

}

≤ C

{∑

j≤J
∆x(fj)

2 +
∑

n≥0

∆te−2γn∆t

p∑

`=1

(hnJ+`)
2

}
.

(4.2.12)

Let us now turn back to the numerical scheme (4.2.11) to which we are going to apply the
so-called energy method. For a given time index n ∈ N, we compute

∑

j≤J
∆x(un+1

j )2 −
∑

j≤J
∆x(unj )2 +

a

2
∆t(unJ)2 ≤ C∆t

p∑

`=2−r
(unJ+` − unJ+`−1)2. (4.2.13)

For example, to simplify the proof, suppose first that we are dealing with the Lax-Wendroff
scheme

un+1
j =

1

2
ν(ν + 1)unj−1 + (1− ν2)unj +

1

2
ν(ν − 1)unj+1,

where ν = λa. Numerical simulations even predict that the rate of convergence should be 2,
or at least close to 2. As a consequence, kb ∈ {0, 1, 2}. Following Lemma 4.5.1, we claim that
there exist a real number B ∈ R and a quadratic form Q on R2 such that

|un+1
j |2 − |unj |2 = B(unj+1 − 2unj + unj−1)2 +Q(unj , u

n
j+1 − unj )−Q(unj−1, u

n
j − unj−1) (4.2.14)

where

B =
1

4
ν2(ν2 − 1),

Q(x, y) = αx2 + βxy + γy2,

α = −ν, β = −ν(1− ν), γ =
1

2
ν2(1− ν).

Summing (4.2.14) over j ≤ J , we get
∑

j≤J
∆x(un+1

j )2 −
∑

j≤J
∆x(unj )2 ≤ B

∑

j≤J
∆x(unj+1 − 2unj + unj−1)2 + ∆xQ(unJ , u

n
J+1 − unJ).

Under the CFL condition, one has B ≤ 0. Thus, the previous inequality becomes
∑

j≤J
∆x(un+1

j )2 −
∑

j≤J
∆x(unj )2 ≤ ∆xQ(unJ , u

n
J+1 − unJ).

By using the Young’s inequality, we yield
∑

j≤J
∆x(un+1

j )2 −
∑

j≤J
∆x(unj )2 + a(unJ)2∆t ≤ C(unJ+1 − unJ)2∆t. (4.2.15)

Similarly, we have the same result (4.2.15) with the O3 scheme by using Lemma 4.5.2.
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We now apply the summation argument of Lemma 4.2.2 to the inequality (4.2.13) and derive
the estimate

sup
n∈N

(
e−2γn∆t

∑

j≤J
∆x(unj )2

)
+
∑

n≥0

∆te−2γn∆t(unJ)2

≤ C

{∑

j≤J
∆x(fj)

2 +
∑

n≥0

∆te−2γn∆t

p∑

`=2−r
(unJ+` − unJ+`−1)2

}
.

We then combine the latter inequality with the preliminary estimate (4.2.12), which yields

sup
n∈N

(
e−2γn∆t

∑

j≤J
∆x(unj )2

)
+
∑

n≥0

∆te−2γn∆t(unJ)2

≤ C

{∑

j≤J
∆x(fj)

2 +
∑

n≥0

∆te−2γn∆t

p∑

`=1

(hnJ+`)
2

}
.

(4.2.16)

At this stage, we have almost proved that (4.2.2) holds up to the index kb + 1. Indeed, if we
combine the trace estimates provided by (4.2.12) and (4.2.16), we get a full control of the trace
of (un), that is of (unJ+`)−r−kb≤`≤p, n≥0

∑

n≥0

∆te−2γn∆t

p∑

`=−r−kb
(unJ+`)

2 ≤ C

{∑

j≤J
∆x(fj)

2 +
∑

n≥1

∆te−2γn∆t

p∑

`=1

(hnJ+`)
2

}
. (4.2.17)

Combining with (4.2.16), we have completed the proof of (4.2.2) for the index kb + 1, which
also the proof of Theorem 4.2.1.

4.2.2 Convergence estimates for the outflow problem

In the previous paragraph, we have proved the stability estimate (4.2.2) in order to highlight
the fact that our method automatically yields the verification of the Uniform Kreiss Lopatinskii
Condition. However, the exponential weights arising in (4.2.2) and the fact that no “interior”
source term is considered in (4.2.1) make this estimate hardly applicable as such in view of the
convergence analysis below. We therefore state a slightly weakened but more practical version
of Theorem 4.2.1 which will help us proving Theorem 4.2.4 below.

Proposition 4.2.3. Let a > 0, k ∈ N∗ and kb ∈ N. Under Assumption 4.1.1, there exists a
constant C > 0 such that for any N ∈ N∗, any J ∈ N∗, all initial data (fj)j≤J ∈ `2, all boundary
source terms (hnJ+`)1≤`≤p, 0≤n≤N−1 and for all interior source terms (F n

j )j≤J, 1≤n≤N ∈ `2, the
solution (unj )j≤J, 0≤n≤N to the numerical scheme





u0
j = fj , j ≤ J ,

(Dkb
− u

n)J+` = hnJ+` , 0 ≤ n ≤ N − 1 , 1 ≤ ` ≤ p ,

un+1
j =

p∑

`=−r
a` u

n
j+` + ∆tF n+1

j , 0 ≤ n ≤ N − 1 , j ≤ J

(4.2.18)

satisfies

sup
0≤n≤N

∑

j≤J
∆x(unj )2 ≤ C

(∑

j≤J
∆x(fj)

2 + (N∆t)2 sup
1≤n≤N

∑

j≤J
∆x(F n

j )2 +
N−1∑

n=0

∆t

p∑

`=1

(hnJ+`)
2

)
.

(4.2.19)
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Proof. By linearity of (4.2.18), it is sufficient to examine separately the cases F ≡ 0 (no interior
source term), and f ≡ 0, h ≡ 0 (interior forcing only). In the case F ≡ 0 the estimate (4.2.19)
is directly obtained by

• first extending the boundary source terms (hnJ+`)1≤`≤p by 0 for n > N − 1, which does
not affect the solution to (4.2.18) for j ≤ J at time steps earlier than N ,

• then passing to the limit γ → 0 in (4.2.2) (and forgetting about the non-negative trace
estimate on the left hand side of (4.2.2) ).

Thus, we can obtain

sup
0≤n≤N

∑

j≤J
∆x(unj )2 ≤ C

{∑

j≤J
∆x(fj)

2 +
N−1∑

n=0

∆t

p∑

`=1

(hnJ+`)
2

}
.

In the case f ≡ 0, h ≡ 0, the solution to (4.2.18) can be written with the Duhamel formula

∀ 0 ≤ n ≤ N, un =
n∑

m=1

∆tSn−mFm

where the generator of the discrete semi-group (Sn)n∈N is power bounded on `2((−∞, J)).
Therefore, we end up with

sup
0≤n≤N

∑

j≤J
∆x(unj )2 ≤ C

N∑

n=1

∆t

(∑

j≤J
∆x(F n

j )2

)1/2

≤ CN∆t sup
1≤n≤N

(∑

j≤J
∆x(F n

j )2

)1/2

.

This completes the proof of (4.2.19).

We are now ready to prove the convergence result for the outflow boundary

Theorem 4.2.4 (Convergence estimate for the outflow problem [22]). Let a > 0, k ∈ N?

and kb ∈ N. Under Assumption 4.1.1, there exists a constant C > 0 such that for any final
time T ≥ 1, for any J ∈ N∗ and for any initial condition f ∈ Hk+1((−∞, L)), the solution
(unj )j≤J,0≤n≤T/∆t to the numerical scheme





u0
j =

1

∆x

∫ xj

xj−1

f(x) dx , j ≤ J ,

(Dkb
− u

n)J+` = 0 , 0 ≤ n ≤ T/∆t , 1 ≤ ` ≤ p ,

un+1
j =

p∑

`=−r
a` u

n
j+` , 0 ≤ n ≤ T/∆t− 1 , j ≤ J ,

(4.2.20)

satisfies

sup
0≤n≤T/∆t


∑

j≤J
∆x

(
unj −

1

∆x

∫ xj

xj−1

f(x− a tn) dx

)2



1/2

≤ C T ∆xmin(k,kb) ‖f‖Hk+1((−∞,L)) .

(4.2.21)

Proof. In the proof below, we assume kb ≤ k, so that the limiting order of convergence arises
from the numerical boundary conditions in (4.2.20) and not from the discretization of the
transport equation. The proof in the case kb > k is quite similar and we leave the corresponding
modifications to the interested reader. Since the validity of Assumption 4.1.1 for some integer
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k ≥ 1 implies the validity of the relations (4.1.10) for the restricted subset of indices 0 ≤ m ≤ kb,
we can even assume without loss of generality kb = k.

We now denote by f] the extension of f as a function in Hk+1(R) by the linear continuous
reflexion operator of [27] and then define

∀ j ∈ Z, wnj :=
1

∆x

∫ xj

xj−1

f](x− atn)dx (4.2.22)

to be the cell average of the exact solution ((t, x) 7→ f](x− at)) to the transport equation over
R. With (unj )j≤J+p, 0≤n≤T/∆t the solution to the numerical scheme (4.2.20), we define the error
εnj := unj − wnj , that is a solution to





εnj = 0 , j ≤ J ,

(Dkb
− ε

n)J+` = −(Dkb
−w

n)J+` , 0 ≤ n ≤ T/∆t− 1, 1 ≤ ` ≤ p ,

εn+1
j =

p∑

`=−r
a`ε

n
j+` + ∆ten+1

j , 0 ≤ n ≤ T/∆t− 1 , j ≤ J .

(4.2.23)

Let us remark that the interior consistency error (enj )j≤J, 0≤n≤T/∆t in (4.2.23) is given by

enj := − 1

∆t

(
wnj −

p∑

`=−r
a`w

n−1
j+`

)
, (4.2.24)

which is easily estimated by means of the Cauchy-Schwarz inequality

∑

j≤J
∆x
(
enj
)2

=
∆x

∆t2

∑

j≤J

(
wnj −

p∑

`=−r
a`w

n−1
j+`

)2

=
1

∆x∆t2

∑

j≤J

(∫ xj

xj−1

(
f] (x− atn − a∆t)−

p∑

`=−r
a`f] (x− atn + `∆x)

)
dx

)2

≤ 1

∆t2

∫

R

(
f] (x− atn − a∆t)−

p∑

`=−r
a`f] (x− atn + `∆x)

)2

dx.

(4.2.25)

By an application of the Plancherel theorem and the shifts property of Fourier analysis, we get

∫

R

(
f] (x− atn − a∆t)−

p∑

`=−r
a`f] (x− atn + `∆x)

)2

dx

≤ 1

2π

∫

R

∣∣∣∣∣e
−iaλ∆xξ −

p∑

`=−r
a`e

i`∆xξ

∣∣∣∣∣

2 ∣∣∣f̂](ξ)
∣∣∣
2

dξ.

(4.2.26)

Besides, if |∆xξ| > 1 then
∣∣∣∣∣e
−iaλ∆xξ −

p∑

`=−r
a`e

i`∆xξ

∣∣∣∣∣ ≤
∣∣e−iaλ∆xξ

∣∣+

p∑

`=−r
|a`|
∣∣ei`∆xξ

∣∣ ≤
(

1 +

p∑

`=−r
|a`|
)
|∆xξ|k+1.

Otherwise, if |∆xξ| ≤ 1, we first use Taylor expansion
∣∣∣∣∣e
−iaλ∆xξ −

p∑

`=−r
a`e

i`∆xξ

∣∣∣∣∣ =

∣∣∣∣∣
+∞∑

n=0

(∆xξ)n

n!

(
(−λa)n −

p∑

`=−r
a``

n

)∣∣∣∣∣ .
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Then,
∣∣∣∣∣

+∞∑

n=0

(∆xξ)n

n!

(
(−λa)n −

p∑

`=−r
a``

n

)∣∣∣∣∣ = |∆xξ|k+1

∣∣∣∣∣
+∞∑

n=0

(∆xξ)n−k−1

n!

(
(−λa)n −

p∑

`=−r
a``

n

)∣∣∣∣∣

≤|∆xξ|k+1

∣∣∣∣∣
+∞∑

n=0

1

n!

(
(−λa)n −

p∑

`=−r
a``

n

)∣∣∣∣∣ ≤ |∆xξ|
k+1

+∞∑

n=0

1

n!

∣∣∣∣∣(−λa)n −
p∑

`=−r
a``

n

∣∣∣∣∣

≤|∆xξ|k+1

+∞∑

n=0

(
1

n!
+

max(p, r)n

n!

p∑

`=−r
|a`|
)
≤ |∆xξ|k+1

(
e+ emax(p,r)

p∑

`=−r
|a`|
)
.

Therefore, we can conclude that there exists C > 0 such that
∣∣∣∣∣e
−iaλ∆xξ −

p∑

`=−r
a`e

i`∆xξ

∣∣∣∣∣ ≤ C (∆x|ξ|)kb+1 . (4.2.27)

Plugging (4.2.27) and (4.2.26) into (4.2.25) and then using the Plancherel’s theorem, we have
∑

j≤J
∆x(enj )2 ≤ C

∆x2kb+2

∆t2
× 1

2π

∫

R
|f̂](ξ)|2dξ = C

∆x2kb+2

∆t2

∫

R
|f](ξ)|2dξ. (4.2.28)

Recalling that the ratio ∆t/∆x is constant and going back the definition of f], we have obtained
the bound

sup
0≤n≤T/∆t

∑

j≤J
∆x(enj )2 ≤ C∆x2kb‖f‖2

Hkb+1((−∞,L))
. (4.2.29)

The boundary errors in (4.2.23) are dealt with by the following elementary result

Lemma 4.2.5. Let m, p ∈ N. There exists a constant C > 0 such that for any ∆x > 0 and for
any v ∈ Hm+1((−∞, L+ p∆x)), defining

vj :=
1

∆x

∫ xj

xj−1

v(y)dy, j ≤ J + p,

one has

|(Dm
− v)J+`| ≤ C∆xm‖v(m)‖H1((−∞,L+p∆x)), 1 ≤ ` ≤ p.

Proof. For 1 ≤ ` ≤ p, there holds

(Dm
− v)J+` =

m∑

m′=0

(
m
m′

)
(−1)m−m

′ 1

∆x

∫ xJ−m+`

xJ−m−1+`

v(y +m′∆x)dy

=
m∑

m′=0

(
m
m′

)
(−1)m−m

′

(m− 1)!
× 1

∆x

∫ xJ−m+`

xJ−m−1+`

∫ y+m′∆x

y

v(m)(z)(y +m′∆x− z)m−1dzdy,

where we used Taylor’s formula and cancellation properties of the binomial coefficients. Ap-
plying the Cauchy-Schwarz inequality to each double integral in the latter expression, we get
∫ xJ−m+`

xJ−m−1+`

∫ y+m′∆x

y

v(m)(z)(y +m′∆x− z)m−1dzdy

≤
(∫ xJ−m+`

xJ−m−1+`

∫ y+m′∆x

y

v(m)(z)2(y +m′∆x− z)2m−2dzdy ×
∫ xJ−m+`

xJ−m−1+`

∫ y+m′∆x

y

dzdy

)1/2

= (m′)1/2∆x

(∫ xJ−m+`

xJ−m−1+`

∫ y+m′∆x

y

v(m)(z)2(y +m′∆x− z)2m−2dzdy

)1/2

.
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Thus, we obtain

|(Dm
− v)J+`| ≤ C

m∑

m′=0

(∫ xJ−m+`

xJ−m−1+`

∫ y+m′∆x

y

v(m)(z)2(y +m′∆x− z)2m−2dzdy

)1/2

≤ C∆xm‖v(m)‖L∞((−∞,L+p∆x)).

By using the imbedding of H1 in L∞ in one space dimension, there exits C > 0 such that

‖v(m)‖L∞((−∞,L+p∆x)) ≤ C‖v(m)‖H1((−∞,L+p∆x)).

This ends the proof of Lemma 4.2.5.

We now apply Lemma 4.2.5 with m = kb to evaluate the boundary errors in (4.2.23). We
get

T/∆t−1∑

n=0

∆t

p∑

`=1

((Dkb
− ε

n)J+`)
2 =

T/∆t−1∑

n=0

∆t

p∑

`=1

((Dkb
−w

n)J+`)
2

≤ CT∆x2kb‖f](· − atn)‖2
Hkb+1((−∞,L+p∆x))

≤ CT∆x2kb‖f‖2
Hkb+1((−∞,L))

(4.2.30)

thanks to the continuity of the reflexion operator. We now apply the result in Proposition 4.2.3
for the error problem (4.2.23), we have already get

sup
0≤n≤T/∆t

∑

j≤J
∆x(εnj )2 ≤ C



T

2 sup
1≤n≤T/∆t

∑

j≤J
∆x(enj )2 +

T/∆t−1∑

n=0

∆t

p∑

`=1

((
Dkb
−w

n
)
J+`

)2



 .

(4.2.31)

Going back to (4.2.29)-(4.2.30) and using the estimate (4.2.31), we finally estimate

sup
0≤n≤T/∆t

∑

j≤J
∆x(εnj )2 ≤ CT∆x2kb‖f‖2

Hkb+1((−∞,L))
,

which completes the proof of Theorem 4.2.4.

4.2.3 Convergence analysis on a half-line for the inflow problem

In this paragraph, we consider the half-space (0,+∞) with the Dirichlet boundary condition
(4.1.12) at the inflow boundary condition x = 0. The ghost cells correspond to the intervals
(x−r, x1−r), ..., (x−1, x0), see Figure 4.2.2.

Figure 4.2.2: The mesh on R+ in blue and the “ghost cells” in red (r = 2 here).

We focus here on the inflow source term, and therefore start by proving the main convergence
estimate that is the new ingredient for the proof of Theorem 4.1.2.
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Theorem 4.2.6 (Convergence estimate for the inflow problem). Let a > 0, k ∈ N?. Under
Assumption 4.1.1, there exists a constant C > 0 such that for any final time T ≥ 1, any J ∈ N∗,
any initial condition f ∈ Hk+1((0,+∞)) and boundary source term g ∈ Hk+1((0, T )) satisfying
the compatibility conditions

∀ 0 ≤ m ≤ k , f (m)(0) = (−a)−m g(m)(0) , (4.2.32)

the solution (unj )j≥1−r,n∈N to the numerical scheme




u0
j =

1

∆x

∫ xj

xj−1

f(x) dx , j ≥ 1 ,

un` =
k−1∑

κ=0

∆xκ

(κ+ 1) ! (−a)κ
(
`κ+1 − (`− 1)κ+1

)
g(κ)(tn) , 0 ≤ n ≤ T/∆t , 1− r ≤ ` ≤ 0 ,

un+1
j =

p∑

`=−r
a` u

n
j+` , 0 ≤ n ≤ T/∆t− 1 , j ≥ 1 ,

(4.2.33)

satisfies

sup
0≤n≤T/∆t


∑

j≤J
∆x

(
unj −

1

∆x

∫ xj

xj−1

u(tn, x) dx

)2



1/2

≤ C T ∆xk
(
‖f‖Hk+1((0,+∞))+‖g‖Hk+1((0,T ))

)
,

where u is the exact solution to the half-line transport problem




∂tu+ a ∂xu = 0 , t ∈ (0, T ) , x ≥ 0 ,

u(0, x) = f(x) , x ≥ 0 ,

u(t, 0) = g(t) , t ∈ (0, T ) .

(4.2.34)

Proof. For convenience, we first extend g into a function g[ ∈ Hk+1((0,+∞)) and then define

∀x ∈ R , f[(x) :=

{
f(x) , if x > 0,
g[(−x/a) , if x < 0.

Since f and g satisfy the compatibility conditions (4.2.32), we have f[ ∈ Hk+1(R), and the
exact solution u to (4.2.34) is given by

∀ (t, x) ∈ [0, T ]× (0,+∞) , u(t, x) = f[(x− a t) .

Let us now define

∀ j ∈ Z , ∀n ∈ N , wnj :=
1

∆x

∫ xj

xj−1

f[(x− a tn) dx ,

which corresponds to the cell average of the exact solution to (4.2.34). With (unj )j≥1−r,0≤n≤T/∆t
the solution to the numerical scheme (4.2.33), we define the error εnj := unj − wnj , that is a
solution to





ε0
j = 0 , j ≥ 1 ,

εn` = un` − wn` , 0 ≤ n ≤ T/∆t , 1− r ≤ ` ≤ 0 ,

εn+1
j =

p∑

`=−r
a` ε

n
j+` + ∆t en+1

j , 0 ≤ n ≤ T/∆t− 1 , j ≥ 1 .

(4.2.35)

130



Let us remark that the interior consistency error (en+1
j )j≥1,0≤n≤T/∆t−1 in (4.2.35) is given by

enj := − 1

∆t

(
wnj −

p∑

`=−r
a`w

n−1
j+`

)
,

One can proceed as in (4.2.25)-(4.2.28) to have the following inequality

∑

j≥1

∆x
(
en+1
j

)2 ≤ C
∆x2k+2

∆t2

∫

R
|f[(x)|2dx.

Recalling that the ratio ∆t/∆x is constant and going back to the definition of f[, we have
obtained the bound

sup
0≤n≤T/∆t−1

(∑

j≥1

∆x (en+1
j )2

)1/2

≤ C ∆xk
(
‖f‖Hk+1((0,+∞)) + ‖g‖Hk+1((0,T ))

)
, (4.2.36)

for some constant C that is independent of the final time T ≥ 1 and the data f and g.
We now turn to the boundary errors in (4.2.35), and wish to estimate the following quantities

∑

0≤n≤T/∆t−1

∆t
(
εn`
)2

=
∑

0≤n≤T/∆t−1

∆t
(
un` − wn`

)2
, 1− r ≤ ` ≤ 0 .

Let us consider an integer n such that 0 ≤ n ≤ T/∆t− 1. From the definition of wn` , ` ≤ 0, we
have

un` − wn` =
k−1∑

κ=0

∆xκ

(κ+ 1) ! (−a)κ

(
`κ+1 − (`− 1)κ+1

)
g(κ)(tn)− 1

∆x

∫ x`

x`−1

g[(t
n − x/a) dx

(4.2.37)

Applying the Taylor formula3, we can see that

∫ x`

x`−1

g[(t
n − x/a)dx =

∫ x`

x`−1

k−1∑

κ=0

xκ

κ!(−a)κ
g

(κ)
[ (tn)dx+

∫ x`

x`−1

xk

(−a)k

∫ 1

0

yk−1

(k − 1)!
g

(k)
[

(
tn − xy

a

)
dydx

=
k−1∑

κ=0

∆xκ+1

(κ+ 1)!(−a)κ

(
`κ+1 − (`− 1)κ+1

)
g

(κ)
[ (tn) +

∫ x`

x`−1

xk

(−a)k

∫ 1

0

yk−1

(k − 1)!
g

(k)
[

(
tn − xy

a

)
dydx.

(4.2.38)

Plugging (4.2.38) into (4.2.37), one obtains

un` − wn` = − 1

∆x

∫ x`

x`−1

xk

(−a)k

∫ 1

0

yk−1

(k − 1)!
g

(k)
[

(
tn − xy

a

)
dydx.

By the Cauchy-Schwarz inequality, we get

(
un` − wn`

)2 ≤ C

∆x

∫ x`

x`−1

∫ 1

0

x2 ky2 (k−1) g
(k)
[

(
tn − x y

a

)2

dy dx ,

3This is precisely at this point of the analysis that the definition of the coefficients ακ,` in the inverse Lax-
Wendroff method arises. Our choice in (4.1.12) is motivated by the fact that we compare the numerical solution
with the cell average of the exact solution.
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and we now apply the change of variables (x, y)→ (u, v) := (x y, x) to get

(
un` − wn`

)2 ≤
∫ x`

x`−1

∫ 0

v

|v| |u|2 (k−1) g
(k)
[

(
tn − u

a

)2

du dv .

Restricting to 1− r ≤ ` ≤ 0, we have

0∑

`=1−r

(
un` − wn`

)2 ≤ C ∆x2 k−1

∫ r∆x/a

0

g
(k)
[ (tn + τ)2 dτ .

Summing now with respect to n, we end up with the estimate

∑

0≤n≤T/∆t−1

∆t
0∑

`=1−r
(εn` )2 ≤ C ∆x2 k

∫ +∞

0

g
(k)
[ (t)2 dt ≤ C ∆x2 k ‖g‖2

Hk((0,T )) , (4.2.39)

for some constant C that is independent of the final time T ≥ 1 and the data f and g.
We now apply the main stability estimate for the error problem (4.2.35), for which we refer

to the seminal papers [37, 38] and to the more recent works [21, 22]

sup
0≤n≤T/∆t

(∑

j≥1

∆x |εnj |2
)1/2

≤ C




T sup

1≤n≤T/∆t

(∑

j≥1

∆x |enj |2
)1/2

+


 ∑

0≤n≤T/∆t−1

∆t
0∑

`=1−r
|εn` |2




1/2



.

The conclusion of Theorem 4.2.6 then comes from the combination of the estimates (4.2.36)
and (4.2.39).

4.2.4 Proof of Theorem 4.1.2

4.2.4.1 Stability estimates on a finite interval

We now turn to the study of the numerical scheme (4.1.4), (4.1.7), (4.1.8), (4.1.12) with homo-
geneous Dirichlet condition at the inflow, which is an iteration in a finite dimensional space and
therefore really corresponds to a numerical scheme that can be implemented in practice. We
first prove a stability estimate for (4.1.4), (4.1.7), (4.1.8), (4.1.12) with homogeneous Dirichlet
condition at the inflow, which will have various consequence

Proposition 4.2.7. Let a > 0, k ∈ N∗ and kb ∈ N. Under Assumption 4.1.1, there exists a
constant c > 0 such that for all initial data (fj)j≤J , the solution (unj )1≤j≤J,n∈N to the numerical
scheme 




u0
j = fj, 1 ≤ j ≤ J,

un` = 0, n ∈ N, 1− r ≤ ` ≤ 0,

(Dkb
− u

n)J+` = 0, n ∈ N, 1 ≤ ` ≤ p,

un+1
j =

p∑

`=−r
a`u

n
j+`, n ∈ N, 1 ≤ j ≤ J

(4.2.40)

satisfies

∀n ∈ N,

(
J∑

j=1

∆x(unj )2

)1/2

≤ CeCn∆t/L

(
J∑

j=1

∆x(fj)
2

)1/2

. (4.2.41)
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Proof. The derivation of (4.2.41) follows from the finite speed of propagation of the numerical
scheme (4.1.7). (Observe that our argument below does not extend to implicit discretizations
of the transport equation.) More precisely, let us assume for simplicity that J is even. Let

N0 := min

(
E

(
J

2p

)
, E

(
J/2− kb

r

))
.

The case n ≤ N0: we first prove that the solution (unj )1≤j≤J can be written as the superposition
of solution to two initial boundary value problems of the form (4.2.18) and (4.2.33). More
specifically, one introduces (wnj )j≤J,n∈N, which is the solution to the scheme





w0
j = ϕj, j ≤ J,

(Dkb
−w

n)J+` = 0, n ∈ N, 1 ≤ ` ≤ p,

wn+1
j =

p∑

`=−r
a`w

n
j+`, n ∈ N, j ≤ J

(4.2.42)

where the initial data (ϕj)j≤J is defined by

ϕj :=

{
0, if j ≤ J/2,

fj, if J/2 + 1 ≤ j ≤ J.

We can see that the support of (wnj )j≤J is shifted of p cells to the left at each time iteration
and the initial condition (w0

j )j≤J vanish for j ≤ J/2. Therefore,

∀n ≤ N0, ∀ j ≤ J/2− np, wnj = 0.

Since N0 ≤ E(J/2), we get J/2− np ≥ J/2−N0p ≥ 0. Thus, the solution to (4.2.42) satisfies
the homogeneous Dirichlet boundary condition

∀n ≤ N0, ∀ 1− r ≤ ` ≤ 0, wn` = 0. (4.2.43)

We also set (vnj )j≥1,n∈N, which is the solution to the scheme




v0
j = ψj, j ≥ 1,

vn` = 0, n ∈ N, 1− r ≤ ` ≤ 0,

vn+1
j =

p∑

`=−r
a`v

n
j+`, n ∈ N, j ≥ 1

(4.2.44)

with the initial data (ψj)j≥1 is defined by

ψj :=

{
fj, if 1 ≤ j ≤ J/2,

0, if j ≥ J/2 + 1.

Again, we observe that the support of (vnj )j≥1 is shifted of r cells to the right at each time
iteration and the initial condition (v0

j )j≥1 vanish for j ≥ J/2 + 1. Therefore,

∀n ≤ N0, ∀ j ≥ J/2 + 1 + nr, vnj = 0.

Since N0 ≤ E

(
J/2− kb

r

)
, one obtains J/2 + 1 + nr ≤ J/2 + 1 +N0r ≤ J + 1− kb. Therefore,

∀n ≤ N0, ∀1 ≤ ` ≤ p, vnJ−kb+` = 0 = ... = 0 = vnJ+1−`.

133



Then, the solution to (4.2.44) satisfies

∀n ≤ N0, ∀1 ≤ ` ≤ p, (Dkb
− v

n)J+` = 0. (4.2.45)

According to (4.2.42)-(4.2.45), we can write the solution (unj )1≤j≤J, n≤N0 as the superposition of
solutions to two initial boundary value problems of the form (4.2.42) and (4.2.44). It means
that

∀n ≤ N0, ∀1 ≤ j ≤ J, unj = vnj + wnj . (4.2.46)

Secondly, thanks to the result of Proposition 4.2.3, the solution (wnj )j≤J, 0≤n≤N0 to the numerical
scheme (4.2.42) satisfies

sup
0≤n≤N0

∑

j≤J
∆x(wnj )2 .

∑

j≤J
∆x(ϕj)

2 =
∑

J/2+1≤j≤J
∆x(fj)

2. (4.2.47)

Similarly, (vnj )j≥1, 0≤n≤N0 satisfies a similar estimate for the Dirichlet inflow condition

sup
0≤n≤N0

∑

j≥1

∆x(vnj )2 .
∑

j≥1

∆x(ψj)
2 =

∑

1≤j≤J/2
∆x(fj)

2. (4.2.48)

From the inequalities (4.2.47) and (4.2.48), one has

sup
0≤n≤N0

∑

j≤J
∆x(wnj )2 + sup

0≤n≤N0

∑

j≥1

∆x(vnj )2 .
∑

1≤j≤J
∆x(fj)

2.

Thus,

sup
0≤n≤N0

∑

1≤j≤J
∆x(wnj )2 + sup

0≤n≤N0

∑

1≤j≤J
∆x(vnj )2 .

∑

1≤j≤J
∆x(fj)

2. (4.2.49)

By using the triangle inequality and combining the property (4.2.46) and the estimate (4.2.49),
we get

sup
0≤n≤N0

∑

1≤j≤J
∆x(unj )2 ≤ C

∑

1≤j≤J
∆x(fj)

2, (4.2.50)

with the constant C > 0 is independent of L and J .
The iteration argument: For any m ∈ N, let us introduce

θm := sup
mN0≤n≤(m+1)N0

∑

1≤j≤J
∆x(unj ).

The inequality (4.2.50) can be reformulated as

θ0 ≤ C
∑

1≤j≤J
∆x(fj)

2.

Now, we can use the same procedure as in (4.2.42)-(4.2.50) with initial data (uN0
j )1≤j≤J instead

of (fj)1≤j≤J . Then, one yields

θ1 ≤ C
∑

1≤j≤J
∆x(uN0

j )2 ≤ Cθ0 ≤ C2
∑

1≤j≤J
∆x(fj)

2.
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It remains to iterate the latter estimate for all m ∈ N,

θm ≤ Cm+1
∑

1≤j≤J
∆x(fj)

2.

Hence, for a given n ∈ N, we choose m = E(n/N0). From the above inequality, we have
∑

1≤j≤J
∆x(unj )2 ≤ CE(n/N0)+1

∑

1≤j≤J
∆x(fj)

2. (4.2.51)

Now, if we assume kb ≤ J/4 then

J/2− kb
r

≥ J

4r
≥ J

4(p+ r)
.

Besides, we also get

J

2p
≥ J

4(p+ r)
.

Thus, one obtains

N0 ≥
J

4(p+ r)
=

Lλ

4(p+ r)
× 1

∆t
. (4.2.52)

From (4.2.51) and (4.2.52), we yield
∑

1≤j≤J
∆x(unj )2 ≤ C(n∆t)/(LC′)+1

∑

1≤j≤J
∆x(fj)

2

with C ′ = λ/4(p+ r). Indeed, we can see that

C((n∆t)/(LC′))+1 = C × C(n∆t)/(LC′) = Ce((n∆t)/(LC′))ln(C) ≤ C0e
C0n∆t/L

with C0 ≥ max

{
C,

ln(C)

C ′

}
. Therefore, there exists C1 > 0 such that

∀n ∈ N,

(
J∑

j=1

∆x(unj )2

)1/2

≤ C1e
C1n∆t/L

(
J∑

j=1

∆x(fj)
2

)1/2

.

This ends the proof of Proposition 4.2.7.

4.2.4.2 Convergence

It remains to combine the convergence estimates of Theorems 4.2.6 and 4.2.4 to prove Theorem
4.1.2. We use a slight modification of the superposition argument in [22] in order to cope with
the nonzero incoming data, but we basically follow the same lines. Let us consider a final
time T ≥ 1 and some data f ∈ Hk+1((0, L)), g ∈ Hk+1((0, T )) that satisfy the compatibility
conditions stated in Theorem 4.1.2. We consider some function χ ∈ C∞(R) such that

χ(x) =

{
0, if x ≤ 1/3,

1, if x ≥ 2/3.
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Then, we decompose the initial condition f as

∀x ∈ (0, L) , f(x) = (1− χ(x/L)) f(x) + χ(x/L) f(x) .

Since (1 − χ(·/L)) f vanishes on (2L/3, L), we can extend it by zero to the interval (L,+∞)
and thus consider (1− χ(·/L)) f as an element of Hk+1((0,+∞)). Furthermore, the functions
(1−χ(·/L)) f and g satisfy the same compatibility conditions as f and g at t = x = 0. We can
thus apply Theorem 4.2.6 to the sequence (vnj )j≥1−r,0≤n≤T/∆t that is defined as the solution to
the numerical scheme




v0
j =

1

∆x

∫ xj

xj−1

(1− χ(x/L)) f(x) dx , j ≥ 1 ,

vn` =
k−1∑

κ=0

∆xκ

(κ+ 1) ! (−a)κ
(
`κ+1 − (`− 1)κ+1

)
g(κ)(tn) , 0 ≤ n ≤ T/∆t , 1− r ≤ ` ≤ 0 ,

vn+1
j =

p∑

`=−r
a` v

n
j+` , 0 ≤ n ≤ T/∆t− 1 , j ≥ 1 .

We obtain the estimate

sup
0≤n≤T/∆t


∑

j≥1

∆x

(
vnj −

1

∆x

∫ xj

xj−1

v(tn, x) dx

)2



1/2

≤ C T ∆xk
(
‖f‖Hk+1((0,L))+‖g‖Hk+1((0,T ))

)
,

(4.2.53)
where v is the exact solution to the transport problem





∂tv + a ∂xv = 0 , t ∈ (0, T ) , x ≥ 0 ,

v(0, x) = (1− χ(x/L)) f(x) , x ≥ 0 ,

v(t, 0) = g(t) , t ∈ (0, T ) .

Similarly, we can view χ(·/L) f as an element ofHk+1((−∞, L)) that vanishes on (−∞, L/3).
Theorem 4.2.4 then shows that the solution (wnj )j≤J,0≤n≤T/∆t to the numerical scheme





w0
j =

1

∆x

∫ xj

xj−1

χ(x/L) f(x) dx , j ≤ J ,

(Dkb
−w

n)J+` = 0 , 0 ≤ n ≤ T/∆t , 1 ≤ ` ≤ p ,

wn+1
j =

p∑

`=−r
a`w

n
j+` , 0 ≤ n ≤ T/∆t− 1 , j ≤ J ,

satisfies

sup
0≤n≤T/∆t


∑

j≤J
∆x

(
wnj −

1

∆x

∫ xj

xj−1

χ((x− atn)/L)f(x− atn)dx

)2



1/2

≤ CT∆xmin (k,kb)‖f‖Hk+1((0,L)).

(4.2.54)

Using the support property of the function χ and the fact that the scheme (4.1.7) is explicit
with a finite stencil, we find that for all time iteration n up to the threshold

N := min

(
E

(
J/3− kb

r

)
, E

(
E(J/3)

p

))
,
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there holds
wn1−r = · · · = wn0 = 0 , vnJ+1−kb = · · · = vnJ+p = 0 .

In particular, the solution (unj )1−r≤j≤J+p,0≤n≤T/∆t to (4.1.4), (4.1.7), (4.1.8), (4.1.12) satisfies

∀ 0 ≤ n ≤ N , ∀ 1− r ≤ j ≤ J + p , unj = vnj + wnj .

Combining then the error estimates (4.2.53) and (4.2.54), we obtain

sup
0≤n≤N


 ∑

1≤j≤J
∆x

(
unj −

1

∆x

∫ xj

xj−1

u(tn, x) dx

)2



1/2

≤ C1T∆xmin(k,kb)
(
‖f‖Hk+1((0,L)) + ‖g‖Hk+1((0,T ))

)
,

(4.2.55)

where u is the exact solution to (4.1.1).
It remains, as in Section 4.2.4.1 , to iterate in time the error estimate (4.2.55). We follow

again the argument in Section 4.2.4.1. For any time iteration n between N and 2N , we split the
solution (unj )1−r≤j≤J+p,0≤n≤T/∆t to (4.1.7), (4.1.4), (4.1.8), (4.1.12) as the sum of the solution
to the problem




ũNj =
1

∆x

∫ xj

xj−1

u(tN , x) dx , 1 ≤ j ≤ J ,

(Dkb
− ũ

N+n)J+` = 0 , 0 ≤ n ≤ N , 1 ≤ ` ≤ p ,

ũN+n
` =

k−1∑

κ=0

∆xκ

(κ+ 1) ! (−a)κ
(
`κ+1 − (`− 1)κ+1

)
g(κ)(tN+n) , 0 ≤ n ≤ N , 1− r ≤ ` ≤ 0 ,

ũN+n+1
j =

p∑

`=−r
a` ũ

N+n
j+` , 0 ≤ n ≤ N − 1 , 1 ≤ j ≤ J ,

and of the (presumably small) solution to the error problem




εNj = uNj −
1

∆x

∫ xj

xj−1

u(tN , x) dx , 1 ≤ j ≤ J ,

(Dkb
− ε

N+n)J+` = 0 , 0 ≤ n ≤ N , 1 ≤ ` ≤ p ,

εN+n
` = 0 , 0 ≤ n ≤ N , 1− r ≤ ` ≤ 0 ,

εN+n+1
j =

p∑

`=−r
a` ε

N+n
j+` , 0 ≤ n ≤ N − 1 , 1 ≤ j ≤ J .

Since the initial condition u(· − a tN) and the boundary source term g(tN + ·) satisfy the
compatibility conditions at the corner t = x = 0, we can apply the first step of the proof
(leading to the error estimate (4.2.55)) for the (ũN+n

j ) part, and we apply the stability estimate
of Proposition 4.2.7 for the (εN+n

j ) part. This leads to the second error estimate

sup
N≤n≤2N


∑

j≤J
∆x

(
unj −

1

∆x

∫ xj

xj−1

u(tn, x) dx

)2



1/2

≤ C1 (1 + C2)T ∆xmin(k,kb)
(
‖f‖Hk+1((0,L)) + ‖g‖Hk+1((0,T ))

)
,
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with C2 = C0e
C0N/∆t and, more generally, to

sup
µN≤n≤(µ+1)N


∑

j≤J
∆x

(
unj −

1

∆x

∫ xj

xj−1

u(tn, x) dx

)2



1/2

≤ C1

(
µ∑

ν=0

Cν
2

)
T ∆xmin(k,kb)

(
‖f‖Hk+1((0,L)) + ‖g‖Hk+1((0,T ))

)
.

Indeed, we end up with

∀µ ∈ N, sup
0≤n≤µN




J∑

j=1

∆x

(
unj −

1

∆x

∫ xj

xj−1

u(tn, x) dx

)2



1/2

≤ C1

(
µ−1∑

ν=0

Cν
2

)
T ∆xmin(k,kb)

(
‖f‖Hk+1((0,L)) + ‖g‖Hk+1((0,T ))

)

≤ C1C
µ
0 e

C0µN∆t/L T ∆xmin(k,kb)
(
‖f‖Hk+1((0,L)) + ‖g‖Hk+1((0,T ))

)
,

where we have assumed C0 ≥ 2 without loss of generality. It remains to choose µ := E(N∆t/T )+
1, which by definition of N is uniformly bounded with respect to J (N scales like cJ with c > 0
and ∆t scales like c′/J with c′ > 0) and we end up with

sup
0≤n≤T/∆t




J∑

j=1

∆x

(
unj −

1

∆x

∫ xj

xj−1

u(tn, x) dx

)2



1/2

≤ CT eCT/L ∆xmin(k,kb)
(
‖f‖Hk+1((0,L)) + ‖g‖Hk+1((0,T ))

)
.

The convergence estimate (4.1.13) of Theorem 4.1.2 follows by a direct lower bound for the
norm on the left hand side.

4.3 High order outflow boundary layer analysis
In the present section, we explain how the analysis of [6], which dealt with the case of the
Dirichlet boundary condition at the outflow boundary, can be extended to the case of high order
extrapolation (4.1.8). The goal is to obtain an accurate description of the numerical solution
close to the outflow boundary by means of a boundary layer expansion. The leading order term
in the expansion corresponds to the exact solution to the transport equation. However, this
leading order term does not satisfy the extrapolation condition (4.1.8), leading to a consistency
error of magnitude O(∆xkb) on the boundary. Under some mild structural assumption on the
numerical scheme (4.1.7), we show below that this O(∆xkb) error on the boundary gives rise
to a boundary layer term which scales as O(∆xkb+1/2) in the `2

j norm. This gain of a factor
∆x1/2 enables us to recover the optimal convergence rate kb in the maximum norm on the whole
spatial domain for kb < k.

4.3.1 An introductive example

Let us go back for a while to the case of the Lax-Wendroff scheme (4.1.3), which we consider
here on the left half space

un+1
j =

p∑

`=−r
a`u

n
j+`, j ≤ J, n ∈ N, (4.3.1)
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with p = r = 1, a−1 = aλ(aλ + 1)/2, a0 = 1 − a2λ2 and a1 = aλ(aλ − 1)/2. We start with
some smooth initial condition f defined on (−∞, L) which we project as a piecewise constant
function

u0
j :=

1

∆x

∫ xj

xj−1

f(x)dx, j ≤ J.

The exact solution to the transport equation on (−∞, L) with initial condition f is u(t, x) =
f(x− at) (recall a > 0). Hence, the consistency analysis of the Lax-Wendroff scheme indicates
that unj reads

unj =
1

∆x

∫ xj

xj−1

f(x− atn)dx+ εnj , (4.3.2)

where the first term in the expansion on the right hand side yields an O(∆x2) consistency error
in the interior domain, but also an O(∆x) consistency error on the boundary. If we wish to
push forward the above expansion, we need to take into account the boundary consistency error
and introduce a corrector which will hopefully not alter the interior consistency error. This can
be achieved by observing that the sequence

vj := κj, j ∈ Z, κ := −1 + λa

1− λa,

is kept unchanged by the Lax-Wendroff scheme on Z, and belongs to `2(−∞, J) (we assume
0 < λa < 1 so |κ| > 1). Hence, to remove the boundary consistency error, we can add a
corrector on the right hand side of (4.3.2) in the following way

unj =
1

∆x

∫ xj

xj−1

f(x− atn)dx+ ∆xwnvj−J + εnj , (4.3.3)

where wn is defined in such a way that the two first terms on the right hand side satisfy
the homogeneous Dirichlet boundary condition for kb = 0 and the first order extrapolation
condition for kb = 1 while k = 2 for the Lax-Wendroff scheme.
The case kb = 0: At the outflow boundary condition, we first impose the homogeneous Dirichlet
boundary condition

unJ+1 = 0, n ∈ N (4.3.4)

Indeed, the value of wn is given by

wn = − 1

∆x2κ

∫ xJ+1

xJ

f(x− atn)dx. (4.3.5)

Then, we have the following estimate

∑

j≤J
∆x |∆xwnvj−J |2 ≤

1

∆x

(∫ xJ+1

xJ

|f(x− atn)|dx
)2

×
∑

j≤J
|κj−J−1|2

.
1

∆x

(∫ xJ+1

xJ

‖f‖H1((−∞,L))dx

)2

×
∑

j≤J
|κj−J−1|2

. ∆x‖f‖2
H1((−∞,L)).

(4.3.6)

According to (4.3.3)-(4.3.5), we get

∀ j ≤ J, ε0
j = u0

j −
1

∆x

∫ xj

xj−1

f(x)dx−∆xw0vj−J = −∆xw0vj−J . (4.3.7)
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and for any n ∈ N

εnJ+1 = unJ+1 −
1

∆x

∫ xJ+1

xJ

f(x− atn)dx−∆xwnv1

= 0− 1

∆x

∫ xJ+1

xJ

f(x− atn)dx+
1

∆x

∫ xJ+1

xJ

f(x− atn)dx

= 0.

(4.3.8)

Besides, from (4.3.1) and (4.3.3), one has for all j ≤ J and any n ∈ N,

εn+1
j = un+1

j − 1

∆x

∫ xj

xj−1

f(x− atn+1)dx−∆xwn+1vj−J

=

p∑

`=−r
a`u

n
j+` −

1

∆x

∫ xj

xj−1

f(x− atn+1)dx+
1

∆x

∫ xJ+1

xJ

f(x− atn+1)dx× vj−(J+1)

=

p∑

`=−r
a`

(
1

∆x

∫ xj+`

xj+`−1

f(x− atn)dx+ ∆xwnvj+`−J + εnj+`

)

− 1

∆x

∫ xj

xj−1

f(x− atn+1)dx+
1

∆x

∫ xJ+1

xJ

f(x− atn+1)dx× vj−(J+1)

=

p∑

`=−r
a`ε

n
j+` + ∆t

(
en+1
j + δn+1

j

)
,

(4.3.9)

where the consistency error (enj )j≤J, n∈N and (δn)j≤J, n∈N read

enj =
1

∆t∆x

(
p∑

`=−r
a`

∫ xj+`

xj+`−1

f(x− atn)dx−
∫ xj

xj−1

f(x− atn+1)dx

)
(4.3.10)

and

δnj =
1

∆t

(
p∑

`=−r
a`∆xw

nvj+`−J +
1

∆x

∫ xJ+1

xJ

f(x− atn+1)dx× vj−(J+1)

)

=
1

∆t∆x

(
−
∫ xJ+1

xJ

f(x− atn)dx×
p∑

`=−r
a`vj+`−J +

∫ xJ+1

xJ

f(x− atn+1)dx× vj−(J+1)

)

=
1

∆t∆x

∫ xJ+1

xJ

(
−f(x− atn) + f(x− atn+1)

)
dx× vj−(J+1).

(4.3.11)

According to (4.3.7)-(4.3.11), we can see that (εnj )j≤J, 0≤n≤T/∆t satisfies




ε0
j = −∆xw0vj−J , j ≤ J,

εnJ+1 = 0, 0 ≤ n ≤ T/∆t− 1,

εn+1
j =

p∑

`=−r
a`ε

n
j+` + ∆tF n+1

j , j ≤ J, 0 ≤ n ≤ T/∆t− 1,

(4.3.12)

with the interior source term (F n
j )j≤J, 1≤n≤T/∆t is defined by

F n
j = enj + δnj . (4.3.13)

140



By an application of Proposition 4.2.3 for the scheme (4.3.12), we get the following estimate

sup
0≤n≤T/∆t

∑

j≤J
∆x(εnj )2 ≤ C

(∑

j≤J
∆x
(
−∆xw0vj−J

)2
+ T 2 sup

1≤n≤T/∆t

∑

j≤J
∆x(F n

j )2

)
. (4.3.14)

By using the estimate (4.3.6) and the definition of (F n
j )j≤J, 1≤n≤T/∆t in (4.3.13), the inequality

(4.3.14) becomes

sup
0≤n≤T/∆t

∑

j≤J
∆x(εnj )2 ≤ C

(
∆x‖f‖2

H1((−∞,L)) + T 2 sup
1≤n≤T/∆t

(∑

j≤J
∆x(enj )2 +

∑

j≤J
∆x(δnj )2

))
.

(4.3.15)

One can proceed as in (4.2.24)- (4.2.29) to control the interior consistency error as follows

sup
1≤n≤T/∆t

∑

j≤J
∆x(enj )2 ≤ C∆x2k‖f‖2

Hk+1((−∞,L)). (4.3.16)

Besides, we can see that

|δnj | ≤
1

∆t∆x

∫ xJ+1

xJ

∣∣f(x− atn+1)− f(x− atn)
∣∣ dx× |vj−(J+1)|

≤ 1

∆t∆x

∫ xJ+1

xJ

∆t

∫ 1

0

f ′(x− a(tn + θ∆t))dθdx× |vj−(J+1)|

. ‖f‖H2((−∞,L)) × |vj−(J+1)|.

Then, we get the following estimate

sup
1≤n≤T/∆t

∑

j≤J
∆x(δnj )2 . ∆x‖f‖2

H2((−∞,L)). (4.3.17)

Substituting (4.3.16) and (4.3.17) into (4.3.14), we have

sup
0≤n≤T/∆t

∑

j≤J
∆x(εnj )2 ≤ C

(
∆x‖f‖2

H1((−∞,L)) + T 2
(

∆x2k‖f‖2
Hk+1((−∞,L)) + ∆x‖f‖2

H2((−∞,L))

))

and this immediately gives the following estimate

sup
0≤n≤T/∆t

∑

j≤J
∆x(εnj )2 ≤ CT 2∆x‖f‖2

Hk+1((−∞,L)) (4.3.18)

On the other hand, from (4.3.3), we get

sup
0≤n≤T/∆t

∑

j≤J
∆x

(
unj −

∫ xj

xj−1

f(x− atn)dx

)2

. sup
0≤n≤T/∆t

∑

j≤J
∆x(εnj )2 + sup

0≤n≤T/∆t

∑

j≤J
∆x (∆xwnvj−J)2 .

According to (4.3.6) and (4.3.18), the above inequality becomes

sup
0≤n≤T/∆t

∑

j≤J
∆x

(
unj −

∫ xj

xj−1

f(x− atn)dx

)2

≤ CT 2∆x‖f‖2
Hk+1((−∞,L))
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and this immediately gives the uniform convergence estimate

sup
0≤n≤T/∆t

sup
j≤J

∣∣∣∣∣u
n
j −

∫ xj

xj−1

f(x− atn)dx

∣∣∣∣∣ ≤ CT‖f‖Hk+1((−∞,L)).

The case kb = 1: At the outflow boundary condition, we impose the first order extrapolation
boundary condition

unJ+1 = unJ , n ∈ N. (4.3.19)

We thus introduce the notation

ωnj :=
1

∆x

∫ xj

xj−1

f(x− a tn) dx , j ≤ J + 1 , n ∈ N .

Indeed, the value of wn is defined by

wn = − 1

∆xκ
× (D−ωn)J+1

(D−v−(J+1))J+1

= − 1

∆x(κ− 1)
× 1

∆x

(∫ xJ+1

xJ

f(x− atn)dx−
∫ xJ

xJ−1

f(x− atn)dx

)
.

(4.3.20)

The important observation at this point is that defining wn requires the real number κ not
to equal 1. This fact follows here from a mere verification but it is a general consequence
of the analysis in [36] of the Lopatinskii determinant associated with the boundary condition
(4.1.8) (see also the proof of Lemma 4.3.5 below). Then, by applying Lemma 4.2.5, we have
the following estimate

∑

j≤J
∆x|∆xwnvj−J |2 =

1

(κ− 1)2

∑

j≤J
∆x

∣∣∣∣∣
1

∆x

(∫ xJ+1

xJ

f(x− atn)dx−
∫ xJ

xJ−1

f(x− atn)dx

)∣∣∣∣∣

2

× |vj−J |2

. ∆x3‖f‖2
H1((−∞,L)).

(4.3.21)

Following (4.3.3), (4.3.19) and (4.3.20), we get

∀ j ≤ J, ε0
j = u0

j −
1

∆x

∫ xj

xj−1

f(x)dx−∆xw0vj−J = −∆xw0vj−J . (4.3.22)

and for any n ∈ N

(D−ε
n)J+1 = 0. (4.3.23)

Besides, from (4.3.1) and (4.3.3), one has for all j ≤ J and any n ∈ N,

εn+1
j =

p∑

`=−r
a`ε

n
j+` + ∆t

(
en+1
j + δn+1

j

)
(4.3.24)

with the consistency error (enj )j≤J, n∈N is the same as in (4.3.10) and (δn)j≤J, n∈N reads

δnj =
1

∆x∆t
× 1

κ− 1
×
(∫ xJ+1

xJ

(
f(x− atn+1)− f(x− atn)

)
dx

−
∫ xJ

xJ−1

(
f(x− atn+1)− f(x− atn)

)
dx

)
× vj−J .

(4.3.25)
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According to (4.3.22)-(4.3.25), we can see that (εnj )j≤J, 0≤n≤T/∆t satisfies




ε0
j = −∆xw0vj−J , j ≤ J,

(D−εn)J+1 = 0, 0 ≤ n ≤ T/∆t− 1,

εn+1
j =

p∑

`=−r
a`ε

n
j+` + ∆tF n+1

j , j ≤ J, 0 ≤ n ≤ T/∆t− 1,

(4.3.26)

with the interior source term (F n
j )j≤J, 1≤n≤T/∆t is defined by

F n
j = enj + δnj . (4.3.27)

Again, by an application of Proposition 4.2.3 for the scheme (4.3.26), we get the following
estimate

sup
0≤n≤T/∆t

∑

j≤J
∆x(εnj )2 ≤ C

(∑

j≤J
∆x
(
−∆xw0vj−J

)2
+ T 2 sup

1≤n≤T/∆t

∑

j≤J
∆x(F n

j )2

)
. (4.3.28)

By using the estimates (4.3.16), (4.3.21) and the definition of (F n
j )j≤J, 1≤n≤T/∆t in (4.3.27), the

inequality (4.3.14) becomes

sup
0≤n≤T/∆t

∑

j≤J
∆x(εnj )2 ≤ C

(
∆x3‖f‖2

H1((−∞,L)) + T 2 sup
1≤n≤T/∆t

(∑

j≤J
∆x(enj )2 +

∑

j≤J
∆x(δnj )2

))

≤ C

(
∆x3‖f‖2

H1((−∞,L)) + T 2

(
∆x2k‖f‖2

Hk+1((−∞,L)) + sup
1≤n≤T/∆t

∑

j≤J
∆x(δnj )2

))
.

(4.3.29)

Now, we can observe that

1

∆x

∫ xJ+1

xJ

(
f(x− atn+1)− f(x− atn)

)
dx− 1

∆x

∫ xJ

xJ−1

(
f(x− atn+1)− f(x− atn)

)
dx

=
1

∆x

∫ xJ+1

xJ

∆t

∫ 1

0

f ′(x− a(tn + θ∆t))dθdx− 1

∆x

∫ xJ

xJ−1

∆t

∫ 1

0

f ′(x− a(tn + θ∆t))dθdx

=∆t(D−ν
n)J+1

with

νnj =
1

∆x

∫ xj

xj−1

∆t

∫ 1

0

f ′(x− a(tn + θ∆t))dθdx.

By applying Lemma 4.2.5, we have the following estimate
∣∣∣∣∣

1

∆x

∫ xJ+1

xJ

(
f(x− atn+1)− f(x− atn)

)
dx− 1

∆x

∫ xJ

xJ−1

(
f(x− atn+1)− f(x− atn)

)
dx

∣∣∣∣∣
≤ ∆t∆x‖f‖H3((−∞,L)).

Therefore, we get

sup
1≤n≤T/∆t

∑

j≤J
∆x(δnj )2 ≤ ∆x3‖f‖2

H3((−∞,L)). (4.3.30)
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Substituting (4.3.30) into (4.3.29),one has

sup
0≤n≤T/∆t

∑

j≤J
∆x(εnj )2 ≤ C

(
∆x3‖f‖2

H1((−∞,L)) + T 2
(

∆x2k‖f‖2
Hk+1((−∞,L)) + ∆x3‖f‖2

H3((−∞,L))

))

and this immediately gives the following estimate

sup
0≤n≤T/∆t

∑

j≤J
∆x(εnj )2 ≤ CT 2∆x3‖f‖2

Hk+1((−∞,L)) (4.3.31)

On the other hand, from (4.3.3), we get

sup
0≤n≤T/∆t

∑

j≤J
∆x

(
unj −

∫ xj

xj−1

f(x− atn)dx

)2

. sup
0≤n≤T/∆t

∑

j≤J
∆x(εnj )2 + sup

0≤n≤T/∆t

∑

j≤J
∆x (∆xwnvj−J)2 .

According to (4.3.21) and (4.3.31), the above inequality becomes

sup
0≤n≤T/∆t

∑

j≤J
∆x

(
unj −

∫ xj

xj−1

f(x− atn)dx

)2

≤ CT 2∆x3‖f‖2
Hk+1((−∞,L))

and this immediately gives the uniform convergence estimate

sup
0≤n≤T/∆t

sup
j≤J

∣∣∣∣∣u
n
j −

∫ xj

xj−1

f(x− atn)dx

∣∣∣∣∣ ≤ CT∆x‖f‖Hk+1((−∞,L)).

The above brief sketch is made complete and rigorous below in the general framework of The-
orem 4.1.3.

4.3.2 Discrete steady states

Formalizing somehow the previous example in a more general framework, let us now introduce
the following definition.

Definition 4.3.1 (Steady state for the numerical scheme). A sequence (vj)j∈Z is called a
discrete steady state of the scheme (4.1.7) if it is kept unchanged by the time iteration process
on Z, that is, if it satisfies

∀ j ∈ Z,
p∑

`=−r
a`vj+` = vj. (4.3.32)

In order to characterize the discrete steady states, it is natural to introduce the characteristic
polynomial

A(X) :=

p∑

`=−r
a`X

`+r −Xr. (4.3.33)

From the consistency property (4.1.10), any constant sequence is a discrete steady solution
for (4.1.7), the same property being available for the continuous model (namely, the transport
operator). However, the discrete nature of the differentiation operator involved in the numerical
scheme (4.1.7) allows the existence of many other discrete steady solutions. The latter play
an important role when considering then the half-space problem with some discrete boundary
conditions.
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From the non-characteristic assumption a 6= 0, it follows that, among the roots of A, X = 1
is always a simple root. Let us now introduce the whole set of (pairwise distinct) roots of A
together with their multiplicities through the full factorization of A in C[X]

A(X) = ap

τ∏

σ=1

(X − κσ)µσ . (4.3.34)

Clearly, looking at the degree of the polynomial A, one has the equality

τ∑

σ=1

µσ = r + p.

For convenience, we order the roots of A with decreasing modulus

|κ1| ≥ |κ2| ≥ . . . ≥ |κτ |.

To make the analysis more intelligible, we will work under the following assumption, which was
already present in [6].

Assumption 4.3.2. The characteristic polynomial A defined in (4.3.33) has a unique root
(equal to 1) on the unit circle S = {z ∈ C, |z| = 1}. In other words, we assume

τ⋃

σ=1

{κσ} ∩ S = {1}. (4.3.35)

As observed on above example of the Lax-Wendroff scheme, the steady states we are looking
at should decrease rapidly as j tends to−∞, so that they only provide with a localized correction
(near the boundary) to the usual convergence analysis and belong to `2

∆x(−∞, J). We are
therefore only concerned with those roots of A that have modulus greater than 1. Lemma 4.3.3
below gives the precise number of such root (counted with their multiplicities). We refer to [6,
Lemma 2.1] for the proof.

Lemma 4.3.3 (Unstable roots of A [6]). Under assumptions 4.1.1 and 4.3.2, letting κ1, . . . , κτ+
be the roots of A belonging to U = {z ∈ C, |z| > 1} with their corresponding multiplicities
µ1, . . . , µτ+, then one has

τ+∑

σ=1

µσ = p. (4.3.36)

A direct consequence of Lemma 4.3.3 is the following description of steady states for (4.1.7)
that belong to `2(−∞, J). The proof follows from the standard description of the set of solutions
to the recurrence relation (4.3.32).

Lemma 4.3.4. The set of discrete steady solutions of the scheme (4.1.7) that belongs to
`2(−∞, J) is the finite dimensional linear subspace spanned by the p linearly independent se-
quences ρ(σ,ν)

ρ
(σ,ν)
j := (j − J)νκj−Jσ , j ∈ Z, 0 ≤ ν < µσ, 1 ≤ σ ≤ τ+. (4.3.37)

Equivalently, these discrete steady solutions in `2(−∞, L) read

vj =

τ+∑

σ=1

pσ(j)κj−Jσ , j ∈ Z, (4.3.38)

where pσ ∈ Cµσ−1[X] for all index 1 ≤ σ ≤ τ+.
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Let us detail the parametrization of the set of (stable) discrete steady states on the two
main examples we are concerned with. For the Lax-Wendroff scheme (4.1.3), one has

A(X) = −λa(1− λa)

2
X2 + (1− (λa)2)X +

λa(1 + λa)

2
.

The (two simple) roots of A are 1 and

κ := −1 + λa

1− λa,

with κ ∈ U assuming, as usual, 0 < λa < 1. For the half space problem on (−∞, J), κ is
therefore the unique stable root, and 1 counts as an unstable root (see [6]). In particular,
assumption 4.3.2 is satisfied. The set of solutions to (4.3.32) that belongs to `2(−∞, J) is the
one-dimensional subspace spanned by the sequence (κj−J)j∈Z.

Let us now consider the so-called O3 scheme, which is a convex combination of the Lax-
Wendroff and Beam-Warming schemes, see [84, 29]. We now have p = 1 and r = 2, and the
scheme reads

un+1
j = −λa(λa+ 1)(1− λa)

6
unj−2 +

λa(λa+ 1)(2− λa)

2
unj−1

+
(λa+ 1)(1− λa)(2− λa)

2
unj −

λa(1− λa)(2− λa)

6
unj+1,

(4.3.39)

with, again, 0 < λa < 1. Assumption 4.1.1 is then satisfied (with k = 3). The roots of the
corresponding characteristic polynomial A are

κ± :=
−(1 + λa)(5− 2λa)±

√
(1 + λa)(33− 15λa)

2(1− λa)(2− λa)
, κ0 := 1,

each of them being simple. The root κ− is the only one in U and κ+ belongs to the open
unit disk D, which is consistent with Lemma 4.3.4 (p = 1). In particular, assumption 4.3.2 is
satisfied. The plots of corresponding roots (except κ = 1) according to the value of λa is shown
in Figure 4.3.1.

Figure 4.3.1: Generating roots as functions of the CFL number.
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4.3.3 The boundary layer expansion. Proof of Theorem 4.1.3

We now start proving Theorem 4.1.3, and for that, we consider some initial condition f ∈
Hk+1((−∞, L)) which, for convenience, we extend to the whole real line R as an element of
Hk+1(R). Our aim is to compare the solution to the scheme (4.1.14) (which is set on a half
line) with the piecewise constant projection of the exact solution to the transport equation. We
thus introduce the notation

ωnj :=
1

∆x

∫ xj

xj−1

f(x− a tn) dx , j ≤ J + p , n ∈ N .

The consistency analysis in Sections 4.2.1 and 4.2.2 of the scheme (4.1.14) amounts to con-
sidering the numerical scheme satisfied by the error (unj − ωnj ). It is proved that the resulting
boundary consistency errors have size O(∆xkb), while the interior consistency errors have size
O(∆xk). Here we have kb < k so the worst term is on the boundary. Following the arguments
in [6], we are therefore going to introduce a boundary layer corrector in order to remove the
boundary consistency error, up to introducing new initial and interior consistency errors, whose
size will be proven to be O(∆xkb+1/2) hence the final result of Theorem 4.1.3. Let us make this
argument precise.

The consistent expansion of the numerical solution (unj ) takes the form of a corrected ver-
sion of (ωnj ), involving now a boundary layer expansion (vnj ) ∈ `2(−∞, J) as for the above
introductive example. The aim is to reduce the magnitude of the following convergence error
at the boundary

εnj := ωnj − unj + ∆xkbvnj , j ≤ J + p, n ∈ N. (4.3.40)

The definition of (vnj )j≤J+p,n∈N is chosen so as to correct the error at the boundary. The simplest
and best way to do so consists in chosing (vnj )j≤J+p,n∈N so as to get precisely in the ghost cells
the relations (Dkb

− ε
n)J+` = 0, 1 ≤ ` ≤ p. From now on, we formulate the problem in such a way

to normalize the generating sequences according to the value of J . In view of the Lemma 4.3.4
and to the above discussion, the problem to be solved writes

vnj =

τ−∑

σ=1

µσ−1∑

ν=0

znσ,νρ
(σ,ν)
j , j ≤ J + p, n ∈ N, (4.3.41)

(Dkb
− v

n)J+` = − 1

∆xkb
(Dkb
− ω

n)J+`, 1 ≤ ` ≤ p, n ∈ N, (4.3.42)

where the sequences ρ(σ,ν) are defined in (4.3.37). Equivalently to (4.3.41), we again can look
for the boundary layer corrector (vnj )j≤J+p,n∈N under the form

vnj =

τ+∑

σ=1

pn,σ(j − J)κj−Jσ , (4.3.43)

where pn,σ ∈ Cµσ−1[X] for all index 1 ≤ σ ≤ τ+. The existence of the corrector (vnj ) is given by
the following result. We recall that in the framework of Theorem 4.1.3, there holds kb < k.

Lemma 4.3.5. Consider the initial condition f ∈ Hk+1((−∞, L)) extended to the whole
real line R. Then, the boundary layer problem (4.3.41)-(4.3.42) admits a unique solution
(vnj )j≤J+p, n ∈ N, and this solution satisfies the estimate

sup
n∈N

(∑

j≤J
∆x|vnj |2

)1/2

≤ C∆x1/2‖f‖Hkb+1((−∞,L)), (4.3.44)

where the constant C > 0 is independent of ∆x > 0, J , L and f .
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Proof. Let us fix some integer n ∈ N. The discrete solution (unj )j≤J+p to (4.1.14) solves the ho-
mogeneous boundary condition (4.1.8), thus equivalently to (4.3.42) one has to find the vector of
coordinates z ∈ Cp solution to the linear system Akbz+b = 0 where b = ∆x−kb((Dkb

− ω
n)J+`)1≤`≤p

and the p× p matrix Akb is defined as follows

Akb :=




(Dkb
− ρ

(1))1 . . . (Dkb
− ρ

(p))1
...

...
(Dkb
− ρ

(1))p . . . (Dkb
− ρ

(p))p


 .

where we have relabeled the sequences ρ(σ,ν), 1 ≤ σ ≤ τ+, 0 ≤ ν ≤ µσ − 1 as ρ(1), .., ρ(p) in
order to make the definition of Akb easier to read. The latter matrix is somehow the kbth-
order discrete derivative of the so-called confluent Vandermonde matrix. It seems possible to
compute the determinant of A0, see [47], and then to extend this result to higher values of
kb but we prefer to avoid such complicated computations. From the identity of dimensions,
we shall just prove that the matrix Akb is one-to-one, in other words we shall prove that the
problem (4.3.41)-(4.3.42), or equivalently (4.3.42)- (4.3.43), admits a trivial kernel.

Dealing with discrete derivatives of geometric sequences (pn,σ(j))j, polynomial sequences
(κjσ)j and of the product of such sequences, the divided difference algebra appears as a suitable
tool in our analysis (for more details we refer the interested reader to the references [81, 77,
28]). For consistency in the notations, we recall hereafter the recursive definition of divided
differences, but specified for the case of consecutive integer abscissae. Being given a sequence
of complex numbers (wj)j∈Z, one has

w[j] = wj, j ∈ Z,

w[j −m, . . . , j] :=
1

m

(
w[j −m+ 1, . . . , j]− w[j −m, . . . , j − 1]

)
, j ∈ Z, m ∈ N?.

(4.3.45)

Moreover, the quantity (Dkb
−w)j is directly related to the divided difference w[j − kb, . . . , j] by

the equality
(Dk
−w)j = kb!w[j − kb, . . . , j], j ∈ Z. (4.3.46)

Importantly, we may also use the Leibniz formula for divided differences of products of two
sequences

(ww̃)[j − kb, . . . , j] =

kb∑

m=0

w[j − kb, . . . , j −m]w̃[j −m, . . . , j], j ∈ Z. (4.3.47)

In terms of the D− operator, using the relation (4.3.46), the Leibniz formula (4.3.47) rewrites
under the more recognizable form

(Dkb
− (ww̃))j =

kb∑

m=0

(
kb
m

)
(Dkb−m
− w)j−m (Dm

− w̃)j, j ∈ Z.

Let us continue with the representation formula (4.3.38) of the solution to the boundary
layer problem. Looking at the kernel of the linear problem (4.3.42), we have to find polynomials
(pσ)1≤σ≤τ+ with respective degrees less than or equal to (µσ − 1)1≤σ≤τ+ , satisfying the set of
equations

τ+∑

σ=1

kb∑

m=0

pσ[`− kb, . . . , `−m] κσ[`−m, . . . , `] = 0, 1 ≤ ` ≤ p,

where we denote, with a slight abuse in the notation, κσ for the corresponding geometric
sequence (κm)m∈Z, for any σ = 1, . . . , τ+. Actually, from the identity (4.3.46) and by induction
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on the integer m (or using (4.3.45)), it is easy to prove that the m-th order divided difference
of κσ is given by

κσ[`−m, . . . , `] =
1

m!
(Dm
−κσ)` =

1

m!
(1− κ−1

σ )mκ`σ, 1 ≤ ` ≤ p.

Let us introduce, for any integer σ and any polynomial pσ with degree less than or equal to
µσ − 1, the following polynomial Qσ also with degree less than or equal to µσ − 1

Qσ(X) =

kb∑

m=0

(1− κ−1
σ )kpσ[X − kb, . . . , X −m]. (4.3.48)

With these notations, the equations to solve now equivalently read
τ+∑

σ=1

Qσ(`)κ`σ = 0, 1 ≤ ` ≤ p. (4.3.49)

Actually, the above set of equations (4.3.49) exactly corresponds to the generalized Lagrange-
Hermite interpolation problem, which is known to be invertible. To that aim it suffices to prove
the injectivity of the linear application Φ : Cp−1[X] → Cp, mapping any polynomial P to the
set of values (P (ν)(κσ))1≤σ≤τ+, 0≤ν<µσ . This follows from the count property (4.3.36). Thus one
has necessarily Qσ = 0 for any σ = 1, . . . , τ+. It remains to deduce any of the pσ polynomial
to be also zero.

Observe that for any k, 0 ≤ k ≤ kb, and from the divided difference algebra, the polynomial
pσ[X − kb, . . . , X − k] has degree less than µσ− (kb− k) (see (4.3.46)). Thus the highest degree
polynomial involved in the sum (4.3.48) is pσ[X − kb] (for k = kb) that is necessarily zero and
thus pσ = 0. The injectivity of the boundary layer problem (4.3.42)-(4.3.43) is proved, and
therefore the matrix Akb is invertible.

As a consequence, there exist unique coefficients (βσ,ν,`) that depend only on the considered
scheme and on kb (but neither on the initial condition f , nor on the time index n), such that
the solution to (4.3.41)-(4.3.42) has the form

vnj = ∆x−kb
τ+∑

σ=1

µσ−1∑

ν=0

p∑

`=1

βσ,ν,`(D
kb
− ω

n)J+`ρ
(σ,ν)
j . (4.3.50)

Using now triangular inequalities, we obtain, for some constant C > 0, the upper bound

(vnj )2 ≤ C∆x−2kb

p∑

`=1

(
Dkb
− ω

n)J+`

)2
τ+∑

σ=1

µσ−1∑

ν=0

(
ρ

(σ,ν)
j

)2

, j ≤ J.

On the one side, we recall the definition (4.3.37) of the sequences ρ(σ,ν) in Lemma 4.3.4, hence
the estimate (∑

j≤J
∆x

τ+∑

σ=1

µσ−1∑

ν=0

(
ρ

(σ,ν)
j

)2
)1/2

≤ C
√

∆x, (4.3.51)

where the constant C > 0 is independent of J and ∆x. On the other side, from Lemma 4.2.5
and the continuity of the reflection operator from Hkb+1((−∞, L)) to Hkb+1(R), we have the
upper bound

∣∣∣∣
(
Dkb
− ω

n
)
J+`

∣∣∣∣ ≤ C∆xkb‖f‖Hkb+1((−∞,L)), 1 ≤ ` ≤ p, n ∈ N,

and thus the required estimate (4.3.44) follows.
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The interested reader will find in [36] a similar argument to the one developed in the proof
of Lemma 4.3.5. In [36], the analysis of the determinant of the matrix Akb arises from the ver-
ification of the so-called Uniform Kreiss-Lopatinskii Condition (a condition whose significance
is based on the work [43]. Let us now prove Theorem 4.1.3. The error (εnj )j≤J+p,n∈N introduced
in (4.3.40), and fully defined through Lemma 4.3.5, satisfies the following set of equations4





ε0
j = ∆xkb v0

j , j ≤ J ,

(Dkb
− ε

n)J+` = 0 , 0 ≤ n ≤ T/∆t , 1 ≤ ` ≤ p ,

εn+1
j =

p∑

`=−r
a` ε

n
j+` + ∆t F n+1

j , 0 ≤ n ≤ T/∆t− 1 , j ≤ J .

(4.3.52)

Here above, the consistency error F n+1
j consists of two terms: a first one coming from the usual

interior consistency error denoted en+1
j , and a second one coming from the time evolution of

the boundary layer corrector denoted δn+1
j . In other words, we split F n+1

j = en+1
j + δn+1

j with

en+1
j :=

1

∆t

(
ωn+1
j −

p∑

`=−r
a` ω

n
j+`

)
, and δn+1

j :=
∆xkb

∆t

(
vn+1
j −

p∑

`=−r
a` v

n
j+`

)
.

Considering the scheme (4.3.52), the error (εnj )j≤J+p,0≤n≤T/∆t obeys the stability estimate ap-
plicable in the case of the homogeneous Neumann boundary condition, see Proposition 4.2.3

sup
0≤n≤T/∆t

∑

j≤J
∆x (εnj )2 ≤ C

{∑

j≤J
∆x (ε0

j)
2 + T 2 sup

1≤n≤T/∆t

∑

j≤J
∆x (F n

j )2

}
. (4.3.53)

It therefore remains to estimate the initial and interior consistency errors in (4.3.52)

• The initial consistency error. Estimating the initial condition (ε0
j)j≤J directly follows

from the estimate (4.3.44) in Lemma 4.3.5
∑

j≤J
∆x (ε0

j)
2 ≤ C ∆x2 kb+1 ‖f‖2

Hkb+1((−∞,L))
.

• The interior consistency error. I. Estimating the interior consistency error (enj ) related
to the projected exact solution (ωnj ) has already been achieved as in (4.2.24)-(4.2.29) so
we just report the result

sup
1≤n≤T/∆t

∑

j≤J
∆x (enj )2 ≤ C ∆x2 k ‖f‖2

Hk+1((−∞,L)) .

• The interior consistency error. II. Estimation of the new error term related to (δnj ). Ob-
serve that, first due to the steady states decomposition from Lemma 4.3.4 and then using
successively (4.3.41) and (4.3.50), the interior consistency error arising from the boundary
layer corrector rewrites as

δn+1
j =

∆xkb

∆t
(vn+1
j − vnj ) =

1

∆t

τ+∑

σ=1

µσ−1∑

ν=0

p∑

`=1

βσ,ν,`(D
kb
− (ωn+1 − ωn))J+`ρ

(σ,ν)
j ,

Thus, from Cauchy-Schwarz inequalities, there exists a constant C such that

∑

j≤J
∆x|δn+1

j |2 ≤ C∆x sup
1≤`≤p

(
Dkb
−

(
ωn+1 − ωn

∆t

)

J+`

)2

.

4Here we use u0j = w0
j for j ≤ J
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In the above formula, the discrete in time derivative of ωnj rewrites, for any j ≤ J + p as

ωn+1
j − ωnj

∆t
=

1

∆x

∫ xj

xj−1

f(y − atn − a∆t)− f(y − atn)

∆t
dy

=
1

∆x

∫ xj

xj−1

1

∆t

∫ y−atn−a∆t

y−atn
f ′(z) dz

︸ ︷︷ ︸
:=F (y)

dy.

Since f ∈ Hk+1(R) with k > kb, we have at least f ∈ Hkb+2(R) and therefore F ∈
Hkb+1(R) with

‖F (kb+1)‖L2(R) ≤ a2‖f (kb+2)‖L2(R),

from which we deduce, using in addition Lemma 4.2.5:
∣∣∣∣D

kb
−

(
ωn+1 − ωn

∆t

)

J+`

∣∣∣∣ ≤ C∆xkb‖f‖Hkb+2(R), 1 ≤ ` ≤ p.

Thus, using again the upper bound (4.3.51), the above estimate and the Hkb+2-continuity
of the extension operator, one has:

sup
1≤n≤T/∆t

∑

j≤J
∆x
(
δn+1
j

)2 ≤ C∆x2kb+1‖f‖2
Hk+1((−∞,L)). (4.3.54)

Let us now come back to the stability estimate (4.3.53) and use the three above consistency
estimates to get (recall T ≥ 1 and kb < k)

sup
0≤n≤T/∆t

(∑

j≤J
∆x (εnj )2

)1/2

≤ C T ∆xkb+1/2 ‖f‖Hk+1((−∞,L)) .

From the constructive formula for the boundary layer corrector (vnj ), we have derived the
bound (4.3.44) which, by the triangle inequality, yields the convergence estimate (recall εnj =
ωnj − unj + ∆xkbvnj )

sup
0≤n≤T/∆t

(∑

j≤J
∆x (unj − ωnj )2

)1/2

≤ C T ∆xkb+1/2 ‖f‖Hk+1 .

Using now the (crude) estimate

sup
j≤J
|bj| ≤ ∆x−1/2

(∑

j≤J
∆x b2

j

)1/2

,

we complete the proof of Theorem 4.1.3.

4.4 Numerical experiments

4.4.1 The Lax-Wendroff scheme

We report in this paragraph on various numerical experiments with the Lax-Wendroff scheme
(4.1.3) (which corresponds to p = r = 1). Assumption 4.1.1 is satisfied provided that λ a ≤ 1,
and the order k equals 2. In all what follows, we choose a = 1 and λ = 5/6. The interval
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length is L = 6 and the final time T equals 8. The initial condition is f(x) = sinx and the
boundary source term is g(t) = − sin t so that the exact solution to (4.1.1) is u(t, x) = sin(x−t).
Figure 4.4.1 represents the initial condition f(x) on a grid with 50 cells on (0, 6). In Figure
4.4.2, we plot the numerical solutions at t = 8 obtained with kb = 0 (homogeneous Dirichlet
outflow condition), kb = 1 (first order outflow extrapolation condition) and kb = 2 (second
order outflow extrapolation condition). As expected, the Dirichlet condition shows a larger
boundary layer, and, especially, the solution with kb = 2 is much nearer to the exact solution
than the others.

0 1 2 3 4 5 6

−1.00

−0.75

−0.50

−0.25

0.00

0.25

0.50

0.75

1.00

Initial condition with 50 cells in (0,6)
initial data

Figure 4.4.1: Initial condition f(x) with 50 cells in (0, 6) .
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0.0
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Numerical and exact solutions with 50 cells at time t = 8
kb = 0
kb = 1
kb = 2
exact solution

Figure 4.4.2: Numerical and exact solutions at time t = 8 with 50 cells in (0, 6) .

Let us now consider the error of the schemes. With the values of J reported in Table
4.1 below, we first implement the Lax-Wendroff scheme (4.1.3) with the following numerical
boundary conditions

unJ+1 = unJ , (first order outflow extrapolation condition),

un0 =

{
− sin tn , (Dirichlet inflow condition (4.1.6)),
− sin tn − (∆x/2) cos tn , (inverse Lax-Wendroff inflow condition (4.1.12)).

The errors, as measured in the statement of Theorem 4.1.2, are reported in Table 4.1 below for
each of the two cases (either the Dirichlet inflow condition (4.1.6) or the inverse Lax-Wendroff
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inflow condition (4.1.12)). In either case, the observed convergence rate is 1 since increasing
J by a factor 2 decreases the error of the same factor 2. This behavior is fully justified by
Theorem 4.1.3 since we have kb < k here.

Number of cells J Dirichlet inflow condition Inverse Lax-Wendroff inflow condition
1000 4.1 · 10−3 5.1 · 10−4

2000 2.1 · 10−3 2.5 · 10−4

4000 1.1 · 10−3 1.3 · 10−4

8000 5.3 · 10−4 6.3 · 10−5

Table 4.1: The `∞n,j error for the Lax-Wendroff scheme (4.1.3) with first order outflow extrapo-
lation and either the Dirichlet, or inverse Lax-Wendroff, inflow condition.

Secondly, we now turn to the second order outflow extrapolation condition:

unJ+1 = 2unJ − unJ−1 , (second order outflow extrapolation condition (4.1.5)),

un0 =

{
− sin tn , (Dirichlet inflow condition (4.1.6)),
− sin tn − (∆x/2) cos tn , (inverse Lax-Wendroff inflow condition (4.1.12)).

The errors, as measured in the statement of Theorem 4.1.2, are reported in Table 4.2 below for
each of the two cases (either the Dirichlet inflow condition (4.1.6) or the inverse Lax-Wendroff
inflow condition (4.1.12)). For the Dirichlet inflow condition, the observed convergence rate is
1 again (despite the more accurate outflow treatment), but one recovers the convergence rate
2 with the inverse Lax-Wendroff inflow condition (4.1.12). However, proving rigorously that
this numerical scheme converges with the rate 2 in the maximum norm might be very difficult
(it might actually even be wrong !), even for smooth data, since the Lax-Wendroff scheme is
known to be unstable in `∞(Z). Improving the convergence rate 3/2 of Theorem 4.1.2 in the
case of the Lax-Wendroff scheme with second order extrapolation outflow condition is left to a
future work.

Number of cells J Dirichlet inflow condition Inverse Lax-Wendroff inflow condition
1000 3.7 · 10−3 1.2 · 10−5

2000 1.8 · 10−3 2.9 · 10−6

4000 9.3 · 10−4 7.3 · 10−7

8000 4.7 · 10−4 1.8 · 10−7

Table 4.2: The `∞n,j error for the Lax-Wendroff scheme (4.1.3) with second order outflow ex-
trapolation (4.1.5) and either the Dirichlet or inverse Lax-Wendroff inflow condition.

4.4.2 The O3 scheme

Let us now consider the O3 scheme, which is a convex combination of the Lax-Wendroff and
Beam-Warming schemes. It reads

un+1
j = a−2 u

n
j−2 + a−1 u

n
j−1 + a0 u

n
j + a1 u

n
j+1 , n ∈ N , j = 1, . . . , J ,

with

a−2 := −λ a
6

(
1− (λ a)2

)
, a−1 :=

λ a

2
(1 + λ a) (2− λ a) ,

a0 :=
1

2

(
1− (λ a)2

)
(2− λ a) , a1 := −λ a

6
(1− λ a) (2− λ a) .
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The reader can verify that Assumption 4.1.1 is satisfied provided that λ a ≤ 1, and the order
k equals 3 (r = 2 and p = 1 here). To maintain third order accuracy, we implement the latter
scheme with the following boundary conditions

unJ+1 = 3unJ − 3unJ−1 + unJ−2 , (third order outflow extrapolation condition, kb = 3),
un0 = − sin tn − (∆x/2) cos tn + (∆x2/6) sin tn , (inverse Lax-Wendroff inflow condition (4.1.12)),
un−1 = − sin tn − (3 ∆x/2) cos tn + (7 ∆x2/6) sin tn , (inverse Lax-Wendroff inflow condition (4.1.12)).

Number of cells J Inverse Lax-Wendroff inflow condition
1000 2.1 · 10−8

2000 2.6 · 10−9

4000 3.3 · 10−10

Table 4.3: The `∞n,j error for the O3 scheme (4.1.3) with third order outflow extrapolation and
the inverse Lax-Wendroff inflow condition.

The measured errors are reported in Table 4.3. They correspond to a rate of convergence 3.
Let us observe that the O3 scheme is known to be stable in `∞(Z), see [87, 29], hence there is a
genuine hope of proving rigorously that this rate of convergence does indeed hold (for smooth
compatible data). Such a justification is also left to a future work.

4.5 Appendix: A discrete integration by parts
In this appendix, we study the discrete integration by parts result for the Lax-Wendroff and
O3 schemes. Let us introduce

ν = λa.

4.5.1 The Lax-Wendroff scheme

In order to estimate the discrete integration by parts, the following lemma is useful

Lemma 4.5.1. Assume that the exact solution to (4.1.1) is approximated by means of the
Lax-Wendroff scheme:

un+1
j =

1

2
ν(ν + 1)unj−1 + (1− ν2)unj +

1

2
ν(ν − 1)unj+1. (4.5.1)

Then, there exist real numbers A,B and a quadratic form Q on R2 such that
∣∣un+1
j

∣∣2 −
∣∣unj
∣∣2 = A

(
unj − unj−1

)2
+B

(
unj+1 − 2unj + unj−1

)2

+Q(unj , u
n
j+1 − unj )−Q(unj−1, u

n
j − unj−1).

(4.5.2)

Proof. Firstly, we find the real numbers A and B. Let us define the Fourier transform of (unj )j∈Z

ûn(ξ) =
∑

j∈Z
unj e

−ijξ.

154



Therefore, the numerical scheme (4.5.1) becomes

ûn+1(ξ) =

(
1

2
(ν2 + ν)e−iξ + (1− ν2) +

1

2
(ν2 − ν)eiξ

)
ûn(ξ)

=
(
ν2 cos(ξ) + 1− ν2 − iν sin(ξ)

)
ûn(ξ).

Then,
∣∣ûn+1(ξ)

∣∣2 =
((
ν2 cos(ξ) + 1− ν2

)2
+ ν2 sin2(ξ)

)
|ûn(ξ)|2

=
(
1 + ν2(ν2 − 1)(cos(ξ)− 1)2

)
|ûn(ξ)|2

=

(
1 + 4ν2(ν2 − 1) sin4

(
ξ

2

))
|ûn(ξ)|2 .

By an application of the Plancherel’s theorem and the above formula, we have

∑

j∈Z
|un+1
j |2 −

∑

j∈Z
|unj |2 =

1

2π

∫ 2π

0

∣∣ûn+1(ξ)
∣∣2 dξ − 1

2π

∫ 2π

0

|ûn(ξ)|2 dξ

=
1

2π

∫ 2π

0

4ν2(ν2 − 1) sin4

(
ξ

2

)
|ûn(ξ)|2 dξ.

(4.5.3)

Now, summing (4.5.2) on Z and using the Plancherel’s theorem, we get

∑

j∈Z
|un+1
j |2 −

∑

j∈Z
|unj |2 =

1

2π

∫ 2π

0

(
A|1− e−iξ|2 +B|eiξ − 2 + e−iξ|2

)
|ûn(ξ)|2 dξ

=
1

2π

∫ 2π

0

4A sin2

(
ξ

2

)
|ûn(ξ)|2 dξ +

1

2π

∫ 2π

0

16B sin4

(
ξ

2

)
|ûn(ξ)|2 dξ.

(4.5.4)

From (4.5.3) and (4.5.4), we can find

A = 0, B =
1

4
ν2(ν2 − 1). (4.5.5)

Secondly, we assume that the quadratic form Q on R2 has a form

Q(x, y) = αx2 + βxy + γy2.

Thus, the formula (4.5.2) becomes

|un+1
j |2 − |unj |2 = (B + γ)(unj+1)2 + (A+ 4B + α− β)(unj )2 + (A+B − α + β − γ)(unj−1)2

+ (−4B + β − 2γ)unj+1u
n
j + 2Bunj+1u

n
j−1 + (−2A− 4B − β + 2γ)unj u

n
j−1.

(4.5.6)

On the other hand, from the numerical scheme (4.5.1), one gets

|un+1
j |2 − |unj |2 =

(
1

2
ν(ν + 1)unj−1 + (1− ν2)unj +

1

2
ν(ν − 1)unj+1

)2

− (unj )2

=
1

4
ν2(ν − 1)2(unj+1)2 +

(
(1− ν2)2 − 1

)
(unj )2 +

1

4
ν2(ν + 1)2(unj−1)2

+ ν(ν − 1)(1− ν2)unj+1u
n
j +

1

2
ν2(ν2 − 1)unj+1u

n
j−1 + ν(ν + 1)(1− ν2)unj u

n
j−1.

(4.5.7)
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According to (4.5.6) and (4.5.7), we obtain the following equations




B + γ =
1

4
ν2(ν − 1)2

A+ 4B + α− β = (1− ν2)2 − 1

A+B − α + β − γ =
1

4
ν2(ν + 1)2

−4B + β − 2γ = ν(ν − 1)(1− ν2)

2B =
1

2
ν2(ν2 − 1)

−2A− 4B − β + 2γ = ν(ν + 1)(1− ν2).

From the values of A and B in (4.5.5), after some calculations, we can find

α = −ν, β = −ν(1− ν), γ =
1

2
ν2(1− ν).

This ends the proof of Lemma 4.5.1.

4.5.2 The O3 scheme

In order to estimate the discrete integration by parts, we study the following lemma
Lemma 4.5.2. Assume that the exact solution to (4.1.1) is approximated by means of the O3
scheme:

un+1
j = −1

6
ν(1− ν2)unj−2 +

1

2
ν(ν + 1)(2− ν)unj−1 +

1

2
(1− ν2)(2− ν)unj −

1

6
ν(1− ν)(2− ν)unj+1.

(4.5.8)

Then, there exist real numbers A,B,C and a quadratic form Q on R3 such that
∣∣un+1
j

∣∣2 −
∣∣unj
∣∣2 = A

(
unj − unj−1

)2
+B

(
unj+1 − 2unj + unj−1

)2
+ C(unj+1 − 3unj + 3unj−1 − unj−2)2

+Q(unj , u
n
j+1 − unj , unj+1 − 2unj + unj−1)−Q(unj−1, u

n
j − unj−1, u

n
j − 2unj−1 + unj−2).

(4.5.9)

Proof. Firstly, we find the real numbers A,B,C. By taking the Fourier transform of (unj )j∈Z,
the numerical scheme (4.5.8) becomes

ûn+1(ξ) =

(
−1

6
ν(1− ν2)e−2iξ +

1

2
ν(ν + 1)(2− ν)e−iξ

+
1

2
(1− ν2)(2− ν)− 1

6
ν(1− ν)(2− ν)eiξ

)
ûn(ξ).

Then,

|ûn+1(ξ)|2 =

(
1− 1

9
ν(2− ν)(1− ν2)(cos(ξ)− 1)2

(
4ν(1− ν) sin2

(
ξ

2

)
+ 3

))
|ûn(ξ)|2

=

(
1− 16

9
ν2(1− ν)2(2− ν)(ν + 1) sin6

(
ξ

2

)
− 4

3
ν(1− ν2)(2− ν) sin4

(
ξ

2

))
|ûn(ξ)|2.

By an application of the Plancherel’s theorem and the above formula, we have
∑

j∈Z
|un+1
j |2 −

∑

j∈Z
|unj |2 =

1

2π

∫ 2π

0

∣∣ûn+1(ξ)
∣∣2 dξ − 1

2π

∫ 2π

0

|ûn(ξ)|2 dξ

=− 1

2π

∫ 2π

0

16

9
ν2(1− ν)2(2− ν)(ν + 1) sin6

(
ξ

2

)
|ûn(ξ)|2 dξ

− 1

2π

∫ 2π

0

4

3
ν(1− ν2)(2− ν) sin4

(
ξ

2

)
|ûn(ξ)|2 dξ.

(4.5.10)
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Now, summing (4.5.8) on Z and using the Plancherel’s theorem, we get
∑

j∈Z
|un+1
j |2 −

∑

j∈Z
|unj |2

=
1

2π

∫ 2π

0

(
A|1− e−iξ|2 +B|eiξ − 2 + e−iξ|2 + C|eiξ − 3 + 3e−iξ − e−2iξ|2

)
|ûn(ξ)|2 dξ

=
1

2π

∫ 2π

0

4A sin2

(
ξ

2

)
|ûn(ξ)|2 dξ +

1

2π

∫ 2π

0

16B sin4

(
ξ

2

)
|ûn(ξ)|2 dξ

+
1

2π

∫ 2π

0

64C sin6

(
ξ

2

)
|ûn(ξ)|2 dξ.

(4.5.11)

From (4.5.10) and (4.5.11), we can find

A = 0, B = − 1

12
ν(1− ν2)(2− ν), C = − 1

36
ν2(1− ν)2(2− ν)(ν + 1). (4.5.12)

Secondly, we assume that the quadratic form Q on R3 has a form

Q(x, y, z) = αx2 + βy2 + γz2 + δxy + εxz + ρyz.

Thus, the formula (4.5.9) becomes

|un+1
j |2 − |unj |2 = A(unj − unj−1)2 +B(unj+1 − 2unj + unj−1)2 + C(unj+1 − 3unj + 3unj−1 − unj−2)2

+ α(unj )2 + β(unj+1 − unj )2 + γ(unj+1 − 2unj + unj−1)2

+ δunj (unj+1 − unj ) + εunj (unj+1 − 2unj + unj−1) + ρ(unj+1 − unj )(unj+1 − 2unj + unj−1)

− α(unj−1)2 − β(unj − unj−1)2 − γ(unj − 2unj−1 + unj−2)2

− δunj−1(unj − unj−1)− εunj−1(unj − 2unj−1 + unj−2)− ρ(unj − unj−1)(unj − 2unj−1 + unj−2).

(4.5.13)

On the other hand, from the numerical scheme (4.5.8), one gets

|un+1
j |2 − |unj |2 =

(
−1

6
ν(1− ν2)unj−2 +

1

2
ν(ν + 1)(2− ν)unj−1

+
1

2
(1− ν2)(2− ν)unj −

1

6
ν(1− ν)(2− ν)unj+1

)2

− (unj )2.

(4.5.14)

According to (4.5.12)-(4.5.14), after some calculations, we can find

α = −ν, β = −1

6
ν(1− ν)(1− 2ν), γ = − 1

12
ν2(1− ν)2(ν + 1),

δ = −ν(1− ν), ε =
1

3
ν(1− ν2), ρ =

1

3
ν(1− ν)2(ν + 1).
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Chapter 5

Stability of stationary solution for
nonlinear relaxation balance laws

Stability of stationary solutions of singular systems of balance laws have been analyzed in [80].
The goal of this chapter is to extend this result to the case of nonlinear relaxation balance
laws. To investigate the stability of stationary solutions of these systems, we first assume that
these systems are endowed with a partially convex entropy. We also define an entropy process
solution which generalizes the concept of entropy weak solutions. After that, we construct an
associated relative entropy which allows to compare two states which share the same geometric
data. The entropy dissipation condition is the key to prove the stability of some stationary
states within entropy process solutions. Besides, we also consider another assumption, see
in [91], to investigate the asymptotic stability of stationary solution of nonlinear relaxation
balance laws.

5.1 Introduction
In this chapter, we consider non-conservation systems of the form




∂tu(t, x) +

d∑

i=1

∂ifi(u, α)(t, x) +
d∑

i=1

si(u, α)(t, x)∂iα(t, x) = r(u, α)(t, x),

∂tα(t, x) = 0.

(5.1.1)

System (5.1.1) is set on the whole space x ∈ Rd, and for any time t ∈ [0, T ), T > 0. The
notation ∂i denotes the partial derivative with respect to xi. We assume that there exists a
convex bounded subset of RN , denoted by Ω and called set of the admissible states such that

u(t, x) ∈ Ω, ∀ (t, x) ∈ [0, T )× Rd

and

α(t, x) ∈ R, ∀ (t, x) ∈ [0, T )× Rd.

We also define

fi : Ω× R→ RN , si : Ω× R→ RN ,

r : Ω× R→ RN .

The second equation in (5.1.1) means that α is time-independent, so that this variable is a
data, as soon as an initial condition is associated with (5.1.1)

{
u(0, x) = u0(x),

α(0, x) = α(x),
for x ∈ Rd. (5.1.2)

159



Let us mention that the third term of the left-hand side of (5.1.1) is studied as a source term
if α is smooth. In this chapter, we also consider the analysis applied to non-smooth α, and the
term

∑d
i=1 si(u, α)∂iα is a non-conservative product. This analysis also applies to the case of

systems of conservation laws with discontinuous flux f depending on α, as studied in [1, 49, 55]
System (5.1.1) is endowed with an entropy pair (η, F ), which depends on (u, α) and satisfies

the following assumptions

(H1) The function η = η(u, α) ∈ C2(Ω × R,R) is convex with respect to its first variable and
there exist two positive constants β0 < β1 such that

σ
(
∂2
uη
)
⊂ [β0, β1] , on Ω× R, (5.1.3)

where σ denotes the matrix spectrum and ∂u denotes the differential with respect to the
variables u.

(H2) There exists an entropy flux F = (Fi(u, α))1≤i≤d such that

∀1 ≤ i ≤ d, ∂uη∂ufi = ∂uFi and ∂uη(∂αfi + si) = ∂αFi.

The convexity assumption (5.1.3) is assumed on the whole space Ω× R. It may be restrictive
and, without loss of generality, we assume that η(u, .) ≥ 0, for all u ∈ Ω. The existence of the
entropy flux F amounts to assume the integrability condition (see [35])

∂2
uη∂ufi = ∂uf

T
i ∂

2
uη. (5.1.4)

Let us introduce the quantity Lf by

Lf = sup
1≤i≤d

sup
(u,v)∈Ω2

sup
w∈RN\{0}

∣∣∣∣
wT∂2

uη(v, .)∂ufi(u, .)w

wT∂2
uη(v, .)w

∣∣∣∣ . (5.1.5)

Remark 5.1.1. Notice that, in view of (5.1.4), the matrix ∂ufi is self-adjoint for the scalar
product 〈w, v〉u = wT∂2

uη(u, .)v. Therefore, the Rayleigh quotient

sup
w∈RN\{0}

∣∣∣∣
wT∂2

uη(u, .)∂ufi(u, .)w

wT∂2
uη(u, .)w

∣∣∣∣ = sup
w∈RN\{0}

〈w, ∂ufi(u, .)w〉u
〈w,w〉u

(5.1.6)

provides exactly the largest eigenvalue in absolute value of ∂ufi(u, .). The situation in (5.1.5) is
more intricate than in (5.1.6) since u might be different of v, but the quantity Lf is bounded in
view of the boundedness of Ω and of the regularity of fi and η.

To investigate the stability of system (5.1.1), it is very important to consider the equilibrium
points, namely the values v ∈ Ω such that r(v, .) = 0.

(H3) A natural assumption is the entropy dissipation condition, see [11, 69, 99], namely, for
every u, v ∈ Ω with r(v, .) = 0,

(
∂uη(u, .)− ∂uη(v, .)

)
· r(u, .) ≤ 0

where the notation · is the scalar product in the same space. Instead of hypothesis (H3),
Tzavaras consider another assumption, see in [91], to investigate the asymptotic stability of
stationary solution of system (5.1.1). This assumption can be represented as the form
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(H3′) For every u, v ∈ Ω with r(v, ·) = 0, there exists γ > 0 such that

−
(
∂uη(u, ·)− ∂uη(v, ·)

)
·
(
r(u, ·)− r(v, ·)

)
≥ γ|u− v|2.

This assumption may be more restrictive than the entropy dissipation condition (H3). However,
it is the key to prove Theorem 5.3.1.

In the case non-conservative system (5.1.1), the product si∂iα are not defined for weak
solutions, and generalised theories should be invoked, see [14, 26]. Instead of providing a
particular definition of weak solutions, we mainly impose that these solutions satisfy the entropy
inequality

∂tη(u, α) +
d∑

i=1

∂iFi(u, α) ≤ Σ(u, α), (5.1.7)

where Σ(u, α) = ∂uη(u, α) · r(u, α). Equation (5.1.7) becomes an equality for smooth solutions
because of (H2). The inequality (5.1.7) is well defined for weak solutions due to the fact that
the left hand side of this inequality is in a conservative form. In this work, the issue addressed
is the role of the entropy inequality (5.1.7) for the stability analysis of non-conservative systems
of the form (5.1.1), and more precisely, the nonlinear stability of stationary solutions of (5.1.1).
They are very important in applications because they may serve not only as initial conditions,
but also as solutions which can be reached in the long time limit. Besides, our analysis is
independent of the space dimension, and of the hyperbolicity of system (5.1.1) (except that
assumption (H1) implies hyperbolicity when α is constant).

The main tool we use to obtain these results is the relative entropy. Let us briefly recall this
notion in the conservative case. Consider a N ×N system of conservation laws with relaxation
term

∂tu(t, x) +
d∑

i=1

∂ifi(u) = r(u) (5.1.8)

endowed with a Lax entropy pair (η, F ), η being strictly convex (in a similar sense as in
assumption (H1)), i.e. admissible weak solutions of (5.1.8) have to satisfy the inequality

∂tη(u) +
d∑

i=1

∂iFi(u) ≤ Σ(u)

in the weak sense with Σ(u) = ∂uη(u) ·r(u). The relative entropy associated with system (5.1.8)
is defined by

h(u, v) = η(u)− η(v)− ∂uη(v) · (u− v).

Note that this function is not symmetric, and we should say that h is the entropy for u relatively
to v. It is easy to check that

β0

2
|u− v|2 ≤ h(u, v) ≤ β1

2
|u− v|2 (5.1.9)

where | · | is the Euclidian norm of RN and σ (∂2
uη) ⊂ [β0, β1].

Now, let us consider an admissible weak solution u of (5.1.8) and a constant vector v ∈ RN .
After some calculations, one obtains

∂th(u, v) +
d∑

i=1

∂i

(
Fi(u)− ∂uη(v) · fi(u)

)
≤ Σ(u)− ∂uη(v) · r(u). (5.1.10)
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If we assume that the system (5.1.8) is entropy dissipative, and integrate the above inequality
for x ∈ Rd, the divergence term disappears and we have

d

dt

∫

Rd
h(u, v)dx ≤ 0.

According to (5.1.9), we then deduce the L2-stability of constant. Thus, stationary solutions v
in the class of admissible weak solutions.

In this work, we extend the previous analysis to systems of the form (5.1.1). For a given
α, we are able to compare an entropy process solution to some particular stationary solutions.
In Section 5.2, we detail the class of entropy process solution of (5.1.1) we consider in this
work, which does not use any explicit definition of the non-conservative term. We then state
and prove Theorem 5.2.7, on the nonlinear stability of particular stationary states of (5.1.1).
In Section 5.3, instead of using the entropy dissipation condition (H3), we study the condition
(H3′) to prove the asymptotic stability of stationary solution of nonlinear relaxation balance
laws (5.1.1).

5.2 Stability of stationary solutions

5.2.1 Definition of entropy process solution

We aim at proving that stationary solutions are stable among entropy process solutions (which
generalizes the concept of entropy weak solutions and can be obtained by passing to the limit
of solution of the numerical scheme, see [31, 33]). The name “entropy process solution” was
derived from the notation of bounded measurable process, that is a measurable mapping from
a probability space into a space of bounded measurable function [10, 31]. Here, the probability
space consists in the interval (0, 1), with the Borel σ-algebra and Lebesgue measure, and the
set of bounded measurable functions is the bounded subset of L∞([0, T ) × Rd) defined by
{ν(., ., λ), λ ∈ (0, 1), ‖ν(., ., λ)‖∞ ≤ C}, where C > 0 is independent of λ. However, since
we consider discontinuous α, only in BV for instance, the product si∂iα in (5.1.1) are not
defined. Several theories exist in the literature to define them, but here we only use some basic
and natural assumptions. We assume that the products si∂iα can be described by means of
vector-valued Radon measures µi ∈M

(
R+ × Rd × (0, 1)

)N 1 which satisfy at least the following
properties:

(P1) On any open set B = Bt × Bx ⊂ R+ × Rd such that α ∈ W 1,∞(Bx), the measures
µi, 1 ≤ i ≤ d, satisfy

∀ϕ ∈ C∞c (B), ∀1 ≤ i ≤ d,

∫ 1

0

∫

B

ϕdµi(t, x, λ) =

∫ 1

0

∫

B

ϕsi(ν, α)∂iαdtdxdλ.

(P2) For any component 1 ≤ k ≤ N and any dimension index 1 ≤ i ≤ d,

s
(k)
i ≡ 0⇒ µ

(k)
i ≡ 0.

Let us now define the entropy process solution

Definition 5.2.1. Let u0 ∈ BV (Rd,Ω)N , α ∈ BV (Rd) and T > 0. A function ν ∈ L∞([0, T )×
Rd × (0, 1),Ω) is an entropy process solution of the Cauchy problem (5.1.1)-(5.1.2) if there

1More precisely, M(X) denotes the set of locally bounded Radon measures on a setX, i.e. M(X) = (Cc(X)))′.
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exists (µi)1≤i≤d ⊂M(R+ ×Rd × (0, 1)) satisfying assumptions (P1) and (P2) such that, for all
ϕ ∈ C∞c ([0, T )× Rd),

−
∫ 1

0

∫ T

0

∫

Rd

(
ν(t, x, λ)∂tϕ+

d∑

i=1

fi(ν, α)∂iϕ

)
dxdtdλ+

∫ 1

0

∫ T

0

∫

Rd
ϕdµ(t, x, λ)

−
∫

Rd
u0(x)ϕ(0, x)dx =

∫ 1

0

∫ T

0

∫

Rd
r(ν, α)ϕdxdtdλ,

(5.2.1)

and, for all non-negative ϕ ∈ C∞c ([0, T )× Rd),

−
∫ 1

0

∫ T

0

∫

Rd

(
η(ν, α)∂tϕ+

d∑

i=1

Fi(ν, α)∂iϕ

)
dxdtdλ−

∫

Rd
η(u0, α)(x)ϕ(0, x)dx

≤
∫ 1

0

∫ T

0

∫

Rd
Σ(ν, α)ϕdxdtdλ.

(5.2.2)

Remark 5.2.2. From an entropy weak solution u(t, x) to problem (5.1.1)-(5.1.2), one may
easily construct an entropy process solution to problem (5.1.1)-(5.1.2) by setting ν(t, x, λ) =
u(t, x) for any λ ∈ (0, 1). Reciprocally, if ν is an entropy process solution to problem (5.1.1)-
(5.1.2) such that there exists u ∈ L∞([0, T )×Rd) such that ν(t, x, λ) = u(t, x) for a.e. (t, x, λ) ∈
[0, T )× Rd × (0, 1), then u is an entropy weak solution to problem (5.1.1)-(5.1.2).

Remark 5.2.3. The definition 5.2.1 is not sufficient to hope a well-posedness result, without
any additional assumption on the measures µi, but it is sufficient to obtain the stability results
of the next sections. Besides, assumption (P1) is not necessary for the upcoming analysis. We
introduce it to ensure that, if α ∈ W 1,∞(Rd) the standard definition of entropy process solutions
is recovered. It is also important to note that inequalities (5.2.2) exactly correspond to the weak
form of (5.1.7) by setting ν(t, x, λ) = u(t, x) for any λ ∈ (0, 1), so that the measures µi do not
appear there.

5.2.2 Relative entropy and nonlinear stability

5.2.2.1 Relative entropy

In [60], Kruzhkov is able to compare two entropy weak solutions using the doubling variable
technique. In [60], such method has been extended in order to compare an entropy weak solution
with an approximate solution. In the case of systems of conservation laws, these techniques
no longer work. Basically, the family of entropy pairs (η, F ) is not sufficiently rich to control
the difference between two solutions. As mention in the introduction, it seems impossible
to construct a relative entropy for system (5.1.1) to compare two solutions (ν, α) and (v, β).
Nonetheless, one can define a relative entropy between two solutions ν and v, α being given
and common.

Definition 5.2.4. Let ν, v ∈ Ω. The relative entropy of ν with respect to v is defined by

h : Ω× Ω× R→ R+

(ν, v, α) 7→ η(ν, α)− η(v, α)− ∂uη(v, α) · (ν − v)
(5.2.3)

and the corresponding relative entropy fluxes q : Ω× Ω× R→ Rd are

qi(ν, v, α) = Fi(ν, α)− Fi(v, α)− ∂uη(v, α) ·
(
fi(ν, α)− fi(v, α)

)
, ∀i ∈ {1, ..., d}. (5.2.4)
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On the other hand, it follows from the definition of h that

h(ν, v, .) =

∫ 1

0

∫ θ

0

(ν − v)T∂2
uη(v + γ(ν − v), .)(ν − v)dγdθ, (5.2.5)

which leads to the following results

Lemma 5.2.5. Assume that the entropy η satisfies (H1). Then, the relative entropy is convex
with respect to its first variable and for all ν, v ∈ Ω, we have

β0

2
|ν − v|2 ≤ h(ν, v, .) ≤ β1

2
|ν − v|2. (5.2.6)

Lemma 5.2.6. Let Lf be defined by (5.1.5). Assume that the entropy pair (η, F ) satisfies (H1)
and (H2). Then, for all (ν, v) ∈ Ω2, we have

|qi(ν, v, .)| ≤ Lfh(ν, v, .). (5.2.7)

Proof. Denote by w = ν − v, the definition of the relative entropy h in (5.2.5) becomes

h(ν, v, .) =

∫ 1

0

∫ θ

0

wT∂2
uη(v + γw, .)wdγdθ. (5.2.8)

Denoting by Aγ the symmetric definite positive matrix ∂2
uη(v+γw, .), and by 〈., .〉Aγ , the scalar

product on RN defined by 〈v1, v2〉Aγ = vT1 Aγv2, the relation (5.2.8) can be rewritten

h(ν, v, .) =

∫ 1

0

∫ θ

0

〈w,w〉Aγdγdθ.

On the other hand, it follows from the assumption (H2) of the entropy flux F that

qi(ν, v, .) =

∫ 1

0

(∂uη(v + θw, .)− ∂uη(v, .)) (∂ufi(v + θw, .))T dθ

=

∫ 1

0

∫ θ

0

〈w, (∂ufi(v + θw, .))T w〉Aγdγdθ.

for all 1 ≤ i ≤ d. The quantity Lf introduced in (5.1.5) has been designed so that
∣∣∣〈w, (∂ufi(v + θw, .))T w〉Aγ

∣∣∣ ≤ 〈w,w〉Aγ .

Therefore, we obtain

|qi(ν, v, .)| ≤ Lf

∫ 1

0

∫ θ

0

〈w,w〉Aγdγdθ = Lfh(ν, v, .).

This ends the proof of Lemma 5.2.6.

5.2.2.2 Nonlinear stability

For a given α ∈ C1(Rd), consider a smooth, and thus entropy conservative, entropy process
solution ν of (5.1.1), and a time-independent function v. Let us compute the equation satisfied
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by the relative entropy h

∂th(ν, v, α) = ∂tη(ν, α)− ∂uη(v, α) · ∂tν

= Σ(ν, α)−
d∑

i=1

∂iFi(ν, α)− ∂uη(v, α) ·
[
r(ν, α)−

d∑

i=1

∂ifi(ν, α)−
d∑

i=1

si(ν, α)∂iα

]

= −
d∑

i=1

∂i [Fi(ν, α)− ∂uη(v, α) · fi(ν, α)] + Σ(ν, α)− ∂uη(v, α) · r(ν, α)

−
d∑

i=1

∂i [∂uη(v, α)] · fi(ν, α) + ∂uη(v, α) ·
d∑

i=1

si(ν, α)∂iα.

(5.2.9)

The two last terms are not in conservation form, but one could make them vanishing adding
some assumptions on v. Following [80], for any given constant vector H0 ∈ RN , we introduce
S(H0), the set of (v, α) ∈ Ω× R such that

(S1) ∂uη(v, α) = H0.

(S2) For all 1 ≤ i ≤ d and 1 ≤ k ≤ N , H(k)
0 s

(k)
i ≡ 0.

Let us emphasize that the above discussion on the smooth solution is extended to entropy
process solutions by the following theorem

Theorem 5.2.7. Let H0 ∈ RN and consider the set S(H0) defined by (S1)-(S2), assumed to
be nonempty. Consider α ∈ BV (Rd) and a function v ∈ BV (Rd,Ω) such that (v, α) ∈ S(H0)
almost everywhere and satisfy the entropy dissipation condition (H3). Then, v is a stationary
entropy process solution of system (5.1.1).

Moreover, let T > 0, u0 ∈ BV (Rd,Ω)N , and ν ∈ L∞
(
[0, T )× Rd × (0, 1),Ω)

)
an associated

entropy process solution. Then, there exists a positive constant Lf , independent of ν, v and α
such that the following nonlinear stability property holds for all R > 0 and for almost every
t ∈ [0, T ]

∫ 1

0

∫

B(0,R)

h(ν(t, x, λ), v(x), α(x))dxdλ ≤
∫

B(0,R+Lf t)

h(u0(x), v(x), α(x))dx. (5.2.10)

Proof. First, let us remark that the stability inequality (5.2.10) implies that v is a stationary
solution of system (5.1.1). Indeed, if we choose ν(0, x, λ) = u0(x) = v(x), for any λ ∈ (0, 1), the
right-hand side of (5.2.10) is null, by the properties of h, see Lemma 5.2.5. Therefore, ν being
an entropy process solution and v being time-independent, one may deduce that v is stationary
entropy process solution using once again the properties of h.

Let us now rewrite the calculations described above, but in the weak sense. By assumptions
(S1) and (S2), H0 · si(., α) = 0 for all i. In other words, this means that if the i-th component
of H0 is non-zero, then si ≡ 0. We now use the definition of ν and assumption (P2) on the
non-conservative product to obtain, for all ϕ ∈ C∞c ([0, T )× Rd),

−
∫ 1

0

∫ T

0

∫

Rd
H0 ·

[
ν∂tϕ+

d∑

i=1

fi(ν, α)∂iϕ

]
dxdtdλ−

∫

Rd
H0 · u0(x)ϕ(0, x)dx

=

∫ 1

0

∫ T

0

∫

Rd
H0 · r(ν, α)ϕdxdtdλ.
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Now, using the entropy inequality (5.2.2) for ν and the fact that v is independent of time,

−
∫ 1

0

∫ T

0

∫

Rd

[
h(ν, v, α)∂tϕ+

d∑

i=1

qi(ν, v, α)∂iϕ

]
dxdtdλ−

∫

Rd
h(u0, v, α)ϕ(0, x)dx

≤
∫ 1

0

∫ T

0

∫

Rd
[∂uη(ν, α)−H0] · r(ν, α)ϕdxdtdλ−

∫ 1

0

∫ T

0

∫

Rd

d∑

i=1

∂i [Fi(v, α)−H0 · fi(v, α)]ϕdxdtdλ,

(5.2.11)

for all non-negative ϕ ∈ C∞c ([0, T )×Rd). Under the entropy dissipation condition (H3), the first
term of the right-hand side in (5.2.11) is non-positive. Indeed, since the equilibrium solution of
r(v, .) = 0, one could make the last term of the right-hand side in (5.2.11) vanishing. Therefore,
the inequality (5.2.11) becomes

∫ 1

0

∫ T

0

∫

Rd

[
h(ν, v, α)∂tϕ+

d∑

i=1

qi(ν, v, α)∂iϕ

]
dxdtdλ+

∫

Rd
h(u0, v, α)ϕ(0, x)dx ≥ 0. (5.2.12)

To obtain inequality (5.2.10), we introduce Lf in (5.1.5) such that

|qi| ≤ Lfh (5.2.13)

which is comparable to the maximum of the spectral radii of ∂ufi (see more details in Lemma
5.2.6). It suffices now to introduce, t and R being fixed

wε(τ) =





1, if 0 ≤ τ ≤ t,

1 + (t− τ)/ε, if t < τ ≤ t+ ε,

0, if t+ ε < τ,

(5.2.14)

and

χε(τ, x) =





1, if |x| ≤ R + Lf (t− τ),

1 + (R + Lf (t− τ)− |x|)/ε, if 0 < |x| −R− Lf (t− τ) ≤ ε,

0, if R + Lf (t− τ) + ε < |x|.
(5.2.15)

and take ϕ(τ, x) = χε(τ, x)wε(τ) (we omit the passage from Lipschitz continuous functions to
C∞c functions. Plugging this test function into (5.2.12) yields

1

ε

∫ 1

0

∫ t+ε

t

∫

B(0,R+ε)

h(ν, v, α)(τ, x)χε(τ, x)dxdτdλ ≤
∫

B(0,R+Lf t+ε)

h(u0, v, α)χε(0, x)dx

− 1

ε

∫ 1

0

∫ t+ε

0

∫

B(0,R+Lf (t−τ)+ε)

wε(τ)

[
Lfh(ν, v, α) +

x

|x|q(ν, v, α)

]
dxdτdλ.

By definition of Lf , the last integral is non-negative, so that, letting ε tend to 0 provides
inequality (5.2.10).

We provide here one example of equations which enter in this framework. In one dimension,
the standard shallow water model with Darcy-Weisbach friction reads





∂th+ ∂x(hU) = 0,

∂t(hU) + ∂x

(
hU2 +

1

2
gh2

)
= −gh∂xα− κ(h, hU)U |U |,

∂tα = 0,

(5.2.16)
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where h is the height of water, assumed to remain positive, u is the depth-averaged velocity, α
plays the role of the bathymetry, g is the gravity constant and κ(U, hU) ≥ 0 is a Darcy-Weisbach
friction.

This system of equations may be endowed with an entropy inequality of the form (5.1.7),
setting

η(u, α) = hU2/2 + gh(h/2 + α) and F (u, α) = U
(
η(u, α) + gh2/2

)

where u = (h, hU)T . The convexity of η with respect to u is classical and one can see that η is
only linear in α.

The description of all possible stationary solutions is very difficult in practice. The simplest
ones correspond to a “lake at rest” and are defined by

h+ α = Z0 and U = 0 a.e (5.2.17)

where Z0 is a given real constant greater than the maximum of α. On the other hand, we can
compute

∂uη(u, α) =

(
−U2/2 + g(h+ α)

U

)

As a consequence, assumption (S2) yields U = 0, since s1 = s2 = (0, gh)T . Next, assumption
(S1) corresponds to equality h+α = Z0. Indeed, assumption (H3) becomes −κ(h, hU)U2|U | <
0. To sum up, we have

Corollary 5.2.8. Stationary solution of the shallow water equation (5.2.16) given by (5.2.17)
(lake at rest) are nonlinear stable, in the sense of theorem 5.2.7.

5.3 Asymptotic stability of stationary solution
We now use the hypothesis (H3′) to prove the following theorem

Theorem 5.3.1. Let H0 ∈ RN and consider the set S(H0) defined by (S1)-(S2), assumed to
be nonempty. Consider α ∈ BV (Rd) and a function v ∈ BV (Rd,Ω) such that (v, α) ∈ S(H0)
almost everywhere and satisfy the entropy dissipation condition (H3 ′). Then, v is a stationary
entropy process solution of system (5.1.1).

Moreover, let T > 0, u0 ∈ BV (Rd,Ω)N , and ν ∈ L∞
(
[0, T )× Rd × (0, 1),Ω)

)
an associated

entropy process solution. Then, there exist positive constants Lf and γ, independent of ν, v and
α such that the following nonlinear stability property holds for all R > 0 and for almost every
t ∈ [0, T ]

∫ 1

0

∫

B(0,R)

h(ν(t, x, λ), v(x), α(x))dxdλ+ γ

∫ 1

0

∫ t

0

∫

B(0,R+Lf (t−τ))

|ν(τ, x, λ)− v(x)|2dxdτdλ

≤
∫

B(0,R+Lf t)

h(u0(x), v(x), α(x))dx.

(5.3.1)

Proof. We first can see that by the properties of h, see Lemma 5.2.5, if we choose ν(0, x, λ) =
u0(x) = v(x), for any λ ∈ (0, 1), the right hand side of (5.3.1) is null. Besides, v is independent
of time and ν is an entropy process solution. Therefore, v is stationary entropy process solution
by using the properties of h in Lemma 5.2.5.

167



Now, we give more details of the calculations described above in the weak sense. By assump-
tions (S1)-(S2), (P2) and the definition of ν, for all ϕ ∈ C∞c ([0, T )× Rd), we get the following
estimate

−
∫ 1

0

∫ T

0

∫

Rd
H0 ·

[
ν∂tϕ+

d∑

i=1

fi(ν, α)∂iϕ

]
dxdtdλ−

∫

Rd
H0 · u0(x)ϕ(0, x)dx

=

∫ 1

0

∫ T

0

∫

Rd
H0 · r(ν, α)ϕdxdtdλ.

Now, using the entropy inequality (5.2.2) for ν and the fact that v is independent of time, we
have

−
∫ 1

0

∫ T

0

∫

Rd

[
h(ν, v, α)∂tϕ+

d∑

i=1

qi(ν, v, α)∂iϕ

]
dxdtdλ−

∫

Rd
h(u0, v, α)ϕ(0, x)dx

≤
∫ 1

0

∫ T

0

∫

Rd
[∂uη(ν, α)−H0] · r(ν, α)ϕdxdtdλ−

∫ 1

0

∫ T

0

∫

Rd

d∑

i=1

∂i [Fi(v, α)−H0 · fi(v, α)]ϕdxdtdλ,

(5.3.2)

for all non-negative ϕ ∈ C∞c ([0, T )×Rd). Since the equilibrium solution of r(v, ·) = 0, one could
make the last term of the right hand side in (5.3.2) vanishing. Indeed, under the assumption
(H3′), the inequality (5.3.2) becomes

∫ 1

0

∫ T

0

∫

Rd

[
h(ν, v, α)∂tϕ+

d∑

i=1

qi(ν, v, α)∂iϕ

]
dxdtdλ+

∫

Rd
h(u0, v, α)ϕ(0, x)dx

≥ γ

∫ 1

0

∫ T

0

∫

Rd
|ν − v|2dxdtdλ.

(5.3.3)

Let wε(τ) and χε(τ, x) be the same as in (5.2.14) and (5.2.15), respectively. We now select the
test function ϕ(τ, x) = χε(τ, x)wε(τ) and introduce it to (5.3.3). This gives

1

ε

∫ 1

0

∫ t+ε

t

∫

B(0,R+ε)

h(ν, v, α)(τ, x)χε(τ, x)dxdτdλ+ γ

∫ 1

0

∫ t

0

∫

B(0,R+Lf (t−τ)+ε)

|ν − v|2dxdtdλ

≤
∫

B(0,R+Lf t+ε)

h(u0, v, α)χε(0, x)dx

− 1

ε

∫ 1

0

∫ t+ε

0

∫

B(0,R+Lf (t−τ)+ε)

wε(τ)

[
Lfh(ν, v, α) +

x

|x|q(ν, v, α)

]
dxdτdλ.

By definition of Lf , the last integral is non-negative. Besides, letting ε tend to 0, the above
inequality can be rewritten as
∫ 1

0

∫

B(0,R)

h(ν(t, x, λ), v(x), α(x))dxdλ+ γ

∫ 1

0

∫ t

0

∫

B(0,R+Lf (t−τ))

|ν(τ, x, λ)− v(x)|2dxdτdλ

≤
∫

B(0,R+Lf t)

h(u0(x), v(x), α(x))dx.

This ends the proof of Theorem 5.3.1.

Example of relaxation systems that verify (H3′) are given in [53, 61, 90]. The discrete
velocity BGK-models in [100, Theorem 5.2] provide yet another example verifying (H3′).
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Remark 5.3.2. In [79], Ruggeri and Serre studied the asymptotic stability of constant states
which can be extended to non constant stationary solutions of systems of balance laws, as the lake
at rest states for the shallow-water equations with bathymetry and friction. A key assumption
to prove the asymptotic stability is the Kawashima’s condition. The technique is based on
the construction of an appropriate Lyapunov functional involving the entropy and a so-called
compensation term. Following the above idea, we tried to sum up the obtention of the Lyapunov
functional and of the associated non-conservation systems (5.1.1), but we failed to extend the
result of Ruggeri and Serre to our case. We postpone this possibility to a further work.

169





Bibliography

[1] B. Andreianov, K. H. Karlsen, and N. H. Risebro. A theory of L1-dissipative solvers for
scalar conservation laws with discontinuous flux. Arch. Ration. Mech. Anal., 201(1):27–
86, 2011.

[2] A. Arnold, M. Ehrhardt, and I. Sofronov. Discrete transparent boundary conditions for
the Schrödinger equation: fast calculation, approximation, and stability. Commun. Math.
Sci., 1(3):501–556, 2003.

[3] S. Benzoni-Gavage and D. Serre. Multi-dimensional hyperbolic partial differential equa-
tions. First-order systems and applications. Oxford: Oxford University Press, 2007.

[4] C. Besse, M. Ehrhardt, and I. Lacroix-Violet. Discrete artificial boundary conditions for
the linearized Korteweg–de Vries equation. Numer. Methods Partial Differential Equa-
tions, 32(5):1455–1484, 2016.

[5] C. Besse, P. Noble, and D. Sanchez. Discrete transparent boundary conditions for the
mixed KDV-BBM equation. J. Comput. Phys., 345:484–509, 2017.

[6] B. Boutin and J.-F. Coulombel. Stability of finite difference schemes for hyperbolic initial
boundary value problems: numerical boundary layers. Numer. Math. Theory Methods
Appl., 10(3):489–519, 2017.

[7] B. Boutin, T. H. T. Nguyen, and N. Seguin. A stiffly stable fully discrete scheme for
the damped wave equation using discrete transparent boundary condition. Preprint, May
2020.

[8] B. Boutin, T. H. T. Nguyen, and N. Seguin. A stiffly stable semi-discrete scheme for
the characteristic linear hyperbolic relaxation with boundary. ESAIM: Mathematical
Modelling and Numerical Analysis, 2020.

[9] B. Boutin, T. H. T. Nguyen, A. Sylla, S. Tran-Tien, and J.-F. Coulombel. High order
numerical schemes for transport equations on bounded domains. Preprint, Dec. 2019.

[10] Y. Brenier, C. De Lellis, and L. Székelyhidi, Jr. Weak-strong uniqueness for measure-
valued solutions. Comm. Math. Phys., 305(2):351–361, 2011.

[11] G.-Q. Chen, C. D. Levermore, and T.-P. Liu. Hyperbolic conservation laws with stiff
relaxation terms and entropy. Commun. Pure Appl. Math., 47(6):787–830, 1994.

[12] J. F. Clarke. Gas dynamics with relaxation effects. Reports on Progress in Physics,
41(6):807–864, jun 1978.

[13] P. Colella, A. Majda, and V. Roytburd. Theoretical and numerical structure for reacting
shock waves. SIAM J. Sci. Stat. Comput., 7:1059–1080, 1986.

171



[14] J.-F. Colombeau. Multiplication of distributions, volume 1532 of Lecture Notes in Mathe-
matics. Springer-Verlag, Berlin, 1992. A tool in mathematics, numerical engineering and
theoretical physics.

[15] J.-F. Coulombel. Stability of finite difference schemes for hyperbolic initial boundary
value problems. Lecture, Aug. 2011.

[16] J.-F. Coulombel. Stability of finite difference schemes for hyperbolic initial boundary
value problems II. Annali della Scuola Normale Superiore di Pisa, Classe di Scienze,
X(1):37–98, Dec. 2011.

[17] J.-F. Coulombel. Stability of finite difference schemes for hyperbolic initial boundary value
problems . In HCDTE Lecture Notes. Part I. Nonlinear Hyperbolic PDEs, Dispersive and
Transport Equations, American Institute of Mathematical Sciences, pages 97–225, 2013.

[18] J.-F. Coulombel. Résolvante, stabilité et applications. Matapli, 103:91–122, 2014.

[19] J.-F. Coulombel. Fully discrete hyperbolic initial boundary value problems with nonzero
initial data. Confluentes Mathematici, 7(2):17–47, May 2015.

[20] J.-F. Coulombel. Transparent numerical boundary conditions for evolution equations:
Derivation and stability analysis. Annales de la Faculté des Sciences de Toulouse. Math-
ématiques., 28(2):259–327, 2019.

[21] J.-F. Coulombel and A. Gloria. Semigroup stability of finite difference schemes for multi-
dimensional hyperbolic initial boundary value problems. Math. Comp., 80(273):165–203,
2011.

[22] J.-F. Coulombel and F. Lagoutière. The neumann numerical boundary condition for
transport equations. Kinet. Relat. Models, to appear, 2020.

[23] C. Courtès, F. Lagoutière, and F. Rousset. Error estimates of finite difference schemes
for the Korteweg-de Vries equation. IMA Journal of Numerical Analysis, 2019.

[24] C. M. Dafermos. The second law of thermodynamics and stability. Arch. Rational Mech.
Anal., 70(2):167–179, 1979.

[25] G. Dakin, B. Després, and S. Jaouen. Inverse Lax-Wendroff boundary treatment for com-
pressible Lagrange-remap hydrodynamics on Cartesian grids. J. Comput. Phys., 353:228–
257, 2018.

[26] G. Dal Maso, P. G. Lefloch, and F. Murat. Definition and weak stability of nonconserva-
tive products. J. Math. Pures Appl. (9), 74(6):483–548, 1995.

[27] R. Dautray and J.-L. Lions. Analyse mathématique et calcul numérique pour les sciences
et les techniques. Tome 3. Collection du Commissariat à l’Énergie Atomique: Série
Scientifique. Masson, Paris, 1985.

[28] C. de Boor. Divided differences. Surv. Approx. Theory, 1:46–69, 2005.

[29] B. Després. Finite volume transport schemes. Numer. Math., 108(4):529–556, 2008.

[30] R. J. DiPerna. Uniqueness of solutions to hyperbolic conservation laws. Indiana Univ.
Math. J., 28(1):137–188, 1979.

172



[31] R. Eymard, T. Gallouët, and R. Herbin. Existence and uniqueness of the entropy solution
to a nonlinear hyperbolic equation. Chinese Ann. Math. Ser. B, 16(1):1–14, 1995.

[32] F. Filbet and C. Yang. An inverse Lax-Wendroff method for boundary conditions applied
to Boltzmann type models. J. Comput. Phys., 245:43–61, 2013.

[33] U. S. Fjordholm, R. Käppeli, S. Mishra, and E. Tadmor. Construction of approximate
entropy measure-valued solutions for hyperbolic systems of conservation laws. Found.
Comput. Math., 17(3):763–827, 2017.

[34] K. O. Friedrichs. Symmetric hyperbolic linear differential equations. Comm. Pure Appl.
Math., 7:345–392, 1954.

[35] E. Godlewski and P.-A. Raviart. Numerical approximation of hyperbolic systems of con-
servation laws, volume 118 of Applied Mathematical Sciences. Springer-Verlag, New York,
1996.

[36] M. Goldberg. On a boundary extrapolation theorem by Kreiss. Math. Comp.,
31(138):469–477, 1977.

[37] M. Goldberg and E. Tadmor. Scheme-independent stability criteria for difference approx-
imations of hyperbolic initial-boundary value problems. I. Math. Comp., 32(144):1097–
1107, 1978.

[38] M. Goldberg and E. Tadmor. Scheme-independent stability criteria for difference approxi-
mations of hyperbolic initial-boundary value problems. II. Math. Comp., 36(154):603–626,
1981.

[39] M. J. Grote and J. B. Keller. Exact nonreflecting boundary conditions for the time
dependent wave equation. volume 55, pages 280–297. 1995. Perturbation methods in
physical mathematics (Troy, NY, 1993).

[40] R. B. Guenther and J. W. Lee. Partial differential equations of mathematical physics and
integral equations. Dover Publications, Inc., Mineola, NY, 1996. Corrected reprint of the
1988 original.

[41] B. Gustafsson, H.-O. Kreiss, and J. Oliger. Time dependent problems and difference
methods. John Wiley & Sons, 1995.

[42] B. Gustafsson, H.-O. Kreiss, and J. Oliger. Time dependent problems and difference
methods. 2nd ed. Hoboken, NJ: John Wiley & Sons, 2nd ed. edition, 2013.

[43] B. Gustafsson, H.-O. Kreiss, and A. Sundström. Stability theory of difference approxi-
mations for mixed initial boundary value problems. ii. Mathematics of Computation, 26,
09 1972.

[44] B. Hanouzet and R. Natalini. Global existence of smooth solutions for partially dissipative
hyperbolic systems with a convex entropy. Arch. Ration. Mech. Anal., 169(2):89–117,
2003.

[45] G. W. Hedstrom. Norms of powers of absolutely convergent fourier series. Michigan
Math. J., 13(4):393–416, 12 1966.

[46] R. L. Higdon. Initial-boundary value problems for linear hyperbolic systems. SIAM Rev.,
28(2):177–217, 1986.

173



[47] R. A. Horn and C. R. Johnson. Topics in matrix analysis. Cambridge University Press,
Cambridge, 1994. Corrected reprint of the 1991 original.

[48] M. Inglard, F. Lagoutière, and H. H. Rugh. Ghost solutions with centered schemes for
one-dimensional transport equations with Neumann boundary conditions. working paper
or preprint, Oct. 2018.

[49] E. Isaacson and B. Temple. Nonlinear resonance in systems of conservation laws. SIAM
J. Appl. Math., 52(5):1260–1278, 1992.

[50] S. Jin. Efficient asymptotic-preserving (AP) schemes for some multiscale kinetic equa-
tions. SIAM J. Sci. Comput., 21(2):441–454, 1999.

[51] S. Jin and Z. Xin. The relaxation schemes for systems of conservation laws in arbitrary
space dimensions. Commun. Pure Appl. Math., 48(3):235–276, 1995.

[52] E. Jury. Theory and application of the Z-transform method. Wiley and Sons, New York,
1964.

[53] M. A. Katsoulakis and A. E. Tzavaras. Contractive relaxation systems and the scalar
multidimensional conservation law. Comm. Partial Differential Equations, 22(1-2):195–
233, 1997.

[54] M. Kazakova and P. Noble. Discrete transparent boundary conditions for the linearized
green-naghdi system of equations. SIAM Journal on Numerical Analysis, 58, 10 2017.

[55] C. Klingenberg and N. H. Risebro. Convex conservation laws with discontinuous co-
efficients. Existence, uniqueness and asymptotic behavior. Comm. Partial Differential
Equations, 20(11-12):1959–1990, 1995.

[56] H.-O. Kreiss. Difference approximations for hyperbolic differential equations. In Numer-
ical Solution of Partial Differential Equations (Proc. Sympos. Univ. Maryland, 1965),
pages 51–58. Academic Press, 1966.

[57] H.-O. Kreiss. Stability theory for difference approximations of mixed initial boundary
value problems. i. Mathematics of Computation - Math. Comput., 22, 10 1968.

[58] H.-O. Kreiss. Initial boundary value problems for hyperbolic systems. Comm. Pure Appl.
Math., 23:277–298, 1970.

[59] H.-O. Kreiss and E. Lundqvist. On difference approximations with wrong boundary
values. Math. Comp., 22:1–12, 1968.

[60] S. N. Kružkov. First order quasilinear equations with several independent variables. Mat.
Sb. (N.S.), 81 (123):228–255, 1970.

[61] C. Lattanzio and A. E. Tzavaras. Structural properties of stress relaxation and con-
vergence from viscoelasticity to polyconvex elastodynamics. Arch. Ration. Mech. Anal.,
180(3):449–492, 2006.

[62] P. D. Lax. Hyperbolic systems of conservation laws. II. Comm. Pure Appl. Math., 10:537–
566, 1957.

174



[63] P. D. Lax. Hyperbolic systems of conservation laws and the mathematical theory of shock
waves. Society for Industrial and Applied Mathematics, Philadelphia, Pa., 1973. Confer-
ence Board of the Mathematical Sciences Regional Conference Series in Applied Mathe-
matics, No. 11.

[64] T.-P. Liu. Hyperbolic conservation laws with relaxation. Commun. Math. Phys., 108:153–
175, 1987.

[65] A. Majda and S. Osher. Initial-boundary value problems for hyperbolic equations with
uniformly characteristic boundary. Comm. Pure Appl. Math., 28(5):607–675, 1975.

[66] K. Mattsson. Boundary procedures for summation-by-parts operators. J. Sci. Comput.,
18(1):133–153, 2003.

[67] K. Mattsson. Summation by parts operators for finite difference approximations of second-
derivatives with variable coefficients. J. Sci. Comput., 51(3):650–682, 2012.

[68] K. Mattsson and J. Nordström. Summation by parts operators for finite difference ap-
proximations of second derivatives. J. Comput. Phys., 199(2):503–540, 2004.

[69] I. Müller and T. Ruggeri. Rational extended thermodynamics, volume 37 of Springer
Tracts in Natural Philosophy. Springer-Verlag, New York, second edition, 1998. With
supplementary chapters by H. Struchtrup and Wolf Weiss.

[70] T. Myint-U and L. Debnath. Linear partial differential equations for scientists and engi-
neers. 4th ed. Basel: Birkhäuser, 4th ed. edition, 2007.

[71] H. O. Kreiss and G. Scherer. Finite element and finite difference methods for hyper-
bolic partial differential equations. Mathematical Aspects of Finite Elements in Partial
Differential Equations, 12 1974.

[72] H. O. Kreiss and G. Scherer. On the existence of energy estimates for difference approx-
imations for hyperbolic systems. Technical report, Uppsala University, Dept of Scientific
Computing, Uppsala, Sweden., 01 1977.

[73] P. Olsson. Summation by parts, projections, and stability. I. Math. Comp., 64(211):1035–
1065, S23–S26, 1995.

[74] P. Olsson. Summation by parts, projections, and stability. II. Math. Comp., 64(212):1473–
1493, 1995.

[75] A. V. Oppenheim, A. S. Willsky, and S. H. Nawab. Signals and Systems (2Nd Ed.).
Prentice-Hall, Inc., Upper Saddle River, NJ, USA, 1996.

[76] S. Osher. Systems of difference equations with general homogeneous boundary condi-
tions. Transactions of The American Mathematical Society - TRANS AMER MATH
SOC, 137:177–177, 03 1969.

[77] T. Popoviciu. Introduction à la théorie des différences divisées. Bull. Math. Soc. Roumaine
Sci., 42(1):65–78, 1940.

[78] J. V. Ralston. Note on a paper of Kreiss. Comm. Pure Appl. Math., 24(6):759–762, 1971.

[79] T. Ruggeri and D. Serre. Stability of constant equilibrium state for dissipative balance
laws system with a convex entropy. Quart. Appl. Math., 62(1):163–179, 2004.

175



[80] N. Seguin. Stability of stationary solutions of singular systems of balance laws. Conflu-
entes Math., 10(2):93–112, 2018.

[81] J. F. Steffensen. Note on divided differences. Danske Vid. Selsk. Mat.-Fys. Medd.,
17(3):12, 1939.

[82] J. J. Stoker. Water waves. The mathematical theory with applications. Reprint of the
1957 original. New York, NY: Wiley, reprint of the 1957 original edition, 1992.

[83] B. Strand. Summation by parts for finite difference approximations for d/dx. J. Comput.
Phys., 110(1):47–67, 1994.

[84] G. Strang. Trigonometric polynomials and difference methods of maximum accuracy.
Journal of Mathematics and Physics, 41, 04 1962.

[85] J. C. Strikwerda. Finite difference schemes and partial differential equations. 2nd ed.
Philadelphia, PA: Society for Industrial and Applied Mathematics (SIAM), 2nd ed. edi-
tion, 2004.

[86] S. Tan and C.-W. Shu. Inverse Lax-Wendroff procedure for numerical boundary condi-
tions of conservation laws. J. Comput. Phys., 229(21):8144–8166, 2010.

[87] V. Thomée. Stability of difference schemes in the maximum-norm. J. Differential Equa-
tions, 1:273–292, 1965.

[88] L. N. Trefethen. Spectral methods in Matlab., volume 10. Philadelphia, PA: SIAM, 2000.

[89] L. N. Trefethen and J. A. C. Weideman. The exponentially convergent trapezoidal rule.
SIAM Rev., 56(3):385–458, 2014.

[90] A. E. Tzavaras. Materials with internal variables and relaxation to conservation laws.
Arch. Ration. Mech. Anal., 146(2):129–155, 1999.

[91] A. E. Tzavaras. Relative entropy in hyperbolic relaxation. Commun. Math. Sci., 3(2):119–
132, 2005.

[92] F. Vilar and C.-W. Shu. Development and stability analysis of the inverse Lax-Wendroff
boundary treatment for central compact schemes. ESAIM Math. Model. Numer. Anal.,
49(1):39–67, 2015.

[93] W.-C. Wang and Z. Xin. Asymptotic limit of initial-boundary value problems for con-
servation laws with relaxational extensions. Comm. Pure Appl. Math., 51(5):505–535,
1998.

[94] G. B. Whitham. Linear and nonlinear waves. John Wiley & Sons, Hoboken, NJ, 1974.

[95] L. Wu. The semigroup stability of the difference approximations for initial-boundary
value problems. Mathematics of Computation, 64:71–88, 01 1995.

[96] Z. Xin and W.-Q. Xu. Stiff well-posedness and asymptotic convergence for a class of
linear relaxation systems in a quarter plane. J. Differ. Equations, 167(2):388–437, 2000.

[97] W.-A. Yong. Boundary conditions for hyperbolic systems with stiff source terms. Indiana
Univ. Math. J., 48(1):115–137, 1999.

[98] W.-A. Yong. Singular perturbations of first-order hyperbolic systems with stiff source
terms. J. Differ. Equations, 155(1):89–132, 1999.

176



[99] W.-A. Yong. Basic aspects of hyperbolic relaxation systems. In Advances in the theory of
shock waves, volume 47 of Progr. Nonlinear Differential Equations Appl., pages 259–305.
Birkhäuser Boston, Boston, MA, 2001.

[100] W.-A. Yong. Entropy and global existence for hyperbolic balance laws. Arch. Ration.
Mech. Anal., 172(2):247–266, 2004.

177





Titre : Approximation numérique des conditions aux bords et des termes source raides dans les équations hyper-
boliques

Mot clés : systèmes hyperboliques d’équations aux dérivées partielles, conditions au bord, méthode des diffé-

rences finies, stabilité, convergence.

Résumé : Ce travail est consacré à l’étude théorique et
numérique de systèmes hyperboliques d’équations aux
dérivées partielles et aux équations de transport, avec
des termes de relaxation et des conditions aux bords.
Dans la première partie, on étudie la stabilité raide d’ap-
proximations numériques par différences finies du pro-
blème mixte donnée initiale-donnée au bord pour l’équa-
tion des ondes amorties dans le quart de plan. Dans le
cadre du schéma discret en espace, nous proposons
deux méthodes de discrétisation de la condition de Di-
richlet. La première est la technique de sommation par
partie et la seconde est basée sur le concept de condi-
tion au bord transparente. Nous proposons également
une comparaison numérique des deux méthodes, en
particulier de leur domaine de stabilité.
La deuxième partie traite de schémas numériques
d’ordre élevé pour l’équation de transport avec une don-
née entrante sur domaine borné. Nous construisons, im-

plémentons et analysons la procédure de Lax-Wendroff
inverse au bord entrant. Nous obtenons des taux de
convergence optimaux en combinant des estimations de
stabilité précises pour l’extrapolation des conditions au
bord avec des développements de couche limite numé-
rique.
Dans la dernière partie, nous étudions la stabilité de so-
lutions stationnaires pour des systèmes non conserva-
tifs avec des terms géométrique et de relaxation. Nous
démontrons que les solutions stationnaires sont stables
parmi les solutions entropique processus, qui généra-
lisent le concept de solutions entropiques faibles. Nous
supposons essentiellement que le système est complété
par une entropie partiellement convexe et que, selon la
dissipation du terme de relaxation, la stabilité ou la sta-
bilité asymptotique des solutions stationnaires est obte-
nue.

Title: Numerical approximation of boundary conditions and stiff source terms in hyperbolic equations

Keywords: hyperbolic systems of partial differential equations, boundary conditions, finite difference methods,

stability, convergence

Abstract: The dissertation focuses on the study of the
theoretical and numerical analysis of hyperbolic systems
of partial differential equations and transport equations,
with relaxation terms and boundary conditions.
In the first part, we consider the stiff stability for nu-
merical approximations by finite differences of the ini-
tial boundary value problem for the linear damped wave
equation in a quarter plane. Within the framework of the
difference scheme in space, we propose two methods
of discretization of Dirichlet boundary condition. The first
is the technique of summation by part and the second
is based on the concept of transparent boundary con-
ditions. We also provide a numerical comparison of the
two numerical methods, in particular in terms of stability
domain.
The second part is about high order numerical schemes

for transport equations with nonzero incoming boundary
data on bounded domains. We construct, implement and
analyze the so-called inverse Lax-Wendroff procedure
at incoming boundary. We obtain optimal convergence
rates by combining sharp stability estimate for extrapola-
tion boundary conditions with numerical boundary layer
expansions.
In the last part, we study the stability of stationary so-
lutions for non-conservative systems with geometric and
relaxation source term. We prove that stationary solu-
tions are stable among entropy process solution, which
is a generalisation of the concept of entropy weak so-
lutions. We mainly assume that the system is endowed
with a partially convex entropy and, according to the en-
tropy dissipation provided by the relaxation term, stability
or asymptotic stability of stationary solutions is obtained.
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