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I. INTRODUCTION 
 

1. Importance biologique des microARN 
 
La plupart des ARN messagers humains sont régulés par des microARN et beaucoup de ces 
régulations sont conservées chez d’autres animaux (Friedman et al., 2009). L’universalité de 
la régulation des ARNm par des miARN suggère que ceux-ci ont une influence essentielle dans 
tous les processus développementaux ou physiologiques. Leur dérégulation affecte souvent 
la viabilité embryonnaire ou post-natale et peut être associée au développement de 
maladies : épilepsie, surdité, infertilité, dégénérescence rétinienne, déficience immunitaire, 
cancers (Bartel, 2018). Nous nous attacherons ici à détailler leur biogenèse ainsi que leur 
mode d’action, avant de voir comment leur accumulation peut être régulée. Enfin, nous 
détaillerons leur implication au cours de l’infection par le cytomégalovirus murin. 
 

2. Biogénèse des microARN 
 

2.1. Biogénèse canonique 
 
La biogénèse des micro (mi)ARN a été intensivement étudiée depuis la découverte du petit 
ARN lin-4 en 1993 chez C. elegans (Lee et al., 1993) et la généralisation de leur existence en 
2001 (Lagos-Quintana et al., 2001; Lau et al., 2001; Lee and Ambros, 2001). On peut donc 
considérer qu’à ce jour les détails de leur voie de synthèse sont connus. Je vais décrire ici la 
biogénèse des miARN chez les mammifères mais je mentionnerai également des travaux 
effectués chez la drosophile et le nématode Caenorhabditis elegans. 
 

2.1.1. Génération des précurseurs et export dans le cytoplasme 
 
Les miARN dérivent de transcrits primaires (pri-miARN) qui sont de manière canonique 
synthétisés par l’ARN polymerase II (Figure 1). Ces transcrits primaires présentent les mêmes 
caractéristiques qu’un transcrit codant normal puisqu’ils sont coiffés et polyadénylés (Cai, 
2004). On peut trouver les pri-miARN dans les introns et les exons des gènes codants 
(Baskerville and Bartel, 2005) mais aussi sous la forme d’unités de transcription 
indépendantes, dans des régions intergéniques (Rodriguez et al., 2004). Le pri-miARN contient 
des séquences qui lui permettent de se replier en une structure secondaire en forme de tige-
boucle dont la complémentarité est imparfaite, celle-ci est reconnue et coupée dans le noyau 
par une endonucléase de type III appelée Drosha (Lee et al., 2003). Les caractéristiques 
moléculaires de la tige-boucle permettant sa reconnaissance par Drosha, ainsi que le 
mécanisme mis en œuvre pour effectuer la coupure sont maintenant bien connus (Nguyen et 
al., 2015; Fang and Bartel, 2015)(Figure 2 et 3).  
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Figure 1: Biogénèse canonique des miARN. 

Le transcrit primaire pri-RNA est clivé par Drosha/DGCR8 dans le noyau pour produire le pré-miARN ce dernier est exporté 
dans le cytoplasme par l’Exportine 5. Dans le cytoplasme le pré-miARN est clivé par Dicer/TRBP pour former un duplexe de 
miARN dont l’un des brins est chargé sur Argonaute. Figure fournie par Semih Cetin. 

 
Tout d’abord Drosha n’intervient pas seule mais avec l’aide de co-facteurs dont le plus 
important est DGCR8 (DiGeorge Syndrom Critical Region 8) qui est présent à raison de deux 
molécules pour une molécule de Drosha au sein du microprocesseur (Denli et al., 2004; 
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Nguyen et al., 2015). La tige de l’épingle à cheveux est longue d’environ 33 paires de bases 
(pb) ce qui représente trois tours de double hélice d’ARN (Han et al., 2006). Drosha agit 
comme une règle en mesurant 11 pb depuis la jonction entre la partie ARN simple-brin (sb) et 
la partie ARN double-brin (db) pour induire la coupure. Pour se placer correctement le long 
de la tige-boucle, Drosha et DGCR8 interagissent avec des éléments de la tige ainsi qu’avec 
des éléments apicaux. Ainsi, Drosha reconnaît préférentiellement au niveau basal le motif UG 
en position -13 (par rapport au site de coupure) et un motif CNNC en position +17. DGCR8 
peut interagir avec un motif UGU au niveau de la boucle apicale (Auyeung et al., 2013). A ces 
motifs, on peut ajouter un mésappariement qui contient souvent le motif GHG au sein de la 
tige (Fang and Bartel, 2015) (Figure 3). Ces éléments ne sont pas indispensables puisque tous 
les pri-miARN ne les possèdent pas, mais ils semblent déterminants pour favoriser la coupure. 
L’étape de clivage par Drosha peut être réalisée co-transcriptionnellement puisqu’elle peut 
intervenir avant l’épissage (Liu et al., 2016; Morlando et al., 2008). Le précurseur de miARN 
(pré-miARN) formé suite à la coupure par Drosha possède une extrémité 3’ sortante 
caractéristique des produits de nucléase de type III (Lee, 2002). 
 

 
Figure 2 : Représentation schématique du positionnement du microprocesseur sur le pri-miARN. 

Drosha et un dimère de DGCR8 permettent le clivage précis du pri-miARN à 11 nucléotides de la jonction basale. D’après 
(Nguyen et al., 2015). 
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Figure 3 : Récapitulatif des séquences reconnues sur un pri-miARN canonique. 

Drosha/DGCR8 reconnaît les motifs : basal UG, apical UGUG, le mesappariement GHG et la séquence flaquante CGUC. Dicer 
reconnaît la coupure caractéristique de Drosha au niveau des extrémités du pré-miARN. La tige-boucle est par conséquent 
longue d’environ 33 paires de bases. D’après (Fang and Bartel, 2015). 

 
2.1.2. Export du pré-miARN vers le cytoplasme 

 
Une fois le clivage du pri-miARN effectué, le pré-miARN est ensuite activement exporté du 
noyau vers le cytoplasme par l’Exportine 5 (XPO5) (Figure 4) en utilisant l’énergie de 
l’hydrolyse du Ran-GTP en Ran-GDP (Bohnsack, 2004; Lund, 2004; Yi, 2003). L’XPO5 constitue 
une porte de sortie du noyau importante pour les pré-miARN puisque sans elle ils 
s’accumulent dans le noyau (Melo et al., 2010). Cependant, il doit exister des voies de 
compensation puisqu’une étude plus récente montre que sa délétion impacte globalement 
peu l’accumulation des miARN matures (Kim et al., 2016c). L’élément principal reconnu par 
l’XPO5 est la présence d’une extrémité 3’ sortante de deux nucléotides avec un résidu 
hydroxyl en 3’, la séquence en ARN n’influence pas la reconnaissance (Okada et al., 2009; 
Yamazawa et al., 2018).  
 

 
Figure 4 : Structure de l’Exportine 5. 
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La fixation du Ran-GTP (jaune) sur l’Exportine 5 fermée (vert) permet son ouverture (bleu) et l’entrée de la tige boucle (grise). 
Une fois le cargo chargé (rouge), l’hydrolyse du GTP permet l’export vers le cytoplasme. Figure tirée de (Yamazawa et al., 

2018). 
 

2.1.3. Coupure du pré-miARN en duplexe de miARN 
 
Une fois transféré dans le cytoplasme, le pré-miARN va être clivé par une autre RNase de type 
III appelée Dicer produisant ainsi un duplexe de miARN (Grishok et al., 2001; Hutvagner, 2001; 
Ketting, 2001). La protéine Dicer reconnaît son substrat par son domaine PAZ (PIWI Argonaute 
Zwille) au niveau de l’extrémité 3’ sortante (Figure 4 et 5) et mesure 22 nucléotides (chez les 
mammifères) avant de couper (MacRae, 2006; Zhang et al., 2004). De plus, le substrat est 
également reconnu au niveau de l’extrémité 5’ phosphate du pré-miARN, Dicer mesure 
22 nucléotides sur cette extrémité également avant de réaliser la coupure (Park et al., 2011). 
La protéine TRBP (Tar transactivation region binding protein) (Chendrimada et al., 2005; Haase 
et al., 2005) et la protéine PRKRA ou PACT (Protein ACTivator of PKR) (Lee et al., 2006) sont 
des co-facteurs importants de Dicer. TRBP est essentiel pour assurer la précision des coupures 
mais pas pour la capacité ou l’efficacité de clivage de Dicer. Le rôle exact de PACT n’est pas 
connu à ce jour car son absence n’a pas permis de montrer une fonction similaire (Kim et al., 
2014). TRBP et PACT interagissent avec Dicer par l’intermédiaire du même domaine ils 
s’excluent donc mutuellement (Wilson et al., 2015). Il a également été montré que la distance 
entre le domaine PAZ et les 2 domaines RNase III (RIIID) sont déterminants pour définir la 
position de coupure qui génère le duplexe de miARN (Liu et al., 2018). 
Après coupure du pré-miARN par Dicer, le duplexe de miARN généré est chargé sur un 
complexe effecteur appelé RNA Induced Silencing Complex (RISC) qui contient toujours une 
protéine de la famille Argonaute (Carmell et al., 2002). Je vais décrire cette étape plus loin 
dans ce chapitre. 
 

 
Figure 5 : Structure Dicer/TRBP chargé par le pré-miRNA pre-let-7. 
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Le pré-miARN est positionné aux extrémités 3’ et 5’ au niveau du domaine PAZ à l’aide de TRBP. La position choisie permet 
de placer le pré-miARN correctement par rapport aux domaines RNase III qui coupent alors aux bonnes positions. Figure tirée 
de (Liu et al., 2018). 

 
2.2. Biogénèse non-canonique 

 
La plupart des miARN sont synthétisés selon la biogénèse classique : transcription par 
RNApol II, clivage par Drosha, export par XPO5, clivage par Dicer et chargement sur RISC. Il 
existe cependant un certain nombre d’exceptions à cette règle. Tout d’abord au niveau de la 
transcription puisque des ARN non-codants tels que des ARN de transfert (ARNt) ou des small 
nucleolar RNA (snoRNA) qui sont transcrits par l’ARNpol III peuvent être la source de miARN 
(Babiarz et al., 2008; Ender et al., 2008). La biogénèse de ces miARN sont de plus indépendant 
de Drosha/DGCR8. On retrouve cette voie de synthèse de miARN chez certains herpèsvirus 
qui produisent leurs propres ARN non codants correspondant à un ARNt suivi d’une ou deux 
tige-boucles de pré-miARN qui sont coupés par la RNase Z (Pfeffer et al., 2005; Bogerd et al., 
2010). L’utilisation d’une voie alternative consistant à se passer de Drosha pour synthétiser 
un miARN représente le cas le plus fréquent de la dérogation au canon (Figure 6). On peut 
différencier plusieurs voies de synthèse qui échappent à Drosha, peut-être parce que cette 
étape est parmi les plus régulées dans la voie de synthèse des miARN, comme nous le verrons 
plus loin dans ce chapitre. Dans ce cas, il faut partir d’ARN qui mime directement la structure 
d’un pré-miARN ou qu’une autre enzyme se charge du clivage pour obtenir un pré-miARN . Le 
cas des mirtrons est l’un des plus connus, ils dérivent du produit d’un épissage d’un intron et 
ne nécessitent généralement pas d’autres étapes avant de rejoindre la voie de biogénèse 
canonique des miARN au niveau de l’export par XPO5 (Berezikov et al., 2007; Okamura et al., 
2007; Ruby et al., 2007). Les mirtrons diffèrent des autres pré-miARN par le fait qu’ils doivent 
être débranchés (lariat) et qu’ils sont souvent plus long et uridylés en 3’ (Wen et al., 2015). 
L’évolution semble favoriser l’apparition des mirtrons mais il existe chez la Drosophile un 
système qui contrecarre ces mirtrons en ajoutant une étape de polyuridylation ce qui inhibe 
leur biogénèse (Bortolamiol-Becet et al., 2015; Reimão-Pinto et al., 2015). 
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Figure 6 : Biogénèse non canonique des miARN. 

Les miARN sont classés en 6 groupes basés sur leur besoin pour leur biogénèse : la biogénèse canonique (Groupe 1), la 
présence d’une monouridylation (Groupe 2), la présence d’une coiffe (Groupe 3), la taille de l’épingle à cheveux (Groupe 4), 
les mirtrons (Groupe 5) ou les miARN dérivant d’ARN non codants (Groupe 6). Figure tirée de (Kim et al., 2016c). 

 
Un autre cas de biogénèse indépendante de Drosha est celui des pré-miARN coiffés en 5’. Ils 
sont évidemment produits par la RNApol II mais, à la différence d’autres ARN produits par la 
RNApol II impliqués dans la biogénèse des miARN, ils ne sont pas polyadénylés pour cause de 
terminaison prématurée. En raison de la présence de la coiffe, ils sont exportés par 
l’Exportine 1 (XPO1) qui est impliquée dans l’export vers le cytoplasme des Cap Binding 
Complex et, bien que coupés par Dicer, seul le brin 3p peut-être chargé sur AGO (Xie et al., 
2013). On soupçonne également que la voie de synthèse présente dans les cellules 
quiescentes des mammifères et qui utilise XPO1 pour l’export de ces ARN coiffés 
hyperméthylés (2,2,7 trimethyl), adresse ces pré-miARN pour être clivés par un isoforme 
cytoplasmique de Drosha (Martinez et al., 2017; Link et al., 2016). 
Il existe d’autres entorses au canon de la biogénèse des miARN lorsque la structure ou la taille 
de la tige-boucle n’est pas respectée. On trouve dans les érythrocytes chez les mammifères le 
miR-451 dont le pré-miARN est trop court pour être clivé par Dicer et qui est directement 
chargé sur AGO2 pour y être clivé par celle-ci au niveau du brin 3’ (Cheloufi et al., 2010; 
Cifuentes et al., 2010). Les nucléotides résiduels du brin 3p toujours présents en 3’ du brin 5p 
sont ensuite éliminés par l’exoribonucléase PARN (PolyA Specific Ribonuclease) (Yoda et al., 
2013). On trouve également dans les érythrocytes le miARN miR-486 qui requiert le clivage 
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par AGO2 du brin passager pour pouvoir être chargé sur AGO2 bien que le pré-miARN ait au 
préalable été clivé par Dicer. Les souris doubles ko pour miR-451 et miR-486 présentent le 
même phénotype d’anémie que les souris dont la fonction endonucléasique d’AGO2 a été 
abolie (Jee et al., 2018). 
Enfin, on trouve parmi les miARN de la famille let-7 (entre autres), certains pré-miARN dont 
l’extrémité 3’ sortante est trop courte puisqu’elle ne contient qu’un seul nucléotide au lieu de 
deux. Ces pré-miARN sont exportés tels quels mais doivent être monouridylés avant de 
pouvoir être clivés par Dicer (Heo et al., 2012). 
 

2.3. Chargement du complexe RISC 
 
Pour pouvoir exercer une fonction dans la cellule le miARN doit obligatoirement être chargé 
au sein d’un complexe RISC. Ce complexe contient au minimum une protéine Argonaute qui 
est la protéine qui fournit le logement final du miARN. On peut considérer qu’il y a quatre 
complexes contenant Argonaute qui se succèdent au cours du chargement : AGO-apo qui 
représente la protéine Argonaute vide, la pre-RISC qui contient le duplexe de miARN, RISC qui 
représente l’effecteur qui contient le guide et enfin le RISC Target complex qui contient le 
guide et la cible. Je vais commencer par décrire plus en détail la structure d’Argonaute chargé 
avant de décrire le processus de chargement lui-même. 
 

2.3.1. Organisation et structure d’Argonaute au sein de RISC 
 
Les protéines Argonaute et notamment AGO2 sont organisées en six domaines : N, L1, PAZ, 
L2, MID et PIWI. L’extrémité 5’ monophosphate de l’ARN guide vient se loger au sein du 
domaine MID (Figure 7) au niveau d’une poche appelée poche du 5’ du miARN (Ma et al., 
2004; Parker et al., 2005). L’extrémité 3’ du miARN vient quant à elle se loger au niveau du 
domaine PAZ (Lingel et al., 2004; Yan et al., 2003). C’est le domaine PIWI qui possède l’activité 
d’endonucléase de type RNaseH capable de cliver une cible ou bien de cliver le brin passager 
lors du chargement de certains précurseurs comme nous l’avons vu plus haut. C’est également 
au niveau du domaine PIWI que vont se positionner les quatre premiers nucléotides de la 
région ‘seed’ du miARN, c’est à dire les plus importants pour la reconnaissance des ARN cibles 
(Chandradoss et al., 2015; Salomon et al., 2015) (voir partie 2.1). Les linker L1 et L2 relient le 
domaine N au domaine PAZ et PAZ à MID respectivement et participent à la formation du 
canal qui accueille le brin guide.  
On a longtemps cru que seule AGO2 était munie de l’activité endonucléasique chez les 
mammifères (Meister et al., 2004;  Song et al., 2004). Mais une telle activité a pu être attribuée 
récemment à AGO3. Toutefois, à la différence d’AGO2, il semble que les parties 5’ et 3’ 
flanquantes de la cible jouent un rôle indispensable à la bonne activité endonucléasique 
d’AGO3 (Park et al., 2017). 
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Figure 7 : Structure tridimensionnelle et organisation des domaines de AGO2 et AGO1 chargées d’un miARN. 

L’extrémité 3’ du miARN se loge au niveau du domaine MID alors que l’extrémité 3’ est protégée par le domaine PAZ dans 
hAGO2 (à gauche) et hAGO1 (à droite). Tiré de (Nakanishi, 2016). 

 
2.3.2. Complexe de chargement de RISC 

 
Avant de pouvoir être chargé dans le protéine Argonaute, le duplexe de miARN est tout 
d’abord transmis de Dicer vers le complexe de chargement (miRLC : RISC loading complex) en 
présence de Dicer et TRBP (Chendrimada et al., 2005, Gregory et al., 2005, Maniataki and 
Mourelatos, 2005). Le processus de chargement des siARN chez la Drosophile fait, lui, 
intervenir un complexe Dicer-2 et R2D2 pour l’assemblage du complexe RISC. C’est d’ailleurs 
R2D2 qui reconnaît l’extrémité la plus stable du duplexe pendant que Dicer-2 se lie à la moins 
stable participant ainsi également au choix du brin chargé (Liu et al., 2003, Tomari et al., 2004). 
Chez les mammifères, TRBP et Dicer sont associés au moment de la formation du pré-RISC 
mais semblent intervenir de manière moins étroite et ne participent pas au choix du brin guide 
(Betancur and Tomari, 2012, Kim et al., 2014). Au contraire, c’est la protéine AGO seule qui 
est capable de faire ce choix (voir ci-après) (Suzuki et al., 2015). 
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2.3.3. Chargement de RISC 
 
Le chargement du duplexe de miARN est un processus dynamique et actif qui fait intervenir 
de nombreux partenaires protéiques tels que les chaperonnes HSC70 et HSP90 (Iwasaki et al., 
2010, Johnston et al., 2010), ainsi que leurs co-chaperonnes dont HSP40, Hop, P23 (Meacham 
et al., 1999, Scheufler et al., 2000, Ali et al., 2006). HSC70 et HSP90, respectivement sous 
forme de monomère et de dimère, travaillent ensemble au repliement de nombreuses 
protéines dont les Argonautes (Iwasaki et al., 2015). Le rôle de ces chaperonnes est de 
maintenir le repliement des protéines Argonaute dans une conformation défavorable 
thermodynamiquement mais favorable pour son chargement puisqu’elle lui permet 
d’accomoder le duplexe de miARN (Figure 8). Une fois que le duplexe est chargé, le pre-RISC 
gagne en stabilité (Kobayashi and Tomari, 2016). Les rôles de HSC70 et HSP90 ont été précisés 
chez la Drosophile où HSC70 est capable d’ouvrir AGO de manière transitoire et HSP90 
prolonge l’ouverture en maintenant AGO dans cette position favorable (Tsuboyama et al., 
2018). 
Cette prise en charge d’Argonaute par les protéines chaperonnes est importante car lorsque 
la protéine libre n’est pas chargée par un petit ARN, elle subit un clivage rapide entre les 
domaines MID et PIWI ce qui conduit à sa dégradation (Elkayam et al., 2012). Une récente 
étude sur la stabilité des miARN a montré que la demi-vie d’AGO2 est en moyenne plus longue 
que la demi-vie des miARN suggérant que la plupart des miARN sont retirés d’AGO2 de 
manière à permettre le re-chargement d’AGO2 (Kingston and Bartel, 2019). 
 

2.3.4. Choix du guide 
 
Au sein de ce complexe de chargement, le brin guide est chargé sur AGO alors que le brin 
passager (miARN*) est relargué. Ce choix se fait sur des bases thermodynamiques par rapport 
à la stabilité des extrémités du duplexe (Khvorova et al., 2003, Schwarz et al., 2003). Le 
chargement doit être initié par la reconnaissance de l’extrémité 5’ avant que le reste du 
duplexe ne rentre dans le canal accepteur de la protéine Argonaute, où le brin guide peut 
établir de nombreuses connexions par liaisons hydrogène par l’intermédiaire de sa chaine 
sucre-phosphate (Nakanishi et al., 2012). 
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Figure 8 : Modèle de chargement du complexe RISC. 

Argonaute est pris en charge par les protéines chaperonnes HSC70, HSP90, et HSP40 et leurs co-chaperonnes pour maintenir 
Argonaute dans une position qui empêche sa dégradation rapide mais qui permet le chargement du duplexe de miARN. 
(Nakanishi, 2016). 
 

3. Mode d’action des miARN 
 

3.1. Reconnaissance de la cible 
 
Une fois le complexe RISC actif formé, le miARN va guider celui-ci vers l’ARN messager cible 
pour induire sa répression post transcriptionnelle. Chez les animaux, il existe dans de rare cas 
une complémentarité parfaite entre le miARN et sa cible. Dans ce cas, et lorsque le miARN est 
chargé sur une protéine AGO2, cela conduit au clivage de l’ARN cible (Yekta et al., 2004). Dans 
la vaste majorité des cas cependant, il n’y a qu’une complémentarité imparfaite entre le 
miARN et sa cible, ce qui fait qu’un miARN peut potentiellement avoir un nombre de cible 
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élevé. Le long de la séquence du miARN, tous les résidus n’ont pas la même importance. Il est 
essentiel d’avoir un appariement au niveau de la région ‘seed’ qui correspond aux nucléotides 
2 à 7 ou 8 à partir de l’extrémité 5’ du miARN pour que le complexe RISC reconnaisse 
efficacement sa cible (Lewis et al., 2003). Cette région seule est suffisante pour la 
reconnaissance de la cible, et ce, même si le phénomène de « wobble pairing » G-U diminue 
la spécificité pour la cible et par conséquent augmente encore le nombre de cibles potentielles 
d’un miARN, alors que la complémentarité de la partie 3’ est facultative (Brennecke et al., 
2005; Doench and Sharp, 2004). La structure d’AGO2 obtenue par cristallographie montre que 
seul le début de la région seed est exposé au solvant et donc libre de former des paires de 
bases avec des cibles potentielles (Elkayam et al., 2012; Schirle and MacRae, 2012; Nakanishi 
et al., 2012). 
Toutefois, la complémentarité ne se limite pas exclusivement à l’appariement seed/seed-
match et un système de compensation peut même se mettre en place en cas d’imperfection 
dans la complémentarité dans cette région (Bartel, 2009). La région ciblée par le miARN est 
généralement située dans la région 3’ UTR de l’ARNm mais peut plus rarement se situer 
ailleurs, préférentiellement dans la région 5’ UTR (Chi et al., 2009; Hafner et al., 2010; Leung 
et al., 2011). Il existe des exemples d’interactions entre la cible et le miARN qui montrent que 
le contexte de la cible est important : par exemple d’autre partie de la région 3’ UTR de l’ARN 
Cog-1 de C. elegans sont importants pour avoir une répression efficace par les miARN (Didiano 
and Hobert, 2008). D’autres éléments du contexte permettent de moduler la possibilité pour 
un miARN de trouver sa cible. L’accessibilité de la cible peut être un élément déterminant, 
mais aussi la proximité de séquences riches en A-U qui permet d’avoir moins de structures 
secondaires ou avec des interactions moins fortes. La cible n’est de préférence pas à proximité 
immédiate du codon STOP (c’est à dire à moins de 15 nucléotides) ce qui évite les conflits avec 
la machinerie de traduction. Il y a aussi une préférence pour les extrémités de la région 3’ UTR 
qui sont moins structurés que le milieu (Broderick et al., 2011; Grimson et al., 2007; Saetrom 
et al., 2007). D’autre part, la présence à proximité d’autres sites ciblés par le même miARN ou 
par d’autres miARN peut contribuer à augmenter l’efficacité de répression de la cible par effet 
de coopération (Gaidatzis et al., 2007). Enfin l’interaction avec d’autres protéines fixant l’ARN 
peut également moduler l’interaction avec les miARN. Ainsi, la protéine DND1 peut masquer 
des sites de fixation de miARN et empêcher ainsi la régulation du messager (Kedde et al., 
2007). 
 

3.2. Répression et dégradation 
 
En fonction du niveau de complémentarité entre le miARN et le messager, l’ARN cible reconnu 
peut subir deux destins différents. La cible peut subir un clivage en cas de complémentarité 
très étendue suivie d’une dégradation par des exoribonucléases (Hutvagner et al., 2004; Liu 
et al., 2004; Meister et al., 2004). Mais la plupart du temps, c’est la traduction de la cible qui 
est réprimée ce qui implique le recrutement par Argonaute de facteurs dont le principal est la 
protéine adaptatrice TNRC6 (Trinucleotide Repeat Containing Protein 6) également appelée 



INTRODUCTION 
 

20 

GW182 chez la Drosophile. Chez les mammifères, il s’agit en réalité de trois protéines très 
proches (TNRC6A, TNRC6B et TNRC6C) (Jonas and Izaurralde, 2015). 
Comme nous le verrons plus loin, l’effet de la fixation d’une protéine Argonaute chargée d’un 
miARN sur un ARNm induit en fait à la fois la répression de sa traduction proprement dite et 
l’accélération de sa dégradation. Ceci est réalisé par le recrutement par TNRC6 d’enzymes 
d’élimination de la coiffe en 5’ (decapping), et d’enzymes de déadénylation suivie de 
l’induction de la dégradation 5’->3’ de l’ARN cible. Ce mécanisme est parfois renforcé par 
l’adressage de l’ARN messager ciblé par le complexe RISC dans des corps cytoplasmiques 
appelés mRNA Processing Bodies (P-bodies), ce qui réduit leur possibilité d’interaction avec la 
machinerie de traduction (Eulalio et al., 2007; Liu et al., 2005; Pillai et al., 2005; Sen and Blau, 
2005). 
 

3.3. Structure/fonction et partenaires de TNRC6 
 
Les protéines TNRC6 sont constituées de plusieurs sous-domaines mais la protéine peut être 
grossièrement divisée en deux parties liées à leurs fonctions (Figure 9) : la partie N-terminale 
qui permet d’interagir avec AGO (Ago Binding Domain : ABD) et la partie C-terminale qui 
correspond au Silencing Domain (SD) et permet de recruter différentes protéines effectrices. 
Le domaine ABD est riche en résidus glycines et tryptophanes (d’où le nom de la protéine chez 
la Drosophile) qui sont directement impliqués dans les interactions avec les protéines 
Argonaute (Lian et al., 2009a). Par contre, les motifs GW présents sur le reste de la protéine 
ne jouent pas de rôle dans cette interaction. Les TNRC6 possèdent en réalité trois sites ABD 
indépendants capables de lier séparément un Argonaute chacun (Takimoto et al., 2009). De 
plus la région N-terminale des trois TNRC6 est capable d’interagir avec les quatre Argonautes 
sans réelle spécificité d’un TNRC6 pour une Argonaute en particulier (Lazzaretti et al., 2009; 
Zipprich et al., 2009). 
Le domaine Ubiquitin-associated like (UBA) adjacent est impliqué dans des interactions avec 
les voies liées à l’ubiquitine tel que l’E3-ubiquitine ligase qui permet de recruter des effecteurs 
et au protéasome (Su et al., 2011; Huntzinger and Izaurralde, 2011). Le domaine Q-rich joue 
un rôle dans la localisation du complexe dans les P-bodies (Lazzaretti et al., 2009). 
Le motif de reconnaissance de l’ARN (RRM) a initialement été attribué à un domaine 
permettant de se lier à l’ARN (Eystathioy et al., 2002). Mais plus tard il a été démontré que ce 
domaine est impliqué dans l’interaction avec d’autres protéines et non l’ARN (Eulalio et al., 
2009). 
Le Silencing Domain (SD) constitué des parties MID, C-ter et RRM est suffisant pour induire la 
régulation d’un ARN messager s’il est recruté sur celui-ci (Zipprich et al., 2009; Lazzaretti et 
al., 2009). La région MID est celle qui permet l’interaction avec les déadenylases PAN2/PAN3, 
tandis que le domaine C-ter permet l’interaction avec le complexe CCR4-NOT (Braun et al., 
2011; Chekulaeva et al., 2011). Le domaine PAM2 (PABP interacting Motif) quant à lui permet 
d’établir le lien avec les PABP et notamment PABPC1 (Jinek et al., 2010; Kozlov et al., 2010). 
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Figure 9 : Les différents domaines de TNRC6C. 

 
Figure 10 : RISC reconnaît une cible et induit sa répression. 

Après la reconnaissance d’une cible par RISC, TNRC6 (GW182) est recruté sur le site et sert de plateforme pour interagir avec 
les PABPC et recrute les complexes de déadenylation PAN2-PAN3 et le complexe CCR4-NOT et enfin les enzymes de 
dégradation de la coiffe (DCP1-DCP2) et une exoribonucléase 5’ -> 3’ (XRN1). (Niaz and Hussain, 2018). 

 
3.4. Mécanisme d’action 

 
Le phénomène de répression de la cible par un miARN requiert au minimum AGO, TNRC6, 
PABP et des déadénylases (Huntzinger et al., 2013). TNRC6 interagit avec le domaine PIWI 
d’AGO qui contient trois poches d’interaction avec les résidus tryptophanes très proches et 
qui ne permettent d’interagir qu’avec une seule molécule de TNRC6 (Sheu-Gruttadauria and 
MacRae, 2018). Le recrutement de TNRC6 au niveau de la cible va permettre la répression de 
la traduction et l’accélération de sa dégradation mais l’importance relative des deux 
phénomènes a longtemps été débattue. Il semble cependant que la majorité de l’effet dû à la 
voie des miARN est liée à la dégradation de l’ARN messager plutôt qu’à la répression de sa 
traduction (Eichhorn et al., 2014; Guo et al., 2010). Tout se passe comme si la répression de la 
traduction n’a d’importance que dans les toutes premières étapes suivant la reconnaissance 
de la cible, le temps de mettre en place la dégradation de l’ARN messager (Bazzini et al., 2012; 
Eichhorn et al., 2014). 
Chez la drosophile, GW182 interagit avec les PABP par l’intermédiaire du motif PAM2 
(Huntzinger et al., 2010). L’importance de cette interaction est démontrée par le fait que la 
moindre modification de ce motif empêche l’interaction entre les deux protéines, ce qui 
conduit à la perte de l’effet des miARN (Huntzinger et al., 2013). Cette interaction est tout 
aussi importante chez les mammifères. Il a été proposé que l’interaction GW182 – PABP 
interfère avec la circularisation de l’ARN messager ce qui conduit les extrémités 5’ et 3’ à être 
plus disponibles pour la dégradation (Zekri et al., 2009). Par ailleurs, GW182 promeut la 
déadénylation en fixant deux machineries de déadénylation (Figure 10) : PAN2-PAN3 d’une 
part et le complexe CCR4-NOT de l’autre (Braun et al., 2011; Chekulaeva et al., 2011; Fabian 
et al., 2011). L’analyse du transcriptome de cellules déplétée pour CCR4-CAF1, une protéine 
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importante du complexe CCR4-NOT, montre que les cibles des miARN sont plus exprimées ce 
qui montre l’importance cruciale de ce complexe (Eulalio et al., 2008). Des expériences de sur-
expression des formes mutantes dominantes négatives de PAN2, CAF1 et DCP2 suggèrent que 
le mécanisme est le même chez les mammifères (Chen et al., 2009). 
La perte de la coiffe est également une étape importante pour la dégradation d’un ARN 
messager et elle est généralement rapidement induite suite à l’étape de déadénylation. 
L’enzyme qui permet le décoiffage est DCP2 et elle doit être assistée de plusieurs co-facteurs : 
DCP1, EDC4, Pat et RCK/p54, après quoi XRN1 est responsable de la dégradation de l’ARN de 
5’ en 3’ (Huntzinger and Izaurralde, 2011) (Figure 11). 
Le mécanisme d’inhibition de la traduction proposé est celui de l’inhibition de l’initiation de 
la traduction par l’intermédiaire de l’interaction avec le complexe eIF4F (Jonas and Izaurralde, 
2015). 
 

 
Figure 11 : Processus de répression/dégradation d’un ARN cible. 

La dégradation est déclenchée par la déadenylation par PAN2-PAN3 qui est responsable de la première étape. Cette 
déadenylation est complétée par le complexe CCR4-NOT bien que CCR4-NOT soit capable d’agir seul. Cela conduit au 
décoiffage du messager par DCP1, EDC3, EDC4 et DDX6. EDC4 permet de recruter ensuite XRN1 pour la dégradation 5’-> 3’. 
(Jonas and Izaurralde, 2015). 
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4. Régulation de l’expression des miARN 
 
Étant donné l’importance de la régulation induite par les miARN, il n’est pas surprenant que 
leur expression soit elle-même sous le contrôle d’une régulation stricte. Il y a une combinaison 
de plusieurs facteurs qui module le niveau d’expression des miARN puisqu’une régulation est 
possible à tous les niveaux de la biogénèse des miARN. De plus il existe une régulation sur 
l’effet produit dans les cellules par modification de la stabilité des miARN eux-mêmes ou des 
acteurs de la voie des miARN ou par modulation de leur efficacité. 
 

4.1. Régulation de la transcription 
 
La plupart des miARN provenant d’une transcription par l’ARNpol II, ils peuvent subir toutes 
les régulations associées à ce mode d’expression : facteurs de transcription, enhancers, 
répresseurs ou modifications épigénétiques (Cai, 2004; Lee et al., 2004). En outre, certains 
miARN situés dans des introns disposent de leur propre promoteur en plus du promoteur 
partagé avec leur gène hôte (Monteys et al., 2010; Ozsolak et al., 2008). Comme pour 
n’importe quel gène, les facteurs de transcriptions peuvent moduler à la hausse ou à la baisse 
la transcription d’un pri-miARN en fonction du tissu ou du type cellulaire dans lequel il est 
exprimé de manière normale ou en lien avec une transformation cancéreuse (Choudhury et 
al., 2013). Par exemple miR-21 est fréquemment plus exprimé dans les tumeurs solides 
comme le cancer du sein ou celui de la prostate où il cible un suppresseur de tumeur PTEN 
(Yang et al., 2017). Chez la drosophile, la phosphorylation du domaine C-terminal de la 
RNApol II par la kinase Cdk9 conduit à augmenter l’activité de Drosha sur des substrats des 
pri-miARN qui ne possèdent pas de motif UGU sur leur boucle apicale (Church et al., 2017). 
Les pri-miARN sont clivés de manière co-transcriptionnelle et le microprocesseur semble avoir 
de l’affinité pour les protéines associées aux histones. Ainsi, la protéine histone H1-like 
Chromatin Protein (HPIBP3) est capable de recruter et retenir Drosha au niveau de loci actifs 
pour la production de pri-miARN et donc d’augmenter le niveau de miARN produits (Figure 
12A) (Liu et al., 2016). 
 

4.2. Régulation au niveau du microprocesseur 
 
Au niveau de la biogénèse des miARN, l’étape la plus abondamment régulée est celle qui dicte 
l’action du microprocesseur. Un grand nombre de protéines accessoires peuvent agir 
spécifiquement avec une sous-population de pri-miARN en interagissant directement avec les 
structures secondaires ou la séquence du pri-miARN ou encore en modulant l’effet des 
protéines impliquées dans le traitement par le microprocesseur (Michlewski and Cáceres, 
2010; Moy et al., 2014). 
Il y a différents modes d’action des protéines qui modulent l’action du microprocesseur. On 
peut distinguer les protéines qui vont faire des modifications post-traductionnelles sur les 
acteurs du microprocesseur (Figure 12B) et les protéines qui entrent en compétition avec 
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celui-ci (Figure 12C) (Cheng et al., 2014). Les protéines qui interagissent directement avec le 
pri-miARN peuvent réguler positivement ou négativement sa disponibilité pour le 
microprocesseur ou induire des modifications post-transcriptionnelles de l’ARN (Figure 12D) 
(Alarcón et al., 2015). 
 

 
 
Figure 12 : Régulation de la biogénèse des miARN au niveau du microprocesseur. 

A Le clivage du pri-miARN est co-transcriptionnel. A ce niveau le microprocesseur peut être modulé par des marqueurs 
épigénétiques (H3K4me3), des protéines histones (HP1BP3) ou des protéines liées à l’ARN (snRNP). B Les modifications post-
traductionnelles des protéines du microprocesseurs vont moduler son action : phosphorylation, acétylation, ubiquitination 
et SUMOylation. C Les protéines accessoires du microprocesseur vont moduler son action en empêchant l’accès du 
microprocesseur ou au contraire en promouvant son recrutement. D Les protéines de remodelage de l’ARN permettent de 
changer la structure secondaire de l’ARN et d’en moduler la qualité en tant que substrat du microprocesseur. Figure tirée de 
(Creugny et al., 2018). 

 
4.2.1. Action directe sur le microprocesseur 

 
Drosha et DGCR8 sont la cible de modifications post-traductionnelles qui peuvent impacter 
positivement ou négativement le niveau d’expression des miARN (Figure 12 B). Drosha peut 
ainsi être acétylé par plusieurs acétyltransférases (P300, CBP et GCN5) au niveau de lysines 
sur le domaine N-terminal ce qui conduit à réduire les possibilités d’ubiquitination et donc de 
dégradation par le protéasome (Tang et al., 2013). Au contraire, la déacétylation du domaine 
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de reconnaissance de double brin d’ARN de DGCR8 par l’histone déacétylase 1 conduit à 
augmenter son affinité pour un sous-groupe de pri-miARN et donc à en augmenter le clivage 
par Drosha (Wada et al., 2012). 
La phosphorylation de DGCR8 peut intervenir sur 23 résidus par des kinases (ERK1, ERK2 ou 
MAPK) ce qui augmente la stabilité de la protéine sans affecter sa localisation cellulaire ou 
l’interaction avec Drosha (Herbert et al., 2013).  
La sumoylation de la lysine K707 de DGCR8 par la protéine SUMO 1 empêche son 
ubiquitination et par conséquent sa dégradation par le protéasome (Zhu et al., 2015). 
TDP-43 est capable de stabiliser Drosha en inhibant sa dégradation par le protéasome, cette 
protéine reconnaît une structure spécifique au niveau de la boucle du pri-miARN (Chen et al., 
2018). 
 

4.2.2. Protéines accessoires du pri-miARN 
 
Des protéines peuvent interagir avec le pri-miARN au niveau des régions ARN simple brin 
adjacentes, de la boucle ou encore avec la tige double brin (Figure 12 C). La tige-boucle du pri-
miARN peut être considérée comme une plate-forme de recrutement de protéines 
accessoires qui vont réguler positivement ou négativement la biogénèse des miARN 
(Michlewski et al., 2008). 
Les protéines Nuclear Factor 45 et 90 (NF45 et NF90) agissent sous la forme d’un complexe 
qui se lie au pri-miARN avec une affinité supérieure à DGCR8 et entre en compétition avec le 
microprocesseur pour sa fixation (Sakamoto et al., 2009). De la même manière, la protéine Y 
Box-Binding Protein (YB-1) qui reconnait la séquence consensus UYAUC et se retrouve de ce 
fait liée à la plupart des ARNm et des pri-miARN, entre en compétition avec Drosha dans le 
cas de pri-miARN-29b-2 qui possède une telle séquence dans sa boucle apicale, contribuant 
ainsi à réduire le clivage des pri-miARN concernés (Wu et al., 2015). On peut encore citer 
LIN28b qui entre en compétition avec le microprocesseur pour le substrat pri-let-7 chez C. 
elegans (Van Wynsberghe et al., 2011). 
Au contraire, TDP43 reconnaît la boucle apicale de pri-miARN tels que pri-miR-132, pri-miR-
143 ou pri-miR-558 pour favoriser le recrutement de Drosha (Chen et al., 2018). De la même 
manière KH-type Splicing Regulatory Protein (KSRP) est recrutée au niveau de la boucle apicale 
de certains pri-miARN et conduit à favoriser leur clivage par le microprocesseur (Michlewski 
and Cáceres, 2010). 
 

4.2.3. Action sur la structure secondaire des pri-miARN 
 
L’interaction et la fixation de protéines sur la structure secondaire des pri-miARN est 
susceptible de modifier cette structure en favorisant des interactions entre acides nucléiques 
ou en empêchant l’interaction de certains acides nucléiques ce qui peut avoir des 
répercussions sur la structure de l’ARN à longue distance (Figure 12 D). Les protéines ayant 
des domaines hélicases figurent au premier rang des protéines pouvant avoir un tel effet. Par 
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exemple, les hélicases DDX5 et DDX17 ont pu être liées favorablement à l’expression d’un 
grand nombre de miARN en modifiant la forme de pri-miARN pour en faire de meilleurs 
substrat pour le microprocesseur (Hong et al., 2013; Suzuki et al., 2009). De la même manière 
DDX1, DDX23 et DDX3X ont pu être associées à la modulation de l’expression de certains 
miARN (Han et al., 2014; Chu et al., 2016; Zhao et al., 2016). 
Les protéines Musashi homologue 2 (MSI2) et Hu Antigen R (HuR) reconnaissent des 
séquences riches en A-U au niveau de la boucle apicale de pri-miR-7 et ce de façon tissu-
spécifique ce qui conduit le pri-miARN à avoir une structure secondaire plus rigide et à être 
un moins bon substrat pour Drosha/DGCR8 (Choudhury et al., 2013). 
L’effet contraire est obtenu par la protéine Heterogeneous Nuclear Ribonucleoprotein A1 
(hnRNPA-1) qui change la conformation de pri-miR-18a après avoir reconnu la séquence 
consensus UAGGGA/U, conduisant ainsi à l’augmentation de son traitement par le 
microprocesseur (Michlewski et al., 2008). 
 

4.3. Régulation de l’export 
 
La disponibilité du facteur XPO5 qui est la principale voie d’export des pré-miARN peut varier 
en fonction des étapes du cycle cellulaire. Or, plus le niveau d’expression de l’XPO5 est élevé, 
plus l’export de pré-miARN augmente, ce qui conduit à une augmentation globale du niveau 
des miARN matures (Iwasaki et al., 2013). A l’inverse, dans certaines tumeurs une version 
tronquée de XPO5 est produite, ce qui conduit à la diminution du niveau global des miARN 
(Melo et al., 2010). 
Il a également été rapporté que les adénovirus expriment en quantité très abondante un ARN 
non-codant structuré en tige-boucle, appelé VA1, qui sature XPO5 ce qui conduit à la 
diminution de l’export des pré-miARN et donc à une diminution globale de l’expression des 
miARN cellulaires (Cullen, 2009). 
Une autre raison de l’importance de l’XPO5 sur la voie des miARN est qu’il a été montré qu’elle 
est également responsable de l’export dans le cytoplasme de l’ARN messager codant pour 
Dicer (Bennasser et al., 2011). Il existe donc un phénomène de boucle de régulation de Dicer 
par un autre facteur impliqué dans la biogenèse des miARN, ce que l’on peut rapprocher de 
la régulation de DGCR8 par Drosha de manière indépendante des miARN (Han et al., 2009). 
 

4.4. Régulation au niveau de Dicer 
 
De la même manière que pour le microprocesseur, Dicer et TRBP se régulent de sorte qu’une 
diminution de TRBP se traduit par une diminution de Dicer et donc une diminution du 
traitement des pré-miARN (Chendrimada et al., 2005; Paroo et al., 2009). Dicer est lui-même 
la cible de let-7 dans sa région codante ce qui produit une boucle de régulation par ce miARN 
(Forman et al., 2008). Par ailleurs, dans les cellules indifférenciées, la protéine LIN28A est 
capable de se lier à pre-Let-7 dans le cytoplasme et recruter la nucleotidyltransférase Terminal 
Uridylyl Transferase 4 (TUT-4) ou TUT-7 qui vont ajouter une courte queue de poly-U au pré-
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miARN ce qui en fait un moins bon substrat pour Dicer. Par la suite, le pre-Let-7 poly-uridylé 
est éliminé par l’exoribonucléase Dis3L2 (Chang et al., 2013; Faehnle et al., 2014; Ustianenko 
et al., 2013). A l’inverse, dans les cellules différenciées, TUT-4, TUT-7 voire TUT-2 peuvent 
ajouter un seul résidu uridyle en 3’ du pre-Let-7 en faisant ainsi un très bon substrat pour 
Dicer (Thornton et al., 2015; Heo et al., 2012). 
De récentes études utilisant une approche de protéomique visant à identifier les protéines se 
liant à des pré-miARN synthétiques, ont permis d’identifier environ 180 RNA Binding Protein 
(RBP) qui interagissent chacune avec une sous-classe spécifique de précurseurs et qui peuvent 
moduler positivement ou négativement leur clivage (Treiber et al., 2017; Treiber et al., 2018). 
Enfin, Dicer ou ses co-facteurs peuvent être la cible de modifications post-traductionnelles. 
Ainsi la sumoylation de TRBP augmente l’interaction avec AGO2 et donc le chargement de 
RISC (Chen et al., 2015). 
 

4.5. Régulation au niveau du complexe RISC 
 

4.5.1. Régulation au niveau d’Argonaute 
 
Nous l’avons vu plus haut les protéines Argonaute non-chargées par des petits ARN sont 
instables et rapidement dégradées surtout si elles ne sont pas prises en charge par les 
protéines chaperonnes HSC70 et HSP90 et leurs co-chaperonnes (Martinez and Gregory, 2013; 
Smibert et al., 2013). A l’inverse, une surexpression de AGO conduit à une augmentation de 
l’abondance des miARN, ce qui indique que la quantité d’Argonaute disponible est 
directement liée à la quantité de miARN matures (Diederichs and Haber, 2007). Par 
conséquent, la stabilisation des protéines AGO par les protéines chaperonnes décrite plus 
haut a une influence sur le niveau général des miARN (Johnston et al., 2010). 
Chez la souris, LIN41 induit l’ubiquitination de AGO et donc son marquage pour dégradation 
par le protéasome (Rybak et al., 2009). L’autophagie a également un impact fort sur le niveau 
général des miARN, car elle module la stabilité des protéines Argonaute. En effet, une 
diminution de l’autophagie produit une augmentation de protéines Argonaute et Dicer laissés 
libres et au bout du compte une diminution des miARN (Gibbings et al., 2012). 
Différentes modifications post-traductionnelles peuvent également affecter AGO2. AGO2 
peut être modifiée avec une fonction prolyl 4-hydroxyl ce qui va avoir un impact sur la 
localisation cellulaire en dirigeant ces AGO2 vers les P-bodies et augmenter leur stabilité (Qi 
et al., 2008; Wu et al., 2011). Il existe une autre modification qui va contribuer à engager AGO2 
dans les P-bodies, il s’agit de la phosphorylation d’un résidu sérine en position 387 (Horman 
et al., 2013)(Figure 13). Cette phosphorylation se révèle être fondamentale pour l’activité de 
RISC puisqu’elle permet le recrutement LIMD1 qui lui-même est fondamental pour recruter 
TNRC6. LIMD1 interagit à la fois avec AGO activé par phosphorylation et TNRC6 et cette 
interaction est conservée avec AGO1 et AGO4 (Bridge et al., 2017). 
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Figure 13 : La phosphorylation AGO2 permet de recruter LIMD1. 

La phosphorylation du résidu S387 d’AGO2 permet de recruter la protéine LIMD1 cruciale pour recruter TNRC6 et produire 
un effet de répression. (Bridge et al., 2017). 

 
En utilisant la spectrométrie de masse, il a été possible de mettre en évidence l’existence d’un 
cluster de 5 sérine/thréonine du côté C-terminal des AGO2 chez l’humain et Caenorhabditis 
elegans. L’hyper-phosphorylation de ce cluster n’interfère pas pour le chargement des miARN, 
la localisation d’AGO2 ou sa capacité de clivage mais change considérablement la capacité 
d’AGO2 de se lier à l’ARN cible (Quévillon Huberdeau et al., 2017). C’est un cycle de 
phosphorylations suivit de déphosphorylations qui est indispensable au fonctionnement 
d’AGO2 : CNSK1A1 phosphoryle les résidus S824 et S834 d’AGO2 puis le complexe 
phosphatase ANKARD52-PPP6C les déphosphoryle (Golden et al., 2017). 
 

4.5.2. Régulation au niveau de l’ARN cible 
 
Le phénomène est semblable à ce qui a été décrit pour la régulation du microprocesseur par 
l’action directe de protéines sur le pri-miARN sauf que dans ce cas l’action des protéines 
modifient la structure de l’ARN ciblé par le complexe RISC. Il existe ainsi des protéines qui vont 
réguler positivement ou négativement l’action de RISC en se fixant sur la cible. Par exemple, 
les protéines HuR ou Pumillo interagissent également avec les ARN messager qui sont les 
cibles de nombreux miARN (Galgano et al., 2008; Mukherjee et al., 2011). HuR que l’on avait 
déjà cité pour son action de régulation au niveau de l’interaction du pri-miARN avec le 
microprocesseur, est une protéine que l’on trouve souvent au niveau des ARN messager qui 
contiennent des séquences riches en AU et son action sur le 3’ UTR de CAT1 abolit l’action des 
miARN sur ce transcrit en favorisant la dissociation de RISC de l’ARN messager (Kundu et al., 
2012). A l’inverse, la protéine HuR peut également faciliter l’accès de RISC à certains ARN 
cibles. Ainsi, son association avec l’ARNm de Myc permet sa répression par la famille de miARN 
Let-7 (Kim et al., 2009). 
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4.6. Stabilité des miARN matures 
 
Une étude menée dans des Fibroblastes embryonaire de souris (Mouse Embryonic Fibroblast : 
MEF) a permis d’estimer la demi-vie moyenne des miARN à 119h, ce qui est 10 fois supérieur 
à celle des ARN messagers (Gantier et al., 2011). D’autres études ont identifié des miARN 
comme miR-503 ou miR-29b dont l’abondance varie au cours du cycle cellulaire ce qui est lié 
au changement de leur temps de demi-vie (Rissland et al., 2011; Hwang et al., 2007). De 
manière assez logique, la demi-vie des miARN est plus courte dans les cellules dont l’activité 
demande une adaptation rapide à des changements environnementaux. Ainsi, dans les 
neurones rétiniens, le cluster miR-183/96/182, ainsi que les miARN miR-204 et miR-211 sont 
dégradés en 3h pour permettre l’adaptation de la cellule suite au passage de la lumière à 
l’obscurité (Krol et al., 2010). 
Il existe également des séquences qui affectent directement la stabilité des miARN. Par 
exemple, on peut citer les éléments riches en AU/UA, déjà connus pour être impliqué dans la 
dégradation des ARN messagers (Chen and Shyu, 1995), et qui sont également liés à une demi-
vie courte dans les miARN où ils sont présents (Sethi and Lukiw, 2009). Il en va de même de 
l’instabilité de miR-503 dans les MEF qui est dépendant de la région de la seed et de 
l’extrémité 3’ (Rissland et al., 2011) ainsi que la stabilité de miR-382 dans les cellules HEK293 
qui est contrôlée par une séquence spécifique aux positions 16-22 du miARN (Bail et al., 2010). 
Une récente étude chez les mouches a montré que les miARN chargés sur AGO2 ont un temps 
de demi-vie long alors qu’il existe un mécanisme de régulation de la dégradation des miARN 
chargés sur AGO1 qui peut raccourcir cette demi-vie (Reichholf et al., 2019). Chez les 
mammifères, bien que la corrélation entre le temps de demi-vie et l’abondance soit faible, les 
résultats montrent que les différences de stabilité des miARN impactent leur accumulation 
(Kingston and Bartel, 2019).  
 

4.6.1. Ajout de nucléotides  
 
Un facteur important contribuant à la stabilité des miARN matures est l’ajout de nucléotides 
en 3’ du miARN. Ces modifications ne produisent pas toujours le même effet. miR-122 est 
stabilisé par l’ajout d’une seule adénosine dans le foie par TUT2 (GLD2) (Katoh et al., 2009). 
En revanche l’addition d’une adénosine en 3’ de miR-26a et miR-27 dans des cellules Huh7 
toujours par TUT2 n’a pas d’effet sur leur stabilité mais sur l’efficacité de ces miARN 
(Burroughs et al., 2010). Outre l’adénylation, de nombreux exemples d’uridylation des miARN 
ont été observées. L’uridylation d’ARN a été récemment identifiée comme une marque 
permettant d’induire la dégradation d’un ARN (Mullen and Marzluff, 2008). Il y a cependant 
des exceptions à cette règle puisque l’addition d’une uridine sur le miARN miR-26 par TUT4 
(Zcchc11) inhibe l’activité de ce miARN (Jones et al., 2009). De même, l’addition d’une uridine 
sur miR-126-5p et miR-379 par TUT4 conduit à la baisse de leur activité de régulation de la 
cible IGF-1 (Jones et al., 2012). 
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D’autres TUTase ont été décrites pour leur action sur les miARN comme Mitochondial PolyA 
Polymerase (MTPAP), PolyA Polymerase Gamma (PAPLOG), TUT1 ou TUT7 (ZCCHC6) (Wyman 
et al., 2011; Katoh et al., 2009; Burroughs et al., 2010; Thornton et al., 2015). 
 

4.6.2. Dégradation par les exoribonucléases 
 
Comme mentionné dans le paragraphe précédent, l’uridylation des ARN est une marque pour 
induire leur dégradation qui peut être faite par plusieurs acteurs dans la cellule. Toutefois, la 
dégradation des miARN par les exoribonucléases n’est pas toujours associée à cette 
modification. Ainsi, chez C. elegans la protéine XRN2 est impliquée dans la dégradation des 
miARN matures lorsque ceux-ci ne possèdent pas de cibles dans la cellule (Chatterjee and 
Grosshans, 2009). Il a aussi été montré que la déplétion de la protéine RNA-Processing Protein 
41 (RRP41) conduit à un allongement de la demi-vie du miR-382 d’un facteur 1,5 et d’un 
allongement de 1,3 après déplétion de XRN1 (Bail et al., 2010). D’autres exonucléases ont été 
impliquées dans la régulation des miARN, en effet, la Polynucleotide Phosphorylase (PNPase) 
dégrade les miARN matures tels que miR-221 miR-222 et miR-106b in vitro alors que les autres 
miARN présents restent intacts montrant ainsi la spécificité de séquence de ce phénomène 
(Das et al., 2010). 
Le miARN miR-21 possède normalement une taille de 22 nucléotides de long, mais peut-être 
allongé à 23 nucléotides grâce à l’action de TUT3 (PAPD5) qui ajoute une adénosine ce qui 
induit sa dégradation par l’exoribonucléase 3’ -> 5’ PARN (Boele et al., 2014). 
Au laboratoire, l’endoribonucléase Dis3L2 a été identifiée comme étant responsable de la 
dégradation de miARN chargés après addition de plusieurs nucléotides sur le miARN dans un 
cas particulier de complémentarité étendue entre le miARN et sa cible (Haas et al., 2016) (voir 
plus loin). 
 

4.7. Régulation de l’action des miARN par d’autres ARN  
 

4.7.1. Phénomène d’éponge de petits ARN 
 
Les miARN ont pour cibles naturelles des ARN messagers mais ils peuvent parfois se fixer sur 
des ARN non-codants qui jouent alors le rôle d’éponges naturelles, séquestrant 
spécifiquement des miARN et réduisant ainsi leur disponibilité pour leurs cibles réelles (Ebert 
and Sharp, 2010). On a ainsi mis en évidence des ARN circulaires contenant de multiples sites 
de fixation pour miR-7 et un autre qui pourrait être une éponge pour miR-138 (Hansen et al., 
2013; Memczak et al., 2013). 
 

4.7.2. Target Directed miRNA Degradation (TDMD) 
 
La découverte que les ARN cibles peuvent eux-mêmes induire la dégradation spécifique de 
miARN chez les animaux grâce au processus du TDMD a été décrite dans les cellules de 
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Drosophiles et de mammifères (Ameres et al., 2010). Ce phénomène n’implique pas la baisse 
de la transcription du pri-miARN ni une régulation du processus de biogénèse des précurseurs 
mais uniquement la dégradation du miARN mature après son chargement sur AGO (Cazalla et 
al., 2010; de la Mata et al., 2015; Marcinowski et al., 2012). Le TDMD n’apparaît qu’après la 
reconnaissance de la cible par le miARN, qui dans ce cas ne conduit pas à la répression et la 
dégradation de l’ARN cible mais à celle du miARN (Ameres et al., 2010). La déstabilisation du 
miARN s’accompagne de l’apparition d’une queue formée de nombreux nucléotide (A ou U) 
et également de formes raccourcies du miARN (Ameres et al., 2010; Haas et al., 2016). 
Les caractéristiques de l’interaction miARN/cible qui va conduire au TDMD plutôt qu’à la 
régulation de la cible indiquent que l’interaction du 3’ du miARN avec l’ARN cible est 
importante. En effet, la reconnaissance par la ‘seed’ renforcée de quelques interactions 
supplémentaires conduit à la répression de l’ARN messager mais une complémentarité 
étendue, notamment du côté 3’ du petit ARN régulateur entre les deux brins d’ARN conduit 
au TDMD et donc à la dégradation du miARN (Figure 14) (Bartel, 2018). 
 

 
Figure 14 : Reconnaissance canonique d’une cible et reconnaissance induisant le TDMD. 

A La reconnaissance avec complémentarité étendue entre le miARN et la cible conduit à la polymérisation du miARN (tailing) 
puis dépolymérisation (trimming) et enfin sa dégradation complète. Cette disparition s’accompagne ou pas de la dégradation 
partielle de la cible. B Lorsque les propriétés canoniques de la stabilité du duplex miR/cible sont respectées, la répression de 
la cible puis sa dégradation sont déclenchées. Tirée de (Fuchs Wightman et al., 2018). 
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Il est maintenant admis que le miARN impliqué dans le TDMD subit une addition de 
nucléotides de manière matrice-indépendante, ce qui peut être fait par l’une des sept TUT 
existantes. Toutefois, à ce jour, l’identité précise de l’enzyme impliquée n’a pu être 
caractérisée, mis à part une suspicion pour TUT1 identifiée par spectrométrie de masse (Haas 
et al., 2016). En revanche, Dis3L2 a bien été identifiée comme étant une des exoribonucléases 
responsable de la dégradation des miARN suite au TDMD (Haas et al., 2016). 
Après avoir été étudié avec des ARN artificiels et des oligonucléotides antisens, plusieurs cas 
de TDMD naturels ont été mis à jour (Tableau 1), bien que ce mécanisme conservé ne semble 
pas être couramment utilisé chez les animaux. Parmi les quelques mécanismes décrits, la 
plupart concernent des virus, notamment des herpèsvirus, et de manière intéressante miR-27 
apparaît plusieurs fois également. Le premier TDMD naturel a été mis à jour dans les cellules 
infectées par l’Herpesvirus saimiri qui exprime un ARN non-codant HSUR1 (Herpesvirus saimiri 
U-rich RNA 1) qui montre une complémentarité pour des miARN dont miR-27 avec une 
complémentarité étendue qui déclenche le TDMD et la destruction de miR-27 (Cazalla et al., 
2010). La deuxième observation de ce phénomène implique encore miR-27 et un autre 
herpèsvirus, le cytomégalovirus murin (MCMV), qui exprime un ARN codant appelé m169 qui 
possède également un site à complémentarité étendue pour miR-27 (Buck et al., 2010; Libri 
et al., 2012). Il a été montré dans ce cas que miR-27 est alors la cible d’extension de 
nucléotides induisant la dégradation et que ce phénomène n’est dépendant que de la 
présence de la cible m169 (Marcinowski et al., 2012). La régulation de miR-27 n’est pas 
conservé chez le cytomegalovirus humain (HCMV), toutefois celui-ci exprime également un 
transcrit, UL144-145, possédant une séquence capable de déstabiliser les miARN miR-17 et 
miR-20a (Lee et al., 2013). 
Récemment, un TDMD endogène a été découvert chez le poisson zèbre qui exprime un long 
ARN non-codant (lncRNA) qui conduit à la dégradation de miR-29b provocant des troubles du 
comportement chez le poisson. Ce lncRNA correspond à un ARN codant pour NREP chez les 
mammifères où miR-29 est également présent et contrôle également le comportement 
(Bitetti et al., 2018). Au même moment, il a été établi que dans les cerveaux des souris le 
lncRNA Cyrano possède une complémentarité étendue pour miR-7 et induit sa destruction par 
TDMD. Ce système permet l’accumulation d’une cible de miR-7, Cdr1as, qui est un ARN 
circulaire qui régule l’activité neuronale (Kleaveland et al., 2018). Enfin, chez la souris l’ARNm 
qui code pour la Serpine 1 induit la dégradation de miR-30b-5p et miR-30c-5p par TDMD ce 
qui permet de contrôler le cycle cellulaire (Ghini et al., 2018). 
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Tableau 1 : TDMD naturels. 

Le tableau représente l’interaction ARN / cible dans les différentes occurrences de TDMD mis à jour dans la nature. (Sheu-
Gruttadauria et al., 2019). 

 
Récemment, l’équipe de Ian J. MacRae a modélisé par crystallographie hAGO2 chargé par des 
duos miARN/ARN cible comme miR-27/HSUR1 ou des duplex artificiels impliquant miR-122. 
Ils ont pu montrer qu’à chaque fois l’extrémité 3’ du miARN chargé sur hAGO2 est sorti de son 
placement normal au sein du domaine PAZ d’hAGO2, le rendant ainsi libre pour une 
éventuelle polyuridylation et/ou dégradation par une exoribonucléase (Figure 15) (Sheu-
Gruttadauria et al., 2019). 

 
Figure 15 : Structure d’AGO2 chargé avec un miARN prêt pour le TDMD. 

hAGO2 est représentée chargée par miR-122 et une cible artificielle présentant une complémentarité étendue avec le miARN. 
L’extrémité 3’ de miR-122 (en rouge) est libre et non-protégée au sein du domaine PAZ. (Sheu-Gruttadauria et al., 2019). 
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5. Les cytomégalovirus 

 
Les virus détournent les voies de synthèses et les mécanismes en place dans les cellules hôtes 
et la voie des miARN ne fait pas exception. C’est notamment le cas de nombreux herpèsvirus 
comme le cytomegalovirus. 
 

5.1. Cytomégalovirus humain (HCMV) 
 

5.1.1. Structure et cycle du HCMV 
 
Le CMV humain (HCMV, Human Herpesvirus 5) est membre de la sous-famille des -
Herpesvirus qui ont un génome ADN double brin d’environ 230 kbp (Davison, 2007). Il se 
présente sous la forme d’une capside icosaédrique enveloppée de 200 nm de diamètre. Le 
cycle viral comprend : l’adsorption au niveau de la membrane cellulaire, l’entrée du virus, le 
largage de la nucléocapside, la réplication et la formation de nouveaux virions. L’enveloppe 
du virus comprend des protéines virales qui sont importantes pour engendrer un nouveau 
cycle et sont très spécifiques vis à vis de l’espèce hôte (Roizman and Pellet, 2001). Au moment 
de l’infection, les premiers gènes transcrits sont les gènes IE (immediate early) qui ne 
nécessitent que des gènes cellulaires pour leur expression. Suivent les gènes E (early) qui sont 
dépendant de l’expression fonctionnelle des gènes IE. Enfin les gènes tardifs sont exprimés 
après la réplication de l’ADN (Knipe and Howley, 2013).  
Les modes de transmission principaux du HCMV sont le contact direct avec les secrétions 
d’une personne infectée et la transmission transplacentaire. Les virions sont ainsi trouvés dans 
la salive, l’urine, le lait maternel ce qui cause un risque supplémentaire de transmission au 
bébé et enfin le sperme et les glaires cervicales ce qui permet la transmission sexuelle du virus 
(Knipe and Howley, 2013). 
 

5.1.2. Tableau clinique 
 
Comme beaucoup d’herpèsvirus la séroprévalence est élevée (de 40 à 100 %) et le plus 
souvent ignorée par le patient car la primo-infection est généralement sans effet clinique chez 
les adultes sains. Cependant, le système immunitaire n’est pas capable d’éliminer totalement 
le virus qui se met dans un état dormant non-productif appelé latence. Pendant la latence le 
virus est maintenu indéfiniment au sein de l’hôte jusqu’à sa prochaine réactivation (Roizman 
and Pellet, 2001). Toute altération de l’immunité de l’hôte peut conduire à la réactivation du 
virus, à la fabrication de nouveaux virions et à la manifestation de symptômes. Les personnes 
les plus à risques sont donc les patients qui bénéficient d’un traitement immuno-suppresseur 
dans le cadre de la prévention d’un rejet de greffe solide, les bénéficaires d’une 
transplantation de cellules souches hematopoïétiques, les personnes infectées par le virus de 
l’immunodéficience humaine et les nouveau-nés infectés dans les premiers mois de la vie. 
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Dans les pays développés, l’infection congénitale par le HCMV est la cause principale de 
dommages neurologiques permanents induisant des surdités et des retards mentaux 
(Rawlinson et al., 2017). De manière générale il existe un très grand nombre de symptômes 
différents qui peuvent être attribués au HCMV : hépatite, entérocolite, rétinite, pneumonite 
et séquelles neurologiques et ceci est expliqué par le fait que le HCMV est capable de pénétrer 
et d’infecter un large spectre de cellules (Rawlinson et al., 2017; Nguyen and Kamil, 2018). 
Il apparaît de plus en plus clairement une conséquence longtemps sous-estimée de l’infection 
du HCMV : le virus a été associé à un certain nombre de tumeurs ainsi que leurs métastases 
(Cobbs, 2019) comme le gliobastome (Cobbs et al., 2002), le cancer colorectal (Harkins et al., 
2002) ou encore le cancer du sein (Harkins et al., 2010). 
 

5.1.3. Tropisme cellulaire du HCMV 
 
Le HCMV est un virus capable d’infecter un large spectre de cellules, tissus et organes. Ceci 
est dû au fait que le virus est capable d’interagir avec un grand nombre de récepteurs par le 
biais des glycoprotéines de l’enveloppe. Les gènes viraux codants les constituants de chaque 
complexe de glycoprotéines sont maintenant identifiés (Nguyen and Kamil, 2018). Le premier 
complexe est constitué d’un homotrimère de glycoprotéines B (gB) dont on ne connaît pas les 
récepteurs mais il a été suggéré que gB est capable d’induire une fusion de l’enveloppe virale 
sans reconnaître de protéines membranaires (Wille et al., 2013). Le deuxième complexe viral 
impliqué est constitué de deux glycoprotéines virales gM et gN reliées entre elles par un pont 
disulfure (Kropff et al., 2012). Ce complexe gM/gN est le plus abondant sur les virions. Un 
troisième complexe appelé le trimère et constitué des glycoprotéines gH, gL et gO est présent 
à la surface des virions, sa présence semble très importante pour la capacité d’infection des 
virions (Zhou et al., 2015). Enfin, un dernier complexe appelé le pentamère constitué des 
glycoprotéines virales gH et gL et de trois petites glycoprotéines a été mis à jour récemment. 
De manière intéressante, sa présence au sein du virion semble dépendre de l’absence de 
décalage du cadre de lecture lors de la synthèse d’une des petites glycoprotéines (Ciferri et 
al., 2015). La présence du pentamère est requis pour l’infection des leucocytes, des cellules 
dendritiques, des cellules épithéliales et endothéliales (Adler, 2006). 
 
Un grand nombre de récepteurs membranaires a été identifié comme étant la porte d’entrée 
du HCMV dans les cellules : Heparan Sulfate Proteoglycan (HSPG), Platelet-derived growth 
factor receptor alpha (PDGFR), Neuropilin-2 (Nrp2), Epidermal growth factor (EGFR), de 
nombreuses intégrines, complexe majeur d’histocompatibilité de classe I (MHC-I), CD13, 
CD90, CD147 et CD151 (pour revue voir Nguyen and Kamil, 2018). Cette grande diversité de 
récepteurs reflète bien le nombre de cellules différentes qui peuvent être infectées par ce 
virus. La nature des cellules infectées, en particulier les globules blancs ou les cellules 
endothéliales, procurent une voie royale de dissémination dans le corps par le biais de la 
circulation sanguine, ce qui permet au virus d’atteindre des organes comme le foie, les 
poumons ou la rate (Knipe and Howley, 2013). 
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L’infection du HCMV commence souvent par l’infection des voies aériennes supérieures qui 
vont libérer leur progéniture virale et induire la réponse immunitaire innée. L’invasion des 
cellules immunitaire est une étape clé car elle permet de disséminer le virus dans l’organisme 
entier : soit directement en se disséminant dans des organes permettant d’envahir les 
sécrétions comme les glandes salivaires, les reins ou les glandes mammaires, soit en se 
disséminant dans des organes filtrants comme le foie ou la rate pour se répliquer et 
augmenter le titre viral pour finalement finir par envahir les organes permettant la sécrétion 
des virions (Figure 16) (Jackson and Sparer, 2018).  
 

 
Figure 16 : Dissémination de HCMV de l’infection à la sécrétion. 

L’invasion des cellules immunitaires est une étape clé car elle permet de disséminer le virus dans l’organisme entier. Voir le 
corps du texte. Figure tirée de (Jackson and Sparer, 2018). 

 
5.1.4. HCMV et Interleukine 10 

 
L’interleukine 10 (IL-10) est une cytokine secrétée qui inhibe la production de cytokines pro-
inflammatoires (IL-2, IL-3, TNF…) par les cellules du système immunitaire comme les 
lymphocytes T Helper 1 (TH1) (Fiorentino, 1989) mais aussi les cellules dendritiques, les 
Natural Killer (NK), les neutrophiles et les macrophages (Saraiva and O’Garra, 2010). Le 
contrôle de la réponse inflammatoire par les cellules immunitaires circulantes, notamment 
pendant la phase de propagation du virus, semble important pour un grand nombre 
d’herpesvirus dont le HCMV puisqu’ils produisent leur propre IL-10 (Kotenko et al., 2000). Il a 
été montré que ces pseudos IL-10 sont capables d’être efficace sur le système immunitaire et 
permettent au virus d’échapper au système immunitaire de l’hôte (Hsu et al., 1990). 
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5.2. Cytomégalovirus murin (MCMV) 
 

5.2.1. MCMV modèle de HCMV 
 
MCMV sert de modèle pour HCMV depuis longtemps car la nature de leurs symptômes sont 
les mêmes et il semble que l’interaction avec le système immunitaire soit également 
comparable. Les tropismes cellulaires de MCMV et HCMV sont proches et centrés sur les 
cellules du système immunitaire pendant la phase de colonisation. Le MCMV ne possède pas 
de gènes capables de produire son propre IL-10 mais le contrôle de cette cytokine semble 
important pour les deux virus puisque MCMV utilise un autre moyen d’agir sur le niveau 
d’expression d’IL-10 (Xie et al., 2014). Pour l’instant on ignore cependant quel est le réservoir 
de ces virus pendant la phase de latence et il n’est pour l’instant pas exclu que ce réservoir ne 
soit pas le même : les cellules souches hématopoïétiques (HSC) pour le HCMV et les cellules 
endothéliales pour le MCMV (Reddehase and Lemmermann, 2019). 
 

5.2.2. Structure et génétique de MCMV 
 
MCMV ou MuHV-1 (Murid herpesvirus 1) appartient également à la sous-famille des -
Herpesvirus. Son génome ADN double brin de 230 kbp code pour 161 protéines virale et 21 
miARN (Figure 17) (Buck et al., 2007; Dolken et al., 2007). Les miARN viraux sont synthétisés 
à partir des deux brins et certains sont regroupés en cluster (cluster M01-1/2/3/4, cluster 
M21/M22/M23 et cluster M107-1/M108-1/2) (Tuddenham and Pfeffer, 2011). 
 

 
Figure 17 : Organisation génomique des miARN chez MCMV. 

Les miARN viraux sont indiqués par une flèche noire. Le sens de la flèche montre le brin à partir duquel ils sont synthétisés 
(Adapté de Tuddenham and Pfeffer, 2011). 

 
Les miARN viraux peuvent être synthétisés parmi les gènes précoces immédiats, précoces ou 
tardifs mais la plus grande partie de ces miARN sont précocement exprimés et s’accumulent 
dans les cellules infectées (Figure 18) (Dolken et al., 2007). Une analyse faite au laboratoire et 
non-publiée montre que ces miARN sont efficacement chargés sur AGO2. 
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Figure 18 : miARN codés par le MCMV. 

A Structure en tige-boucle prédite de plusieurs pré-miARN viraux. B Analyse par northern blot de l’accumulation des miARN 
viraux dans des cellules 3T3 mock ou infectées par MCMV (MOI = 10) à 4, 14 et 26 heures post-infection (hpi) (Dolken et al., 
2007). 
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5.2.3. TDMD de miR-27 

 
J’ai déjà parlé plus haut du TDMD induit sur miR-27 (a et b) lors de l’infection par le MCMV 
par un ARN codant appelé m169 qui possède un site à complémentarité étendue pour ce 
miARN (Buck et al., 2010; Libri et al., 2012). Il a été montré que miR-27 est alors la cible d’une 
polymérisation de nucléotide induisant sa dégradation (Marcinowski et al., 2012). Or il a été 
également montré que miR-27a régule la réponse inflammatoire en régulant l’expression d’IL-
10 dans les macrophages (Xie et al., 2014). Si le HCMV code pour un orthologue viral d’IL-10, 
ce n’est pas le cas de MCMV qui bénéficie alors de la dégradation de miR-27a pour promouvoir 
la stabilité de l’ARN messager de l’IL-10 et ainsi profiter de son action immunosuppressive 
(Guo and Steitz, 2014). Le phénomène de TDMD de miR-27 par sa cible virale m169 s’est révélé 
avoir une influence déterminante pour l’accumulation du virus in vivo (Marcinowski et al., 
2012). 
 

6. Chromatographie d’affinités couplée à la spectrométrie de masse 
 
Dans le but de chercher des nouveaux facteurs cellulaires impliqués dans l’infection par le 
MCMV nous avons utilisés plusieurs techniques de chromatographie d’affinités couplée à de 
la spectrométrie de masse. Je vais décrire quelques techniques en présentant leurs avantages 
et désavantages qui ont guidé notre choix. 
 

6.1. Immuno-précipitation de la protéine endogène 
 
L’immuno-précipitation couplée à de la spectrométrie de masse (IP-MS) est la plus directe des 
mises en évidence d’interaction protéine-protéine in vivo : elle ne nécessite pas de 
surexpression ni de modification de l’expression des protéines. En revanche, il est nécessaire 
d’avoir un anticorps très spécifique dirigé contre la protéine d’intérêt. C’est un des 
désavantages de cette technique puisqu’il faut mettre au point un anticorps et affiner la 
technique de pêche pour toutes les protéines dont on veut l’interactome. Il y a de grands 
risques d’avoir des faux positifs qui doivent être limités en faisant des lavages plus ou moins 
stringents dont la mise au point doit être finement évaluée. Une autre limitation de cette 
technique est qu’elle ne permet pas de mettre en évidence une interaction transitoire mais 
uniquement des interactions stables dans le temps. 
 

6.2. Purification d’affinité de protéines étiquetées 
 
La purification d’affinité de protéines étiquetées couplée à de la spectrométrie de masse (AP-
MS) est toujours une technique très utilisée (Varjosalo et al., 2013) qui implique d’exprimer 
une version étiquetée de la protéine d’intérêt qui sert d’appât pour pêcher les protéines qui 
interagissent avec elle. La protéine d’intérêt doit être exprimée en fusion avec une étiquette 
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(les plus classiques : HA, GFP, Flag, Myc ou twin-strep) de manière exogène par transfection 
ou en établissant une lignée stable. L’avantage ici est l’efficacité et la reproductibilité de la 
pêche si on la compare à la technique d’IP-MS. Cette méthode peut conduire à des faux 
positifs, pour en diminuer le nombre, on peut opter pour la purification d’affinité en tandem 
(tandem affinity purification : TAP) où l’étiquette est en fait constituée de deux étiquettes 
séparées par un site de clivage (Puig et al., 2001). Les autres limitations sont sensiblement les 
mêmes que pour l’IP-MS. 
 

6.3. Proximity labelling par la biotine ligase (BioID)  
 
Cette approche s’appuie sur la capacité d’une protéine d’origine procaryotique à liguer la 
biotine sur un substrat : la biotine ligase BirA d’Escherichia coli. On utilise en réalité une 
version modifiée de cette protéine BirA* mutée en son site actif R118G (Roux et al., 2012a) 
qui conserve sa capacité à lier et à activer la biotine mais a perdu la capacité à retenir la biotine 
activée. Le rayon d’action de cette enzyme reste cependant limité à un rayon d’environ 10 nm. 
BirA dans sa version sauvage n’est capable de biotinyler qu’un ensemble restreint de protéines 
au niveau d’une lysine appartenant à une séquence minimale particulière de 14 acides aminés 
(Beckett et al., 1999). BirA* est capable de biotinyler les protéines en complexe avec la 
protéine d’intérêt mais également de marquer les protéines interagissant de manière 
transitoire en marquant leurs lysines de manière aspécifique. Les protéines ainsi marquées 
peuvent être pêchées aisément grâce à la forte interaction qui existe entre la biotine et la 
streptavidine. Il n’est donc pas nécessaire de contrôler finement la lyse et les lavages avec 
cette méthode, on peut utiliser des lavages très stringents sans avoir peur de casser les 
interactions. 
 

 
Figure 19 : Principe d’utilisation de la Biotine ligase (BirA*) en BioID. 
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La biotine ligase est exprimée en fusion de la protéine d’intérêt dans des cellules cultivées avec addition de biotine dans le 
milieu. BirA* est capable de marquer avec la biotine les protéines en proximité directe avec la protéine d’intérêt. Les 
protéines biotinylées sont ensuite capturées grâce à la forte interaction existante avec la streptavidine. (Roux et al., 2012b) 

 
6.4. APEX 

 
L’ascorbate peroxidase (APEX) est une protéine issue du soja (Glycine max) qui peut être active 
dans n’importe quel compartiment cellulaire. Elle permet une autre technique de marquage 
de protéines de proximité. Cette enzyme catalyse la formation H2O2 dépendante de radicaux 
libre phenoxyl à partir de nombreux résidus phénoliques. D’une durée de vie de moins de 1 ms 
les radicaux libres phenoxyl réagissent avec les acides aminés possédant des électrons 
disponibles (de préférence Tyr, Trp, His et Cys) les plus proches dans un rayon de moins de 
20 nm. Cette méthode est utilisée pour cibler un compartiment en particulier dans lequel on 
adresse l’APEX de manière spécifique. Le marquage intervient après un pulse de phenol-
biotine et d’H2O2 d’une minute. Il a ainsi été possible de marquer spécifiquement des 
protéines de la matrice mitochondriale en exprimant l’APEX taguée pour un adressage 
mitochondrial (Rhee et al., 2013).  
 

6.5. Autres améliorations du BioID 
 
Un des reproches qui a été fait au BioID est le temps de biotinylation nécessaire (16 à 24 h) 
pour obtenir une quantité de matériel biotinylé suffisant pour une analyse en protéomique. 
L’équipe d’Alice Y Ting s’était donné pour mission de faire évoluer la Biotine ligase (R118S) en 
introduisant des mutations par PCR successives et en sélectionnant la biotine ligase mutée la 
plus efficace : la TurboID (35 kDa). La partie N-ter de la protéine obtenue ne comportant 
aucune mutation sélectionnée, elle a été éliminée pour laisser place à la miniTurbo de 28 kDa 
annoncée comme au moins 20 fois plus rapide que la BirA* (Branon et al., 2018).  
 
L’autre reproche qui peut être formulé au BioID est la possibilité pour la biotine ligase mutée 
de biotinyler n’importe quelle protéine de passage qui n’interagit pas avec la protéine 
d’intérêt même transitoirement. Il est évident que c’est un risque que l’on est prêt à prendre 
lorsqu’on utilise cette méthode en misant cibler un plus grand nombre de protéines qui 
interagissent réellement. Pour parer ce problème l’équipe de Julien Béthune propose 
d’utiliser une biotine ligase dissociée en deux domaines : NBirA* et CBirA* non fonctionnels. 
Chacun des deux domaines est lié à une protéine d’intérêt qui rétablissent la fonction de 
BirA*en interagissant entre elles (Schopp et al., 2017). 
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Figure 20 : Principe du double BioID. 

Afin de limiter la biotinylation non-spécifique, BirA* est séparée en deux domaines indépendamment non fonctionnels qui 
sont liés dans cet exemple à des domaines FKBP et FRB qui sont capable de se lier à la Rapamycine. La fonction de BirA* est 
alors complémentée. (Schopp et al., 2017). 

 
6.6. BioID2 

 
Tout comme le BioID et APEX, le bioID2 est une technique qui permet de mettre à jour des 
interactions protéine-protéine à grande échelle en s’affranchissant des problèmes de 
stringence des lavages. En effet la plupart des techniques qui permettent l’étude d’interaction 
protéine-protéine réclament de contrôler finement la stringence des lavages afin d’éliminer 
un maximum d’aspécificité sans pour autant détruire les interactions spécifiques. Le principe 
du BioID2 est le même mais la protéine ligase qui est utilisée est celle d’Aquifex aeolicus mutée 
en position R40G. (Kim et al., 2016a). Cette biotine ligase présente l’avantage d’être plus 
petite, l’encombrement stérique du peptide est donc sensiblement réduit, le poids 
moléculaire passant de 35,1 kDa à 26,4 kDa (Figure 21). Un deuxième avantage du BioID2 est 
que la protéine semble biotinyler un peu plus de protéine par unité de temps. 
 

 
Figure 21 : Structure 3D de BirA de E.coli et A. aeolicus. 

L’utilisation de birA de A. aeolicus pour le BioID2 permet d’utiliser une biotine ligase moins 
lourde de 9 kDa et presque deux fois moins longue que celle du BioID (Kim et al., 2016a).  
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Objectifs de Thèse 
 
Le MCMV est un herpèsvirus qui produit son propre jeu de miARN essentiels pour 
l’établissement de l’infection. En outre il induit le TDMD du miARN cellulaire miR-27 et là 
encore le phénomène semble nécessaire à l’infection.  
Les miARN viraux sont efficacement chargés sur Argonaute. Un tel renouvellement des miARN 
chargés sur Argonaute pourrait nous permettre de mettre en évidence des facteurs impliqués 
dans le chargement ou le recyclage des protéines Argonaute. Nous voulons savoir comment 
la cellule gère cet afflux massif de miARN viraux. 
Il a également été établi que dans certaines conditions, la fixation du complexe RISC sur l’ARN 
cible pouvait entraîner non pas une régulation de la cible mais au contraire celle du miARN. 
Pour ce faire, il faut qu’il y ait un appariement parfait ou quasi-parfait entre le miARN et l’ARN 
cible, ainsi qu’une quantité importante de l’ARN cible. A ce jour, peu de facteurs cellulaires 
impliqués dans ce phénomène ont été identifiés puisque seule l’implication de Dis3L2 a été 
clairement établie. Nous voudrions savoir s’il est possible de trouver de nouveaux facteurs qui 
jouent un rôle auprès d’Argonaute dans ce phénomène. 
AGO2 est un facteur incontournable dans les deux mécanismes évoqués. Mon travail de thèse 
s’articule en deux aspects principaux : pour étudier le chargement des miARN mais aussi pour 
décrypter le TDMD de miR-27 des banques des petits ARN chargés au sein des protéines 
Argonaute doivent être produites et pour trouver des nouveaux facteurs importants pour le 
MCMV l’interactome d’AGO2 dans le cadre de l’infection par le MCMV doit être mis à jour. 
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II. RÉSULTATS 
 

1. Importance d’AGO2 lors de l’infection par MCMV 
 
Avant d’entreprendre l’étude détaillée du rôle de la protéine AGO2 au cours de l’infection par 
MCMV, nous avons dans un premier temps confirmé l’importance de cette protéine dans 
l’accumulation du virus. Pour ce faire, nous avons utilisé des cellules inactivées pour AGO2. 
L’objectif dans cette partie est donc ici d’étudier l’influence de AGO2 sur l’infection par le 
MCMV. D’une part le MCMV est un virus qui produit ses propres miARN qui sont déterminants 
pour la mise en place de l’infection et on peut supposer que l’absence d’AGO2 peut impacter 
l’efficacité de chargement des miARN viraux sur les autres Argonautes. D’autre part, le virus 
induit également la dégradation du miARN cellulaire miR-27 et à ce jour on ne sait pas si 
l’identité de la protéine Argonaute chargée par ce miARN a une importance dans ce 
phénomène. La construction de banques de petits ARN à partir d’ARN total ou après 
immunoprécipitation des protéines Argonaute nous permettra d’étudier en détail ces deux 
aspects dans des cellules sauvages ou mutées pour AGO2. 
Pour toute la suite de cette partie décrivant les résultats obtenus, le terme miR-27 sera utilisé 
pour décrire de manière indifférenciée miR-27a et miR-27b. Lorsqu’il sera fait référence 
spécifiquement à l’un ou l’autre isoforme de ce miARN, cela sera précisé. 
 

1.1. Effet de l’absence d’AGO2 sur l’infection par MCMV 
 
Dans le but de tester l’impact de AGO2, nous disposons au laboratoire de fibroblastes 
embryonnaires de souris (MEF) isolées à partir de souris sauvage (wt) ou mutées dans le gène 
Ago2 (AGO2-/-). Afin de comparer l’évolution du titre viral en présence ou absence de AGO2, 
nous avons infecté des cellules MEF wt ou AGO2-/- par MCMV à une multiplicité d’infection de 
1 particule virale par cellule (Multiplicity of infection (MOI) = 1). Le milieu de culture a été 
ensuite prélevé après 24, 48 ou 72 hpi et analysé par la production virale qui a été quantifiée 
par plage de lyse sur des cellules MEF wt. On peut voir qu’en l’absence d’AGO2, le MCMV 
s’accumule en quantité plus faible, ce qui suggère qu’AGO2 joue un rôle positif pour MCMV 
dans ces conditions expérimentales (Figure 22). 
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Figure 22 : Titre viral de MCMV dans le milieu de culture après infection. 

Des cellules MEF wt et MEF AGO2-/- ont été infectées à MOI = 1 pendant 24, 48 ou 72 hpi. PFU, particle forming unit. 

 
1.2. Effet de l’absence d’AGO2 sur le TDMD de miR-27 induit par MCMV 

 
1.2.1. Infection par le MCMV sur cellules adhérentes 

 
Nous voulons mettre en évidence le profil d’accumulation de miR-27 en présence et absence 
d’AGO2 après 0 et 48h d’infection par MCMV. Pour ce faire, j’ai infecté à une MOI de 1 des 
cellules MEF wt ou AGO2-/- avec du MCMV sauvage ou un mutant appelé MCMVmut168 qui 
est muté au niveau du site viral ciblé par miR-27. 

 
 
Figure 23 : Analyse par northern blot de miR-27 dans des MEF wt ou AGO2-/- et quantification du signal. 

MEF wt ou AGO2-/- infectées par le MCMV sauvage ou muté dans le gène m168. U6 a été utilisé comme contrôle de charge 
sur le northern blot (panneau de gauche). Le graphique de droite représente le ratio miR-27 / contrôle (U6 ou bande 
aspécifique) après quantification des différentes bandes issues de 3 expériences différentes de MEF wt ou AGO2-/- infectées 
par le MCMV sauvage à 0hpi ou 48hpi. Le jaune correspond au Northern du panneau de gauche. La significativité du ratio 
entre 2 conditions est vérifiée par un t-test p < 0,05 (astérisque). 

 
L’analyse par northern blot de l’ARN extrait de cellules MEF wt révèle qu’au bout de 48 h 
d’infection par MCMV miR-27 a quasiment disparu. En revanche, et comme attendu, 
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l’infection de ces cellules par le virus muté m168 n’a aucun impact sur miR-27. La situation est 
différente dans les cellules MEF AGO2-/- où on peut voir qu’après 48 h d’infection, le niveau 
de miR-27 a baissé, mais qu’il est encore détectable. Par ailleurs, on peut voir l’accumulation 
de formes plus longues de ce miARN. Dans les cellules AGO2-/- infectées par le virus mut168, 
on ne voit pas d’effet significatif sur l’accumulation de miR-27 (Figure 23). La présence d’AGO2 
semble donc également requise pour que le TDMD de miR-27 ait lieu durant l’infection par 
MCMV. Cela peut refléter le retard d’accumulation du virus, ou peut indiquer une contribution 
différente des Argonautes au phénomène de TDMD. 
 
La dégradation de miR-27 par MCMV est utilisée pour avoir une idée de l’infection qui est 
déterminée par analyse par northern blot de l’accumulation de ce miARN. La technique 
d’infection par le MCMV des cellules en culture au laboratoire est la suivante : le virus est 
introduit dans le milieu de culture des cellules adhérentes et la plaque subi une centrifugation 
de 30 min à 800 g (c’est le temps 0 h) suivi d’une heure d’incubation à 37°C avant que le milieu 
ne soit remplacé. Cette technique permet d’augmenter d’au moins un facteur 10 la MOI par 
rapport à ce qu’elle serait avec une infection sans centrifugation (Osborn and Walker, 1968). 
 

1.2.2. Infection par le MCMV sur cellules détachées 
 
Comme nous le verrons plus loin, j’ai également utilisé une autre technique d’infection afin 
d’être capable d’infecter un très grand nombre de cellules de manière coordonnée. Il s’agit de 
la spinoculation sur cellules détachées qui est une technique généralement utilisée pour 
infecter des celllules avec des rétrovirus (Forestell et al., 1996). Dans la spinoculation, les 
cellules à infecter sont tout d’abord détachées puis mélangées avec le virus pendant 30 min 
avant d’être centrifugées 2 h à 350 g, enfin elles sont remises en plaque de culture. Pour 
comparer l’efficacité d’infection de cette technique par rapport à la technique classique 
décrite plus haut, j’ai réalisé des cinétiques d’infection par spinoculation par le MCMV 
(MOI = 1) de cellules MEF WT ou AGO2-/- avant de déterminer l’efficacité de TDMD de miR-27 
par northern blot. 
 
La spinoculation permet d’infecter de manière efficace les cellules MEF wt comme le met en 
évidence la diminution de l’accumulation de miR-27 à 36h d’infection. Par ailleurs, on peut à 
nouveau observer que l’infection des cellules MEF AGO2-/- et le TDMD de miR-27 est moins 
efficace. On note également l’accumulation de formes plus longues de miR-27 dans ces 
cellules (Figure 24). Cependant, à MOI égale, il semblerait que cette technique d’infection est 
un peu moins efficace que la technique classique. Lorsque cela sera nécessaire j’utiliserai donc 
cette technique d’infection en utilisant des MOI plus élevées (de 2 à 5). 
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Figure 24 : Analyse par northern blot révélant miR-27 dans les cellules MEF wt ou AGO2-/-. 

Les cellules ont été infectées avec une MOI de 1 par spinoculation. U6 sert de contrôle de charge.  

 
1.3. Effet de l’absence d’AGO2 sur l’accumulation et le chargement des miARN viraux 

 
1.3.1. Accumulation des petits ARN dans la cellule en absence d’AGO2 

 
Pour comparer l’accumulation de certains miARN cellulaires et viraux nous avons infecté des 
MEF wt ou AGO2-/- par MCMV (MOI = 1) pendant 24 h avant d’en extraire les ARN que nous 
avons analysés par northern blot (Figure 24). Les résultats confirment les observations 
précédentes concernant le TDMD de miR-27 qui est bien induit dans les cellules MEF wt, mais 
pas dans les MEF AGO2-/-. Les miARN cellulaires miR-23 (qui est exprimé à partir du même 
cluster que miR-27) et miR-16, utilisés comme contrôles ne semblent pas impactés par la 
présence du virus. Par contre le niveau de ces miARN est beaucoup plus faible dans les MEF 
AGO2-/-. Cela n’est pas dû à un défaut de biogenèse car le précurseur pre-miR-16 n’est pas 
moins présent dans les MEF AGO2-/- que dans les MEF wt. Les miARN viraux M01.1, M01.2 et 
M55.1 s’accumulent tous à un niveau beaucoup plus faible dans les cellules dépourvues 
d’AGO2. Là encore, l’accumulation équivalente, voire plus forte, du précurseur pre-miR-M01.2 
montre que ce n’est pas un problème d’expression du miARN ou de défaut d’infection. 
Les miARN cellulaires et viraux peuvent donc être plus ou moins impactés par l’absence 
d’AGO2. Il semble logique que la plupart des miARN soient moins présents en absence de 
l’Argonaute la plus importante chez les mammifères, puisque l’on sait que les miARN non-
chargés sont moins stables et inversement. On sait aussi cependant que l’absence d’AGO2 
conduit à une régulation à la hausse de AGO1 (Matsui et al., 2015). Le niveau de miR-27 par 
contre est comparable dans les cellules non-infectées avec ou sans AGO2. 
Il faut à présent déterminer si les miARN que nous détectons par northern blot sont chargés 
sur une protéine Argonaute ou libre dans la cellule. 
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Figure 25 : Accumulation des miARN viraux et cellulaires en présence ou absence d’AGO2 et leurs quantification. 

Des cellules MEF wt ou AGO2-/-, infectées ou non par MCMV (MOI = 1), ont été cultivées pendant 24h. L’ARN a été extrait et 
analysé par northern blot pour révéler les miARN indiqués (Panneau de gauche). Représentation de la quantification des 
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bandes spécifiques de chaque northern blot du panneau de gauche, pour chaque ARN la condition MEF wt infectée par le 
MCMV (en vert) sert à définir l’unité en fonction de laquelle la quantification des autres conditions sont exprimées (Panneau 
de droite). 

 
1.3.2. Accumulation des petits ARN chargés en absence d’AGO2 

 
Pour caractériser les petits ARN chargés dans les protéines Argonautes en présence et absence 
d’AGO2 nous avons choisi une technique de chromatographie d’affinité basée sur un peptide 
dérivé de TNRC6B humain et étiqueté Flag (Flag-T6Bwt). TNRC6B est un partenaire bien connu 
des protéines Argonautes, et l’équipe de G. Meister a déterminé la séquence minimale 
d’interaction avec les protéines Argonautes (Hauptmann et al., 2015). La protéine TNRC6B 
possède 3 sites d’interactions riche en résidus tryptophane disponibles pour les Argonautes 
mais ces derniers ne possèdent qu’un seul site disponible pour TNRC6 (Elkayam et al., 2017). 
Le peptide utilisé lui ne contient qu’un seul site interagissant avec les Argonautes. Une version 
du peptide muté (remplacement des résidus W par des A) au niveau du site d’interaction avec 
les Argonautes (Flag-T6Bmut) sert de contrôle de pêche. 
 

1.3.2.1. Vérification de la capacité de pêche du peptide  
 
Pour vérifier que le peptide T6Bwt permet la pêche des Argonautes dans les cellules MEF, 
nous avons réalisé cette chromatographie d’affinité sur des cellules MEF wt ou AGO2-/- en 
utilisant le peptide wt ou muté. L’analyse par western blot indique que AGO2 est bien retrouvé 
dans la pêche faite avec le peptide T6Bwt, les bandes situées à 40 kDa sont aspécifiques 
(Figure 26). Nous ne disposons malheureusement pas d’anticorps efficaces pour reconnaître 
les autres Argonautes de souris AGO1, AGO3 ou AGO4. 
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Figure 26 : Western blot de la chromatographie d’affinité avec T6B. 

Des cellules MEF wt ou AGO2-/- ont été lysées et une pêche d’affinité a été effectuée avec le peptide T6Bwt ou T6Bmut avant 
de réaliser une immunoprécipitation avec un anticorps anti-FLAG. Panneau du haut : révélation avec un anticorps anti-
mAGO2. Panneau du bas : révélation avec un anticorps anti-tubuline. 

 
La validité de la pêche ne pouvant être déterminée par western blot que pour AGO2, nous 
avons néanmoins réalisé la même chromatographie d’affinité en triplicat sur des cellules MEF 
wt dans le but de réaliser une analyse des protéines par spectrométrie de masse. Bien que 
l’expérience n’ait pas fonctionné de manière optimale et qu’un très faible nombre de 
protéines ait été identifié, nous avons identifié des peptides pour AGO1, AGO2 et AGO3 
(Tableau 2). L’absence d’AGO4 peut s’expliquer que cette dernière n’est que très faiblement 
ou pas exprimée dans les cellules somatiques de mammifères (Valdmanis et al., 2012). Le 
peptide T6Bwt permet donc bien l’interaction avec les trois protéines Argonaute présentes 
dans les cellules MEF. 
 

 
Tableau 2 : Protéines Argonautes identifiées par spectrométrie de masse après immunoprécipitation avec le peptide Flag-T6B. 

 
1.3.2.2. Accumulation des petits ARN chargés dans les Argonautes 

 
Pour vérifier l’abondance des miARN endogènes et viraux chargés en présence et absence 
d’AGO2, nous avons réalisé une pêche des protéines Argonautes avec la technique décrite 
précédemment dans des cellules MEF wt ou AGO2-/- infectées ou non par le MCMV (MOI = 2, 
24 hpi). J’ai réalisé l’immunoprécipitation avec un anticorps anti-Flag sur une quantité 
équivalente de protéines totales. Ensuite, j’ai extrait l’ARN du lysat de départ (input) ou après 
immunoprécipitation, et les ARN ont été analysés par northern blot. On peut voir figure 27 
que miR-27 est bien dégradé lors de l’infection dans les cellules wt infectées. Dans cette 
expérience, il semble qu’il soit également légèrement dégradé dans les cellules AGO2-/-, bien 
que de manière moins prononcée. Dans l’IP, il apparaît que miR-27 est moins associé aux 
protéines Argonautes dans les cellules wt infectées, ce qui indique qu’il est bien relargué après 
induction du TDMD. Dans les cellules AGO2-/-, on peut toujours détecter le miR-27, ce qui 
pourrait potentiellement expliquer le TDMD moins efficace. Dans l’input et les IP, miR-16 est 
moins exprimé dans les MEF AGO2-/- mais cela est vrai que les cellules soient infectées ou non. 
Le miARN viral miR-M01.2 est quant à lui beaucoup moins présent dans l’input et dans l’IP 
lorsque AGO2 est absent. 
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Figure 27 : Analyse par northern blot de miARN cellulaires et viraux chargés sur Argonaute. 

Des MEF wt ou AGO2-/- ont été infectées ou non avec MCMV, après lyse cellulaire (INPUT) une chromatographie d’affinité 
ave T6B a été réalisée (IP).  

 
Globalement ces résultats montrent que l’absence d’AGO2 ne produit pas le même effet sur 
le chargement des tous les miARN et que le TDMD de miR-27 est perturbé en absence d’AGO2. 
Le MCMV est un virus qui produit son propre contingent de miARN qui jouent un rôle 
important pour l’infection. Il est important à ce stade d’obtenir une vue d’ensemble des 
perturbations induites par l’absence d’AGO2, afin de savoir si la diminution de l’efficacité 
d’infection par MCMV dans ce contexte est plutôt associée au défaut d’accumulation de 
miARN viraux ou à l’absence de TDMD. Le meilleur moyen de répondre à ces questions est de 
générer des données de séquençage à haut-débit des petits ARN à partir de cellules wt ou 
AGO2-/- et sur des ARN totaux ou après immunoprécipitation des protéines Argonautes.  
 

1.4. Caractérisation globale des profils de petits ARN 
 
Pour caractériser le chargement des miARN cellulaires et viraux en présence ou absence 
d’AGO2 nous avons séquencé l’ensemble des petits ARN totaux ou chargés en construisant 
des banques de petits ARN. Celles-ci ont été produites dans les 4 conditions suivantes : MEF 
wt ou AGO2-/- en condition saines ou d’infection par le MCMV. Pour sélectionner les petits 
ARN chargés nous avons pêchés les protéines Argonautes, chaque pêche ayant été faite en 
triplicat à partir d’un lysat cellulaire unique en utilisant un peptide T6Bwt. Pour l’extrait de 
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départ, nous avons effectué un fractionnement de taille pour sélectionner uniquement les 
ARN d’une taille comprise entre 18 et 30 nucléotides. 
Au final, nous avons donc 16 échantillons identifiés comme suit : le contexte cellulaire par : 
MEF-WT ou MEF-AGO2-/-, le traitement subi par les cellules : MOCK ou MCMV et s’il s’agit des 
petits ARN chargés sur Argonaute ou totaux : IP1, IP2, IP3 ou Input. 
 

1.4.1. Constitution d’une banque de petits ARN 
 
Les cellules MEF WT et MEF AGO2-/- qui ont été cultivées en présence ou non de MCMV 
(MOI = 2, 24 hpi) sont lysées et une partie de l’extrait cellulaire est directement utilisé pour 
en extraire les ARN (Input). La partie majoritaire du lysat est utilisée pour faire une 
chromatographie d’affinité à l’aide du peptide Flag-T6Bwt retenu sur des billes anti-Flag 
(Hauptmann et al., 2015). Les billes sont finalement plongées dans le TRIzol pour en extraire 
l’ARN. Afin d’éliminer tout autre source d’ARN que les petits ARN tous les échantillons sont 
sélectionnés par passage sur gel de polyacrylamide. Les petits ARN sont découpés sur le gel et 
resolubilisés pour pouvoir y ajouter un adaptateur en 3’ et purifiés à nouveau sur gel de 
polyacrylamide. La même manipulation est effectuée après ajout d’un adaptateur en 5’. Après 
transcription inverse, un code-barre est ajouté en 3’ par PCR. Enfin les banques sont purifiées 
par passage sur un gel de polyacrylamide une dernière fois. Tous les échantillons peuvent être 
mélangés pour un séquençage sur un séquenceur Illumina HiSeq4000. C’est le traitement 
informatique des données qui permet de réattribuer les séquences au bon échantillon grâce 
au code-barre. 
 

1.4.1.1. Traitement des données informatiques 
 
Le traitement informatique des données de séquençage obtenues a été réalisé par Béatrice 
Chane-Woon-Ming, bio-informaticienne au CNRS. La première étape consiste à séparer les 
millions de séquences en 16 fichiers distincts en fonction des codes-barres identifiés sur la 
séquence, cette étape est réalisée par la plate-forme de séquençage. La deuxième étape est 
d’éliminer totalement les séquences difficilement traitables qui ne contiennent pas les 
séquences correspondantes aux adaptateurs 3’ et 5’ ligués pendant la fabrication de la 
banque. Il subsiste les séquences qui contiennent les séquences des petits ARN présents dans 
les différents échantillons dont on ne conserve que celles dont la longueur est comprise entre 
18 et 32 nucléotides. Le tableau 3 récapitule le nombre de séquences totales et le nombre de 
séquences éliminées à chaque étape. Seules 4-5 % des lectures sont éliminées à ce moment 
du traitement des données. 
Les séquences obtenues sont ensuite alignées sur les génomes de référence de Mus musculus 
et de MuHV-1 afin d’éliminer les séquences que l’on ne peut pas attribuer ce qui représente 
encore 1 à 6 % des lectures.  
Pour vérifier la qualité des banques de petits ARN il a fallu vérifier le pourcentage des 
séquences identifiées et alignées sur les génomes de références qui correspondent à un 
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miARN connu dans les différents échantillons, inputs et IP. Dans les inputs, de 43 à 85 % des 
lectures attribuées correspondent à un miARN mais dans les échantillons issus des IP qui 
doivent contenir les séquences chargées sur les Argonautes, plus de 96% des séquences 
correspondent à une séquence de miARN existant dans la base de données miRBase (Griffiths-
Jones, 2010; Griffiths-Jones et al., 2006, 2008; Kozomara and Griffiths-Jones, 2011, 2014; 
Kozomara et al., 2019) ce qui valide également la technique de la pêche et la qualité des 
banques. 
En ce qui concerne la présence de miARN viraux, les échantillons réalisés à partir de cellules 
non-infectées n’en contiennent qu’une fraction infinitésimale (due à des erreurs d’attribution 
de code-barres ainsi qu’à une éventuelle contamination pendant les manipulations 
d’échantillons). En revanche, en condition d’infection on retrouve environ 2 % de miARN 
viraux dans les MEF wt et 1,2 % dans les MEF AGO2-/-. Ces pourcentages sont faibles par 
rapport à ce qui était attendu après 24 h d’infection (25 %) (selon des données non-publiées), 
il est donc probable que l’infection initiale du MCMV a tout simplement été moins forte que 
celle qui avait été effectuée dans l’expérience de référence. Il faut toutefois garder à l’esprit 
que les données précédentes et non-publiées avaient été réalisées sur des cellules 3T3 qui 
s’infectent globalement mieux que les MEF. 
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Tableau 3 : Répartition des séquences après les premières étapes d’analyse des données de séquençage des petits ARN dans 
les différents échantillons. 

 MEF-WT-MOCK-input MEF-WT-MOCK-IP1 MEF-WT-MOCK-IP2 MEF-WT-MOCK-IP3 
 Read #  Read % Read # Read % Read # Read % Read # Read % 
Données brutes 18466670  25598489  21874267  18549647  
Filtre (3' et 5’ adapteur ) 705581  696175  806346  986563  
Filtre taille (taile < 18 ou > 32 nt) 293204  77127  65125  427678  
         
Après pré-traitement 17467885  24825187  21002796  17135406  
Séquences non-alignées 572264  346036  314731  1035351  
Séquences alignées 16895621 100 24479151 100 20688065 100 16100055 100 
mmu+mcmv miRs 14384103 85,135 23627421 96,521 19897703 96,180 12573013 78,093 
         
mmu+mcmv miRs 14384103 100 23627421 100 19897703 100 12573013 100 
mmu miRs 14383490 99,996 23626866 99,998 19897157 99,997 12572618 99,997 
mcmv miRs 613 0,004 555 0,002 546 0,003 395 0,003 
         

 MEF-WT-MCMV-input MEF-WT-MCMV-IP1 MEF-WT-MCMV-IP2 MEF-WT-MCMV-IP3 
 Read #  Read % Read # Read % Read # Read % Read # Read % 
Données brutes 21156599  18231816  17228154  18548829  
Filtre (3' et 5’  adapteur ) 2299939  836621  975435  878129  
Filtre taille (taile < 18 ou > 32 nt) 115389  51305  14334  15525  
         
Après pré-traitement 18741271  17343890  16238385  17655175  
Séquences non-alignées 980698  309662  173773  178908  
Séquences alignées 17760573 100 17034228 100 16064612 100 17476267 100 
mmu+mcmv miRs 13537868 76,224 16473219 96,707 15600105 97,109 16991749 97,228 
         
mmu+mcmv miRs 13537868 100 16473219 100 15600105 100 16991749 100 
mmu miRs 13281981 98,110 16167411 98,1436 15257062 97,801 16578450 97,568 
mcmv miRs 255887 1,890 305808 1,8564 343043 2,199 413299 2,432 
         

 MEF-AGO2KO-MOCK-input MEF-AGO2KO-MOCK-IP1 MEF-AGO2KO-MOCK-IP2 MEF-AGO2KO-MOCK-IP3 
 Read #  Read % Read # Read % Read # Read % Read # Read % 
Données brutes 19942472  20978413  23830212  22739714  
Filtre (3' et 5’  adapteur ) 790521  594598  688609  746415  
Filtre taille (taile < 18 ou > 32 nt) 685715  91230  78024  103438  
         
Après pré-traitement 18466236  20292585  23063579  21889861  
Séquences non-alignées 1123551  171411  192493  185865  
Séquences alignées 17342685 100 20121174 100 22871086 100 21703996 100 
mmu+mcmv miRs 12553418 72,385 19454076 96,685 22144006 96,821 21013698 96,819 
         
mmu+mcmv miRs 12553418 100 19454076 100 22144006 100 21013698 100 
mmu miRs 12552901 99,996 19453582 99,997 22143454 99,998 21013260 99,998 
mcmv miRs 517 0,004 494 0,003 552 0,002 438 0,002 
         

 MEF-AGO2KO-MCMV-input MEF-AGO2KO-MCMV-IP1 MEF-AGO2KO-MCMV-IP2 MEF-AGO2KO-MCMV-IP3 
 Read #  Read % Read # Read % Read # Read % Read # Read % 
Données brutes 17513093  23975423  27528602  17824455  
Filtre (3' et 5’  adapteur ) 610278  945268  1419048  1007012  
Filtre taille (taile < 18 ou > 32 nt) 62963  30934  19619  14832  
         
Après pré-traitement 16839852  22999221  26089935  16802611  
Séquences non-alignées 1239030  169452  195618  132028  
Séquences alignées 15600822 100 22829769 100 25894317 100 16670583 100 
mmu+mcmv miRs 6753144 43,287 22030081 96,497 25023466 96,637 16077730 96,444 
         
mmu+mcmv miRs 6753144 100 22030081 100 25023466 100 16077730 100 
mmu miRs 6659355 98,6112 21772649 98,831 24737186 98,856 15887566 98,817 
mcmv miRs 93789 1,3888 257432 1,169 286280 1,144 190164 1,183 
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Figure 28 
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Figure 28 : Heat map des miARN cellulaires et viraux dans la banque de petits à ARN. 

Le nombre de lectures par millions est exprimé avec une échelle logarithmique de base 2. Est représentée ici l’union des 
miARN présents avec au moins 10 lectures par million dans l’input dans chaque échantillon. (Une version plus grande se 
trouve en annexe 1) 

 
1.4.1.2. Analyse des données de séquençage 

 
Une fois que la banque de petits ARN est débarrassée des séquences que l’on ne peut 
attribuer aux miARN, le nombre de séquences obtenues pour chaque miARN ne peut être 
utilisé de manière brute. Le nombre de lectures obtenues pour un miARN donné à l’intérieur 
d’un échantillon doit être normalisé si on veut pouvoir le comparer aux lectures obtenues 
dans les autres échantillons. En effet, la dernière étape qui est réalisée lors de la fabrication 
de la banque de petits ARN est une PCR dont le nombre de cycle est adapté à la quantité 
d’ADNc obtenue après l’étape de transcription inverse, il se peut donc qu’il y ait une différence 
entre les échantillons. Pour ce faire, on compare le nombre de lectures par millions de 
séquences identifiée à l’intérieur de l’échantillon.  
Ces résultats sont utilisés pour constituer un Heat map (ou carte de fréquentation) (Figure 28) 
qui permet de faire apparaître avec un code couleur le nombre de lectures par millions avec 
une échelle logarithmique de base 2. Seuls les miARN qui ont au moins 10 séquences dans au 
moins un input sont sélectionnés. Avant de m’intéresser aux miARN cellulaires et viraux dont 
l’expression est influencée par le virus ou l’absence d’AGO2, je vais faire une observation 
globale sur les échantillons Inputs et leurs IP correspondantes. 
De manière intéressante, on n’observe pas de miARN qui sont plus présents dans l’IP que dans 
l’Input. La figure 29 montre les miARN dont les niveaux sont le plus différents entre Input et 
IP et tous ces miARN sont moins présents dans les IP. Par ailleurs, l’abondance de ces miARN 
est globalement faible et la plupart dont miR-5119, miR-6481, miR-5126, miR-6236, miR-3535, 
miR-5121, miR-2137 et miR-5099 n’ont à ce jour pas de fonction associée. miR-1291 a été 
associé à l’inhibition du développement de cancer de la prostate en favorisant la phase S 
plutôt que la transition vers la mitose (Cai et al., 2019). miR-1949 a été associé à des 
dysfonctions rénales (Fay et al., 2018) et au cancer de la vessie (Wang et al., 2015). miR-6539 
est inversement lié DNMT3B (une DNA methyl-transférase) qui permet la reprogrammation 
cellulaire en ciblant une séquence codante (Wu et al., 2017). miR-3963 a été lié à la 
différenciation des myoblastes (Katase et al., 2015). Enfin miR-5100 sert de biomarqueur pour 
le diagnostic de récurrence certains cancers tels que celui du colon (Jacob et al., 2018) ou des 
poumons (Wang et al., 2017).  
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Figure 29 : Heat map des miARN cellulaires montrant une différence entre Input et IP. 

1.4.1. Effet de l’infection sur les miR 
 
Si on recherche les miARN qui sont différemment exprimés pendant l’infection par le MCMV 
on retrouve les miARN viraux. On peut constater que l’infection est clairement établie dans 
tous les échantillons concernés (Figure 30).  
 

 
Figure 30 : Heat map des miARN viraux. 

 
1.4.2. Effet de l’absence d’AGO2 

 
1.4.2.1. Effet de l’absence d’AGO2 sur les miARN cellulaires 

 
L’immense majorité des miARN sont soit peu impactés soit impactés négativement par 
l’absence d’AGO2. Mais certains miARN sont plus présents en absence d’AGO2 (Figure 31). 
Parmi les plus exprimés sans AGO2, on trouve les miR-344d-3p, miR-344-3p, miR-334d-3-5p, 
miR-344i dont les gènes sont proches sur le chromosome 7 et parmi lesquels le miR-344-3p a 
été associé à l’inhibition de la différenciation cellulaire dans les adipocytes (Chen et al., 2014). 
Le miR-615-5p est également légèrement enrichi dans les cellules AGO2-/-, et celui-ci est 
considéré comme suppresseur de tumeur car il inhibe la prolifération cellulaire (Dong et al., 
2018). Il a également été associé à la régulation de l’angiogénèse en ciblant AKT (Protéine 
kinase B). Enfin, les deux bras du miR-10a, -3p et -5p, sont tous les deux plus exprimés dans 
les cellules AGO2-/-. miR-10a-5p est même le miRNA dont l’abondance est la plus augmentée 
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(environ 1000 fois). Ce dernier a été impliqué dans la régulation de l’apoptose en ciblant les 
gènes de la Phosphatidylinositol 3 Kinase (PI3K) et l’AKT (Zhang et al., 2019). 
 

 
Figure 31 : Les miARN cellulaires plus exprimés dans les MEF AGO2-/-. 

 
1.4.2.2. Effet de l’absence d’AGO2 sur les miARN viraux 

 
Le but est de voir s’il existe des disparités dans le chargement des petits ARN viraux en 
fonction de la présence ou de l’absence de AGO2. Pour cela nous avons comparé les 
échantillons qui recèlent les miARN chargés en condition infectée uniquement c’est à dire IP1 
IP2 et IP3 de MEF-WT-MCMV comparés à IP2, IP2 et IP3 de MEF-AGO2KO-MCMV. L’analyse 
en composante principale des échantillons montre que les conditions AGO2KO-MCMV et WT-
MCMV sont regroupées entre elles à l’exception de WT-IP1 (Figure 32). La méthode d’analyse 
en composante principale permet d’analyser des données pour identifier les origines de 
différence entre objets suivant deux (ou plus) dimensions. 

 
Figure 32 : Analyse en composante principale des conditions avec infection et IP. 

Le carré rouge et le carré noir symbolisent les points moyens des triplicats. 
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Tableau 4 : LFC des miARN viraux chargés dans MEF-WT et MEF-AGO2-/-. 

Le facteur d’enrichissement des miARN viraux entre les deux conditions infectées comparées est exprimé en facteur 
multiplicateur en Log2 (Log2 Fold Change : LFC). lfcSE est la valeur de l’erreur moyenne et les miARN sont classés en fonction 
de la valeur des p-valeurs ajustées. En rouge apparaissent les miARN significativement plus chargés en présence d’AGO2 et 
en bleu apparaissent les miARN significativement plus chargés en absence d’AGO2 (p < 0,05). 

 
La comparaison des taux d’enrichissement entre les échantillons MEF AGO2-/- et MEF WT pour 
les miARN viraux montrent une grande disparité entre les miARN (Tableau 4). miR-m108-2-
5p.1, miR-M55-1, miR-m108-2-3p, miR-M87-1, miR-m88-1-3p, miR-m59-1, miR-m21.1, miR-
m108-2-5p.2, miR-M23-1-5p, miR-M23-1-3p, miR-M23-2 -5p et miR-m108-1-3p sont 
significativement plus exprimés en présence d’AGO2. S’il n’est pas surprenant que la plupart 
des miARN viraux se retrouvent significativement en plus grand pourcentage dans les MEF WT 
(LFC négatif et en rouge si la p-value est significative) il en existe néanmoins qui sont plus 
chargés dans les MEF AGO2-/- (LFC positif et en bleu si la p-value est significative). Il y en a 
quatre, miR-m108-1-5p, miR-m01-3-5p, miR-m88-1-5p et miR-m01-1 qui sont 
significativement plus chargés en absence d’AGO2. 
 
Il y a donc 12 miARN viraux que l’on retrouve significativement plus chargés dans les protéines 
Argonaute lorsque AGO2 est présent ce qui montre que AGO2 doit être responsable du 
chargement des miARN nouvellement générés lors de l’infection du MCMV. Il est vrai que lors 
de la constitution de cette banque de petits ARN seulement 2 % des miARN sont des miARN 
viraux dans les conditions infectées. Mais d’autres infections plus fortes au laboratoire ont 
montré que ce pourcentage peut monter jusqu’à 25 % au bout de 24 h d’infection. Il a déjà 
été montré que les miARN viraux ont une grande importance pour la mise en place de 
l’infection in vivo, par exemple miR-M23-2 (Dölken et al., 2010). Il est donc possible qu’outre 
l’absence d’AGO2 qui est l’Argonaute la plus importante, les miARN viraux soient 
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défavorablement chargés dans les autres Argonautes. Globalement l’absence d’AGO2 
porterait atteinte à la mise en place de l’infection par le MCMV en nuisant à la quantité des 
miARN viraux chargés. 
 

1.4.3. TDMD de miR-27 
 
Outre l’analyse de l’importance d’AGO2 pour l’accumulation des miARN viraux, nous avons 
également analysé l’impact de son absence sur la mise en place du TDMD de miR-27. Comme 
nous l’avons mentionné plus haut, il existe deux isoformes de miR-27, miR-27a et miR-27b. 
Les deux variants ne diffèrent que par un nucléotide à l’antépénultième position en 3’ du 
miARN ce qui induit un wobble G:U supplémentaire par rapport à miR-27a dans l’interaction 
faite avec la cible m169 (Figure 33). 
 

 
Figure 33 : Appariement de miR-27a et miR-27b avec leur cible sur m169. 

 
L’analyse des banques de petits ARN en condition d’infection pas le MCMV nous permettra 
de décortiquer de manière fine le TDMD de miR-27a et b ainsi que le rôle joué par AGO2 dans 
ce processus. 
 

1.4.3.1. Effect de l’infection par MCMV sur miR-27 
 
Les figures 34 et 35 compilent les pourcentages de miR-27a et b respectivement en fonction 
de leur taille par échantillon en faisant la moyenne dans les échantillons IP. On peut observer 
une tendance se dégager pour miR-27a : il semble que miR-27a soit plus allongé d’un ou 
plusieurs nucléotides lorsqu’il y a infection par le MCMV que ce soit dans les MEF-WT (36,3 % 
contre 24,5 %) ou dans les MEF-AGO2-/- (49,1 % contre 42,3 %) (Figure 34). La tendance est 
moins marquée pour miR-27b : dans les MEF-WT, miR-27b apparaît un peu plus souvent 
allongé en cas d’infection (12,6 % contre 6,4 %) mais dans les MEF-AGO2-/- il y a plus de formes 
normales et moins de formes raccourcies (Figure 35). Il est bien sûr possible que le niveau 
d’infection étant assez bas il est plus difficile de détecter des différences nettes. En revanche, 
il n’y a pas de différences importantes entre les miR-27 chargés et les mi-27 totaux (Inputs) 
sauf pour miR-27a dans les MEF sauvages non-infectées qui sont majoritairement raccourcies 
(trimmed) dans les Inputs. 
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Figure 34 : des formes normales (WT), allongées (tailing) ou dégradées (trimming) d’au moins un nucléotide de miR-27a. 

Graphique de gauche : IP et graphique de droite : Inputs. 

 

 
Figure 35 : Distribution des formes normales (WT), allongées (tailing) ou dégradées (trimming) d’au moins un nucléotide de 
miR-27b. 

 Graphique de gauche : IP et graphique de droite : Inputs. 
 

1.4.3.2. Expression et dégradation de miR-27 après infection par le MCMV 
 
L’analyse du pourcentage de miARN que représentent miR-27 a et b en totalité dans les 
échantillons IP en moyenne révèle une différence intéressante (Figure 36). En effet, miR27a 
en condition MOCK représente 1,78 % des miARN totaux dans les MEF wt, mais cette valeur 
monte à 5,91 % dans les MEF_AGO2-/-. Cela explique certainement que sur les northern blots 
miR-27 apparaisse autant exprimé en absence d’AGO2 alors que la plupart des autres miARN 
analysés semblent moins exprimés. Puis, dans les deux lignées et pour les deux isoformes de 
miR-27, on constate une diminution de leur accumulation dans les cellules infectées. 
Curieusement, miR-27b ne suit pas la même tendance, et semble même globalement moins 
exprimé dans les cellules AGO2-/-. On peut également observer que contrairement aux 
observations effectuées lors des analyses par northern blot, les niveaux de miR-27 a et b 
diminuent beaucoup lors de l’infection même dans les lignées AGO2-/-. miR-27a est transcrit 
dans un cluster avec miR-23a et miR-24 or ces trois miARN ne réagissent pas de la même 
manière lorsque nous comparons les 2 lignées lors de l’infection dans les IP. 
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Figure 36 : Pourcentage moyen de miR-27a et b parmi les miARN chargés (IP). 

 
Si on considère que l’augmentation du nombre de forme rallongées est le signe de la mise en 
place du TDMD on peut également faire la constatation que la forme majoritaire de miR-27 a 
et b, dans tous les triplicats infectés, est la forme wt (21 nucléotides) sauf dans les AGO2-/- 
pour miR-27a où c’est la forme mono-uridylée (22 nucléotides) (voir tableau 5). 
 

 

 
Tableau 5 : Les formes majoritaires de miR-27a dans les échantillons infectés. 
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2. Détermination de l’interactome d’AGO2 en réponse à l’infection 
 
Nous avons établi qu’AGO2 joue un rôle particulièrement important pour l’établissement de 
l’infection par le MCMV d’abord pour le chargement des miARN viraux mais aussi parce qu’il 
est impliqué dans le TDMD de miR-27 même si cette fonction peut certainement être 
complémentée dans les autres AGO. Nous voulons par conséquent étudier l’interactome 
d’AGO2 pour trouver des nouveaux facteurs importants pour le virus et jouant un rôle au 
niveau de d’AGO2. 
 
Le but principal de cette expérience est de mettre à jour l’interactome d’AGO2 en condition 
de culture normale et en condition d’infection par le MCMV. En parallèle, nous avons 
également utilisé un autre virus, le virus de sindbis (SINV). Pour cela j’ai utilisé une technique 
d’identification des interactions protéine-protéine (PPI) couplée à de la spectrométrie de 
masse : le ‘proximity labelling’ BioID2. La comparaison statistique des résultats obtenus dans 
les différentes conditions doit nous permettre de dresser une liste de facteurs candidats 
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impliqués dans la l’établissement de l’infection du MCMV au niveau de AGO2. Je commencerai 
par montrer les résultats de la mise au point de cette approche. 

2.1. Résultat du BioID (BirA*) 
 
Une première tentative de biotinylation de l’interactome d’AGO2 a été faite en utilisant la 
technique de BioID grâce à une lignée cellulaire générée préalablement au laboratoire par un 
précédent doctorant, Dr Semih Cetin. Cette lignée exprime la biotine ligase de E. coli BirA* en 
fusion avec mAGO2 dans des cellules MEF AGO2-/-. Pour cette expérience, les cellules non-
infectées (MOCK) ou infectées par le MCMV (MOI = 2) sont traitées avec de la biotine 50 µM 
pendant 24 h. Puis les cellules sont lysées, les protéines biotinylées sont pêchées par affinité 
à l’aide de billes streptavidine et le résultat est analysé par spectrométrie de masse. 
 

 
Tableau 6 : Extrait des résultats de spectrométrie de masse obtenue par BioID d’AGO2.  

 
Le Tableau 6 résume les principaux résultats obtenus dans cette expérience. Le nombre total 
de protéines identifié est relativement faible (environ 70). De plus, sur environ 4000 spectres 
obtenus par échantillons, la moitié provient de la streptavidine des billes. De plus, Il existe 4 
protéines majeures naturellement biotinylées chez la souris et plus généralement chez les 
mammifères : l’acetyl-Coenzyme A carboxylase alpha (ACACA), la pyruvate carboxylase (PYC), 
la methylcrotonoyl-Coenzyme A carboxylase 1 (MCCA) et la propionyl-Coenzyme A 
carboxylase alpha polypeptide (PCCA) (Bramwell, 1987). Ces quatre protéines sont 
relativement abondantes et représentent un nombre de spectre significatif (environ 25 % dans 
chaque échantillon) qui empêche la détection de protéines d’intérêt. Il est donc nécessaire de 
marquer et pêcher un grand nombre de protéines pour diminuer la part que représente les 
protéines naturellement biotinylées dans les échantillons. On peut le constater, même le 
nombre de spectre de BirA*-mAGO2 qui s’étale sur les lignes AGO2 et BIRA_ECOLI ne 
représente que 9 à 22 spectres alors que cette protéine doit s’autobiotinyler. Et seulement 4 
protéines parmi celle bien connues pour interagir avec AGO2 ont pu être identifiées avec un 
nombre réduit de spectres : TNRC6B et C et HSP90B et A. 
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2.2. Avantage du BioID2 
 
On cherche à obtenir des partenaires de AGO2 plus particulièrement impliqués durant 
l’infection par le MCMV et notamment ceux qui peuvent l’être dans le recyclage des miARN 
ou dans le TDMD de miR-27. Dans ce cas, du fait de la durée d’infection qui sera utilisée (24 à 
48h), le phénomène que nous voulons étudier ne nécessite pas spécialement d’utiliser une 
version de biotine ligase particulièrement rapide, et l’utilisation de TurboID / MiniTurbo ne 
nous aurait donc été d’aucune aide. En outre, l’ajout d’une étiquette sur une protéine n’est 
jamais anodin et la position de cette étiquette est également cruciale. Ainsi, AGO2 ne semble 
pas apprécier d’être modifiée par des tags en C-terminal. Il ne paraît pas pertinent de toucher 
à cette partie qui est formée du domaine PIWI, important pour le recrutement de GW182 
grâce à deux tryptophanes et dont le carboxyl terminal est lui-même impliqué dans 
l’interaction avec le 5’phosphate du miARN chargé (Schirle and MacRae, 2012). La partie N-
terminale semble un peu moins sensible, et l’utilisation de constructions d’AGO2 marquées 
en N-ter (HA ou c-myc) ont été décrites (Riley et al., 2012). Afin de limiter la taille de 
l’étiquette, j’ai choisi de travailler avec une version plus petite de BirA ligase, BioID2 qui a une 
masse théorique de 26,4 kDa. Dans le but d’obtenir plus de résultats, j’ai également entrepris 
d’augmenter la flexibilité de la fusion BioID2-AGO2 en écartant un peu la BirA ligase d’AGO2 
tout en lui donnant un rayon d’action plus important. J’ai donc construit une protéine de 
fusion munie d’un linker constitué de répétitions de glycines et de sérines (13 fois GGGGS) qui 
a été introduit entre le tag BioID2 et AGO2. Ce linker est constitué uniquement des acides 
aminés parmi les plus légers et les plus mobiles (Glycine), l’intérêt de la sérine est le permettre 
à cette longue chaine de faire des liaisons hydrogènes et d’en augmenter la solubilité (Chen 
et al., 2013). J’ai donc généré deux lignées stables exprimant ces protéines de fusion. 
 

2.3. Génération des lignées stables 
 

2.3.1. Construction des plasmides 
 
Dans le but d’exprimer les protéines de fusion BioID2-AGO2 dans des cellules MEF, j’ai utilisé 
les cellules MEF AGO2-/- décrites précédemment dans lesquelles j’ai intégré par transduction 
lentivirales les séquences des protéines d’intérêt. Nous disposions au laboratoire d’un vecteur 
lentiviral permettant l’expression de transgènes sous contrôle du promoteur CMV. Étant 
donné que notre étude porte sur le cytomégalovirus murin, l’utilisation d’un promoteur issu 
du cytomégalovirus humain ne semblait pas appropriée. En effet, il peut se mettre en place 
un phénomène de compétition des facteurs utilisés par ce promoteur et les promoteurs du 
MCMV qui peut entraîner le silencing de la construction sous promoteur CMV. Ce dernier a 
donc été remplacé dans le vecteur lentiviral par un autre promoteur universel : le promoteur 
du facteur d’élongation de la traduction eEF-1 humain. J’ai au final obtenu des vecteurs 
d’expression de la protéine AGO2 étiquetée en N-ter par une séquence Flag-HA-BioID2 avec 
ou sans linker et sous contrôle du promoteur eEF-1. 



RÉSULTATS 
 

66 

Avant de passer à la fabrication des lentivirus et de transduire des lignées de cellules, j’ai 
vérifié la fonctionnalité des plasmides par transfection transitoire de cellules MEF AGO2-/-

(Figure 37). Dans la même expérience, j’ai testé l’effet de l’incubation des cellules avec de la 
biotine. Les résultats indiquent que les protéines de fusion s’expriment bien à la taille 
attendue et que l’ajout de biotine dans le milieu de culture n’a pas d’impact sur leur 
expression. 

 
Figure 37 : Analyse par western blot des MEF AGO2-/- transfectées par les plasmides exprimant les protéines de fusion. 

Les protéines ont été extraites de MEF_AGO2-/- transfectées par les plasmides d’expression de FHA_BioID2_mAGO2 (128 kDa) 
FHA_BioID2_Linker_mAGO2 (132 kDa) ou le vecteur vide (mock) et le western blot a été révélé avec un anticorps monoclonal 
anti-AGO2. Le contrôle de charge est une bande aspécifique. 

 
2.3.2. Génération de lignées stables 

 
Les plasmides générés précédemment ont ensuite été utilisés pour construire des particules 
lentivirales qui ont ensuite été utilisées pour infecter des cellules MEF AGO2-/-. Les colonies 
résistantes à la blasticidine sont celles qui ont potentiellement intégré la séquence d’intérêt. 
Après mise sous sélection blasticidine des cellules, 44 colonies résistantes ont pu être isolées 
et caractérisées. 24 colonies concernent la séquence sans linker et 20 colonies concernent la 
séquence avec linker. La caractérisation de ces lignées qui doit conduire au choix de deux 
colonies débute par la vérification de l’expression de la protéine d’intérêt par western blot.  
Par la suite, les lignées exprimant Flag-HA-BioID2-mAGO2 seront appelées B2A et les lignées 
exprimant Flag-HA-BioID2-Linker-mAGO2 seront appelées B2A-L. 
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Figure 38 : Analyse par western blot anti-mAGO2 des échantillons extraits des colonies résistantes à la blasticidine. 

Le ponceau sert de contrôle de charge pour les blots A et B et la tubuline pour le Blot C. MEF WT sert de contrôle positif. Blot 
A : colonies B2A, Blot B : colonies B2A-L et Blot C : colonies B2A et B2A-L. Les flèches rouges signalent AGO2 endogène à 
100 kDa et BioID2-AGO2 à environ 130 kDa. 

 
La protéine de fusion est exprimée dans les colonies MEF-B2A n° 2, 3, 8, 9, 10, 11, 12, 14, 20, 
23 et 24 et la protéine de fusion avec linker est exprimées par les colonies MEF-B2A-L n° 4, 17 
et 19. 
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2.4. Caractérisation des lignées 
 

2.4.1. Caractérisation du TDMD de mir-27 dans les lignées B2A et B2A-L 
 
Pour caractériser les nouvelles lignées créées, nous avons testé la fonctionnalité des protéines 
AGO2 en fusion. D’abord en mettant en évidence la qualité du TDMD puis en utilisant un 
rapporteur basé sur la luciférase. J’ai estimé la fonctionnalité des nouvelles lignées ainsi que 
la lignée parentale et les MEF WT vis à vis de l’induction du TDMD par infection du MCMV et 
en révélant miR-27 par northern blot. 
 

 
Figure 39 : Analyse par northern blot de l’abondance de miR-27 dans les lignées B2A et B2A-L. 

Les lignées pré-sélectionnées B2A et B2A-L ont été infectées par MCMV et les cultures stoppées 0, 24 ou 48 hpi. Le 
pourcentage indiqué en rouge représente la fraction de miR-27 détectée à 48 hpi par rapport à 24 hpi, après normalisation 
par le signal U6. 

 
L’analyse du northern blot (figure 39) confirme les résultats décrits dans la première partie, à 
savoir une différence dans l’induction du TDMD de miR-27 entre les cellules MEF WT et les 
MEF AGO2-/-. En effet, on observe une baisse du niveau de miR-27 plus forte dans les MEF WT 
que dans les MEF AGO2-/- (respectivement 52 % et 72 % entre 24 et 48 hpi). Le même calcul 
montre de grandes différences entre les lignées stables générées (entre 33 % et 92 %) sans 
doute en fonction de la quantité de protéine AGO2 en fusion produite au sein de chaque lignée 
ce qui dépend en partie du locus d’insertion de la séquence d’ADN au sein du génome des 
cellules. D’autre part il faut noter que la complémentation de la fonction d’AGO2 doit être 
imparfaite si on regarde le profil de miR-27 dans les nouvelles lignées qui montrent plus de 
formes longues à 24 et 48 hpi que dans les MEF WT.  
Parmi les lignées à disposition, les clones B2A #2 et B2A-L #19 sont ceux qui semblent être les 
plus proches des MEF WT. Je ferai donc mes expériences suivantes avec ces deux clones que 
je nommerai simplement B2A et B2A-L pour faciliter la lecture. 
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2.4.2. Fonctionnalité d’AGO2 dans B2A et B2AL 

 
La capacité des 2 lignées choisies à faire du RNAi est mesurée à l’aide d’un rapporteur 
luciférase Renilla (R-LUC) dont l’extrémité 3’UTR du transcrit contient trois séquences 
parfaitement complémentaires au miR-27a endogène. On sait que dans les cellules AGO2-/- la 
capacité à réprimer un ARN messager est plus faible et peut être mesurée à l’aide d’un tel 
rapporteur. Nous voulons vérifier que les nouvelles lignées sélectionnées B2A et B2A-L 
permettent de complémenter la fonction de AGO2 endogène. La luciférase Firefly (F-LUC), 
sans site pour un miARN sert de contrôle de transfection. Le rapport R-LUC / F-LUC mesuré 
est normalisé par le même rapport dans les cellules correspondantes où est exprimé R-LUC 
sans séquences cibles de miARN (Figure 40). 
 

 
Figure 40 : Mesure de la répression en place dans les MEF. 

Mesure de l’activité de la Renilla et de la Firefly luciférase dans des cellules transfectées par le rapporteur avec 3 séquences 
complémentaires de miR-27a. Le même rapport dans des cellules transfectées par le rapporteur « vide » sert de 
normalisateur. * p<0,01 (ANOVA). 

 
La répression de l’expression de la Renilla est significativement plus faible dans la lignée MEF 
AGO2-/- que dans les MEF WT. Les lignées B2A et B2A-L sélectionnées semblent complémenter 
cette fonction, avec une meilleure efficacité pour B2A-L. Nous avons donc utilisé ces lignées 
pour établir l’interactome d’AGO2 en condition d’infection par MCMV. 
 

2.5. Résultats de l’interactome d’AGO2 par BioID2 
 
Nous avons choisi B2A et B2A-L pour identifier les partenaires de AGO2 par spectrométrie de 
masse. La présence d’une protéine dans les 2 lignées apporterait du poids à cette 
identification. Cependant, le linker présent dans B2A-L rend les protéines de fusion différentes 
et il est possible que l’on identifie des partenaires différents pour les deux protéines. Lors de 
cette expérience, nous avons inclus une condition où les cellules étaient infectées par le SINV 
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de la famille des Togaviridae et de la sous-famille des alphavirus. Ce virus est un virus à ARN 
simple brin positif qui ne produit pas de miARN. La condition SINV nous servira donc à la fois 
de contrôle pour les résultats obtenus avec MCMV et nous permettra d’identifier des 
interactants potentiels d’AGO2 en réponse à l’infection par un virus à ARN.  
 

2.5.1. Validation des chromatographies d’affinité avec la streptavidine 
 
Les cellules non infectées ou infectées par le MCMV (MOI = 5) ou le SINV (MOI = 0,001) ont 
été récoltées et lysées ; avec une MOI de 5 pour le MCMV on se place dans la situation où le 
TDMD de miR-27 a été très actif sans que miR-27 ne soit complètement dédradé au bout de 
24 h et une MOI de 0,001 pour SINV permet de conserver les cellules vivantes mais néanmoins 
proches de 100 % d’infection après 24 h d’infection. Chaque lysat pour chacune des pêches 
(chaque triplicat) est traité séparément. Nous voulons vérifier que le pull-down des protéines 
biotinylées a bien été effectué, pour cela, nous avons vérifié la présence de la protéine de 
fusion qui doit s’autobiotinyler dans l’éluat de pêche par western blot avec un anticorps anti-
AGO2 et nous avons aussi recherché la présence des protéines biotinylées en général en 
utilisant une construction commerciale Streptavidin-HRP (Figure 41). 
 

 
Figure 41 : Analyse par western blot des échantillons qui seront utilisés pour l’analyse MS. 

Les échantillons mock (non inf.), infectés par le MCMV ou infectés par SINV ont été analysés par. Panneaux du haut : mise en 
évidence de mAGO2 dans les B2A (à gauche) et B2A-L (à droite), la flèche indique la protéine de fusion à environ 130 kDa. 
Panneaux du bas : mise en évidence par Strep_HRP des protéines biotinylées dans B2A et B2A-L : les flèches montrent les 
principales protéines naturellement biotinylées au nombre de quatre mais visibles sur deux bandes. 
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On constate que toutes les pêches avec billes de streptavidine contiennent la protéine de 
fusion avec AGO2 qui est donc bien autobiotinylée et efficacement pêchée par les billes 
streptavidine. La mise en évidence de toutes les protéines biotinylées montre de multiples 
bandes de protéines avec notamment les deux bandes principales qui correspondent aux 
quatre protéines naturellement biotinylées. Sur le western blot streptavidine-HRP de B2A-L 
on distingue un plus grand nombre de bandes qui démontrent la présence d’une multitude de 
protéines biotinylées dans les échantillons. C’est le résultat attendu qui confirme que la pêche 
a fonctionné et que les échantillons peuvent être envoyés en spectrométrie de masse. 
 

2.5.2. Validation des résultats de spectrométrie de masse 
 

2.5.2.1. Nombre de spectre et protéines naturellement biotinylées 
 
Le nombre de spectres totaux identifiés est donné dans le tableau 7. Entre 15000 et 18500 
spectres ont été attribués pour chaque échantillon ce qui est quatre fois plus élevé que ce qui 
avait été obtenu avec la construction BirA*. La streptavidine qui provient des billes ayant 
servies à la chromatographie d’affinité ne représente qu’environ 500 spectres ce qui est moins 
élevé que pour l’expérience BirA* et laisse une marge confortable pour identifier des 
protéines biotinylées interagissant avec AGO2. 
 

 
Tableau 7 : Nombre de spectres totaux identifiés et nombre de spectres dus à la présence de steptavidine introduite par les 
billes. 

 
Effectivement, le rendement de la spectrométrie de masse est intéressant puisque plusieurs 
centaines de protéines sont retrouvées dans chaque échantillon (entre 600 et 900 protéines). 
Seuls 2 échantillons sont différents des autres : l’un des triplicatas des cellules B2A et l’un des 
cellules B2A-L infectés par SINV qui portent les n° 15 et n° 16 (Tableau 6). Ces 2 échantillons 
ont été signalés par la plate-forme de protéomique car produisant un signal qui peut être 
attribué à la présence d’un polymère ce qui se produit lorsqu’il subsiste du détergent dans 
l’échantillon. Les résultats des échantillons contaminés ne seront pas pris en compte pour 
l’analyse statistique des résultats mais continueront d’apparaître dans les tableaux de 
résultats. 
Le nombre de spectres dû aux protéines naturellement biotinylées peut également être un 
facteur limitant de cette technique. Le tableau 8 reprend les résultats pour ces quatre 
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protéines : ACACA, PYC, MCCA et PCCA. Au total, le nombre de spectre de ces protéines 
représente entre 15 et 25 % des spectres à l’intérieur d’un échantillon. 
 

 
Tableau 8 : compte des spectres des protéines biotinylées endogènes. 

 
2.5.2.2. Co-facteurs d’AGO2 

 
Un certain nombre de protéine du complexe d’AGO2 ou interagissant avec AGO2 sont 
connues (Tableau 9). Nous avons ainsi pu retrouver les principaux partenaires d’AGO2 
connus : TNRC6A/B/C (Lian et al., 2009b) qui sont important pour la mise en place de la 
répression post-transcriptionnelle des ARN messagers. HSP90 (HS90A/B) et HSC70 (HSP7C) 
(Iwasaki et al., 2010) sont des protéines chaperonnes et co-chaperonnes importantes pour le 
chargement des argonautes. De même PABP joue un rôle pour induire la dégradation de la 
cible (Zekri et al., 2009). GGYF2 a été identifié comme étant un régulateur de la répression de 
la traduction (Schopp et al., 2017). EDC4 et PATL1 sont des co-facteurs qui favorisent le 
décapping (Jonas and Izaurralde, 2013). PUM2 pourrait réguler la cible de la voie des miARN 
(Galgano et al., 2008). RENT1 (UPF1)  est un régulateur à la baisse de la voie des miARN (Jin et 
al., 2009). IF2B1 (CRD-BP) est capable de protéger certains ARN de l’action de RISC (Elcheva et 
al., 2009). FXR1 est impliqué dans l’augmentation de la traduction en lien avec les éléments 
riches en AU (Vasudevan and Steitz, 2007). Dicer se trouve à proximité d’AGO2 au moment du 
chargement de RISC (Kobayashi and Tomari, 2016). 
L’identification de toutes ces protéines avec un grand nombre de spectres et surtout 
l’attribution de centaines de spectres pour les co-facteurs TNRC6 confirment la validité des 
pêches. 
 

 
Tableau 9 : Nombre de spectres par échantillons des protéines connues pour être des co-facteurs de AGO2. 
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De la même manière, un certain nombre de protéines liées au complexe CCR4-NOT ont été 
identifiées (Tableau 10) avec dans certains cas plus de 100 spectres. Ce complexe est impliqué 
dans la déadenylation des ARN messagers et la répression de la traduction. 
 

 
Tableau 10 : Nombre de spectres des protéines liées au complexe CCR4-NOT. 

 
On retrouve également des protéines liées à l’ARN de type DEAD-box hélicase (DDX6 et 
DDX17) (Tableau 11). Ainsi que des protéines liées à la dégradation de l’ARN messager 
(DCP1A) voire à la dégradation des miARN (XRN1). Un grand nombre de spectre de AGO1 sont 
identifiés ce qui confirme une proximité de AGO1 avec AGO2 soit au niveau subcellulaire ou 
même directement sur la même cible. 

 
Tableau 11 : Nombre de spectres d’autre protéines jouant un rôle au niveau de l’ARN. 

 
2.5.3. Comparaison de B2A avec B2A-L 

 
Le but est de comparer les interactomes obtenus par spectrométrie de masse entre les 
différentes conditions. La présence de triplicat pour chaque condition nous permet de faire 
une étude statistique qui met en évidence les différences significatives entre les différentes 
conditions mais qui est évidemment plus fiable lorsque l’on compare des triplicats. 
Avant de comparer les quantités de spectres obtenus de chaque protéine, il faut s’assurer que 
les pêches que l’on veut comparer ont donnés des résultats homogènes. Pour cela il faut que 
le nombre de spectre identifiés dans chaque échantillon soit le moins possible différent des 
autres mais également que la distribution du nombre de spectre soit semblable entre les 
différents échantillons.  L’analyse en composante principale des éléments qui composent 
l’échantillon permet de calculer l’éloignement des échantillons les uns par rapport aux autres 
et de vérifier que les échantillons d’une même condition sont plus proches les uns des autres 
que ceux des autres conditions. 
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2.5.4. Comparaison de B2A avec B2A-L 
 
L’objectif ici est de comparer l’interactome d’AGO2 dans les deux lignées non-infectées et de 
déterminer si des différences notables sont mises en évidence. En effet, la présence du linker 
peut augmenter le rayon d’action de la BirA ligase et contribuer ainsi à ce que les protéines 
biotinylées ne soient pas strictement identiques pour les deux constructions. Avant de 
comparer les quantités de spectres obtenus pour chaque protéine, il faut s’assurer que les 
pêches que l’on veut comparer ont donné des résultats homogènes. Pour cela il faut que le 
nombre de spectres identifiés dans chaque échantillon soit le moins différent possible des 
autres (Figure 42 panneau du haut). L’idéal est que la distribution du nombre de spectre soit 
semblable entre les différents échantillons, ce qui est le cas pour notre analyse comme on 
peut le voir dans les deux panneaux suivants de la Figure 42 : les boîtes à moustaches et les 
courbes de densité. L’analyse en composante principale des éléments qui composent 
l’échantillon permet de calculer l’éloignement des échantillons les uns par rapport aux autres 
et de vérifier que les échantillons d’une même condition sont plus proches entre eux qu’avec 
les autres conditions. Une autre représentation de cette proximité est donnée dans le 
panneau du bas grâce au classement hiérarchique. 



RÉSULTATS 
 

75 

 
Figure 42 : Analyse descriptive des lignées B2A et B2A-L (MOCK). 
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De haut en bas. Panneau 1 : nombre de spectres totaux par échantillon par rapport à la médiane. Panneau 2 : Les boites à 
moustaches montrent la distribution des spectres en log2 pour un nombre de spectre supérieur à 4. Panneau 3 : 
Superposition des densités des échantillons. Panneau 4 : Analyse en composante principale des échantillons. Panneau 5 : 
Classement hiérarchique qui montre comment les échantillons sont liés entre eux. 

 

 
Figure 43 : Volcano plot de la comparaison des interactomes d’AGO2 dans B2A et B2A-L. 

 
On peut constater que les protéines les plus différemment identifiées sont évidemment les 
protéines de fusion B2A et B2A-L (Figure 43). On remarque par ailleurs, et comme c’était 
attendu, qu’il y a plus de protéines représentées du côté de B2A-L que du côté B2A puisque 
le linker est là pour donner un rayon d’action plus grand à BioID2. Parmi ces protéines plus 
enrichies avec la construction B2A-L on retrouve NUDC qui est connue pour son implication 
dans de multiple voies (cycle cellulaire, division cellulaire, repliement de protéines, processus 
développementaux…) (Fu et al., 2016). On observe également un enrichissement pour 
plusieurs protéines qui ont un rôle de co-chaperonnes ou qui ont été associées à la fonction 
de HSP90 : FKBP5 est une protéine qui sert de chaperonne et est capable d’interagir avec 
HSP90 (Hähle et al., 2019; Zgajnar et al., 2019), MAP1B est une protéine associée aux 
microtubules et à HSP90 (Wu et al., 2019), SGT1 est une co-chaperonne de HSP90 (Mayor et 
al., 2007). On connaît l’importance de HSP90 et co-chaperonnes pour la stabilité d’AGO2 avant 
son chargement (Nakanishi, 2016), il n’est donc pas surprenant d’identifier ces protéines. 
Enfin PPM1A est une phosphatase métal-dépendante qui est capable de réguler la 
phosphorylation de plusieurs protéines kinases (Li et al., 2013) et pourquoi pas directement 
AGO2 qui est également la cible de phosphorylations (Bridge et al., 2017). On peut enfin noter 
que Dicer est spécifiquement retrouvé avec B2A-L (Tableau 9), mais que le nombre de spectres 
est trop faible pour que la différence soit considérée comme significative. La liste complète 
des protéines enrichies de manière significative dans l’IP B2A-L par rapport à l’IP B2A est 
disponible en Annexe 2. 
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2.5.5. Impact de l’infection sur l’interactome d’AGO2 
 
Le but est de comparer les interactomes obtenus par spectrométrie de masse dans les 
différentes conditions infectées ou non. Les triplicats obtenus pour chaque condition nous 
permettent de faire une étude statistique qui met en évidence les différences significatives. 
Cependant, pour les échantillons infectés par SINV la fiabilité des comparaisons statistiques 
sera remise en cause de par la mauvaise qualité des données pour un réplicat obtenu avec 
chaque lignée. 
 

2.5.5.1. Différence B2A mock avec B2A infecté MCMV 
 
L’analyse descriptive des échantillons des échantillons comparés est représentée Figure 44. 
Les échantillons sont comparables en taille (nombre de spectres panneau de haut) et la 
densité d’échantillons en nombre de spectres est proche (courbes panneau du milieu). Enfin 
l’analyse en composante principale et le classement hierarchique montrent que les 
échantillons d’une même condition sont bien regroupés entre eux. 
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Figure 44 : Analyse descriptive de la comparaison entre les échantillons MOCK et MCMV avec B2A. 
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De haut en bas. Panneau 1 : nombre de spectres totaux par échantillons par rapport à la médiane. Les échantillons sont de 
taille comparable. Panneau 2 : Les boites à moustaches montrent la distribution des spectres en log2 pour un nombre de 
spectre supérieur à 4. Panneau 3 : Superposition des densités des échantillons. Les courbes superposées indiquent que les 
échantillons sont structurés de la même manière. Panneau 4 : Analyse en composante principale des échantillons. Panneau 
5 : Classement hiérarchique qui montre le lien des échantillons entre eux. 

 
L’analyse des protéines s’accumulant différemment entre conditions (Figure 45) révèle 
quelques protéines qui sont significativement plus présentes dans les échantillons MOCK : 
RCC2 qui est liée à l’apoptose (Wu et al., 2018), FINC est encore une protéine qui est capable 
d’interagir avec HSP90 (Armstrong et al., 2018) et TB182 est une protéine impliqué dans la 
réparation de l’ADN (Zou et al., 2015). Parmi les protéines enrichies durant l’infection on 
trouve également un membre de CCR4-NOT : CNOT1. Il existe 3 protéines plus biotinylées 
dans B2A-MCMV : LUC7L, LC7L2 et LC7L3 dont on ne connaît pas grand-chose à la fonction 
biologique mais par homologie elles ont été associées à l’épissage. RSRC1 est également un 
facteur lié à l’épissage (Perez et al., 2018). Les protéines Dead Box sont également 
significativement impactées par MCMV : DDX46 qui inhibe l’immunité innée (Zheng et al., 
2017), DDX3X codée sur le chromosome X qui joue un rôle dans la gestion du stress lié à 
l’infection virale en régulant l’inflammasome (Samir et al., 2019) et DDX3Y son équivalent 
codé sur le chromosome Y. WASC5 qui a été associée à des maladies génétiques (Jahic et al., 
2014) et liée à l’endolysosome (Song et al., 2018). BICC1 est une protéine qui a un profil 
intéressant puisqu’elle contient trois domaines KH, est capable de promouvoir la répression 
de PKi par miR-27a (Piazzon et al., 2012) et chez C. elegans on a montré son interaction avec 
TUT2 et TUT3 (Schmid et al., 2009). DCLK1 est une protéine kinase et ACON une isocitrate 
aconitase (mitochodriale). La liste des protéines que l’on retrouve différemment enrichies de 
manière significative entre les échantillons B2A-MOCK et B2A-MCMV est disponible en 
annexe 3. 

 
Figure 45 : Volcano plot de la comparaison des interactomes d’AGO2 dans B2A-MOCK ET B2A-MCMV. 
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2.5.5.2. Différence entre B2A-L MOCK et infecté par MCMV 

 
Figure 46 : Analyse descriptive des échantillons MOCK et MCMV dans B2A-L. 
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De haut en bas. Panneau 1 : nombre de spectres totaux par échantillons par rapport à la médiane. Les échantillons sont de 
taille comparable. Panneau 2 : Les boites à moustaches montrent la distribution des spectres en log2 pour un nombre de 
spectre supérieur à 4. Panneau 3 : Superposition des densités des échantillons. Les courbes superposées indiquent que les 
échantillons sont structurés de la même manière. Panneau 4 : Analyse en composante principale des échantillons. Panneau 
5 : Classement hiérarchique qui montre le lien des échantillons entre eux. 

 
L’analyse descriptive des échantillons comparé dans B2A-L-MOCK et B2A-L-MCMV est 
visualisable sur la Figure 46. On peut y voir que le nombre de spectre est comparable entre 
échantillons (panneau du haut), la densité des protéines par nombre de spectres suit des 
courbes semblables (panneau du milieu) et les réplicats d’un échantillon sont groupés entre 
eux dans le classement hiérarchique (panneau du bas). 
 
L’analyse des protéines spécifiquement enrichies entre conditions (Figure 47) montre que 
TCP4 (aussi appelée SUB1) fait partie des protéines plus souvent biotinylées dans les 
conditions sans infection, il s’agit d’un facteur de transcription associé à l’ARN polymerase II 
de l’initiation à la terminaison (Calvo, 2018) et cette protéine a déjà été trouvée dans les B2A. 
De même ZRAB2 (aussi appelée ZNF265) est un facteur d’épissage qui régule l’épissage de 
SRS10 et TRA2B (Li et al., 2008; Ji et al., 2014). SRS10 et TRA2B quant à elles sont plus 
biotinylées dans la condition infectée par MCMV. SRS10 est liée à l’épissage pendant certains 
stress (Shkreta et al., 2016) et agit avec TRA2B pour promouvoir la prolifération cellulaire (Ji 
et al., 2014). Bien sûr des protéines virales D3XDT5 et D3XDQ8 sont identifiées dans la 
condition infectée. On identifie également plusieurs facteurs qui avaient déjà été identifiés 
avec la lignée B2A : LUC7L, LC7L2, LC7L3, FFX3X, DDX3Y, DDX46, RSRC1, BICC1 et RBP2 qui est 
une histone déméthylase (Tu et al., 2008). La liste des protéines que l’on retrouve 
différemment dans B2A-L-MOCK et B2A-L-MCMV est disponible en annexe 4. 
 

 
Figure 47 : Volcano plot de la comparaison des interactomes d’AGO2 dans B2A-L-MOCK ET B2A-L-MCMV. 
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2.5.5.3. Comparaison B2A MOCK et SINV 

 
Figure 48 : Analyse descriptive des échantillons MOCK et SINV dans B2A. 
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Outre l’interactome d’AGO2 en lui-même, l’étude de l’interactome d’AGO2 en infection de 
SINV peut nous servir de contrôle pour l’infection par un virus à ARN qui ne possède pas de 
microARN. Cette comparaison ne s ‘est pas faite dans les mêmes conditions statistiques que 
celles qui concernent MCMV puisqu’un échantillon de B2A-SINV a dû être ignoré. 
 
 L’analyse descriptive des échantillons comparé dans B2A-MOCK et B2A-SINV est visualisable 
sur la Figure 48. On peut y voir que le nombre de spectre est comparable entre échantillons 
(panneau du haut), la densité des protéines par nombre de spectres suit des courbes 
semblables (panneau du milieu) et les échantillons du triplicat et du duplicat sont groupés 
entre eux dans le classement hiérarchique (panneau du bas). 
 
On peut voir sur la Figure 49 que l’on retrouve quelques protéines plus souvent biotinylées 
dans la condition MOCK qui avaient déjà été mises en évidence avec le virus MCMV dans les 
mêmes lignées : FINC et TCOF, cette dernière interagit dans le noyau avec l’ARN polymérase I 
et joue un rôle de méthyltransférase (Gonzales et al., 2005). Parmi les protéines plus présentes 
dans les échantillons MOCK : CO1A1 est une protéine du collagène, UBA1 est une protéine 
impliquée dans l’ubiquitination et qui marque donc les protéines pour dégradation (Yang et 
al., 2012) et RNPS1 est impliquée dans l’épissage (Deka and Singh, 2019). Du côté des 
protéines plus représentées dans les échantillons infectés on retrouve des protéines déjà 
identifiée dans les comparaisons avec le MCMV : LUC7L, LC7L2, LC7L3, DDX46, DDX3Y (non-
indiqué sur le volcano plot), SRSF7, RSRC1 et DCLK1. Apparaissent également les protéines 
virales qui confirment a minima que les cellules sont bien infectées : E1, E2, nsp3 et capside. 
PKP4 est une plakophiline (protéine des jonctions membranaires), LUZP1 est une protéine 
dont le déficit affecte la mise en place du tube neural chez l’embryon  (Hsu et al., 2008), ROA2 
(aussi appelée HNRNPA2B1) migre dans le noyau où elle est capable de guider une activité 
antivirale dirigée contre des virus à ADN (Herpesvirus) en agissant sur l’épissage (Humphries 
and Fitzgerald, 2019), ROA1 (hnRNPA1) est une autre protéine impliquée dans l’épissage, et 
enfin, U2AF1 elle aussi impliquée dans l’épissage (Loerch and Kielkopf, 2016). La liste des 
protéines que l’on retrouve différemment dans B2A-MOCK et B2A-SINV est disponible en 
annexe 5. 
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Figure 49 : Volcano plot de la comparaison des interactomes d’AGO2 dans B2A-MOCK ET B2A-SINV. 

 
2.5.5.4. Comparaison B2A-L MOCK et SINV 

 
L’analyse descriptive des données obtenues à partir des échantillons B2A-L-MOCK et B2A-L-
SINV sont visualisables su la figure 50. On peut y voir que le nombre de spectre est comparable 
entre échantillons (panneau du haut), la densité des protéines par nombre de spectres suit 
des courbes semblables (panneau du milieu) et les échantillons du triplicat et du duplicat sont 
groupés entre eux dans le classement hiérarchique (panneau du bas). 
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Figure 50 : Analyse descriptive des échantillons MOCK et SINV dans B2A-L. 

De haut en bas. Panneau 1 : nombre de spectres totaux par échantillons par rapport à la médiane. Panneau 2 : Les boites à 
moustaches montrent la distribution des spectres pour un nombre de spectre supérieur à 4. Panneau 3 : superposition des 
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densités des échantillons. Panneau 4 : Analyse en composante principale des échantillons. Panneau 5 : Classement 
hiérarchique des échantillons. 

 

 
Figure 51 : Volcano plot de la comparaison des interactomes d’AGO2 dans B2A-L-MOCK et B2A-L-SINV. 

 
Parmi les protéines plus biotinylées dans les échantillons infectés nous retrouvons (Figure 
51) : les protéines virales E1, E2, nsP3 et capside ; des protéines que nous avions 
systématiquement retrouvées enrichies dans tous les échantillons infectés : LUC7L, LC7L2, 
LC7L3 et DDX46 ainsi que des protéines déjà mises en évidence dans la lignée B2A-L en 
condition infectée : RL22L et SRSF7 avec en plus cette fois-ci une protéine de la même famille 
SRSF3 (Liu et al., 2012). Nous pouvons également voir apparaître G3P (GADPH : 
Glyceraldehyde-3-phosphate deshydrogénase) qui est une protéine multifonction associée à 
l’autophagie, l’apoptose et est capable de lier des ARN riche en AU (White and Garcin, 2017). 
Du côté des protéines que l’on pêche moins après infection par SINV nous retrouvons RNPS1 
et nous trouvons CHD1 qui est une protéine hélicase capable de remodeler la chomatine chez 
les eukaryotes (Persson and Ekwall, 2010), BRD2 et BRD3 (bromodomain containing) qui sont 
aussi liées au remodelage de la chromatine et à la régulation de la transcription en ciblant des 
lysine acétylées au niveau des histones (Taniguchi, 2016), NACAM est un facteur de 
transcription (Akhouayri et al., 2005) et enfin PR40A a été identifié in vitro comme un facteur 
de transcription (Díaz Casas et al., 2017). La liste des protéines que l’on retrouve différemment 
dans B2A-L-MOCK et B2A-L-SINV est disponible en annexe 6. 
 

2.5.6. Bilan des données récoltées 
 
Le recoupement des listes obtenues entre elles permet de faire ressortir des protéines 
candidates plus intéressantes (Figure 52). Les listes complètes des différentes catégories du 
diagramme de Venn est disponible en annexe 7. 
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Figure 52 : Diagramme de Venn des listes de protéines mises en évidence dans les conditions infectées par rapport aux 
conditions MOCK pour B2A et B2A-L et pour MCMV et SINV. 

 
Tout d’abord il y a 5 protéines qui sont enrichies dans tous les cas avec les 2 infections : LUC7L, 
LC7L2, LC7L3 DDX46 et SRSF7. En dehors de ces protéines une seule se retrouve dans un 
champ qui ne partage ni infection ni lignée : PR40A (B2A-L-SINV, B2A-MCMV et seulement 
deux se retrouvent dans trois listes à la fois : RSRC1 et DDX3Y (B2A-SINV, B2A-MCMV et B2A-
L-MCMV). Ces constatations nous suggèrent que ces protéomes d’AGO2 sont fiables car dans 
le même temps : 16 protéines mises en évidences dépendent de la lignée (B2A-L (1) et B2A 
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(15)) et 7 protéines dépendent du virus (MCMV (4) et SINV (3)). De plus 61 protéines n’ont été 
identifiées une seule fois (B2A-L-MCMV (3), B2A-MCMV (37), B2A-L-SINV (7) et B2A-SINV (24)). 
 
En ce qui concerne la modification de l’interactome de AGO2 pendant l’infection par le MCMV, 
nous voyons émerger quatre protéines trouvées à la fois dans les lignées B2A et B2A-L: TCP4, 
DDX3X, RBP2 et BICC1. Le fait que ces protéines soient détectées dans les deux lignées 
indépendamment donne du crédit à leur mise en évidence. Mais cela ne doit pas conduire à 
négliger les protéines détectées uniquement dans l’une ou l’autre des lignées car la présence 
du linker dans la construction B2A-L est capable d’induire la biotinylation de protéines 
différentes dans un même complexe (Kim et al., 2016a). 
 
A partir de ces 3 listes une partie des protéines doivent être validées et faire l’objet d’une 
étude pour leur intérêt pour MCMV. Les protéines qui apparaissent dans les conditions 
infectées par SINV sont moins intéressantes pour le moment puisque nous nous focalisons sur 
l’interactome pendant l’infection par le MCMV et le risque est qu’elles soient liées à la 
présence d’une infection sans être spécifiquement liées au MCMV. Mais d’autres études sur 
le rôle d’AGO2 pendant l’infection par un virus à ARN pourraient être basées sur ces données. 
 
Pour vérifier la validité des protéines identifiées par spectrométrie de masse, une nouvelle 
chromatographie d’affinité pour la biotine a été faite en cellules B2A-L avec des billes 
streptavidine dans les mêmes conditions que celles utilisées pour obtenir les données de 
spectrométrie de masse. Les protéines que l’on voulait tester en priorité sont les quatre qui 
sont dans la liste commune des conditions infectées par le MCMV puis les trois protéines 
uniquement observées dans B2A-L-MCMV (SRS10, TRA2B et ZRAB2) et enfin une sélection de 
la liste de B2A-MCMV. J’ajoute que peu de données sont publiées concernant la fonction des 
protéines LUC7L, LC7L2 et LC7L3, il aurait été intéressant de mettre en évidence une 
interaction avec notre protéine d’intérêt. Malheureusement il n’a pas été possible de tester 
toutes ces protéines pour des problèmes de disponibilité d’anticorps. Notre choix s’est porté 
sur les protéines pour lesquelles un anticorps commercial était disponible et nous avons tenté 
de les révéler par une analyse par western blot sur les échantillons décrits ci-dessus. En 
priorité nous voulions valider les protéines mises en évidence dans les comparaisons MCMV 
avec MOCK dans les 2 lignées : TCP4, DDX3X RBP2 et BICC1. TCP4 est moins présente en 
condition d’infection et nous avons donné la priorité aux protéines qui étaient favorisées par 
l’infection. RBP2 a été testé mais n’a pu être mise en évidence (non-montré), certainement 
que le poids moléculaire (341 kDa) de cette protéine a posé problème lors du transfert du 
western blot et une mise au point serait nécessaire si nous voulons la valider. Parmi SRS10, 
TRA2B et ZRAB2 une seule a été testée par western blot : TRA2B. Parmi les protéines mises en 
évidence dans la lignée B2A nous avons sélectionné celles dont le qui se distinguaient le plus 
et dont nous avions la possibilité de tester l’anticorps : WASC5 en priorité mais aussi ATPA, 
SON, FUBP2 et IDHP. 
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Figure 53 : Western blot des chromatographies d’affinité pour la biotine (validation). 

Ces protéines ont été mises en évidence sur plusieurs blot différents. 

 
AGO2 est efficacement pêchée par les billes streptavidine, BICC1 DDX3X et surtout WASC5 
ont été révélées. Dans une moindre mesure ATPA et SON ont également été révélées. Par 
contre TRA2B IDHP et FUBP2 ne sont pas du tout visibles. 
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III. MATÉRIELS ET MÉTHODES 
 

1. Matériel biologique et son maintien 
 

1.1. Lignées cellulaires et leur maintient 
 
Les cellules MEF sont des fibroblastes de souris qui dérivent de l’embryon. La lignée mutée 
MEF AGO2-/- a été obtenue à partir d’un nouvel embryon de souris muté au niveau d’AGO2 
(Diederichs and Haber, 2007). Les cellules M210B4 (ATCC CRL-1972) sont des fibroblastes issus 
de la moelle osseuse de souris et ont été utilisées pour produire le virus MCMV uniquement. 
Les cellules sont cultivées en milieu DMEM Glutamax de Gibco (Dulbecco’s modified Eagle’s 
medium) complémenté par 10 % (v/v) de sérum de bovin fetal (Panbiotech) sans addition 
d’antibiotique à 37 °C dans une atmosphère humide avec 5 % de CO2. Seules les lignées 
transformées stables sont maintenues avec de la blasticidine (10 g.ml-1) dans le milieu de 
culture. Les cellules sont diluées deux fois par semaine pour réensemencer de nouvelles 
flasques de culture. Pour cela les cellules sont décrochées par de la Trypsin-EDTA 0,25 % 
(Gibco). 
 

1.2. Virus 
 
Le MCMV wt et le mutant (m168) dérivent de la souche C3X Smith Strain dont le numéro 
d’accession est NC_004065 (Smith Strain). Le virus est produit dans les cellules M210B4 en 
récoltant le surnageant de culture après 8 à 9 jours d’infection, au moment où les cellules 
commencent à se lyser. Le titre du virus est déterminé par un test de plages de lyse avec des 
cellules MEF wt infectées avec ce surnageant sans étape de centrifugation. 
Le virus SINV utilisé dérive de la souche TE12 modifié pour exprimer GFP (Lustig and Strauss’, 
1988). 
 

1.3. Bactéries et clonage 
 
Pour cloner les plasmides pDEST contenant la séquence ccdb, des bactéries commerciales 
dérivant de Escherichia coli TOP10 : One Shot ccdb Survival 2 T1 (Invitrogen) ont été utilisées 
(F-mcrA Δ(mrr-hsdRMS-mcrBC) Φ80lacZΔM15 ΔlacX74 recA1 araΔ139 Δ(araleu)7697 galU 
galK rpsL (StrR) endA1 nupG fhuA::IS2). 
Le clonage des plasmides d’expression Lenti6 pEXPR a été fait dans des bactéries Escherichia 
coli STBL3 (F-mcrB mrrhsdS20(rB-, mB-) recA13 supE44 ara-14 galK2 lacY1 proA2 rpsL20(StrR) 
xyl-5 λ-leumtl-1) qui sont recommandées pour permettre le clonage des séquences de 
Lentivirus. 
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Les autres clonages ont été fait avec des bactéries Escherichia coli DH5 (F– endA1 glnV44 thi-
1 recA1 relA1 gyrA96 deoR nupG purB20 φ80dlacZΔM15 Δ(lacZYA-argF)U169, hsdR17(rK–mK+), 
λ–). 
 

2. Détection d’ARN 
 

2.1. Extraction d’ARN 
 
L’ARN est extrait en utilisant le Trizol Reagent (Ambion) suivant le protocole du fabricant à 
une exception près : la précipitation de l’ARN est effectuée en ajoutant 3 vol d’éthanol 100 %, 
0,1 vol d’acétate de sodium 4 M et 2 l de Glycogène (Glycoblue) à -80 °C plus de 3 h. La 
quantification de l’ARN est faite avec un spectrophotomètre Nanodrop2000 à la densité 
optique de 260 nm. 
 

2.2. Northern blot 
 
Chaque échantillon est préparé avec quantité d’ARN total identique (en général entre 3 et 
20 g). Ils sont dilués par un volume équivalent de tampon de charge (urée 8 M et 50 mM 
EDTA avec du bleu de bromophénol et du xylène cyanol). Les petits ARN sont résolus sur un 
gel de 17,5 % d’acrylamide (TBE 1 X, 8 M urée sur un gel de 20 cm de long). Le transfert des 
ARN est fait sur une membrane Hybond-NX (GE Healthcare) dans un tampon 0,5 X TBE. Les 
petits ARN sont ensuite fixés par cross-linking chimique avec de l’EDC (1-ethyl-3-(3-
dimethyaminopropyl) carbodiimide hydrochloride, Sigma Aldrich) pendant 1 h 30 min à 65 °C. 
Les membranes sont pré-hybrydées pendant 1 h dans le PerfectHyb Plus (Sigma) à 50 °C. Les 
sondes sont marquées avec du phosphate radioactif en utilisant la T4 Polynucléotide Kinase 
(T4 PNK, Fermentas) avec 25 Ci de -32P-dATP suivit d’une étape de purification par 
chromatographie d’exclusion en utilisant une colonne Illustra MicroSpin G-25 (GE Healthcare). 
Les sondes sont hybrydées sur la nuit à 50 °C dans le tampon PerfectHyb. Les membranes sont 
lavées 2 fois 10 min à 50 °C avec le tampon : 5 X SSC ; 0,1 % SDS. Enfin les membranes sont 
exposées avec des plaques de phosphorimager (fujifilm BAS-MS 2040) qui sont scannées avec 
un Typhoon FLA 7000 (GE Healthcare). 
 

 
Tableau 12 : Liste des sondes. 
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3. Détection de protéines 
 

3.1. Préparation des échantillons 
 
Dans le cas des chromatographies d’affinités réalisées les protéines peuvent être utilisées 
directement en prenant un échantillon de lysat ou d’éluat. Dans toutes les autres expériences 
les protéines sont extraites en utilisant du tampon RIPA (150 mM NaCl, 0,1 % TritonX-100, 
0,5 % deoxycholate de sodium ; 0,1 % SDS ; 50 mM Tris HCl pH = 8). Les échantillons préparés 
pour une analyses par western blot sont mélangés avec du Laemmli 2 X (4 % SDS, 20 % 
glycerol, 120 mM Tris HCl pH = 6,8 et bleu de bromophénol) puis chauffés à 95 °C pendant 
5 min.  
 

3.2. Western blot 
 
Les échantillons sont chargés sur gel SDS-PAGE et les protéines sont résolues par migration à 
travers ce gel. Après la migration les protéines sont transférées sur membrane Polyvinylidene 
difluoride (PVDF, GE Healthcare). La qualité du transfert est vérifiée par une coloration de 
rouge ponceau (0,1 % rouge de Ponceau, 5 % acide acétique). Les membranes sont bloquées 
dans une solution de 1 X PBS ; 0,2 % Tween-20 ; 5 % lait pendant 1 h. Les anticorps primaires 
et les secondaires couplés à la peroxydase de radis (HRP) sont incubés dans une solution 1 X 
PBS ; 0,  % Tween-20 ; 1 % lait pendant une nuit à 4 °C ou 1 h à température ambiante. Les 
membranes sont lavées trois fois avec une solution de 1 X PBS, 0,2 % Tween-20 et enfin trois 
fois avec 1 X PBS. Les protéines sont ensuite révélées en ajoutant du luminol (Supersignal West 
Femto, Thermo Fischer) et les membranes sont analysées avec un appareil fusionFX (Vilber 
Smart Imaging). 
 

 
Tableau 13 : Liste des anticorps. 
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4. Clonage, plasmides, transfection 
 

4.1. Clonage Gibson 
 
Le clonage de nouveaux plasmides Gateway pDEST permettant placer Flag-HA-BioID2 avec et 
sans linker sous promoteur EF-1 alpha humain (EEF1A1) en amont d’une séquence d’intérêt a 
été fait par clonage Gibson à l’aide du kit Gibson Assembly cloning Kit (New England Biolabs) 
en suivant le protocole du fabricant. Dans ces plasmides dits vides les séquences d’intérêts 
sont remplacées par la séquence ccdb flanquées des sites de recombinaison du système 
Gateway att-R. Les différentes séquences à rassembler pour la ligation Gibson (quatre pour le 
plasmide sans linker et cinq pour le plasmide avec linker) ont été amplifiées par PCR en 
utilisant la Phusion High Fidelity DNA polymérase (Thermo Scientific) et en utilisant les 
amorces adéquates.  
 

4.2. Gateway 
 
Le clonage Gateway est une technologie basée sur la recombinaison séquence-spécifique du 
bactériophage Lambda. La séquence à cloner est amplifiée par PCR avec des amorces 
flanquées des sites att-B. La séquence obtenue est introduite par recombinaison spécifique 
dans un plasmide contenant des sites att-P (pDONR) grâce à une réaction catalysée par la BP 
Clonase (Invitrogen) pour obtenir un plasmide d’entrée (pENTR) qui contient des sites de 
recombinaison att-L. Une réaction de recombinaison spécifique entre le plasmide d’entrée 
att-L et le plasmide de destination (att-R) catalysée par le LR Clonase (Invitrogen) est encore 
nécessaire pour obtenir le vecteur final d’expression (pEXPR) qui contient des sites att-B à 
nouveau. 
 

4.3. Plasmide psi-CHECK-2 
 
Le plasmide psi-CHECK-2 (Promega) est un plasmide qui permet d’exprimer deux luciférases : 
la Renilla et la Firefly. Ce vecteur permet de cloner des sites en 3’ UTR de leurs séquences. Le 
clonage de sites ciblés par des microARN permet de mesurer l’activité de répression mise en 
place dans des cellules et la deuxième luciférase permet de normaliser pour s’affranchir de 
différences dues à la transfection. Ce plasmide a été utilisé pour cloner trois sites 
complémentaires à miR-27a après la Renilla. 
 

4.4. Transfection 
 
Les cellules sont transfectées avec la Lipofectamine2000 (Thermo Fischer) suivant le protocole 
du fabricant. 
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5. Fabrication des Lentivirus 
 

5.1. Production de Lentivirus 
 
Les Lentivirus qui permettent de fabriquer les cellules stables sont générés avec les plasmides 
d’expression Lenti6 fabriqués par Gateway (pLenti6-FHA-BioID2-mAGO2 (10 g) ou pLenti6-
FHA-BioID2-Linker-mAGO2 (10 g)). Ces plasmides sont utilisés par co-transfection avec trois 
plasmides helper nécessaires dans ce système : pVSV-G (2,5 g), pMDLg/pRRE (5 g) et pRSV-
Rev (2,5 g). Les quantités de plasmide indiquées sont celles nécessaires pour une transfecter 
des cellules platées dans une boite de Petri de 10 cm de diamètre en culture. Après 48 h, le 
surnageant est récolté et concentré dans 1 ml grâce à Lenti-X Concentrator (TakaraBio) en 
suivant le protocole du fabricant. 
 

5.2. Transduction des Lentivirus 
 
Les cellules MEF à 90 % de confluence sont infectées par les Lentivirus à raison de 100 l de 
Lentivirus concentré complété par 0,5 l de polybrene (8 ng.l-1) pour un puits d’une plaque 
de culture de 10 cm2. La transduction est réalisée avec une centrifugation de 600 g pendant 
2 h à 32 °C. Le lendemain le milieu est rafraîchit. 
 

6. Chromatographies d’affinités 
 

6.1. Chromatographie d’affinité pour la streptavidine (BioID1) 
 
Le protocole est basé sur le protocole de Kyle J. Roux (Roux et al., 2013). Les cellules sont 
soumises à une supplémentation de biotine à raison de 50 M final dans le milieu de culture 
24 h avant récolte. Pour chaque condition (un triplicat) il est nécessaire de récolter 40 millions 
de cellules. Les cellules adhérentes sont lavées deux fois avec du PBS 1 X. Les cellules sont 
récoltées mécaniquement après ajout de 2,4 ml de tampon de lyse (50 mM Tris HCl pH = 7,4, 
500 mM NaCl, 0,2 % SDS, 1 nM DTT 1 X Complete Protease Inhibitor (Roche)) pour la totalité 
de la condition. 240 l de TritonX-100 à 20 % sont ajoutés et la lyse mécanique se fait par une 
série de pipetage aller-retour. Le mélange subit une première sonication de 30 fois 2 s à 80 % 
de la puissance à 0 °C avant ajout de 5,4 ml de tampon 50 mM Tris HCl pH = 7,4 puis de subir 
une seconde sonication identique à la première. Le lysat est centrifugé 10 min à 4 °C à 
16000 g. A ce moment les échantillons appelés Inputs peuvent être prélevés et le lysat est 
divisé en trois pour réaliser les chromatographies en triplicat. Dans chaque chromatographie 
d’affinité, 200 l de Streptavidin Magnetic Beads (Pierce) bien équilibrés dans un mélange 
moitié tampon de lyse et moitié 50 mM Tris HCl pH = 7,4, sont ajoutés et mis en agitation sur 
la nuit à 4 °C. Les billes magnétiques sont collectées à l’aide d’un support aimanté et lavées 
deux fois 8 min en agitation, à température ambiante, avec le tampon de lavage 1 (2 % SDS) 
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puis une fois avec le tampon de lavage 2 (0,1 % deoxycholate de sodium, 1 % TritonX-100, 
500 mM NaCl, 1 mM EDTA et 50 mM Hepes pH = 7,4) un lavage avec le tampon de lavage 3 
(250 mM LiCl, 0,5 % NP-40, 0,5 % deoxycholate de sodium, 1 mM EDTA et 10 mM Tris HCl 
pH = 7,4) et enfin un lavage avec le tampon 50 mM Tris HCl pH = 7,4. 5 % de chaque 
échantillon sont prélevés pour évaluer et valider la chromatographie d’affinité par western 
blot. La majeure partie de l’échantillon est envoyée en spectrométrie après chauffage des 
billes pendant 5 min à 95 °C dans du Laemmli 2 X. 
 

6.2. Chromatographie d’affinité pour la streptavidine (BioID2) 
 
Le protocole est basé sur le protocole de Kyle J. Roux (Kim et al., 2016b). Les cellules sont 
soumises à une supplémentation de biotine à raison de 50 M final dans le milieu de culture 
24 h avant récolte. Pour chaque condition (un triplicat) il est nécessaire de récolter 120 
millions de cellules. Les cellules adhérentes sont lavées deux fois avec du PBS 1 X. Les cellules 
sont récoltées mécaniquement avec du PBS 1 X et centrifugées 5 min à 240 g à température 
ambiante puis divisées en 3 lots de 40 millions de cellules et 2,4 mL de tampon de lyse (50 mM 
Tris HCl pH = 7,5, 500 mM NaCl, 0,4 % SDS, 2,5 nM DTT 1 X Complete Protease Inhibitor 
(Roche)) sont ajoutés sur le culot cellulaire. 240 l de TritonX-100 à 20 % sont alors ajoutés et 
la lyse est soumis à un traitement mécanique d’aspiration-refoulement. Le mélange subit une 
première sonication de 30 fois 2 s à 80 % la puissance à 0 °C avant ajout de 5,4 ml de tampon 
50 mM Tris HCl pH = 7,5 puis de subir une seconde sonication identique à la première. Le lysat 
est centrifugé 10 min à 4 °C à 16000 g. A ce moment les échantillons appelés Inputs peuvent 
être prélevés. Dans chaque pêche, 200 l de streptavidin mag sepharose (GE Healthcare) 
parfaitement équilibrés dans un mélange moitié tampon de lyse et moitié 50 mM Tris HCl 
pH = 7,5, sont ajoutés et mis en agitation sur la nuit à 4 °C. Les billes sont collectées à l’aide 
d’un support aimanté et lavées deux fois 8 min en agitation et à température ambiante avec 
le tampon de lavage 1 (2 % SDS) puis une fois avec le tampon de lavage 2 (0,1 % deoxycholate 
de sodium, 1 % TritonX-100, 500 mM NaCl, 1 mM EDTA et 50 mM Hepes pH = 7,5) un lavage 
avec le tampon de lavage 3 (250 mM LiCl, 0,5 % NP-40, 0,5 % deoxycholate de sodium, 1 mM 
EDTA et 10 mM Tris HCl pH = 8) puis un lavage avec le tampon 50 mM Tris HCl pH = 8. 5 % de 
chaque échantillon est prélevée pour évaluer et valider la chromatographie d’affinité par 
western blots. Les billes sont ensuite lavées quatre fois avec un tampon de 50 mM de 
bicarbonate d’ammonium et envoyés en spectrométrie de masse dans le même tampon 
utilisé pour la pêche. Les protéines sont digérées avec de la trypsine directement sur les billes 
sans aucun chauffage. 
 

6.3. Chromatographie d’affinité pour le peptide T6B  
 
Chaque triplicat de pêche nécessite 150 millions de cellules (pour l’élaboration des banques 
de petits ARN). Les cellules sont récoltées avec du PBS 1 X et centrifugées 5 min à température 
ambiante à 240 g puis le culot obtenu est mélangé avec 4,5 ml de tampon de lyse (50 mM de 
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Tris HCl pH = 7,5, 150 mM NaCl, 5 mM EDTA, 1% NP-40, 0,5 mM DTT, 1X Complete Protease 
Inhibitor (Roche) et 0,1 U ribolock par l) et maintenu dans la glace pendant 30 min. Une 
centrifugation 10000 g pendant 10 min à 4 °C permet de se débarrasser d’inclusions qui 
restent dans la phase liquide. L’échantillon Input peut être prélevé à ce moment-là et chaque 
lysat est divisée en trois. Les billes sont préparées en même temps que la lyse ou avant la lyse 
mais une seule préparation à lieu pour tous les échantillons : pour une pêche unique on utilise 
120 l de billes Dynabeads Protéine G (Invitrogen) que l’on mélange avec 24 l (24 g) 
d’anticorps Monoclonal Anti-Flag M2 (Sigma) pendant 20 min en agitation, les billes sont 
lavées deux fois avec du tampon de lyse puis 24 g de peptide Flag-T6B sont ajoutés aux billes 
pendant 1 h puis les billes sont lavées deux fois avec du tampon de lyse. La fraction de billes 
qui est nécessaire à une pêche est ajoutée dans le lysat et mise en agitation pendant 1 h. Enfin 
trois lavages avec du tampon de lyse sont effectués et le dernier lavage est transféré dans un 
nouveau tube. Les billes peuvent être utilisées pour une analyse en spectrométrie de masse 
ou resuspendues dans le Trizol pour une extraction d’ARN. 
 

7. Banques de petits ARN 
 
Le principe est d’extraire l’ARN total (voir extraction Trizol), sélectionner les petits ARN et fixer 
des adaptateurs en 3’ et 5’ des ARN, en obtenir l’ADN complémentaire et enfin de l’ADN 
double brin. 
 

7.1. Sélection des petits ARN (18 à 25 nucléotides) 
 
Les petits ARN sont sélectionnés à partir de l’ARN total par passage dans un gel résolutif 
acrylamide 17,5 % / urée. Les petits ARN sont récupérés directement en découpant le gel en 
se repérant à une échelle de taille radioactive constituée de trois oligonucléotides de 19, 24 
et 33 nucléotides marquées avec du phosphore 32. Le morceau de gel contenant l’ARN de la 
taille voulue est découpé puis le gel est broyé et immergé dans 400 µl de NaCl 0,4 M et incubé 
à 4 °C sur la nuit avec agitation. L’ARN est précipité en ajoutant 2 volumes d’éthanol 100 % et 
2 µl de glycoblue suivi d’une incubation à -80 °C pendant une heure et d’une centrifugation 
16000 g à 4 °C de 30 min. Un lavage à l’éthanol 70 % est réalisé. 
 

7.2. Additions d’adaptateurs 3’ et 5 ‘ 
 
L’ARN est dissout dans 4 µl d’eau et l’adaptateur 3’ dégénéré préalablement adénylé est fixé 
en 5’ de l’ARN (5Phos-NNNNUGGAAUUCUCGGGUGCCAAGG(AmC7)) grâce à la réaction : 0,5 
µl d’adaptateur 20 µM, 1,5 µl de RNA ligase tronquée K227Q, 3 µl de 50 % PEG et 1 µl de 
tampon T4 ligase. L’incubation a lieu à 16 °C pendant 16 h. La purification se fait par passage 
dans un gel résolutif acrylamide 12 % / urée. L’extraction du gel est effectuée comme 
précédemment. 
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L’ARN est dissout dans 3,5 µl d’eau et l’adaptateur 5’ dégénéré est fixé en 3’ de l’ARN 
(GUUCAGAGUUCUACAGUCCGACGAUCNNNN) grâce à la réaction : 0,5 µl d’adaptateur 20 µM, 
1 µl de RNA ligase 1, 3 µl de 50 % PEG, 1 µl de tampon T4 ligase et 1 µl d’ATP 10 mM. 
L’incubation a lieu à 37 °C pendant 1 h. La purification se fait par passage dans un gel résolutif 
acrylamide 8 % / urée. L’extraction du gel est effectuée comme précédemment. 
 

7.3. Obtention de la banque en ADN 
 
L’ARN est repris dans 13,5 µl d’eau afin de réaliser une transcription réverse, pour cela 1 µl 
d’oligonucléotide RT1 (GCCTTGGCACCCGAGAATTCCA) est ajouté et 5 min d’incubation à 65 °C 
sont effectuées avant transfert sur glace. La réaction de réverse transcription est réalisée en 
ajoutant 6 µl de tampon, 2 µl de dNTP mix 10 mM, 3 µl de DTT 100 mM, 1,5 µl de Ribolock 
(Thermo Fischer) et 3 µl de Superscript IV (Thermo Fischer). L’incubation 10 min à 52 °C et 
10 min à 80 °C. 10 µl d’ADN complémentaire obtenu sont utilisés pour réaliser une PCR 
phusion 50 µl (Thermo Scientific) en utilisant le protocole du fabricant mais le nombre de 
cycles est adapté en fonction de chaque échantillons (entre 10 et 12 cycles) à 61 °C de 
température hybridation et 20 s d’élongation. Les oligonucléotides utilisés sont RPI et RPIx 
(Illumina), RPIx étant différent pour chaque échantillon puisque cet oligonucléotide porte le 
code barre spécifique de chaque échantillon (tableau 11). Enfin les PCR sont purifiés par 
passage dans un gel résolutif d’acrylamide 8 % non-dénaturant et les ADN sont récupérés et 
précipitées de la même manière qu’aux étapes précédente en utilisant le glycogène à la place 
du glycoblue pour ne pas interférer avec le séquençage. 
 

 
Tableau 14 : Liste des codes-barres attribués à chaque échantillon (Illumina). 

 
8. Spectrométie de masse 

 
Après digestion par la trypsine, les peptides sont analysés sur un nano HPLC Easy nLC 1000 
system (Thermi Scientific) couplé à un Plus mass spectrometer (Thermo scientific). Les pré-
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colonnes utilisées sont des colonnes analytiques C-18 (75 µm ID x 15 cm Pepmap 100, Thermo 
Scientific). Les peptides sont élués en utilisant un mélange de 5 à 40 % de slolution B (0,1 % 
acide formique dans l’acétonitrile) dans du solvant A (0,1 % acide formique). 
 

9. Statistiques 
 
Les données récoltées sont exprimées en nombre de spectres (spectral count) et les spectres 
qui peuvent être attribuées à plusieurs protéines sont attribuées à toutes ces proteines en 
suivant les lignes directrices de A. Nesvizhskii et R. Aebersold. Les statistiques comparatives 
employées suivent le modèle de la loi binomiale négative et les p-values sont ajustées par la 
méthode de Benjamini-Hochberg. Le traitement des données de spectrométrie de masse a 
été fait à l’aide du logiciel MassSpec Toolkit qui est géré par Béatrice Chane-Woon-Ming en se 
référant à la nomenclature UniProt. Le seuil pour tenir compte d’une protéine a été fixé à 4 
spectres minimum dans au moins un des échantillons et le seuil à partir duquel on considère 
les protéines comme différentes dans une comparaison est fixé à une unité de log2 avec une 
p-value < 0,05. 
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IV. DISCUSSIONS - PERSPECTIVES 
 
Parmi de multiples facteurs participant à la mise en place efficace de l’infection par le MCMV, 
les miARN représentent des éléments importants. L’implication de ces petits ARN non codants 
se fait à deux niveaux distincts. D’une part, la production par le virus d’un nombre conséquent 
de miARN viraux s’accumulant en quantité importante et d’autre part la dégradation du 
miARN cellulaire miR-27. Dans les deux cas, on retrouve un facteur essentiel pour l’action des 
miARN qui est une protéine Argonaute, et dont AGO2 est le représentant le plus important 
chez les mammifères. Nous avons donc entrepris d’étudier l’importance de cette protéine au 
cours de l’infection par le MCMV et plus particulièrement son implication dans la stabilisation 
des miARN viraux ainsi que dans la mise en place du TDMD de miR-27. Pour ce faire, nous 
avons établi des banques de petits ARN pour comprendre comment les miARN viraux et 
cellulaires sont chargés en présence et absence d’AGO2 et nous avons mis à jour l’interactome 
d’AGO2 pendant l’infection par le MCMV dans le but de trouver des facteurs importants pour 
le virus. Par ces approches, nous voulions déterminer si et comment la cellule met en place 
un mécanisme particulier pour faire face à l’afflux d’un nombre élevé de miARN exogènes et 
également profiter de ces expériences pour identifier de nouveaux facteurs impliqués dans le 
TDMD. 
Dans l’introduction j’ai parlé de l’importance du TDMD de miR-27 dans l’établissement de 
l’infection in vivo par le MCMV (Marcinowski et al., 2012). Il est communément admis que les 
herpèsvirus ont besoin de contrôler la production de l’IL 10 pour moduler le système 
immunitaire. En effet, certains codent pour un orthologue d’IL-10 (Kotenko et al., 2000). Il a 
également été montré que l’ARNm d’IL-10 est une des cibles de miR-27 (Xie et al., 2014), ce 
qui indiquerait que la dégradation de ce miARN pourrait participer à la régulation d’IL-10 
durant l’infection par MCMV. Par ailleurs, l’élimination de miR-27 par MCMV est également 
importante lors de l’infection. En effet, la surexpression de ce miARN dans des cellules en 
culture conduit à un effet antiviral et une diminution du titre infectieux (Buck et al., 2010). 
Cette observation valide donc la pertinence de l’utilisation d’un modèle cellulaire tel que les 
cellules MEF pour étudier ce phénomène. 
 
Pour comprendre l’effet du virus sur les miARN cellulaires, j’ai constitué des banques de petits 
ARN à partir de MEF provenant de souris sauvages ou inactivées génétiquement pour AGO2 
et infectées par MCMV. Cependant, ces banques ont montré quelques limites. La première 
est le niveau relativement bas d’infection observé dans les deux lignées. En effet, l’analyse des 
miARN d’origine virale révèle que ceux-ci s’accumulent à un pourcentage plus faible que celui 
observé par le passé au laboratoire dans des fibroblastes 3T3. En moyenne, nous avons 
identifié moins de 2 % de miARN viraux 24 hpi dans tous les échantillons infectés, ce qui est 
très inférieur aux résultats obtenus dans les cellules 3T3 (25 %). L’idéal aurait été d’avoir des 
banques réalisées sur des cellules présentant une infection plus forte pour pouvoir y déceler 
le maximum d’effet dû au virus. La deuxième limite est d’ordre technique puisque l’expérience 
n’a été faite qu’une seule fois, même si la pêche des protéines Argonaute a été réalisée sous 
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forme de triplicat. Malgré ces limitations, il a cependant été possible de faire des observations 
intéressantes à partir des données de séquençage obtenues. Nous avons ainsi pu constater 
par exemple que les échantillons issus de la chromatographie d’affinité par le peptide T6B (IP) 
qui contiennent donc uniquement les petits ARN chargés dans les protéines Argonaute sont 
constitués à plus de 96 % de séquences de miARN. Cette observation est de nature à 
augmenter la confiance que l’on peut avoir dans notre méthode de pêche. En revanche, dans 
les Input ce pourcentage diminue entre 43 et 85 % ce qui est compréhensible puisque nous 
nous retrouvons avec des petits ARN issus de la dégradation d’ARN plus longs comme les 
ARNm, ARN ribosomiques ou ARN de transfert. Cela confirme que les Argonautes ne sont pas 
chargés avec n’importe quel petits ARN dans des conditions normales mais bien avec les 
miARN. Cette dernière observation constitue la seule différence notable entre les inputs et les 
IP car seuls quelques miARN ont montré un niveau très différent entre inputs et IP d’une 
même condition. Pour la plupart des miARN, on ne note pas d’enrichissement notable dans 
l’IP. Ce résultat indique donc que dans l’extrait de départ, la vaste majorité des miARN 
identifiés sont déjà chargés et n’existent que très peu sous forme libre, ou alors sous une 
forme ne permettant pas leur ligation aux adaptateurs. 
 
Les banques générées ont permis de mettre en évidence sept miARN qui s’accumulent plus 
fortement en absence d’AGO2. Parmi ceux-ci, on trouve quatre miARN de la famille miR-344 
qui sont tous codés au même locus sur le chromosome 7, il est donc tentant de penser qu’un 
phénomène de régulation de la transcription est en cause pour cette famille. Mais le plus 
touché par ce phénomène est le miR-10a dont les deux brins sont plus exprimés (à la fois dans 
l’input et dans l’IP) en absence d’AGO2, avec une tendance plus marquée pour miR-10a-5p. Il 
est intéressant de noter que miR-10a-5p serait capable de contribuer à déclencher la cascade 
de l’apoptose. Toutefois, nous n’avons pas constaté de différence majeure concernant la 
survie des cellules Ago2-/-. Ces dernières sont certes un peu plus petites que les sauvages, mais 
ne présentent pas de défaut de multiplication ou d’une augmentation de la mort cellulaire. La 
surexpression de miR-10a représente donc peut-être un mécanisme de contrôle qui se met 
en place lorsqu’AGO2 n’est plus exprimé. 
Par ailleurs, l’analyse des données de ces banques a mis en évidence que l’absence d’AGO2 a 
une influence sur le chargement des miARN néo-synthétisés. En effet l’étude sur le 
pourcentage des miARN viraux chargés dans les cellules wt ou Ago2-/- montre que les miARN 
viraux peuvent être significativement plus ou moins chargés selon qu’AGO2 est présent ou 
non. La plupart de ceux qui montrent une différence significative sont plus présents lorsque 
AGO2 est exprimé (12 miARN), même si l’inverse est vrai pour 4 miARN. Cette observation 
met clairement AGO2 au centre du jeu pour ce qui est de charger et d’exploiter les miARN 
viraux. Je précise ici que les analyses par northern blot des miARN viraux (Résultats 1.3.1) 
avaient montrés une diminution du miR-M01.2 par exemple mais pas du pré-miR-M01.2. On 
peut donc supposer que l’infection par le MCMV de ces cellules est retardée, ce qui 
permettrait d’expliquer cette différence. Les observations concernant le chargement 
différentiel des miARN viraux constrastent avec ce qui est généralement admis concernant les 
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AGO de mammifères : AGO1 et AGO2 sont exprimés à des niveaux différents et l’un a 
tendance à compenser l’absence de l’autre (Matsui et al., 2015) mais ils sont censés être 
chargés indifféremment avec les mêmes populations de miARN même si des publications ont 
déjà montré des chargement préférentiels pour certain miARN en étudiant des structures en 
épingle à cheveux (Gu et al., 2011). Nos données indiquent que la différence de chargement 
s’applique également aux miARN cellulaires. Par ailleurs, les différences observées ne 
résultent pas tout simplement d’un changement au niveau du choix brin guide / passager. 
 
Concernant le TDMD de miR-27, l’étude de l’abondance de miR-27 dans les MEF sauvages et 
les KO montre que miR-27a est nettement plus exprimé en absence d’AGO2 mais que dans le 
même temps miR-27b semble moins présent. Cela suggère qu’effectivement les miARN ne 
sont pas chargés à l’identique sur toutes les AGO. Cette observation ne reflète pas forcément 
les résultats obtenus par northern blot où il apparaît que le niveau d’abondance de miR-27 
est semblable dans les deux lignées de MEF avant infection par le MCMV. Toutefois, on ne 
peut très certainement pas distinguer entre miR-27a et b par cette technique, ce qui explique 
sans doute ce résultat. Nous avons également pu observer qu’à la fois miR-27 a et b sont 
affectés par le TDMD dans les MEF sauvages même si l’élimination n’est pas totale sûrement 
dû à la faiblesse de l’infection. Il a été plus surprenant de voir que miR-27 a et b sont 
également affectés par le TDMD dans les MEF en absence d’AGO2 notamment miR-27a 
(Résultats 1.4.3.2), alors que les données obtenues par northern blot laissaient penser à un 
délai dans la mise en place du TDMD en l’absence d’AGO2. Cependant, il faut modérer ce 
résultat par la différence du niveau d’infection dans les cellules utilisées pour la construction 
des banques. La quantification de la diminution du niveau de miR-27 entre les cellules 
infectées ou non indique une diminution d’un facteur 2, ce qui indique que le TDMD n’a pas 
encore eu complètement lieu. Au final, nos observations indiquent que le TDMD de miR-27a 
peut se produire en absence d’AGO2 et qu’il peut être initié sur les miARN chargés dans les 
autres AGO. Il est envisageable que le chargement efficace de miR-27a dans les autres AGO 
contribue à sa stabilité en compensant la destruction due au TDMD. 
 
Pour trouver des nouveaux facteurs interagissant avec AGO2 au cours de l’infection par le 
MCMV, j’ai réalisé un étiquetage en cellules par la biotine des protéines à proximité de celle-
ci à l’aide de la technique BioID2. L’analyse des protéines biotinylées par spectrométrie de 
masse réalisée en triplicat nous a permis de comparer les interactomes de cellules MEF non-
infectées ou infectées par MCMV ou SINV et de mettre en évidence un certain nombre de 
protéines candidates. 
Pour commencer la technique utilisée avec les deux constructions B2A et B2A-L nous a donné 
satisfaction puisque contrairement aux autres techniques précédemment utilisées au 
laboratoire le rendement en nombre de spectre et nombre de protéines identifiées dans 
chaque échantillon a été très élevé. Il y a plusieurs raisons qui peuvent être évoquées pour 
expliquer cela. D’abord il se peut que les constructions fusionnées avec le BioID2 soient plus 
fonctionnelles qu’avec BirA* car la protéine est plus petite. De plus, l’addition d’un linker 
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permet d’augmenter le rayon d’action de la biotine ligase. Il est également probable que 
BioID2 ait une capacité de biotinylation supérieure car la quantité et le temps de biotinylation 
sont restés les mêmes dans mes différentes tentatives. J’ai aussi utilisé des billes différentes 
qui semblent moins enclines à relarguer leur streptavidine dans le tampon d’élution. Enfin, 
c’est surtout la méthode utilisée pour décrocher les protéines des billes qui peut être mise en 
avant puisque l’utilisation de chaleur a été proscrite et la digestion trypsique des protéines 
s’est faite directement sur les billes. 
Notre analyse a permis l’identification de 563 à 895 protéines dans chaque échantillon en 
mettant de côté les deux échantillons qui contenaient des restes de détergent ce qui ne 
permettait pas de les comparer aux autres. Nous avons été capables d’identifier de nombreux 
spectres appartenant à des partenaires connus d’AGO2 : TNRC6A/B/C, HSP90A/B, HSP70, 
PABP, GGYF2, EDC4 et des protéines du complexe CCR4-NOT. L’identification de ces 
cofacteurs dans tous les échantillons nous a rassuré quant à la fiabilité de la technique utilisée.  
Nous avons également identifié de nombreux spectres pour AGO1 ce qui peut s’expliquer par 
la localisation subcellulaire des AGO, en effet sous certaines circonstances les Argonautes 
peuvent être adressées dans les p-bodies (Qi et al., 2008; Wu et al., 2011). Par ailleurs nous 
avons également identifié des protéines Dead Box (DDX6 et DDX17 par exemple) qui sont 
connues pour guider la localisation subcellulaire de certains ARN (Hondele et al., 2019), ces 
protéines doivent participer à la constitution d’une compartimentalisation cellulaire en 
séparation de phase (sans organelle) dont font partie le p-bodies. Cette 
compartimentalisation est rapide et doit faire partie d’une réponse à l’infection. 
La comparaison statistique des interactomes a permis de mettre en évidences des différences 
entre les conditions mais également entre les deux constructions B2A et B2A-L. La 
comparaison des interactomes des deux lignées MOCK a mis en évidence 114 protéines 
biotinylées à des niveaux différents sans tenir compte des protéines de fusion elles-mêmes. Il 
est tout à fait normal que la construction avec et sans linker soient en contact avec les 
partenaires d’AGO2 de manière différente. On peut noter d’ailleurs que dans cette liste figure 
HSP90A/B mais aussi d’autres co chaperonnes : SGT1 qui est une co-chaperonne de HSP90 
(Mayor et al., 2007), FKBP5 (Hähle et al., 2019), MAP1B (Wu et al., 2019). PPM1A est une 
phosphatase métal-dépendante qui est capable de réguler la phosphorylation de plusieurs 
protéines kinase (Li et al., 2013), cette protéine pourrait faire l’objet d’une étude sur son 
interaction avec AGO2 et son complexe car on sait que le fonctionnement d’AGO2 est 
dépendant d’un certain nombre de modification et notamment des phosphorylations. Nous 
voyons également apparaitre des protéines qui seront mises en évidence dans nos autres 
comparaisons en présence de virus : FINC, RCC2, CO1A1, VIME, SRS10, TRA2B, SRSF7, DDX46, 
NACAM, LUC7L, et LC7L2. Il est assez logique de constater que plus de protéines sont taguées 
par B2A-L que par B2A car le linker confère un rayon d’action plus grand à B2A-L. 
Les interactomes d’AGO2 pendant l’infection par le MCMV se distinguent des conditions 
MOCK par 15 et 64 protéines chez B2A-L et B2A respectivement sans compter les protéines 
virales. Ici c’est la construction B2A-L qui a le moins bon rendement peut être causé par la 
dispersion plus grande due au linker. Parmi ces protéines un grand nombre font partie des 
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protéines identifiées comme facteurs d’épissage ou facteurs de transcription. Mais il est 
intéressant de constater que celles qui sont les plus différentes de la condition MOCK et en 
faveur des conditions infectées se trouve une protéine liée aux chaperonnes FINC dans B2A. 
FINC fait partie des protéines qui seraient susceptibles de contribuer au chargement de AGO2 
par des miARN d’origine virale pendant l’infection. 
Nous avons également pu identifier un phénomène intéressant dans B2A-L infecté par le 
MCMV, trois protéines qui sont liées par leur régulation et fonction ont été identifiées : TRA2B 
et SRS10 dans l’interactome d’AGO2 en condition infectée et ZRAB2 dans l’interactome 
d’AGO2 en condition MOCK, comme si un facteur d’épissage en remplaçait un autre. De 
nombreuses protéines liées à la localisation subcellulaire ont également été identifiées : 
DDX3X, DDX3Y et DDX46 (Hondele et al., 2019), cela est peut-être le signe d’un changement 
de localisation d’AGO2 pendant l’infection par le MCMV. 
Les interactomes d’AGO2 en condition d’infection par le SINV mettent en évidence, en plus 
des nombreuses protéines liées à l’épissage, un grand nombre de protéines lié à l’ADN, 
remodelage de la chromatine ou facteurs de transcription : RNPS1, CHD1, BRD2, BRD3, 
NACAM et PR40A. Nous pouvons constater que tous ces facteurs sont moins présents dans la 
condition infectée par SINV, Il est possible que ces facteurs doivent être relocalisés ailleurs 
dans la cellule.  
Les interactomes de SINV nous ont permis de voir quels sont les partenaires d’AGO2 qui se 
mettent en évidence dans tous les cas d’infections et il y en a cinq : LUC7L, LC7L2, LC7L3 dont 
on sait très peu mais qui sont probablement des facteurs d’épissages, DDX46 qui peut avoir 
une influence sur la localisation des complexes RISC et SRSF7 qui est également un facteur 
d’épissage. De plus en plus de facteurs d’épissage sont décrits avec d’autres compétences 
avec notamment l’idée qu’il est possible que l’ARN régule la protéine autant que le contraire, 
il y a aussi un lien avec la localisation cellulaire puisque les paraspekles sont riches en ces 
facteurs d’épissage (Hentze et al., 2018). De plus, AGO2 est de plus en plus décrit comme un 
partenaire dans l’épissage et nos données ne le contredisent pas (Tarallo et al., 2017) même 
si encore une fois ce ne soit que des résultats préliminaires. 
Le résultat le plus intrigant est l’identification de BICC1 à la fois dans les B2A et B2A-L infectés 
par le MCMV sachant que cette protéine est déjà liée à miR-27 (Piazzon et al., 2012) mais aussi 
aux TUTase chez C. elegans (Schmid et al., 2009). Cela en fait un candidat qui pourrait avoir 
un impact réel sur le MCMV et peut être même par le mécanisme de TDMD. Cette protéine a 
été identifiée par western blot très faiblement mais il serait intéressant d’en diminuer 
transitoirement l’expression en condition d’infection et de voir l’effet produit sur le MCMV et 
le TDMD de miR-27. En plus de BICC1, cette étude a tout de même permis d’identifier WASC5, 
SON et ATPA comme facteurs candidats pour influer sur l’infection par le MCMV. 
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ANNEXE 1 : Heat map des miARN cellulaires et viraux dans la banque de petits à ARN. 
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ANNEXE 2 : Comparaison B2A avec B2A-L (MOCK) 
 
 

B2A.MOCK B2A.L.MOCK deltaSC lFC.Av LogFC p.value adjp 
FlagHABioID2-
LINKERmAGO2 

0 556.3 -556.3 -Inf -12.08 4.756e-
200 

5.555e-
197 

FlagHABioID2mAGO2 293.7 0 293.7 Inf 11.24 1.257e-
146 

7.339e-
144 

PLEC_MOUSE 137.3 323.3 -186 -1.154 -1.154 3.403e-33 1.325e-30 
PPM1A_MOUSE 0 76.7 -76.7 -Inf -9.226 2.362e-32 6.896e-30 
NUDC_MOUSE 0.3 25.7 -25.4 -6.168 -5.745 7.192e-20 1.68e-17 
MAP1B_MOUSE 1 27.3 -26.3 -4.711 -4.534 8.649e-19 1.684e-16 
FKBP5_MOUSE 1.3 28 -26.7 -4.301 -4.19 2.557e-15 4.267e-13 
CD2AP_MOUSE 2.3 36.3 -34 -3.871 -3.808 3.612e-15 5.274e-13 
BCAR1_MOUSE 12.3 56.3 -44 -2.11 -2.099 5.217e-14 6.771e-12 
NEST_MOUSE 1 22.3 -21.3 -4.435 -4.243 6.165e-14 7.2e-12 
SGT1_MOUSE 0 15.3 -15.3 -Inf -6.91 8.984e-14 8.745e-12 
RTN4_MOUSE 1 24.7 -23.7 -4.519 -4.383 1.034e-13 9.292e-12 
PRS7_MOUSE 0 14.3 -14.3 -Inf -6.814 2.833e-13 2.364e-11 
TXNL1_MOUSE 9 43 -34 -2.178 -2.161 3.465e-13 2.698e-11 
HS90B_MOUSE 41.3 114.7 -73.4 -1.396 -1.391 5.902e-13 4.308e-11 
AFAD_MOUSE 18 58 -40 -1.603 -1.6 5.216e-12 3.584e-10 
FINC_MOUSE 24 3.3 20.7 2.939 2.882 8.713e-12 5.654e-10 
COBL1_MOUSE 0 11.7 -11.7 -Inf -6.52 4.086e-11 2.512e-09 
RCC2_MOUSE 103.7 46 57.7 1.255 1.252 4.352e-11 2.542e-09 
ZO1_MOUSE 97.7 216.7 -119 -1.067 -1.067 4.837e-10 2.69e-08 
RPAP3_MOUSE 1 15 -14 -3.805 -3.672 9.065e-10 4.813e-08 
SRSF3_MOUSE 154 52.7 101.3 1.628 1.625 1.256e-09 6.378e-08 
GPN1_MOUSE 8.7 33.3 -24.6 -1.862 -1.848 1.824e-09 8.876e-08 
CO1A1_MOUSE 9 0 9 Inf 6.23 2.216e-09 1.035e-07 
VIME_MOUSE 9.7 38.3 -28.6 -1.912 -1.895 2.465e-09 1.107e-07 
NU214_MOUSE 3 19.7 -16.7 -2.625 -2.584 4.66e-09 2.016e-07 
HS105_MOUSE 0 9 -9 -Inf -6.151 6.842e-09 2.854e-07 
PDIA3_MOUSE 21.3 4.3 17 2.384 2.347 8.359e-09 3.367e-07 
LRRF1_MOUSE 1 13.3 -12.3 -3.655 -3.505 8.883e-09 3.414e-07 
WASC2_MOUSE 5.3 26 -20.7 -2.189 -2.177 9.152e-09 3.414e-07 
TLN1_MOUSE 13 53.7 -40.7 -1.957 -1.951 9.354e-09 3.414e-07 
STRN_MOUSE 1 13.7 -12.7 -3.706 -3.539 1.229e-08 4.348e-07 
TCPQ_MOUSE 9.7 35 -25.3 -1.775 -1.764 1.597e-08 5.487e-07 
TB182_MOUSE 30 67.7 -37.7 -1.091 -1.089 2.285e-08 7.627e-07 
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RUVB2_MOUSE 2 18.3 -16.3 -3.1 -3.037 2.551e-08 7.998e-07 
DAB2_MOUSE 3.7 20.3 -16.6 -2.39 -2.352 2.562e-08 7.998e-07 
SR140_MOUSE 198.7 94 104.7 1.166 1.163 2.602e-08 7.998e-07 
PKHG3_MOUSE 0.7 11.3 -10.6 -4.013 -3.781 4.831e-08 1.447e-06 
ARGL1_MOUSE 53.3 21.7 31.6 1.374 1.372 7.403e-08 2.162e-06 
F1142_MOUSE 0 8.3 -8.3 -Inf -6.04 8.617e-08 2.396e-06 
HS90A_MOUSE 17.7 53.3 -35.6 -1.519 -1.509 9.085e-08 2.468e-06 
ICAL_MOUSE 4.3 20.7 -16.4 -2.161 -2.141 1.233e-07 3.272e-06 
YAP1_MOUSE 5 22.3 -17.3 -2.074 -2.052 1.399e-07 3.631e-06 
PLIN3_MOUSE 2.3 15 -12.7 -2.595 -2.541 6.475e-07 1.609e-05 
SRS10_MOUSE 24.7 6 18.7 2.117 2.098 7.319e-07 1.781e-05 
F10A1_MOUSE 0 6.3 -6.3 -Inf -5.653 8.577e-07 2.004e-05 
PPID_MOUSE 0 6.7 -6.7 -Inf -5.723 1.003e-06 2.297e-05 
CYBP_MOUSE 0 6.3 -6.3 -Inf -5.652 1.269e-06 2.796e-05 
CE170_MOUSE 1.3 11.3 -10 -3.003 -2.897 1.306e-06 2.825e-05 
CAC1A_MOUSE 10.3 1.3 9 3.029 2.919 1.378e-06 2.926e-05 
SC16A_MOUSE 4 23.3 -19.3 -2.457 -2.424 1.512e-06 3.153e-05 
TRA2B_MOUSE 14.3 3 11.3 2.329 2.288 1.716e-06 3.516e-05 
SNX1_MOUSE 0.3 8 -7.7 -4.478 -4.078 1.747e-06 3.519e-05 
KTN1_MOUSE 4 20 -16 -2.234 -2.204 2.018e-06 3.976e-05 
ERBIN_MOUSE 0 6 -6 -Inf -5.575 2.042e-06 3.976e-05 
DDX46_MOUSE 68.3 35 33.3 1.048 1.044 2.367e-06 4.532e-05 
BICD2_MOUSE 23.3 52.3 -29 -1.085 -1.081 2.731e-06 5.124e-05 
ACTC_MOUSE 54 27 27 1.075 1.075 2.764e-06 5.124e-05 
FA83H_MOUSE 0 5.7 -5.7 -Inf -5.495 3.659e-06 6.678e-05 
ERC6L_MOUSE 3.7 16.3 -12.6 -2.069 -2.038 3.923e-06 6.967e-05 
EF1D_MOUSE 4.7 22.7 -18 -2.208 -2.175 3.937e-06 6.967e-05 
STAU2_MOUSE 6.7 0.3 6.4 4.374 3.958 4.712e-06 8.214e-05 
SRSF7_MOUSE 32.3 13 19.3 1.396 1.386 5.888e-06 0.0001011 
PSMD1_MOUSE 0 5.3 -5.3 -Inf -5.409 6.527e-06 0.0001105 
FKBP4_MOUSE 0.3 7 -6.7 -4.294 -3.89 7.124e-06 0.0001189 
CHIP_MOUSE 0 5.3 -5.3 -Inf -5.409 8.906e-06 0.0001465 
UBP47_MOUSE 0 5.3 -5.3 -Inf -5.411 1.149e-05 0.0001864 
CKAP5_MOUSE 0.3 6.7 -6.4 -4.284 -3.821 1.335e-05 0.0002137 
PRUN1_MOUSE 0 5 -5 -Inf -5.317 1.36e-05 0.0002147 
RC3H1_MOUSE 33.3 15 18.3 1.239 1.227 1.592e-05 0.000248 
BAIP2_MOUSE 0 4.7 -4.7 -Inf -5.222 2.176e-05 0.0003301 
ABI1_MOUSE 0 4.7 -4.7 -Inf -5.221 2.252e-05 0.0003372 
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STIP1_MOUSE 3 14.3 -11.3 -2.176 -2.13 2.296e-05 0.0003394 
HMGB2_MOUSE 23.3 8.3 15 1.575 1.554 3.384e-05 0.000488 
CHM4B_MOUSE 2 10.7 -8.7 -2.343 -2.267 4.448e-05 0.0006336 
ITPI2_MOUSE 0 4.3 -4.3 -Inf -5.119 4.552e-05 0.0006406 
LUC7L_MOUSE 109.7 39.3 70.4 1.549 1.548 6.143e-05 0.0008542 
NXP20_MOUSE 1.3 8.7 -7.4 -2.629 -2.515 7.585e-05 0.001042 
RL35_MOUSE 8 1.3 6.7 2.662 2.554 8.184e-05 0.001111 
RL39_MOUSE 12.7 3.3 9.4 2.029 1.969 8.628e-05 0.001158 
PEX1_MOUSE 0 4 -4 -Inf -5.005 9.19e-05 0.00122 
IRS1_MOUSE 0 4 -4 -Inf -5.004 9.841e-05 0.001292 
H2AV_MOUSE 15.3 5 10.3 1.708 1.674 0.0001139 0.001479 
PTN23_MOUSE 2.3 10.7 -8.4 -2.104 -2.055 0.0001502 0.001928 
SEPT9_MOUSE 1 7.3 -6.3 -2.792 -2.653 0.0001528 0.00194 
EPN4_MOUSE 1.7 9 -7.3 -2.343 -2.271 0.0001648 0.002047 
PCNP_MOUSE 0.7 6.3 -5.6 -3.151 -2.955 0.0001683 0.002055 
FLNC_MOUSE 6 17.7 -11.7 -1.475 -1.459 0.0001689 0.002055 
DNJB1_MOUSE 2.7 13.7 -11 -2.265 -2.222 0.000174 0.002095 
PR38B_MOUSE 1.7 9 -7.3 -2.328 -2.27 0.0001879 0.002217 
H2A1B_MOUSE 22.3 9.3 13 1.345 1.329 0.0002099 0.002452 
LASP1_MOUSE 7 19.7 -12.7 -1.408 -1.393 0.0002279 0.002621 
RBNS5_MOUSE 6.7 19 -12.3 -1.434 -1.414 0.0002288 0.002621 
LC7L2_MOUSE 214.7 76.7 138 1.555 1.554 0.0002395 0.00269 
NOP56_MOUSE 17 6.7 10.3 1.43 1.413 0.0002715 0.00302 
RUVB1_MOUSE 0.7 6 -5.3 -3.067 -2.878 0.0003138 0.00338 
MYH9_MOUSE 29.3 62.7 -33.4 -1.016 -1.012 0.0003446 0.00347 
U2AF2_MOUSE 67.7 24.7 43 1.548 1.541 0.0003719 0.00359 
ACINU_MOUSE 13.3 4.3 9 1.711 1.675 0.0004563 0.004368 
EIF2A_MOUSE 1 6.7 -5.7 -2.651 -2.518 0.0004645 0.004411 
JUPI2_MOUSE 7 18.3 -11.3 -1.305 -1.293 0.0004691 0.004418 
GSTM1_MOUSE 1 6.7 -5.7 -2.649 -2.518 0.000485 0.004532 
RBGPR_MOUSE 0.3 4.7 -4.4 -3.757 -3.317 0.0004968 0.004588 
CASP8_MOUSE 0.3 4.7 -4.4 -3.706 -3.317 0.0004988 0.004588 
NACAM_MOUSE 11.7 26 -14.3 -1.071 -1.067 0.0005692 0.005194 
SYVC_MOUSE 6 18.3 -12.3 -1.531 -1.511 0.0006653 0.005932 
VCIP1_MOUSE 1.3 7.3 -6 -2.37 -2.277 0.0007822 0.006818 
SNAG_MOUSE 0.7 5.3 -4.6 -2.927 -2.712 0.0008735 0.007502 
SC31A_MOUSE 0.3 4.3 -4 -3.599 -3.213 0.0008815 0.007515 
H2A2A_MOUSE 21 9.7 11.3 1.205 1.191 0.0008923 0.007552 
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AIF1L_MOUSE 0.3 4.3 -4 -3.592 -3.213 0.0009071 0.007623 
BUD13_MOUSE 6.3 1.3 5 2.332 2.224 0.001028 0.008516 
LBR_MOUSE 12.3 4.7 7.6 1.486 1.459 0.001155 0.009431 
ELOB_MOUSE 2.3 9 -6.7 -1.862 -1.814 0.001191 0.009661 
PCCB_MOUSE 5.7 1 4.7 2.589 2.44 0.001244 0.009916 
FIP1_MOUSE 22.3 11.7 10.6 1.02 1.01 0.001274 0.009916 
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ANNEXE 3 : Comparaison B2A-MCMV avec B2A-MOCK 
 
 

B2A.MCMV B2A.MOCK deltaSC lFC.Av LogFC p.value adjp 
RCC2_MOUSE 7 103.7 -96.7 -3.842 -3.822 7.38e-49 6.982e-46 
LC7L3_MOUSE 98.7 14.7 84 2.788 2.782 1.438e-37 6.803e-35 
CNOT1_MOUSE 154 64 90 1.306 1.308 1.291e-24 4.07e-22 
FINC_MOUSE 0 24 -24 -Inf -7.571 3.736e-22 8.835e-20 
DDX46_MOUSE 148 68.3 79.7 1.159 1.158 1.649e-20 3.119e-18 
D3XDQ8_MUHV1 18.7 0 18.7 Inf 7.256 4.747e-18 7.485e-16 
RBP2_MOUSE 76.7 26.3 50.4 1.588 1.581 1.164e-15 1.573e-13 
TCP4_MOUSE 26.7 73.7 -47 -1.42 -1.418 6.549e-15 7.744e-13 
LC7L2_MOUSE 645 214.7 430.3 1.631 1.63 1.618e-13 1.7e-11 
DDX3X_MOUSE 57.7 22.7 35 1.397 1.387 6.541e-12 5.625e-10 
RSRC1_MOUSE 43.7 14 29.7 1.677 1.676 9.907e-12 7.81e-10 
TB182_MOUSE 6.3 30 -23.7 -2.181 -2.178 1.911e-11 1.391e-09 
ACON_MOUSE 13.7 0.7 13 4.407 4.163 4.169e-11 2.817e-09 
LUC7L_MOUSE 443.3 109.7 333.6 2.06 2.058 1.377e-10 8.683e-09 
DCLK1_MOUSE 18.3 3 15.3 2.66 2.606 1.971e-09 1.165e-07 
TCOF_MOUSE 14.7 41.3 -26.6 -1.437 -1.442 3.242e-09 1.804e-07 
WASC5_MOUSE 8.3 0 8.3 Inf 6.102 3.655e-09 1.826e-07 
DDX3Y_MOUSE 39.7 15 24.7 1.454 1.44 7.911e-09 3.742e-07 
PR38A_MOUSE 58.3 28.7 29.6 1.066 1.066 1.774e-08 7.992e-07 
SMG7_MOUSE 28.3 9.3 19 1.636 1.632 4.32e-08 1.777e-06 
U2AF1_MOUSE 21.3 5.7 15.6 1.947 1.933 6.838e-08 2.695e-06 
D3XDT5_MUHV1 6.3 0 6.3 Inf 5.714 2.588e-07 8.744e-06 
LONM_MOUSE 6.3 0 6.3 Inf 5.714 2.685e-07 8.76e-06 
IDHP_MOUSE 8.7 0.7 8 3.722 3.513 7.243e-07 2.21e-05 
PR40A_MOUSE 11.3 30.7 -19.4 -1.374 -1.382 7.812e-07 2.31e-05 
RL29_MOUSE 0 6 -6 -Inf -5.593 9.008e-07 2.506e-05 
Q69183_MUHV1 5.7 0 5.7 Inf 5.556 1.054e-06 2.77e-05 
IQGA1_MOUSE 0 5.3 -5.3 -Inf -5.427 3.645e-06 9.074e-05 
GLYM_MOUSE 5 0 5 Inf 5.38 4.497e-06 0.0001065 
DHX8_MOUSE 5 0 5 Inf 5.379 4.505e-06 0.0001065 
PDIP3_MOUSE 5 0 5 Inf 5.38 4.638e-06 0.000107 
SYAC_MOUSE 0 5 -5 -Inf -5.336 7.342e-06 0.0001597 
UNK_MOUSE 1.3 9.7 -8.4 -2.793 -2.705 7.376e-06 0.0001597 
ATPA_MOUSE 6.3 0.3 6 4.263 3.854 7.561e-06 0.0001597 
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FUBP2_MOUSE 3.3 14 -10.7 -2.035 -1.987 1.085e-05 0.0002231 
A8E0M7_MUHV1 4.7 0 4.7 Inf 5.285 1.142e-05 0.0002299 
XRN1_MOUSE 13 3.3 9.7 2.026 1.968 1.687e-05 0.0003257 
TLN1_MOUSE 3.3 13 -9.7 -1.893 -1.881 4.965e-05 0.000921 
SRSF7_MOUSE 72 32.3 39.7 1.183 1.183 8.238e-05 0.001392 
SDHB_MOUSE 1 7.3 -6.3 -2.864 -2.688 8.715e-05 0.001446 
CPSF7_MOUSE 1 7 -6 -2.769 -2.622 0.0001494 0.002397 
UBA1_MOUSE 3.3 12 -8.7 -1.79 -1.766 0.0001495 0.002397 
LRP1_MOUSE 0.3 5 -4.7 -3.931 -3.446 0.0001724 0.002718 
PKRI1_MOUSE 11 3.3 7.7 1.769 1.729 0.0002667 0.003853 
KC1A_MOUSE 17.7 7.3 10.4 1.307 1.297 0.0002904 0.0041 
FLNB_MOUSE 2.7 9.7 -7 -1.822 -1.768 0.0006203 0.007605 
ICAL_MOUSE 0.3 4.3 -4 -3.705 -3.245 0.0006271 0.007605 
ZYX_MOUSE 1.3 6.7 -5.4 -2.211 -2.177 0.0009434 0.01075 
FUBP1_MOUSE 2.7 9.3 -6.6 -1.739 -1.717 0.0009917 0.01117 
LARP1_MOUSE 9.3 20.3 -11 -1.058 -1.068 0.001107 0.0119 
KTN1_MOUSE 0.3 4 -3.7 -3.429 -3.132 0.001177 0.01237 
VIME_MOUSE 19.3 9.7 9.6 1.052 1.035 0.00136 0.01414 
BUD13_MOUSE 1.3 6.3 -5 -2.214 -2.105 0.001568 0.01612 
CO1A1_MOUSE 2.7 9 -6.3 -1.653 -1.665 0.001662 0.01679 
SON_MOUSE 11.7 4.7 7 1.355 1.342 0.001922 0.01855 
SNIP1_MOUSE 1 5.3 -4.3 -2.444 -2.238 0.002403 0.02066 
UBE2H_MOUSE 2 7.3 -5.3 -1.812 -1.769 0.002704 0.02305 
ALDOA_MOUSE 6.3 1.7 4.6 1.973 1.892 0.002748 0.02321 
S10A6_MOUSE 4.3 11.3 -7 -1.354 -1.319 0.003009 0.02454 
LPP_MOUSE 8.3 17.3 -9 -1 -1.001 0.003949 0.03013 
BICC1_MOUSE 4 0.7 3.3 2.672 2.422 0.00433 0.03254 
ZMAT2_MOUSE 4 0.7 3.3 2.614 2.422 0.004334 0.03254 
CTND1_MOUSE 5.3 12.3 -7 -1.147 -1.147 0.005811 0.04165 
FRG1_MOUSE 8.7 3.3 5.4 1.392 1.388 0.006037 0.04245 
IMPA1_MOUSE 0.7 4 -3.3 -2.429 -2.341 0.006068 0.04245 
PP1RB_MOUSE 7 2.3 4.7 1.631 1.578 0.006102 0.04245 
RL17_MOUSE 8 3 5 1.469 1.422 0.006655 0.04595 
NUDC3_MOUSE 6.3 2 4.3 1.681 1.645 0.006782 0.04649 
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ANNEXE 4 : Comparaison de B2A-L-MCMV et B2A-L-MOCK 
 
 

B2A.L.MCMV B2A.L.MOCK deltaSC lFC.Av LogFC LR p.value adjp negLog.adjp 
LUC7L_MOUSE 251 39.3 211.7 2.662 2.66 58.22 2.347e-14 2.915e-11 10.53536 
LC7L3_MOUSE 51.7 8 43.7 2.687 2.668 37.76 8.02e-10 4.981e-07 6.30268 
D3XDT5_MUHV1 8.7 0 8.7 Inf 6.136 31.87 1.65e-08 6.83e-06 5.16558 
TCP4_MOUSE 24.3 81.3 -57 -1.745 -1.74 29.73 4.964e-08 1.344e-05 4.8716 
LC7L2_MOUSE 403.7 76.7 327 2.381 2.38 29.56 5.41e-08 1.344e-05 4.8716 
DDX3X_MOUSE 53.3 20 33.3 1.411 1.405 28.08 1.163e-07 2.407e-05 4.61852 
D3XDQ8_MUHV1 7.7 0 7.7 Inf 5.956 26.83 2.227e-07 3.951e-05 4.40329 
DDX46_MOUSE 90.3 35 55.3 1.37 1.366 21.94 2.815e-06 0.000437 3.35952 
SRSF7_MOUSE 36.3 13 23.3 1.485 1.473 19.95 7.959e-06 0.0009885 3.00502 
RSRC1_MOUSE 38.3 15.3 23 1.318 1.311 19.05 1.274e-05 0.001439 2.84194 
DDX3Y_MOUSE 39.3 15.7 23.6 1.323 1.317 16.68 4.413e-05 0.004567 2.34037 
RBP2_MOUSE 63.7 31.3 32.4 1.029 1.022 15.31 9.11e-05 0.008082 2.09248 
SRS10_MOUSE 23.3 6 17.3 1.951 1.934 14.92 0.0001123 0.009298 2.03161 
TRA2B_MOUSE 12 3 9 1.99 1.952 14.11 0.0001725 0.01339 1.87322 
ZRAB2_MOUSE 8.7 21.3 -12.6 -1.293 -1.289 12.49 0.0004087 0.02986 1.52491 
RL22L_MOUSE 13.7 3.7 10 1.884 1.853 12.22 0.0004725 0.0326 1.48678 
BICC1_MOUSE 5.3 0.7 4.6 2.986 2.783 11.31 0.0007707 0.04558 1.34123 
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ANNEXE 5 : Comparaison de B2A-SINV et B2A-MOCK 
 
 

B2A.SINV B2A.MOCK deltaSC lFC.Av LogFC LR p.value adjp negLog.adjp 
LC7L3_MOUSE 74.5 14.7 59.8 2.449 2.438 85.56 2.247e-20 2.076e-17 16.68277 
Pol_S_SINV_E1 26 0 26 Inf 7.774 79.01 6.175e-19 2.853e-16 15.5447 
FINC_MOUSE 0 24 -24 -Inf -7.553 61.85 3.715e-15 1.144e-12 11.94157 
Pol_S_SINV_E2 13 0 13 Inf 6.773 45.16 1.813e-11 4.187e-09 8.3781 
Pol_S_SINV_Capside 10 0 10 Inf 6.399 35.79 2.196e-09 3.774e-07 6.4232 
RNPS1_MOUSE 22 72.3 -50.3 -1.62 -1.612 35.58 2.451e-09 3.774e-07 6.4232 
PKP4_MOUSE 9.5 0 9.5 Inf 6.328 34.65 3.946e-09 5.103e-07 6.29217 
DDX46_MOUSE 136 68.3 67.7 1.091 1.091 31.39 2.113e-08 2.169e-06 5.66374 
Pol_NS_SINV_nsP3 7 0 7 Inf 5.894 25.81 3.765e-07 3.163e-05 4.4999 
CO1A1_MOUSE 0 9 -9 -Inf -6.151 24.53 7.325e-07 5.207e-05 4.28341 
U2AF1_MOUSE 32.5 5.7 26.8 2.636 2.608 22.93 1.677e-06 0.0001107 3.95585 
DCLK1_MOUSE 15 3 12 2.41 2.373 21.13 4.291e-06 0.0002478 3.6059 
LC7L2_MOUSE 503.5 214.7 288.8 1.339 1.338 20.82 5.057e-06 0.0002749 3.56083 
RSRC1_MOUSE 34.5 14 20.5 1.392 1.391 17.66 2.641e-05 0.001356 2.86774 
ROA2_MOUSE 8.5 1 7.5 3.173 3.035 17.37 3.075e-05 0.001421 2.84741 
SRSF7_MOUSE 72 32.3 39.7 1.269 1.262 17.01 3.723e-05 0.001605 2.79452 
TCOF_MOUSE 16.5 41.3 -24.8 -1.213 -1.216 16.96 3.82e-05 0.001605 2.79452 
DVL3_MOUSE 45 23 22 1.071 1.066 16.87 3.995e-05 0.001605 2.79452 
LUZP1_MOUSE 4.5 0 4.5 Inf 5.272 16.21 5.678e-05 0.002186 2.66035 
CPSF6_MOUSE 60.5 26 34.5 1.324 1.319 15.19 9.734e-05 0.003238 2.48972 
HMGA1_MOUSE 41 20 21 1.142 1.134 15.18 9.765e-05 0.003238 2.48972 
UBA1_MOUSE 2 12 -10 -2.502 -2.415 15.17 9.813e-05 0.003238 2.48972 
RL10A_MOUSE 4 0 4 Inf 5.103 14.92 0.0001123 0.003458 2.46118 
LUC7L_MOUSE 276.5 109.7 166.8 1.445 1.443 14.44 0.0001445 0.004307 2.36583 
SYAC_MOUSE 0 5 -5 -Inf -5.319 14 0.0001827 0.00519 2.28483 
LRP1_MOUSE 0 5 -5 -Inf -5.319 13.97 0.0001853 0.00519 2.28483 
MIF_MOUSE 0 4.7 -4.7 -Inf -5.222 13.1 0.0002951 0.008019 2.09588 
DVL1_MOUSE 28.5 13.7 14.8 1.16 1.154 12.93 0.0003238 0.00831 2.0804 
K1C14_MOUSE 18 5.3 12.7 1.878 1.842 12.69 0.0003677 0.00911 2.04048 
VIME_MOUSE 23.5 9.7 13.8 1.375 1.369 12.63 0.0003793 0.00911 2.04048 
SMG7_MOUSE 22 9.3 12.7 1.333 1.326 12.61 0.0003845 0.00911 2.04048 
AFAD_MOUSE 34 18 16 1.013 1.013 12.02 0.0005273 0.01218 1.91435 
FRG1_MOUSE 11.5 3.3 8.2 1.872 1.847 11.89 0.0005653 0.01274 1.89483 
KC1A_MOUSE 18 7.3 10.7 1.395 1.381 11.68 0.0006303 0.01387 1.85792 
CNOT2_MOUSE 95 49.7 45.3 1.05 1.046 11.33 0.0007611 0.01577 1.80217 
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DHX29_MOUSE 10.5 3 7.5 1.914 1.865 11.32 0.0007682 0.01577 1.80217 
K1C16_MOUSE 17 5.7 11.3 1.705 1.673 11.2 0.0008192 0.01645 1.78383 
CYTB_MOUSE 1 7.3 -6.3 -2.74 -2.635 10.49 0.001198 0.02307 1.63695 
UNK_MOUSE 2 9.7 -7.7 -2.174 -2.107 10.45 0.001225 0.0231 1.63639 
F193A_MOUSE 6 1 5 2.694 2.542 10.36 0.00129 0.02337 1.63134 
CCNL1_MOUSE 5 0.7 4.3 2.99 2.788 9.882 0.001669 0.0291 1.53611 
DDX3Y_MOUSE 28.5 15 13.5 1.032 1.023 9.78 0.001764 0.03018 1.52028 
CWC25_MOUSE 13.5 30 -16.5 -1.066 -1.046 9.394 0.002178 0.03308 1.48043 
SNW1_MOUSE 0.5 5.3 -4.8 -3.359 -3.039 9.377 0.002197 0.03308 1.48043 
CHD1_MOUSE 1.5 9 -7.5 -2.448 -2.392 9.344 0.002238 0.03308 1.48043 
IQGA1_MOUSE 0.5 5.3 -4.8 -3.266 -3.037 9.329 0.002256 0.03308 1.48043 
ZN598_MOUSE 9.5 3 6.5 1.761 1.722 9.181 0.002445 0.0353 1.45223 
H2A1B_MOUSE 9.5 22.3 -12.8 -1.143 -1.123 8.862 0.002911 0.04089 1.38838 
SR1IP_MOUSE 6.5 17.3 -10.8 -1.324 -1.299 8.856 0.002921 0.04089 1.38838 
HNRPM_MOUSE 19.5 9.7 9.8 1.112 1.103 8.614 0.003337 0.04459 1.35076 
FLNB_MOUSE 2.5 9.7 -7.2 -1.858 -1.801 8.537 0.00348 0.04459 1.35076 
RS29_MOUSE 1.5 13 -11.5 -3.072 -2.943 8.328 0.003903 0.04874 1.31211 
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ANNEXE 6 : Comparaison de B2A-L-SINV et B2A-L-MOCK 
 
 

B2A.L.SINV B2A.L.MOCK deltaSC lFC.Av LogFC LR p.value adjp negLog.adjp 
Pol_S_SINV_E1 15.5 0 15.5 Inf 6.913 46.67 8.412e-12 1.006e-08 7.9974 
LUC7L_MOUSE 133.5 39.3 94.2 1.664 1.664 40.85 1.644e-10 9.832e-08 7.00736 
SRSF3_MOUSE 153 52.7 100.3 1.452 1.448 37.79 7.886e-10 3.144e-07 6.50252 
LC7L3_MOUSE 32.5 8 24.5 1.929 1.914 27.25 1.792e-07 5.358e-05 4.271 
Pol_S_SINV_E2 7.5 0 7.5 Inf 5.877 24.44 7.657e-07 0.0001832 3.73707 
RNPS1_MOUSE 18 53 -35 -1.658 -1.647 21.82 2.999e-06 0.0005977 3.22352 
DDX46_MOUSE 88 35 53 1.244 1.239 19.4 1.059e-05 0.001809 2.74256 
Pol_S_SINV_Capside 5.5 0 5.5 Inf 5.44 18.1 2.095e-05 0.003132 2.50418 
LC7L2_MOUSE 297 76.7 220.3 1.852 1.851 17.44 2.959e-05 0.003932 2.40539 
NACAM_MOUSE 9.5 26 -16.5 -1.539 -1.531 16.44 5.01e-05 0.005992 2.22243 
PR40A_MOUSE 21.5 43 -21.5 -1.09 -1.087 15.05 0.0001049 0.01099 1.959 
Pol_NS_SINV_nsP3 4.5 0 4.5 Inf 5.158 14.95 0.0001102 0.01099 1.959 
SRSF7_MOUSE 34 13 21 1.297 1.287 14.74 0.0001232 0.01134 1.94539 
G3P_MOUSE 17.5 4.7 12.8 1.812 1.787 14.02 0.0001805 0.01542 1.81192 
CHD1_MOUSE 0 7.3 -7.3 -Inf -5.929 13.77 0.0002065 0.01647 1.78331 
BRD2_MOUSE 0.5 6.3 -5.8 -3.727 -3.449 13.05 0.0003031 0.02087 1.68048 
CPSF6_MOUSE 33.5 13.7 19.8 1.205 1.195 12.87 0.000333 0.02087 1.68048 
RL22L_MOUSE 16.5 3.7 12.8 2.092 2.048 12.84 0.0003398 0.02087 1.68048 
VCIP1_MOUSE 22.5 7.3 15.2 1.527 1.51 12.79 0.0003491 0.02087 1.68048 
RC3H1_MOUSE 37 15 22 1.216 1.205 12.36 0.000439 0.02387 1.62215 
BRD3_MOUSE 0.5 5.7 -5.2 -3.565 -3.291 11.3 0.0007756 0.04033 1.39437 
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ANNEXE 7 : 

B2A SINV]: 
PKP4_MOUSE 
ROA2_MOUSE 
DVL3_MOUSE 
LUZP1_MOUSE 
HMGA1_MOUSE 
RL10A_MOUSE 
MIF_MOUSE 
DVL1_MOUSE 
K1C14_MOUSE 
AFAD_MOUSE 
CNOT2_MOUSE 
DHX29_MOUSE 
K1C16_MOUSE 
CYTB_MOUSE 
F193A_MOUSE 
CCNL1_MOUSE 
CWC25_MOUSE 
SNW1_MOUSE 
ZN598_MOUSE 
H2A1B_MOUSE 
SR1IP_MOUSE 
HNRPM_MOUSE 
RS29_MOUSE 
PDIA3_MOUSE 

[B2A MCMV]: 
RCC2_MOUSE 
CNOT1_MOUSE 
TB182_MOUSE 
ACON_MOUSE 
WASC5_MOUSE 
PR38A_MOUSE 
LONM_MOUSE 
IDHP_MOUSE 
RL29_MOUSE 
DHX8_MOUSE 
GLYM_MOUSE 
PDIP3_MOUSE 
ATPA_MOUSE 
FUBP2_MOUSE 
XRN1_MOUSE 
TLN1_MOUSE 
SDHB_MOUSE 
CPSF7_MOUSE 

PKRI1_MOUSE 
ICAL_MOUSE 
ZYX_MOUSE 
FUBP1_MOUSE 
LARP1_MOUSE 
KTN1_MOUSE 
BUD13_MOUSE 
SON_MOUSE 
SNIP1_MOUSE 
UBE2H_MOUSE 
ALDOA_MOUSE 
S10A6_MOUSE 
LPP_MOUSE 
ZMAT2_MOUSE 
CTND1_MOUSE 
IMPA1_MOUSE 
PP1RB_MOUSE 
RL17_MOUSE 
NUDC3_MOUSE 

[B2A-L SINV]: 
SRSF3_MOUSE 
NACAM_MOUSE 
G3P_MOUSE 
BRD2_MOUSE 
VCIP1_MOUSE 
RC3H1_MOUSE 
BRD3_MOUSE 
 
[B2A-L MCMV]: 
SRS10_MOUSE 
TRA2B_MOUSE 
ZRAB2_MOUSE 
 
[B2A-L SINV] and [B2A 
MCMV]: 
PR40A_MOUSE 
 
[B2A MCMV] and [B2A 
SINV]: 
FINC_MOUSE 
DCLK1_MOUSE 
TCOF_MOUSE 
SMG7_MOUSE 
U2AF1_MOUSE 
IQGA1_MOUSE 
SYAC_MOUSE 

UNK_MOUSE 
UBA1_MOUSE 
LRP1_MOUSE 
KC1A_MOUSE 
FLNB_MOUSE 
VIME_MOUSE 
CO1A1_MOUSE 
FRG1_MOUSE 
 
[B2A-L MCMV] and [B2A-
L SINV]: 
RL22L_MOUSE 
 
[B2A-L SINV] and [B2A 
SINV]: 
RNPS1_MOUSE 
CHD1_MOUSE 
CPSF6_MOUSE 
 
[B2A-L MCMV] and [B2A 
MCMV]: 
TCP4_MOUSE 
DDX3X_MOUSE 
RBP2_MOUSE 
BICC1_MOUSE 
 
[B2A-L MCMV] and [B2A 
MCMV] and [B2A SINV]: 
RSRC1_MOUSE 
DDX3Y_MOUSE 
 
[B2A-L MCMV] and [B2A-
L SINV] and [B2A MCMV] 
and [B2A SINV]: 
LUC7L_MOUSE 
LC7L3_MOUSE 
LC7L2_MOUSE 
DDX46_MOUSE 
SRSF7_MOUSE 
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Caractérisation de 

l’importance 
d’Argonaute 2 et des 
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l’infection par le 

cytomégalovirus murin 
 

 

Les micro (mi)ARN sont des régulateurs post-transcriptionnels de l’expression génique. 

Retrouvés chez la plupart des eucaryotes, ils sont impliqués dans un grand nombre de 

processus biologiques. Certains virus sont capables de détourner cette voie à leur 

avantage et expriment leurs propres miARN ou modulent l’expression de miARN 

cellulaires. Ce projet porte sur la caractérisation du rôle joué par la protéine effectrice 

Argonaute (AGO) 2 dans l’établissement de l’infection par le cytomegalovirus murin 

(MCMV). Outre l’expression de miARN viraux, celui-ci est capable d’induire le 

phénomène de dégradation du miARN cellulaire miR-27. L’importance d’AGO2 dans 

l’accumulation des miARN cellulaires et viraux, ainsi que la recherche de ses 

partenaires protéiques, ont été déterminées au cours de l’infection par le MCMV. 

Mots-clés : microARN, herpèsvirus, Argonaute 2, TDMD, spectrométrie de masse. 

 

Micro (mi)RNA are post-transcriptional regulators of gene expression. Found in most 

eukaryotes, they are involved in a wide range of biological processes. Some viruses are 

able to hijack this pathway for their benefit and express their own set of miRNA or 

regulates cellular miRNA expression. This project is focused on the characterization of 

the role played by the effector protein Argonaute (AGO) 2 in establishing murid 

cytomegalovirus (MCMV) infection. Additionally to viral miRNA expression, this virus is 

able to induce the phenomenon of target RNA-mediated miRNA degradation of miR-27. 

The key role of AGO2 in cellular and viral miRNA accumulation and the identification of 

his protein partners had been determined during MCMV infection. 

Keywords: microRNA, herpesvirus, Argonaute 2, TDMD, mass spectrometry. 

 


