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1 Introduction and overview 

The manipulation of the magnetic order by ultra-short laser pulses is a very active area of 

research today. Ultrafast demagnetization is the fast significant loss of the magnetization 

when a magnetic layer is excited by a femtosecond optical pulse. This process was firstly 

observed by Beaurepaire et al in 1996 [1]. They showed that a strong femtosecond laser pulse 

can demagnetize a nickel thin film in less than 1ps. This observation was quickly confirmed 

by numerous studies showing an ultrafast drop of the magnetization in various materials. 

About a decade later, it was discovered that in some materials this ultrafast demagnetization 

triggers an all-optical switching of the magnetization [2]. This control of the magnetization 

reversal is of a strong technological interest because it could lead to advanced applications for 

magnetic storage of information.  

Ultrafast magnetization dynamics has been intensely investigated to answer questions 

about the speed of the magnetic reorientation in a material and about the physical process 

behind this observation.  Despite many experimental results obtained over the last 20 years, 

the physics of ultrafast magnetism is still poorly understood. On the femtosecond timescale, 

the material is excited in a non-equilibrium state where a thermodynamic description of the 

system is no longer valid. To understand these ultrafast phenomena, two questions must be 

answered. How the energy flow to the spin system in such a short time? How the angular 

momentum (magnetization being a form of angular momentum) is transferred out of the spin 

system to conserve total angular momentum?  

Many studies and models have been proposed to answer these questions and explain the 

ultrafast behavior of magnetization. The two models that have been widely discussed are 

Elliot-Yafet electron phonon scattering [3] accompanied with spin flips events and the super 

diffusive spin transport [4] where spins are spatially redistributed without requiring any spin 

flip. Recent experiments suggest that both phenomena could occur simultaneously [5]. 

Using X-ray to investigate  ultrafast magnetization dynamic has been rendered 

possible by the development of synchrotron femto-slicing, High Harmonic Generation (HHG) 

and Free Electron Laser sources [6].  Due to their short wavelength, X-rays offer a nanometer 

spatial resolution and high penetration depth. In addition, core-level electrons are accessible 

by X-rays. This opens the possibility of investigating the magnetism of different elements 

selectively. Due to the availability of highly brilliant X-ray sources, investigation of the 
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magnetic materials in the soft and hard X-ray becomes feasible. In this thesis, I will 

concentrate on the ultrashort and bright X-ray pulses generated from FEL sources.  

During the last 30 years, several X-ray techniques have been developed to investigate 

magnetic microstructures. One of these techniques for studying nanomagnetic structure is 

based on the magnetic resonant X-ray scattering. This technique provides information on the 

collective behavior of the nanomagnetic structure and gives global statistical information.  

Using this technique we can extract the characteristic average properties of the material such 

as the average domain size, the correlation length and etc. In our studies we used the resonant 

small angle X-ray scattering technique.  

My work focused on the investigation of ultrafast demagnetization in materials for 

which some composition show an all optical switching of the magnetization. To understand 

the dynamic induced by the ultrashort laser pulse, we studied Transition Metal-Rare Earth 

alloys. The magnetic structure of our sample consists of alternative up and down magnetic 

domains aligned along the same direction with an out of plane magnetization, forming a 

network of stripe domains. The boundaries between differently magnetized regions are purely 

magnetic and called domain walls. The response of those walls to an ultrafast excitation 

become an interesting aspects to follow in the field of “femto-magnetism’’, since basic 

magnetic properties – such as intensity of exchange interaction and anisotropy energy  are 

directly governing  the internal domain wall structure and domain wall density[7], [8].  

In order to examine the effect of the superdiffusive spin transport, Pfau et al [9] studied the 

temporal evolution of the magnetization of a Co/Pd multilayer film exhibiting a labyrinth-like 

network of oppositely-magnetized domains.  Authors proposed that an ultrafast spin transport 

between the opposite domains induces a spatial modification of the domain walls structure. 

This widening of the domain wall has also been reported recently by Sant et al [10] . From 

this point of view, magnetically ordered regions in different materials play an important role 

in these ultrafast phenomena[11]. To study in details this widening of the domain wall and 

probe magnetic domain dynamics, we employed the resonant small angle X-ray scattering 

method. For each pump-probe time delay the magnetic scattering is recorded on the CCD 

detector. This makes it possible to study the temporal evolution of the magnetic domain 

structure. It is shown that by using suitable models for the interpretation, information on the 

magnetic domain wall can be extracted. We report here an ultrafast increase of the domain 

wall thickness, which is not implied by a super-diffusive spin transport but by an ultrafast 

decrease of the uniaxial anisotropy value. 

Below is the outline of my thesis: 
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Chapter 1 describes the basic concepts for understanding this thesis and introduces the 

fundamental principles of ultrafast demagnetization.  

Chapter 2 discusses the fabrication of magnetic thin films by sputtering ('magnetron 

sputtering') and the characterization of their structural and magnetic properties (MOKE, 

SQUID, ...). At the end of this chapter we present the magnetic systems studied in this thesis. 

Chapter 3 describes the interaction of X-rays with magnetic materials. First, we present the 

different sources of X-rays and more particularly the characteristics of free electron lasers 

(FEL). The main notions concerning the diffusion of X-rays by magnetic materials are given 

in order to link the diffused intensity to the magnetization of the studied sample. 

Chapter 4 presents a resonant small angle X-ray scattering experiment on a CoTb alloy. The 

chapter begins with a description of the setup and DiProI line parameters. Subsequently, the 

experiment itself is described, followed by the analysis of the experimental results. Two 

different models are presented to analyze the different scattering orders detected on the CCD. 

From these models we can extract the domain wall width for each time delay and we propose 

that the time evolution of this width is link to a drop in uniaxial anisotropy. At the end, we 

present the temporal evolution of the different scattering order of a Co/Pt multilayer. 

 

During my PhD, I also participated in several experiments realized at different XFEL 

installations. Some of the results obtained are presented throughout the manuscript and in the 

appendix. 
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1 Mechanism of ultrafast demagnetization 

1.1 History of magnetism  

The history of magnetism dates back to earlier than 600 b.c. and the first technological 

applications of magnetized materials, as compass needles, was in the 10
th

 century by Chinese 

sailors[12]. Magnetism plays a very important role in some very advanced technologies 

widely used today. One of the most significant discoveries in this field was the 

electromagnetic induction at the end of the 19
th

 century. This discovery pioneered a huge 

development in the industrial production of electric power generators. Another important 

invention was the magnetic tape recording [13]; Thanks to this technology, information like 

sounds could be recorded using magnetized areas on a plastic tape with a magnetic coating on 

it. This opened the area of magnetic data storage, featuring a write-read cycle life of 

information. Since then, a great deal of research effort was devoted to improve data storage 

technologies. 

Magnetic recording materials present magnetic domains that can be aligned along a specific 

direction. This magnetic orientation can be modified by applying an external magnetic field. 

For example, the orientation state of any magnetic nanograin “up” or “down” could 

corresponds to ‘0’ or ‘1’ in the binary number system. This allows storing bits of information. 

The ability of making very small grains of magnetic materials has led to useful development 

of the storage devices particularly in terms of speed and capacity. 

The traditional method to reverse the magnetic orientation is by applying a magnetic field in 

the opposite direction. In order to increase the data storage density one should think about 

decreasing the size of magnetic grains down to the nanometer scale. At this scale, the grain 

volume is so small that the thermal energy becomes comparable to the magnetic energy: the 

magnetic information is rapidly lost due to the thermal agitation; this is known as the 

superparamagnetic limit. Hence it is necessary to increase the anisotropy constant value – 

which increases the magnetic energy – to preserve the magnetic state of the grain. 

Unfortunately, this also increases the magnetic field necessary to reverse the magnetization 

which at some points in miniaturization becomes impossible to obtain with a tiny integrated 

electromagnet. To overcome this limitation many solutions were proposed and presented in 

Figure  1-1: Diagram presenting different magnetic recording devices. In Heat Assisted 



                                                                               

12 

 

Magnetic Recording devices(HAMR) [14], a laser is applied to heat the magnetic materials 

causing a decrease in the coercive field: hence a small magnetic field can reverse the 

magnetization. Another device is the Microwave Assisted Magnetic Recording (MAMR)[15], 

where microwaves lower the barrier energy between two opposite states and thus a small 

external magnetic field can change the bit orientation. Also, the use of multiferroic materials 

could provide a solution to this problem. Indeed, these materials have the ability to be both 

electrically charged (ferroelectric) and magnetically ordered (ferromagnetic). In some cases 

both of these orders are coupled and an applied electric field could reverse the magnetization 

much more efficiently than an external magnetic field [16]. However, these materials are 

complex and their behaviors upon external excitation are not very well understood. 

Another path for future magnetic storage devices would be the all optical control of 

magnetization. Indeed, in 2007  all optical switching of the magnetization was discovered [2]. 

This could lead to the fastest and smallest storage devices. In all optical switching, the domain 

magnetization is reversed only by applying an ultrashort laser pulse, without the need of an 

external magnetic field or a spin current. However, the mechanism of switching is not yet 

understood despite all studies that discussed it. However, many groups investigating this 

phenomena postulate that it originates from the initial ultrafast demagnetization [17] the rapid 

loss of magnetization which occurs within the first few hundreds of femtosecond after optical 

excitation. 
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Figure  1-1: Diagram presenting different magnetic recording devices 

1.2 Microscopic point of view of magnetization 

 Atomic origin of magnetism 1.2.1

The magnetic moment of an atom is mainly due to electrons orbiting this atom. The magnetic 

moment of the nucleus is a factor 1000 smaller than that of the electron [18]. Electrons are 

making orbital motions according to Bohr’s atomic model and spin rotations as proposed by 

Uhlenbeck and Goudsmit [19]. A magnetic moment appears due to the charged electron 

rotating periodically around a nucleus. Similar to the magnetic field generated when current 

flows in solenoid coils. This is known as the orbital magnetic moment �⃗⃗� L. Or, this value is 

not high enough to explain the magnetic moment detected experimentally. Another 

contribution in the total magnetic moment comes from an intrinsic angular momentum of the 

electron: the spin. This was proposed to explain experimental observations like the 

experiment of Stern and Gerlach. It is known as the spin magnetic moment �⃗⃗� S which is added 

to the �⃗⃗� L to give the total magnetic moment: 

�⃗⃗� = �⃗⃗� L+�⃗⃗� S 

This magnetic moment generated from the orbital and spin contribution of a single electron is 

represented as a function of the Bohr magnetron which is the smallest unit of solids magnetic 
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moment with μB=
𝑒ħ

2𝑚
. Where e is the elementary charge, ħ is the reduced Planck constant and 

me is the electron rest mass. 

In atoms, according to Hund’s rule, electrons occupy orbitals in a way that maximize the total 

spin moment. We also know from the Pauli Exclusion Principle that two identical fermions 

cannot occupy the same quantum state within a quantum system simultaneously. Since 

electrons are fermions, then two electrons occupying the same orbit should display opposite 

spin orientations (up or down). In other words most of isolated atoms carry a magnetic 

moment. The question that arises is: what will happen with this atomic magnetic moment 

during solid formation?  

 Magnetism: From atoms to solids 1.2.2

During the formation of molecules or solid the interatomic bonds often leads to the 

compensation of the spin magnetic moment. Most of the angular momentum generated from 

electrons spins cancel each other and does not contribute to the solid magnetic moment. In 

some cases, however, (mostly for transition metals or rare earth compounds) some electrons 

remained unpaired in the solid state. The magnetic moments of these unpaired electrons can 

either remain isolated and interact only with external magnetic fields (paramagnetism) or 

interact with one another and give rise to long range magnetic orders (ferromagnetism and 

antiferromagnetism), as we will show later in section 2.2.3. 

In solids, electrons are distributed over the whole crystal rather than localized at an atom; 

therefore, the magnetic moment is better described by considering band structure but not the 

Hund rule like in atoms. In the band structure theory, the Stoner Wohlfarth model in its 

simplest version considers free electrons where energy level are filled up to the Fermi radius 

with 𝑘𝑓 = and
𝑁

𝑉
 being the electron density.  

A non-magnetic ground state intimates that all states up to the Fermi energy Ef are filled with 

two electrons carrying an opposite spins.[18], [20] [21]. While for magnetic states, due to the 

Coulomb interaction and the Pauli principle, an exchange interaction originates between 

opposite spins[20].This effect induces an imbalance between spin up and spin down electrons 

in a way that one band presenting a specific spin configuration contains  more 

electron(majority) than the other band presenting the opposite spin configuration 

(minority).Thus, introducing an exchange interaction shifts the energy level of minority to 
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higher energies, while the energy level of majority spin electrons is shifted downwards. This 

relative shifts between the majority and minority state is responsible for the formation of the 

magnetic moment. From a microscopically point of view, magnetism is the result of the 

minimization of the sample global energy.  This energy is directly related to four types of 

interactions as we will show in the following parts. 

 Magnetocrystalline anisotropy 1.2.2.1

Due the bonding process, the spherical symmetry of the atom is broken in a form that the 

corresponding orbital magnetic moment becomes aligned to preferred lattice directions. The 

spin orbit interaction orients the electrons spin in certain direction, called easy axis. To 

magnetize the solid in this direction requires a lower energy than in any other directions (hard 

axis). This energy term is called the magneto-crystalline anisotropy energy. If magnetic 

moments in materials are easy aligned towards only one easy axis then the material is said to 

have uniaxial anisotropy. Otherwise if the magnetic moments can go along several different 

easy directions then the material possess a cubic anisotropy. In this thesis we are interested in 

systems presenting uniaxial crystal symmetry where the corresponding anisotropy energy 

responsible in rotating the moment away from the easy axis can be written as [22] : 

 

 𝐸𝑎 ≈ 𝐾𝑢 sin
2 Ɵ  1.1 

with Ku the uniaxial anisotropy constant and θ the angle between the magnetic dipole and the 

easy axis.  

 Dipolar energy 1.2.2.2

One also notes the contribution of the magneto static dipolar energy. The exchange and 

anisotropy energies would lead to a uniform magnetization throughout the object, with all 

atomic moments aligned along the easy direction. The magnetization can also interact with 

the magnetic field generated by the magnetic free poles at the surface of the material itself. To 

simplify things, let us consider the case of a film that has a finite size. The magnetic dipoles in 

the film create the stray field. Due to the surface charging inside the film a demagnetizing 

field showing the same amplitude of the stray field but directs opposite to the magnetization is 

created. The magneto static energy is described here using �⃗⃗�  the magnetization and �⃗⃗� 𝑑the 

demagnetizing field.    
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𝐸𝑑 = ∫−𝜇0

1

2
 �⃗⃗� 𝑑 ∗ �⃗⃗�  𝑑𝑉  1.2 

In order to minimize the magneto static energy, most of magnetic materials tend to break into 

multiple magnetic domains with different orientations of magnetization as we will show later 

[23]. In the case of ultra-thin films (< 10 nm) this effect becomes energy dominant and thus 

induces anisotropy of form. 

 Zeeman energy 1.2.2.3

Another contribution is the Zeeman energy which accounts for the interaction between an 

external applied magnetic field and the material’s magnetization. The Zeeman energy is 

represented as an integral over the magnet volume 

 
𝐸𝑧 = 𝜇0∫ �⃗⃗� . �⃗⃗� 𝑒𝑥𝑡 𝑑𝑉  1.3 

where Hext is the external field. This energy reaches a minimum when the magnetization is 

parallel with the applied external field. 

 Exchange interaction 1.2.2.4

The exchange interaction comes from the direct interaction between two neighboring 

magnetic moments whereby individual magnetic moments will attempt to align all other 

atomic magnetic moments. The exchange energy is given by this form: 

 𝐸𝑒𝑥
𝑖,𝑗
= −𝐽𝑖𝑗𝑆𝑖⃗⃗⃗  ∗ 𝑆𝑗⃗⃗⃗    1.4 

 where 𝑆𝑖⃗⃗⃗   and 𝑆𝑗⃗⃗⃗   are the unit vectors of the two interacting spin and Jij is the exchange integral 

with J>0 indicates a parallel arrangement of two moments, and J<0 leads to an antiparallel 

alignment of the two moments. This interaction will lead to the magnetic ordering of the 

materials and is considered as the origin of the spin system alignments. It can be a short range 

interaction (direct exchange) or long range interaction (super exchange).More bibliographies 

on this subject can be found in [24].  

It’s very important to highlight here on the Curie temperature which is one characteristic of 

magnetic materials. Above this temperature, the exchange coupling between neighboring 

atoms is destroyed and the domain structure gets vanished. The magnetization goes to zero at 
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Curie temperature. A typical plot of the magnetization vs temperature for Cobalt is 

reproduced in the Figure  1-2.b).  

 Different classes of magnetic materials 1.2.3

The magnetic behavior of materials depends on the exchange interaction of localized or 

itinerant spin systems. One can classify magnetic behaviors into five major groups, 

Diamagnetism, Paramagnetism, Ferromagnetism,  Antiferromagnetism. Ferrimagnetism [21]. 

Diamagnetic materials are composed of atoms that do not have net magnetic moments since 

all the electrons are paired. Under the effect of a magnetic field, a weak magnetic moment is 

induced in these materials with opposite direction to the external field. Thus, these materials 

are slightly repelled by a magnetic field and their magnetic properties are not preserved when 

the field is removed. Most elements in the periodic table are diamagnetic, including Copper, 

Silver, Carbon, Bismuth. 

Paramagnetic materials are composed of atoms showing unpaired electron in the partially 

filled orbitals. Each atom is considered like a magnetic dipole presenting a resultant magnetic 

moment. Due to the thermal fluctuation, the orientation of each atom magnetic moment is 

random. The net magnetic moment of a paramagnetic material is zero, as one can see in 

Figure  1-2.a). An external magnetic field could align all atomic moments in the direction of 

the field and a positive magnetization is induced. Their magnetic properties are not preserved 

when the field is removed and the magnetization comes back to zero like in diamagnetic 

materials. Some paramagnetic elements: Uranium, Platinum, Sodium. 

Ferromagnetism is a special case of the Paramagnetism. The main difference is that in 

ferromagnetic materials the contribution of the spin magnetic moment to the total magnetic 

dipole moment of the atom is very large. Unlike paramagnetic materials, the atomic moments 

in these materials exhibit very strong interaction. Accordingly, these materials consist of large 

number of small units called domains. In each domain, a large number of atomic moments are 

aligned in the same direction due to the strong parallel exchange coupling. Ferromagnetic 

materials exhibit a strong attraction to an external magnetic field where each domain 

experiences a torque. As a results some domains rotates rapidly to be aligned parallel to the 

direction of the field while domains whose magnetic axes are nearly in line with the external 

field grow in size at the cost of the neighboring domains. These materials display a large net 
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magnetization due to the parallel alignment of moments even if the magnetic field is removed. 

Ferromagnetic materials include Iron, Nickel, Cobalt, Gadolinium, and Dysprosium. We note 

that at the Curie temperature the material undergoes the transition from an ordered 

ferromagnetic material to disordered paramagnetic material. 

Antiferromagnetic materials are composed of atoms displaying equal magnetic moments with 

opposite directions between neighboring atoms. Antiferromagnetism is a long range order of 

spontaneous moments with a negative exchange coupling between two neighbors. This 

antiparallel spontaneous configuration depends on the Néel temperature of the material. 

Depending on the temperature, different responses are expected when an external magnetic 

field is applied. At very low temperature, the antiparallel ordering of atomic magnetic 

moment is rigidly maintained and consequently the material does not undergo any 

modification in the magnetization. Meanwhile, at higher temperature some atoms become 

aligned with the direction of the field. Most antiferromagnets are ionic compounds (oxides 

FeO, CoO or elemental Cr
+
) and ordered alloys (Fe3Mn, CrPt).  

Ferrimagnetic materials are composed of atoms presenting also opposite magnetic moments 

like antiferromagnetic materials, but with these moments values are unequal. Thus, a 

spontaneous magnetization remains. In ferrimagnetism neighboring spins are aligned 

antiparallel but they do not cancel and a net magnetization appears. The ordering mechanism 

is more like antiferromagnetic materials, but the magnetic properties resemble to these of a 

ferromagnet. Therefore for a temperature higher than the Curie temperature the magnetic 

order is lost and the material becomes paramagnetic. In addition, ferromagnetic materials 

present a compensation temperature at which the two opposite magnetic moments become 

equal inducing a zero net magnetic moment. This temperature is easily observed in transition 

metal rare-earth alloys. A Ferrimagnetic material show also a strong attraction to an external 

magnetic field and does not lose its magnetism even in the absence of this field. Normally 

ferrimagnetic materials involve two or more magnetic species that are chemically different. 

Example of some ferromagnetic material: CoTb alloy, CoFeGd alloy, Co/Pt multilayer. 
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Figure  1-2: a) Different behaviors of magnetic material. b)Magnetic configuration of a Cobalt 

thin film in function of the heating temperature. 

 

 Domain wall configurations of thin magnetic films  1.2.4

We showed in part  1.2.2 that in order to minimize the free energy, a magnetic thin film breaks 

into domains showing different orientation of the magnetization. Boundaries between these 

domains are called magnetic domain walls. Inside this wall the magnetization rotates 

gradually from one direction to the other depending on the exchange and the anisotropy 

energies. Depending on the film thickness, there are two main types of spin structure inside 

the domain walls: Bloch and Neel types [25]. These two configurations are represented in the 

Figure  1-3. Néel walls where spins rotate in the film plane became more favorable in thin 

easy-plane anisotropy films. On the other hand, Bloch walls where spins rotate 

perpendicularly to the film plane may be energetically favored in thin perpendicular 

anisotropy film. We note here that other kinds of domain wall exist like the cross-tie wall 

which is an intermediate state between Bloch and Neel walls. In this thesis we will focus on 

the Bloch type wall of thin magnetic films. We will consider the case of samples that consists 

of alternating up and down stripe domains.  

Let us consider a simple case of Bloch 180° domain wall between two opposite magnetic 

domain as shown in Figure  1-3.a). The wall is composed from N atoms spaced by the lattice 
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parameter constant “a”. The angle between neighboring spins is given by θ= 
𝜋

𝑁
. The wall 

width can be given as δ=Na. In the following, we will show that the number of atom inside 

the wall N depends on the exchange energy and the magnetic anisotropy. This means that 

another expression of δ could be extracted by replacing the number of lattice spacing N. The 

exchange energy penalty between two neighboring spins is given by [26]: 

 𝛥𝐸𝑒𝑥 = 𝐸𝑒𝑥 − 𝐸𝑒𝑥
𝜃=0 = −2𝐽𝑆2𝑐𝑜𝑠𝜃 + 2𝐽𝑆2 ≈ 2𝐽𝑆2

𝜃2

2
 = 𝐽𝑆2

𝜋2

𝑁2
  1.5 

Meanwhile, the total exchange energy penalty is the sum of the penalties between each pair of 

spins over N lattices spacing. Thus the total exchange energy becomes: 𝛥𝐸𝑒𝑥
𝑡𝑜𝑡𝑎𝑙 = 𝐽𝑆2

𝜋2

𝑁
.  If 

we take into accounts “a” as the lattice constant, then the exchange energy per unit area of the 

Bloch wall is given by:  

 
𝐵𝑊
𝑒𝑥 =

𝛥𝐸𝑒𝑥
𝑡𝑜𝑡𝑎𝑙

𝑎2
 = 𝐽𝑆2

𝜋2

𝑁𝑎2
  1.6 

It is clear from this expression that 𝐵𝑊
𝑒𝑥
 0 when N∞. Hence it is energetically 

advantageous to have infinitely thick domain walls, which means that there will be no 

domains but just randomly oriented spin where each spin is rotated by an angle in the same 

direction as its neighbor. Obviously this is not the case in ferromagnetic materials where spins 

are oriented in the same direction along the easy axis. This will cause an increase of the 

anisotropy energy. Thus, the domain wall width in magnetic materials is determined by the 

balance between the two energies: Exchange and anisotropy. 

To calculate the total anisotropy energy associated with the spins of the wall, we have to take 

into account the sum of the N lattice spacing[27]. 

 

𝐸𝑎
𝑡𝑜𝑡𝑎𝑙 =∑𝐾𝑢𝑠𝑖𝑛

2𝜃𝑖

𝑁

𝑖=1

≈
1

𝑑𝜃
𝐾𝑢∫ 𝑠𝑖𝑛2𝜃𝑑𝜃 =

𝑁𝐾𝑢
2

𝜋

0

  1.7 

Or the anisotropy constant is given per unit volume. The total anisotropy energy per unit area 

of the Bloch wall is given by: 

 
𝑎
𝑡𝑜𝑡𝑎𝑙 =

𝑁𝐾𝑢
2

𝑎3

𝑎2
=
𝑁𝐾𝑢𝑎

2
  1.8 
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Bringing together the two contributions of the exchange energy and the magnetic anisotropy 

energy, we can define the energy associated with a unit area of the Bloch Wall as: 

 
𝐵𝑊 = 𝑎

𝑡𝑜𝑡𝑎𝑙 + 𝐵𝑊
𝑒𝑥 =  𝐽𝑆2

𝜋2

𝑁𝑎2
+
𝑁𝐾𝑢𝑎

2
  1.9 

Now in order to find the expression of the domain wall width, all what we have to do is to 

find the number of lattice spacing N that minimizes the energy of the wall: 

 𝑑𝐵𝑊

𝑑𝑁
= − 𝐽𝑆2

𝜋2

𝑁2𝑎2
+
𝐾𝑢

2𝑎
 N= πS√

2𝐽

𝐾𝑢𝑎3
  1.10 

We note that the exchange stiffness constant is given by 𝐴𝑒𝑥 =
𝑛𝐽𝑆2

𝑎
 with n is the number of 

the nearest neighbor. If we consider that n=2, then the domain wall width can be defined as:  

 

δ = Na =  π√
𝐴𝑒𝑥
𝐾𝑢

  1.11 

Thus, it’s clear from equation  1.11) that any modification of the uniaxial anisotropy induce 

changes of the domain wall width and vice versa. Higher anisotropy values yield thinner walls 

and films showing large exchange integral possess wider walls. Normally the domain wall 

width is of the order of a few nm for hard materials (high Ku) and up to 50 nm or more for 

soft magnetic materials[28]. The total energy per unit domain wall area is written in this form: 

 𝐵𝑊 = π√𝐴𝑒𝑥𝐾𝑢  1.12 

We note here that the anisotropy favors two types of orientations of the magnetic moments, in 

plane and out of plane. In this thesis, we are interested in studying magnetic thin films 

presenting perpendicular anisotropy for two reasons. One reason is the symmetry of systems 

holding an out of plane anisotropy. This means that magnetic moments in domains can have 

two configurations up or down by using a special method represented later in section  2.3.1. 

The second reason is the potential that these configurations present for the investigation of the 

supper diffusive spin transport during the ultrafast demagnetization process. 
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Figure  1-3: Magnetic domain wall configuration (a) Bloch wall and (b) Néel walls [29]. 

1.3 Mechanisms of demagnetization 

 Magnetization dynamics at different timescales 1.3.1

In the previous part we showed that the microscopic origin of magnetism in materials depends 

on their intrinsic properties. In this part we will discuss different ways of manipulating the 

magnetization of permanently magnetized systems (i.e. ferro and ferrimagnets). We will 

consider different demagnetization and switching processes that happen on different time 

scales. We should mention before that the macroscopic magnetization of any material is the 

product of two separate phenomena: spontaneous magnetization and magnetic domain 

alignment. Microscopically, the magnetization of ferromagnets is always at saturation; but 

individual magnetic domains are pointing in different direction in order to minimize the 

internal energy of the solid. This causes a reduction of the macroscopic magnetization. To 

obtain the macroscopic saturation one should apply an external field to align all these 

magnetic domains in one direction. 
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It’s very important to keep in mind that a ferromagnet (or ferrimagnet) is the result of an 

excess of electrons total angular momentum. Therefore, any reduction in the magnetic 

moment of a ferromagnetic material should be accompanied with a reduction of the angular 

momentum of the relevant electrons. These relevant unpaired electrons are those in the 3d 

band for transition metals and 4f band for rare earth elements. Another very important 

postulate is that the angular momentum is a conserved quantity. This means that any loss of 

electrons angular moments should be recovered by a transfer to another entity. 

Several processes can be used in order to demagnetize a magnetic material like Thermal 

effects, external magnetic field effect, spin injections and Photo-induced effects. Those 

different processes lead to different demagnetization dynamics that happen on different 

timescales, as indicated in the Figure  1-4.  

At the nanosecond time scale and above, the demagnetization is dominated by domain wall 

nucleation and propagation. One can reverse the magnetic orientation of a ferromagnet by 

placing it in a reversed external magnetizing field. In this case magnetic domains inside the 

materials rotate and point in the direction of the applied magnetic field. This mechanism is 

due to the domain nucleation and domain wall motion that occurs in a nanosecond timescale. 

This mechanism will lead to the switching of the magnetization in a microsecond timescale 

and the applied magnetic field should be bigger than the anisotropy field of the material. For 

example, when ferromagnetic materials are exposed to extreme heating conditions, atoms 

vibrate more rapidly and thus disturb magnetic domains and properties. We also note that 

domain nucleation and domain wall propagation can be subjected to thermal activation [30].    

At the picosecond timescale, the demagnetization of the material is induced by a precession of 

magnetic moments which occurs within 10-100 ps [31].This phenomena could generate a 

switching of the magnetization that gets damped in a sub-ns to tens of ns timescale. This 

magnetic precession is induced by applying an ultrashort(~2ps) magnetic pulse perpendicular 

to the initial magnetization direction [32] or by injecting a spin polarized current[33]. 

At the femtosecond timescales, an ultrafast optical manipulation of spins in magnetic thin 

films and nanostructures is possible. One notes that this timescale corresponds to the 

exchange interaction which is responsible for the existence of a magnetic ordering. It looks 

like this ultrafast demagnetization is the result of reducing the spontaneous magnetization, not 

of any magnetic domains realignment [17]. This demagnetization is closely related to the all 
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optical switching of the magnetization that happen in a sub ps timescale. Despite all efforts, 

the main mechanism behind this ultrafast demagnetization is not very well understood. In the 

following parts we will discuss the ultrafast demagnetization dynamics induced by a 

femtosecond optical pulse. 

 

 

Figure  1-4 Characteristic time scales for the magnetization dynamics. Bottom figure are taken 

respectively from [11], [34], [35]. 

 

 

 First discovery of the ultrafast demagnetization 1.3.2

In 1992, pump probe experiments were performed on a gadolinium samples by Vaterlaus et 

al. [36]. A nanosecond pump pulse excited the magnetic sample and after a precise time delay 

the probe pulse arrived to detect variation induced by the pump. The film magnetization 

decreased to 40 % of its initial value in 100 ps. The demagnetization timescale was then 

supposed to be of the order of tens of picoseconds.  However, in 1996 and due to the huge 

developments of laser, Beaurepaire et al. [1] were able to pump a nickel sample with a 

femtosecond laser pulse. Authors found that the magnetization of the nickel film achieved its 

minimum value in less than 1 ps as one can see in Figure  1-5.b). This value wasn’t expected 
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or observed in any experiment before. This observation was quickly confirmed by numerous 

studies showing an ultrafast quenching of the magnetic order in a variety of materials. 

To explain this observation, authors proposed the phenomenological three temperature model 

(3TM) which considers three different degrees of freedom in a solid (the charge, lattice and 

spin) and their mutual interactions. When an infrared laser pulse hits a solid, it will be 

primarily absorbed by the electron. Then by energy equilibration the spin and the phononic 

system will be heated up. The three temperature model cannot provide deeper insights into 

microscopic processes responsible for the demagnetization since the description of magnetic 

phenomena in terms of thermodynamics is no longer valid. This model also leaves the angular 

momentum transfer undetermined. To understand phenomena in the sub-picosecond 

timescales two questions should be answered. How the energy flow to the spin system in such 

a short time? How the angular momentum is transferred out of the spin system?  

 

Figure  1-5 a) Sketch of the pump probe used in the Beaurepaire experiment [2]. b) The black 

line shows the longitudinal MOKE signal at remanence presenting an ultrafast decrease of the 

magnetization. The red line presents the expected behavior of the magnet. 

 The three Temperature model 1.3.3

The original model describing the initial perturbation of a ferromagnet by an ultrafast short 

pulse is the two-temperature model developed by Vaterlaus et al[37]. This model link the 

temperature of two coupled components the lattice bath and the spin bath. One of the 

fundamental problems of the Two-Temperature model is that a laser pulse can heat the lattice 
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but cannot directly couple to the spin system. The Three-Temperature model was proposed 

later by Beaurepaire et al. [1] to give a phenomenological explication of their obtained results. 

This model can be considered as an expansion of the Two-Temperature model where three 

separated reservoirs are coupled to each other. Electron reservoir, lattice reservoir and spin 

reservoir. The energy flows between the electron bath with temperature Te which is thermally 

coupled to the lattice bath with temperature Tl, this energy rate is proportional to the 

temperature difference between the two baths (Te-Tl). This is represented in the Figure  1-6.a). 

The constant of proportionality for this link is the coupling factor Gel. Similar relations exist 

between the electron reservoir, the lattice reservoir and the spin reservoir. The coupling term 

G12(T1-T2) appears twice, once in the equation for each reservoir it represents, but with an 

opposite sign so the model is energy conserving(excepting the input of energy by the pulse 

function). Below the model is reproduced with T representing the temperature, G representing 

the coupling constants, P representing the energy input by the pulse and C representing the 

specific heat. The subscripts define which bath the quantity retains to: e for the electrons, l for 

the lattice, s for the spins. The coupling constants relate to a pair of reservoirs and the units of 

each side of the equations are W.m
-3

, power volume in SI: 

 

 𝐶𝑒(𝑇|𝑒)
𝑑𝑇𝑒
𝑑𝑡

= −𝐺𝑒𝑙(𝑇|𝑒 − 𝑇𝑙) − 𝐺𝑒𝑠(𝑇|𝑒 − 𝑇𝑠) + 𝑃(𝑡)  1.13 

 

 𝐶𝑙(𝑇|𝑙)
𝑑𝑇𝑙
𝑑𝑡
= −𝐺𝑒𝑙(𝑇|𝑙 − 𝑇𝑒) − 𝐺𝑠𝑙(𝑇|𝑙 − 𝑇𝑠)  1.14 

 𝐶𝑠(𝑇|𝑠)
𝑑𝑇𝑠
𝑑𝑡
= −𝐺𝑠𝑙(𝑇|𝑠 − 𝑇𝑙) − 𝐺𝑒𝑠(𝑇|𝑠 − 𝑇𝑒)  1.15 

 

The heat capacities are modeled with a constant heat capacity where the lattice specific heat 

was taken as a constant [38], the electronic specific heat was taken as a linear function of 

electron temperature and the spin heat was taken to be the remainder of the total heat 

capacity: 

 C = Cl + Ce + Cs  1.16 

C=4 x 10
6
 J.m

-3
.K

-1
 

Cl=2.2 x 10
6
 J.m

-3
.K

-1
 

Ce= (6 x 10
3
)*Te J.m

-3
.K

-1
 

Cs=C-Cl-Ce 
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=4 x 10
6
 - (6 x 10

3
).Te J.m

-3
.K

-1
. 

The degree of thermal conductivity between the reservoirs is represented by the coupling 

constants. Those coupling represent the probability of an interaction between reservoirs 

multiplied by the energy transferred. To align the model with experimental observations those 

coupling constants are chosen: 

Gel =8 * 10
17

  W.m
-3

.K
-1

 

Ges=6 * 10
17 

W.m
-3

.K
-1

 

Gsl=3 * 10
16

 W.m
-3

.K
-1 

 

These values are used to reproduce the three temperature model developed by Beaurepaire et 

al and represented in the Figure  1-6. Another developed model that gives a more accurate 

figure for the three temperature model exist: like Non thermal Electron Model [39] and 

Microscopic Three Temperature Mode [40]. Describing these models is beyond the main 

objective of this thesis. 

 

Figure  1-6 Diagram of the three temperature model showing the time constants for interaction 

of the reservoirs. b) A reproduction of BeaurePaire et al. model using the three temperature 

model equation. The values of coupling constants and heat capacities are reported in the text. 
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1.4 Microscopic models trying to explain the origin of femtosecond 

demagnetization 

Many studies and many models were proposed to explain ultrafast demagnetization dynamics. 

Some theory assumed the existence of an ultrafast channel for the dissipation of spin angular 

momentum since any reduction in the magnetization is due to a reduction in the magnetic 

moment of a ferromagnet. This must implicate a reduction of the angular momentum of the 

relevant electrons. Thus, any loss of electrons angular momentum should be compensated by 

phonon, magnon or impurities. Another model considers an ultrafast transport of the laser 

excited spin polarized electrons with high mobility. In this thesis the two most broadly 

discussed models: Elliot-Yafet scattering and superdiffusive spin transports are presented.  

 Elliot-Yafet spin Flip Interactions 1.4.1

The electron phonon scattering spin flip based on the Elliott-Yafet scattering was first 

explicitly addressed by Koopmans et al. in 2005 [3]. This model is described by a probability 

aEY that an electron flips its spin on emission or absorption of a photon. Then a dissipation of 

angular momentum from the spin system to the lattice system occurs as one can see in 

Figure  1-7. Two scenarios would be expected in this electron phonon spin flip. In the first 

case, angular momentum is transferred directly from the spin system to the phonon system. 

Another way is a conversion of the orbital angular momentum to the spin without any angular 

momentum transfer to the lattice. XMCD measurements performed by Stamm et al. [41] 

showed that a rapid momentum transfer between orbital and spin moment doesn’t exist. This 

leaves the dissipation of angular momentum to the lattice as a possible channel. In 2010 

another model was proposed by Koopmans et al, called microscopic three temperature model 

(M3TM) [39]. This model is based on ab initio calculation of the Elliot Yafet spin flip 

probabilities asf. A material with a high spin flip energy will transfer energy from the electron 

to the spin system more rapidly. This model is able to reproduce a similar behavior of Cobalt 

and Nickel demagnetization for different laser fluences. 
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Figure  1-7 Sketch of the Elliott–Yafet spin-flip scattering mechanism. Figure taken from Ref 

[39]. 

 

Meanwhile, Essert and Schneider [42] showed in their calculations that this Elliot-Yafet spin 

flip type is not large enough to explain the experimentally observed dynamics and that a 

dynamical change of the band structure should exist in this femtosecond timescale. Also Illg 

et al [43] showed that the electron-phonon spin flip and the reduction of the exchange 

splitting value cannot explain the demagnetization rate observed experimentally. They 

suggest that a possible explanation of this ultrafast behavior should include an electron 

magnon spin flip. These contradictions in calculations doubt that this Elliot-Yafet spin flip 

scattering phenomena cannot explain alone the demagnetization rate observed experimentally 

and that another process should be taken into account.  

Recently Shokeen et al [5] highlighted that the demagnetization phenomena is material 

dependent. They propose that spin flips in nickel samples driven by the spin orbit coupling are 

the main contributors of the demagnetization process, which is not the case for the Cobalt 

sample. Also Leckron et al [44]showed that if a precession of a spin around the exchange 

energy could happen before the electron phonon scattering, spin flip transitions can explain 

the demagnetization rate. Otherwise for high precession period the demagnetization dynamics 

are slower and less pronounced.    

 Super diffusive transport 1.4.2

Another point of view considers that demagnetization comes from a relative change in the 

propagation of spin minority and spin majority in the probed area. This model is based on a 

spin dependent transport of hot electrons. So non equilibrium electrons, initially excited by 

the laser pulse are spin polarized and they will travel with very high velocity (~ 1nm/fs) out of 

the magnetized region as one can see in Figure  1-8. In ferromagnetic materials the majority 

and the minority spin channels occupy different bands. Thus, the transport proprieties are spin 
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dependent and it is easier for majority electrons to leave an area irradiated by a laser pulse. 

This generates a femtosecond spin currents. The demagnetization phenomenon is proposed to 

be driven by a magnetization flux away from the ferromagnetic film. Super diffusive transport 

mechanism was proposed by Oppeneer as a driving mechanism of the ultrafast 

demagnetization then subsequently experimental studies and theoretical models present direct 

proofs for the validity of this mechanism[4]. As a follow up of this work, Battiato et al [45] 

compared the different demagnetization dynamics of a ferromagnetic/nonmagnetic metallic 

layered junction such as Ni/Al with a ferromagnetic/nonmagnetic insulator junction such as 

Ni/MgO. According to their calculations, they showed that the average magnetization of the 

ferromagnet in contact with the insulating layer is conserved; in a way that the region close to 

the ferromagnet surface excited by the laser pulse is demagnetized due to a migration of the 

spin majority while the area in contact with the insulating layer show an increase of the 

magnetization due to the accumulation of spin majority carriers. Therefore, they suggested 

that the demagnetization is larger when the ferromagnetic layer in contact with a metallic 

layer. 

 

Figure  1-8 A sketch of the super diffusive phenomena caused the laser excitation. Majority 

and minority spin carriers show different mean free paths and also a cascade of electrons is 

generated after an inelastic scattering [4]. 

 

Additionally, Rudolf et al [46] investigated the ultrafast spin dynamics induced by an 

ultrashort laser excitation of Ni/Ru/Fe trilayers, where the magnetization of the Ni and Fe 

layers can be parallel or antiparallel (see Figure  1-9.a). They found that when the Fe and Ni 

layers are antiferromagnetically coupled, then the magnetization of both elements decreases 

(see Figure  1-9 c)).  One the other hand, if the two layers are coupled ferromagnetically, then 

the magnetization of Ni layer excited by the laser pulse decreases while the magnetization of 
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the Fe is enhanced by the demagnetization of Ni(see Figure  1-9 b)). This comparison between 

the reduced and enhanced magnetization of the two systems on the femtosecond timescale 

demonstrated that optically induced demagnetization generates superdiffusive spin current 

between the Fe and Ni layers. From this point of view, the superdiffsuive transport model 

obtained a great success to predict the contribution of non-local majority and minority 

electrons.    

 

Figure  1-9 a): illustrate schematically the relative magnetization of the Ni and Fe layers (thin 

black and white arrows), the majority spin alignment in the layers (red and green circles) and 

the flow of the spin current (large vertical white arrow). b) and c) Time-resolved 

magnetization of the Fe and Ni layers for respectively parallel and antiparallel magnetization 

alignment [46].  

 

However, Schellekens et al [47] investigated the contribution of the spin transport to the 

ultrafast demagnetization of the Ni film. By comparing front-pump with back-pump 

measurements of Ni film on an insulating sapphire substrate, they pointed out that spin 

transport is not the main contributor to the demagnetization process. Even by adding a 

conductive buffer layer, the demagnetization rate has not been significantly increased, which 

contradicts the prediction of the superdiffusive spin transport model.  They conclude that spin 
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currents isn’t the dominant effect of laser induced magnetization dynamics in simple 

ferromagnetic Ni films. A recent experiment manifested that demagnetization phenomena is 

material dependent. In his same article Shokeen et al [5]  show that the major part of 

demagnetization is caused by spin currents in the early time for Cobalt sample.  

 Other microscopic models  1.4.3

We note here that neither one of the two models discussed above has convinced the entire 

community. Current experiments suggest that potentially both of them occur simultaneously. 

Other explications of this ultrafast phenomenon were also proposed. Several authors 

suggested that this drop in the magnetization is due to the direct interaction with the laser 

photons where their an angular momentum <Lph> is transferred to the electron spin 

<Se>[48],[49]. Other authors believe in an angular momentum flow from the electron spin 

<Se>to the electron orbit <Le>  due to the spin orbit coupling during the electron-electron 

scattering in a very fast process [50]. Another explanation is that due to the electron-magnon 

scattering [51], an angular momentum is transferred from <Se> to <Le> via this scattering 

mechanism and subsequently <Le> is quenched by the crystal field. Others postulate that due 

to Einsten-de Haas effect (phonon-phonon interaction) the reduction of the electron spin <Se> 

results in a net rotation of the irradiated area of the sample[52]. Finally, electron defect and 

electron interface scattering in magnetic samples could participate in the femtosecond 

demagnetization process [53]. 
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2 Sample growth and characterization 

2.1 Sample growth by Magnetron Sputtering 

Thin films can be fabricated by different deposition process and fabrication techniques; it is 

possible to classify these techniques in two branches: Physical Process and Chemical Process. 

In this part, we will introduce the magnetron sputtering technique which is considered as a 

physical process. The “Sputtering gun” was the first sputtering source and it was developed in 

1970 by Peter J. Clarke[54]. In 1974 J.S Chapin improves this source by designing a planar 

magnetron[55]. Since then, this technology became one of the most common ways to achieve 

accurate and reliable deposition on an atomic level. This technique aims to grow thin films 

with thicknesses ranging from nanometers up to micrometers. 

Magnetron sputtering is based on energetic plasma which ions will bombard a target made in 

the material we want to grow. Due to the strong collision target atoms are ejected. The 

substrate that we want to grow the layer on is facing the target. Ejected atoms travel some 

distance until they reach the substrate and start to form a film. At the molecular level, as the 

number of collision increase, atoms begin to bind to each other forming a tightly bound 

atomic layer on the substrate. Depending on the sputtering time and on the chosen source 

(target), one can produce a precise layered thin film. Even though the basic process behind 

this technique seems easy to understand, actual mechanisms are quite complex. In Figure  2-1 

a schematic of this technique is presented. As one can see that the magnetron sputtering 

technique consists of many cathodes and one anode enclosed in a vacuum chamber. The 

cathode holds the target material at a negative potential. The substrate can be considered as 

the anode. Now at very low pressure (8 mbar), Argon atoms are introduced into the vacuum 

chamber. A DC voltage applied between the target and the substrate ionizes these atoms and 

creates plasma in the chamber. These charged argon ions are accelerated to the cathode target 

and collide with it, ejecting atoms that will travel and settle on the substrate. Electrons 

released during the ionization process moves spirally along magnetic field lines near the 

target. We note that the cathode is placed above a permanent ring magnet. Due to the strong 

magnetic field imposed by the permanent magnet, the plasma is confined to an area near the 

target while electrons travel for longer distance increasing the probability of further Argon 

atom ionization.  
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Figure  2-1: Schematic of a magnetron sputtering process in a sputter down configuration 

 

One notes that in order to fabricate thin films of good quality, many parameters have to be 

taken into account like the penetration depth and the deposition pressure etc. These 

parameters depend on the mass and energy of ions, and also on the composition and structure 

of the target. The microstructure is also affected by the sputtered atom kinetic energy and 

momentum. In order to avoid any lose in the energy of the sputtered atom due to collisions 

with the background gas, it is desirable to operate coating at very low pressure. At this 

pressure the mean free path of atoms is comparable to or larger than the target-substrate 

distance. 

Another important parameter of the magnetron sputtering process is the deposition rate. In 

order to determine the thickness of the fabricated thin film one should measure this rate given 

in Å/s. This deposition rate is affected by many parameters like gas sputtering pressure, gas 

mixture, gas purity, power in the target and the strength of the magnetic field in the cathode. 

There are many different way to measure or calculate this rate but in our setup we use 

piezoelectric crystal quartz which measures a mass change per crystal area by detecting the 
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change of the deposition frequency. This frequency changes due to the growing mass of a 

material on the surface of the quartz crystal during the deposition. 

In Figure  2-2 the setup of the LCPMR magnetron sputtering used during this thesis is 

represented. As one can see it is formed from two different main chambers, SAS (load lock) 

where one can change the sample and the main chamber where the coating process takes 

place. Once the desirable value of vacuum (< 10
-8

 mbar) is obtained, the substrate can be 

transferred to the sample holder by the transfer cane. The sample holder and the crystal quartz 

are mounted on a metal bar connected to two manipulators that allow it to move transversally 

and rotationally. There are four targets installed in the main chamber meaning that four 

different metals can be deposited during one process of sample preparation. This allows us to 

fabricate multilayers and alloys samples. All sputter guns are water cooled to avoid 

overheating of the target, the underlying magnets and the other front parts of the sputter gun 

by the plasma discharge.  Another larger system (8 sources) has been designed and realized in 

our group during my PhD. 

 

Figure  2-2: Sketch of the Magnetron sputtering machine at the LCPMR 

 

In our studies, fabricated samples are restricted to thin magnetic films. Normally sputtered 

samples prepared during this thesis are composed by a substrate, buffer layer, magnetic layer 

and the capping layer. For the substrate two types were used depending on the experiment, a 

square silicon wafer slice or silicon nitride window.  The buffer layer reduces the substrate 

defects (stress, adhesion) and accommodates the lattice parameter between the substrate and 
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the subsequent magnetic layer. The choice of the buffer layer depends on the materials we 

want to grow. In this thesis, Aluminum, Platinum, Palladium and Chrome thin buffer layers 

were deposited on the substrate with a thickness that can go from 3 to 10 nm.  Three magnetic 

systems were investigated for different purposes: Monolayers, Multilayers and alloys. The 

capping prevents the oxidation of the magnetic thin film. It is important to note that different 

behaviors of the ultrafast demagnetization are observed between alloys and multilayers 

system.  

2.2 Sample characterization 

In order to characterize the magnetic properties of the film we grow we used a Magneto 

Optical Kerr Effect. The SQUID-VSM technique was employed to measure magnetization 

hysteresis curves as function of temperature. Magnetic Force Microscopy was used to 

characterize the magnetic domains configuration. 

 Magneto Optical Kerr Effect 2.2.1

Magneto Optical effects arise from the optical anisotropy caused by the magnetization within 

materials. In fact the optical anisotropy alters the state of light when interacting with magnetic 

materials. In 1846 Faraday  found that the polarization of light is rotated through a transparent 

material subjected to a magnetic field [56]. Thirty one years later, the Magneto-Optical Kerr 

Effect was discovered by John Kerr in 1887 [57]. This effect is analogous to Faraday Effect 

and describes the changes of light polarization and intensity when it is reflected by a magnetic 

surface. The MOKE is highly sensitive to the magnetization within a depth of 10 to 20 nm in 

most metals [58]. This makes it particularly useful for the study of magnetism since the effect 

is proportional to the magnetization. It is a relatively simple technique to implement and 

provide hysteresis loops or magnetic domain images (in microscopy experiment). 

Before describing the MOKE set up used during this thesis, I will introduce the principles of 

MOKE. 

Depending on the orientation of the magnetization to the incident light, three main 

configurations exist as one can see in the Figure  2-3. In polar geometry, the magnetization M 

is perpendicular to the sample surface. In the case of longitudinal geometry M is parallel to 
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both the plane of incidence and the sample surface. However, in the transverse configuration 

M lies parallel to the sample surface but perpendicular to the plane of incidence. 

For linearly polarized light the electric field is confined to a single plane along the direction of 

propagation. The two orthogonal linear polarization states that are most important for 

reflection and transmission experiments are referred to as p and s polarization. If the electric 

field is polarized in the plane of incidence, it is referred to as p-polarized light. Conversely, if 

the electric field is polarized perpendicular to the plane of incidence, then it is referred to as s-

polarized light. 

 

Figure  2-3: Three different geometries for the MOKE experiments and a schematic of the 

polarization states of the light, before and after the reflection on a magnetic film. [59] 

 

In the longitudinal and polar Kerr effects, due to the Lorentz force the reflected light is not 

polarized in the same plane of the incident light. The electric field of the incident light excites 

the electrons to oscillate along the incident polarization direction. Due to Lorentz force, an 

additional small component (qv*B) perpendicular to the normal component and to the 

magnetization is induced. For example let us consider an s-polarized light reflected from a 

magnetic sample. The magnetization does not affect the light s-component but a small p-

component appears in the reflected light. Therefore the polarization becomes elliptical and the 

major axis undergoes a rotation around its initial incident polarization plane [60], as one can 

see in figure  2-4. These effects are Kerr rotation and Kerr ellipticity. However, there is no 

change in the polarization state in the transversal MOKE because the incident light is not 

normal to the reflection surface. In this case, the reflectivity R is measured instead of 
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measuring the polarization. Analytical expressions are beyond the scope of this thesis. For 

more details, Magneto Optical Kerr Effects are described macroscopically in [61] and 

microscopically in [62]. 

The MOKE set up implemented at LCPMR can exploit magnetic samples in the longitudinal 

and polar geometries. This setup is used widely and introduced in the Figure  2-5 below.  The 

laser radiation goes through a polarizer where a highly polarized light is produced with an 

extinction coefficient of 10
-5

. The light is then focused on the sample surface. The sample is 

placed between the 2 poles of the electromagnet and is mounted on a rotatable sample holder 

which allows a 360° for the sample rotation. The electromagnet is attached to a bipolar power 

supply and generates a magnetic field up to 0.7 T. The reflected light is then modulated by a 

photo elastic modulator before passing through the analyzer and finally being detected by a 

photodetector. The acquisition system is fully computer controlled. In Figure  2-5 b) and c) we 

show the hysteresis loop of Co film (20 nm) measured in the polar mode and longitudinal 

mode. The square loop showing a low coercive field of the longitudinal measurement 

indicates the in plane magnetic anisotropy of the film. The polar measurements show that it is 

hard to magnetize this sample out of plane.  

All samples fabricated during this thesis by the magnetron sputtering show an out of plane or 

in plane magnetization. These samples were characterized by doing longitudinal and polar 

MOKE measurements.  
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Figure  2-5: a) Schematic of the MOKE setup. The light pulses generated by the laser source 

are linearly polarized by a polarizer with a high extinction ratio. The light is then reflected by 

the sample which is magnetized by an electromagnet. b) and c) Hysteresis loop of a Co film 

measured respectively in polar mode and longitudinal mode. 

 

 SQUID-VSM 2.2.2

SQUID-VSM is the abbreviation for Superconducting Quantum Interference Device and 

Vibrating Sample Magnetometer. The SQUID technique probes the whole volume of the 

sample contrary to the MOKE technique which is only sensitive to the surface as we 

discussed before. The SQUID was invented in 1964 by scientist at the Ford Research 

Labs[63] after the fabrication of the first Josephson junction (thin insulating barrier) at Bell 

Labs in 1963 [64]. It consists of two superconductors separated by two Josephson junctions 

connected in parallel mode as one can see in Figure  2-6. However, the electrical current 
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density through a weak electric contact between two superconductors depends on the phase 

difference Δφ of the two superconducting wave functions [65]. Any additional magnetic flux 

through the ring induces a variation of Δφ. Or the flux is quantized [65] and this phase 

changing can be converted into an electrical voltage. This ring is coupled to a 

superconducting flux transformer comprising a pick up loop and an input coil tightly coupled 

to the SQUID.  

In a conventional SQUID magnetometer, the magnetic sample is moved through the 

superconducting pick up loop in the form of a first gradiometer (see Figure  2-6). This will 

cause changes in the magnetic flux through the pickup loop and therefore a screening current 

flow in the loop. This same current flow in the device input coil and generates a magnetic 

field that changes the magnetic flux in the SQUID.  The SQUID responds by generating a 

proportional output voltage that can be recorded as a function of the sample position. The 

potential difference is fed into a feedback circuit known as a flux locked loop. An additional 

field via the flux locked loop coil is applied to return the SQUID to its initial state. The 

magnetization of the sample is determined by measuring the current in the flux locked loop. 

However since a full profile has to be recorded at each value of H, measurements over an 

extended range of H tend to take a long time. 

In Vibrating Sample Magnetometer, the sample is placed inside a uniform magnetic field that 

undergoes a sinusoidal vibration through the use of piezoelectric materials. A time dependent 

magnetic flux is produced through a nearby pick up coils. Due to Faraday’s law of induction, 

the magnetic flux converted into a voltage in the coils is measured. This method is relatively 

faster than the SQUID measurement but it does not have the same sensitivity. Simon Foner at 

Lincoln Laboratory MIT invented the first VSM in 1955 and reported it in 1959[66]. 
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Figure  2-6: Schematic representation of the SQUID [67]. 

 

The SQUID-VSM technique combines the high sensitivity of the SQUID with the high speed 

measurements of a conventional VSM.  First, one should fix the sample at the point where the 

slope of the flux profile is maximum. Then the SQUID output as a function of temperature is 

recorded while the sample vibrate around his mean position at a low frequency. 

Measurements over an extended range of T and H can be completed in a relatively short 

period since the full flux profile does not have to be recorded.  

In this thesis we are interested in the variation of the uniaxial anisotropy constant in function 

of the heating temperature. For this reason SQUID VSM hysteresis loop at different 

temperature were recorded for three different magnetic samples (CoTb,CoPd,CoPt). Both in 

plane and out of plane configurations were recorded. Hysteresis loop of CoTb and Co/Pt are 

represented in Figure  2-9.b) and Figure  2-11.b) respectively.  

By following the variation of the in plane hysteresis loop obtained as function of the heating 

temperature, one can trace the value of the uniaxial anisotropy. The magnetic anisotropy can 

be determined if the anisotropy field HA and the saturation magnetization MS are known. The 

effective anisotropy Keff can also then be directly obtained with: 

 
𝐾𝑒𝑓𝑓 =

1

2
𝜇0𝑀𝑠𝐻𝐴  2.1 

And the uniaxial perpendicular anisotropy constant Ku as: 
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𝜇0𝑀𝑠𝐻𝐴 +

1

2
𝜇0𝑀𝑠

2  2.2 

 Magnetic Force Microscopy 2.2.3

Magnetic Force Microscopy (MFM) is just a special operation mode of the Atomic Force 

Microscope (AFM). MFM was developed shortly after the invention of the AFM by Martin & 

Wickramasinghe in 1987 [68] and became a popular technique that offers high imaging 

resolution of the magnetic field spatial distribution without the need for special sample 

preparation conditions. In this technique a sharp magnetic tip scans a magnetic sample.  Tip-

sample interactions are detected and used to reconstruct the magnetic structure of the sample 

surface. MFM can be used to image various magnetic domains for different materials like thin 

films, nanoparticles, nanowires, permalloy disks and recording media. Domain unification 

due to an external magnetic field can also be studied for samples presenting big domain walls. 

This method presents a lot of advantages but the spatial resolution is still lower than 20 nm 

and so inconvenient for following domain walls. In this thesis, we employed the MFM 

technique to get information on the magnetic domain of our samples as one can see in 

Figure  2-8. 

2.3 CoTb based alloys and Co/Pt multilayers 

 Magnetic properties of transition Metal-Rare Earth alloys Co88Tb12 2.3.1

The magnetization of the TM-RE alloy results from the magnetization of the rare earth and 

the transition metal sub lattices. In 3d transition metals, a strong coupling is observed because 

the 3d electrons occupy an outer shell and thus participate in the band structure. Also their 

itinerant character is at the origin of the coupling between atomic moments. In Cobalt, the 3d 

band is nearly full and the Fermi wavelength 𝜆𝐹 (electrons jump from one site to other 

without changing his spin configuration) is much larger than interatomic distance causing a 

ferromagnetic coupling of electrons moments. In Rare Earth metals, the magnetic interactions 

between neighboring spin are much weaker than in 3d elements. Actually, in rare earth 

elements the magnetism is due to their 4f electrons. In fact, the 4f electrons strongly localized 

on an inner shell do not participate in interatomic bonds and so no direct interaction may 

occur. The exchange interactions between 4f electrons is considered as long range and 

mediated by 5d, 6s electrons. Due to strong spin orbit coupling in rare earth atoms, the spin 
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and orbital moments may be large and are maintained parallel to each other. Terbium is 

among the heavy rare earth with 8 electrons in the f shell and possessing a big orbital value 

L=3. In a CoTb alloy the magnetic moment is due to the exchange coupling between the 

itinerant moment of the Co sub lattice and the localized 4f electrons of the Tb sub lattice. The 

two sub lattices are coupled antiferromagnetically. Thus, alloys are considered ferrimagnetic 

as the sub lattice magnetizations have different magnitudes.  

One can see it in this way, the exchange constant between two Co moments is positive and 

between two Tb is positive but that between a Co and a Tb moment is negative. The coupling 

between the two different sub lattice of Co and Tb happens on indirect way via the conducting 

5s electron of the Tb atoms. This model from [69] is schematically represented in Figure  2-7. 

Due to this interaction between the two sub lattices the total magnetization of the CoTb alloy 

is obtained then from [69] by making the difference of the two contributions in this way: 

 | MCoTb(xvol,T)| =|MCo(T)*(1-xvol) –MTb(T)*xvol|  2.3 

with xvol is the Tb volume composition and T is the temperature. One can see it clearly from 

the expression above that the magnetization of the sample is affected by a temperature 

changes. This is due to the Tb sub lattice which is very sensitive to temperature due to the low 

Curie temperature, 273 K, of Tb[70]. Consequently a lot of studies were focused on the 

change of the CoTb magnetization as a function of the sample composition and temperature. 

The value of the magnetization M for five different sample compositions from [69] is 

represented in the Figure  2-7-b). 

 

Figure  2-7: a) Schematic representation of the indirect exchange coupling between a RE and a 

TM in the case of an alloy. b) Magnetization vs temperature for different sample 

compositions from [69].  
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It is important to note also that if the xvol of the Tb is higher than 21 %, the net magentization 

is parallel to the Tb sublattice at the room temperature and the sample is called a Tb-rich 

composition. Otherwise, the net magnetization is parallel to Co sublattice and the film is 

called a Co rich composition.  

In this thesis we investigated the ultrafast demagnetization dynamics of the Co88Tb12 alloy. 

The sample consists of 50 nm thin Co88Tb12 film deposited on Si3N4 square membrane of 50 

μm in size with 10 nm of tantalum as a buffer layer. Our sample exhibit a perpendicular out of 

plane anisotropy and is prepared to present a network of stripe domain with opposite direction 

of the magnetization, as one can see in the MFM image below Figure  2-8. The origin of this 

perpendicular magnetic anisotropy in these samples is still an open question, despite all 

studies that discuss the ordering effects in these amorphous RE-TM alloys. 

The magnetic domain structure of aligned stripe domains, comes from an in plane 

demagnetization procedure of the sample using a decreasing oscillating magnetic field as 

described in[71]. We can deduct from these images that the magnetic periodicity is around 

210 nm, indicating a magnetic domain width of 105 nm.  
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Figure  2-8: MFM image of magnetic stripe domains patterns in Co88Tb12 samples in (a) and  

zoom in (b). In (c) MFM profiles along the cross line of the gray color in (b) is obtained. (d) 

FFT of the images to estimate the magnetic domain size. 

 

Information about the magnetic configuration and sample parameters are obtained from the 

polar MOKE measurement, already described in section  2.2.1. The out of plane MOKE 

measurement is presented in the Figure  2-9.a). The uniaxial anisotropy constant and the 

magnetization at saturation are determined by applying an out of plane and in plane SQUID-

VSM experiments. Results of the SQUID-VSM measurement of the CoTb sample at the room 

temperature are presented in the Figure  2-9.b). To calculate the uniaxial anisotropy constant 

using the equation ( 2.2), one has to find the anisotropy field and magnetization of the sample. 

The magnetization at saturation is extracted from Figure  2-9 and Ms was found to be around 

640 kA/m(see section  4.4.6). The anisotropy field where the magnetization saturate at 

maximum value is also extracted from the Figure  2-9.b), HA=1.5*10
4
 Oe. The uniaxial 

anisotropy constant is easily calculated and Ku=737 KJ/m
-3

. 
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Figure  2-9: a) Hysteresis loops obtained from polar MOKE measurement of the Co88Tb12 

sample. b) SQUID-VSM hysteresis loops in two configurations, out of plane with the red 

graph and in plane with the blue dot points. 

 

 Magnetic properties of the Co/Pt multilayer system 2.3.2

In the previous part we explained the main reason behind the ferromagnetic order in the 

Cobalt materials. Here, we will be more interested by the magnetism in 5d transition metals 

and especially at Platinum. Actually, all studies made Platinum clusters showed that it is 

paramagnetic in the bulk states at all temperatures [72]. Some studies have indicated that 

Platinum atoms  become magnetic when grouped together in nanoclusters [73]. It was shown 

also by Tang et al that Pt nanowire are ferromagnetic at room temperature, in contrast to their 

bulk form[74]. In the case of ultrathin films depending on the sample composition and the 

substrate, a ferromagnetic order can be induced in the Pt films [75], [76]. In 1988 Carcia et 

al.[77] reported a Co/Pt multilayer system that exhibits a perpendicular magnetic anisotropy. 

Depending on the growth behavior, the Co/Pt systems could display equivalently large lattice 

mismatches of 9 %. In multilayers systems, the out of plane configuration is due to many 

factors like roughness, interface alloys, patchiness and etc [74].  

In this thesis we followed the demagnetization dynamics of the ferromagnetic Co/Pt sample 

with the composition (Co0.6nm/Pt0.8nm)*20 multilayer grown on Si3N4  membrane, 3nm Ta as a 

buffer layer and 3nm of thin Al cap layer. Our sample presents also a network of stripe 

domain with opposite directions of the magnetization, as one can see in the MFM image 



                                                                               

47 

 

below. We can deduct from these images that the magnetic periodicity is around 170 nm, 

indicating a magnetic domain width of 85 nm.  

 

Figure  2-10: MFM image of Co/Pt sample with a FFT of the image. 

 

The out of plane hysteresis loop of the Co/Pt is measured using polar MOKE and presented in 

Figure  2-11. The uniaxial anisotropy constant is calculated after finding the magnetization at 

saturation and the coercive field from the in plane SQUID-VSM hysteresis given in 

Figure  2-11.b).  The uniaxial anisotropy constant of the Co/Pt sample is calculated from 

equation ( 2.2) and Ku=7500 kJ/m
-3

.  

 

Figure  2-11: a)Polar MOKE measurement of the Co/Pt sample. b) In plane hysteresis loop 

obtained by SQUID-VSM measurement. 
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3 Resonant soft X-ray scattering on magnetic stripe 

domains  

3.1 Introduction 

In this chapter we discuss the fundamentals of resonant soft X-ray techniques used in 

this thesis.  

In the first part, we will introduce the advantages that X-rays offer to investigate materials and 

we will compare the properties of different X-ray sources. This will lead us to the conclusion 

that the X-rays generated by FEL sources are indispensable for the investigation of ultrafast 

dynamics. In the second part, we will focus on the interaction of X-rays with matter in general 

and then more precisely with magnetic materials. We review first the absorption of X-rays by 

materials by showing the relation between the refractive index and the X-ray cross section. 

This relation will be used latter to make a direct connection between the scattering amplitudes 

and the absorption index which depends on the incident wavelength. We discuss then the 

dependency of X-ray absorption on the incident polarization and how this effect can be 

employed to study magnetic materials. We show later how the linear absorption coefficient is 

directly linked to the scattering term which depends linearly on the magnetic moment.  After 

that, we discuss in detail the case of small angle scattering form samples presenting a network 

of stripe domains. For the case of magnetic materials we show that the detected intensity is 

proportional to the square of the magnetization.  

Finally, as a direct application of these techniques we will present the results obtained from 

our prof of principle experiment demonstrating the feasibility of multicolor imaging. 
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3.2 Why X-rays for studying magnetism 

 Key Advantage of X-ray for the investigation of materials 3.2.1

Generally, depending on the technique used to probe materials, different aspects are 

emphasized. This holds true also for the investigation of magnetic materials with optical and 

X-ray based probe methods. Optical techniques like MOKE and Faraday are powerful 

techniques which are broadly applied to study magnetic materials. Although quantitative 

magnetization measurements are generally difficult to obtain, they are very sensitive for 

probing of magnetization changes. Furthermore, they exhibit several short comings which X-

ray based techniques overcome. In optical techniques, it is not possible to obtain nanometer 

spatial resolution due to the wavelength which is on the order of hundreds of nanometers; 

element specific studies are generally not possible due to the employed optical probing of 

valence band electrons; and buried layers are generally difficult, or not at all, accessible.  

In contrast, X-ray based techniques offer nanometer spatial resolution, element specificity, 

high penetration depth and resonant probing provides a high sensitivity for probing of 

magnetic properties, which is often quantitative.. These advantages follow from two main 

properties of X-rays. Nanometer spatial resolution and high penetration depth follow from the 

short X-ray wavelength which is in the range of fractions to a few tens of nm. One 

distinguishes generally between hard (λ < 0.4 nm) and soft (0.4 nm < λ < 40 nm) X-rays. 

Chemical selectivity results from the interaction of X-rays with core electrons, since these 

have element specific binding energies. By tuning the X rays to an element’s absorption edge 

we can therefore study selectively the properties of this element within a complex compound 

material. 

 

 X-ray sources: A short overview from Tubes to Free Electron Lasers 3.2.2

The first paper on X-rays was written in 1895 by Wilhelm Röentgen, Professor at Würzburg 

University [78]. He discovered that when an electric current is passing from an induction coil 

through a partially evacuated glass tube, an invisible light is emitted. Even though the tube 

was covered by black paper and the room was completely dark, the screen covered by a 

fluorescent material was illuminated by those rays [79]. He called this new type of radiation 
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“X-ray”, because in mathematics ‘X’ is used to indicate an unknown quantity. Today we 

understand that the electrons accelerated by the high voltage will lose kinetic energy when 

colliding with the target and this energy is emitted as X-rays (so-called Bremsstrahlung). Note 

that most of the kinetic energy of the electrons striking the target is converted into heat and 

less than 1% is transformed into X-rays. The advent of commercial X-ray tubes created the 

field of radiography and such tubes are today broadly used in a variety of applications 

ranging, for example, from medicine to material inspection.  

For scientific experiments, X-ray tubes present two crucial short comings: The radiation is 

emitted in all directions, which cannot be collected and redirected to a common focal point; 

and the radiation is only intense at a single (few) specific wavelength which makes them 

ineffective for spectroscopy application.  

In 1947 the electromagnetic radiation resulting from the acceleration of electrons in a circular 

accelerator was observed for the first time in the 70 MeV synchrotron at the General Electric 

Research Laboratory in New York by Frank Elder, Anatole Gurewitsch, Robert Langmuir and 

Herb Pollock[80]. Decades later, this synchrotron radiation became widely recognized as an 

important research tool for physicists, chemists, and biologist leading finally to the 

construction of electron storage rings all over the world. Synchrotron radiation is 

characterized by a very high intensity, a high degree of collimation, a continuous energy 

spectrum and a very high degree of adjustable polarization.  

The time resolution in synchrotrons is given by the electron bunch length, which is usually  

between 50 and 100 ps (FWHM)[81]. Despite all the progress and upgrade in synchrotron 

sources to make shorter pulses, sub-ps time resolution is not accessible without losing 

dramatically in intensity. To apply X-ray techniques in order to investigate femtosecond 

dynamics other sources are needed. Since about 2005,High-order Harmonic Generation 

provides with significant intensity femtosecond short pulses covering the low energy part of 

the soft X-ray range (< ~100 eV, also referred to as XUV) [82]. Although this energy range 

covers the core electron absorption edges of a variety of elements, the significant overlap with 

valence band electron excitations complicates experiments in this spectral range [83]. This is 

overcome by X-ray Free Electron Laser light source. This new sources offer femtosecond 

short, very bright X-ray pulses with tunable photon energy as illustrated in Figure  3-1 [58]. 

The first XFEL user facilities became operational in 2005 (Flash, soft X-rays), in 2009 

followed the first XFEL emitting in the hard X-ray photon energy range (LCLS).  
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Figure  3-1: Peak Brilliance of different photon sources form [58] 

 Properties of the XUV-FELs FLASH and FERMI 3.2.3

Free Electron Laser is another radiation source where highly accelerated free electrons fly 

almost at the speed of light within a vacuum tube through a magnetic structure. X-ray Free 

Electron Lasers consists of a linear accelerator and a subsequent long periodic arrangement of 

magnets with alternating poles across the beam path. Initially all electrons are distributed 

evenly and they emit incoherent spontaneous radiation. Through the interaction of this 

radiation with the oscillating electrons, the electron bunch is structured in micro bunches that 

are separated by a distance equal to one radiation wavelength. This is illustrated in Figure  3-2 

[58].Depending on the relative phase between the radiation and an electron’s oscillation; it 

experiences either a deceleration or acceleration.  It results in a modulation of the electron’s 

velocity which eventually leads to a concentration of the electrons in micro- bunch. The 
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distance between these micro bunches is given by the wavelength, hence, each microbunch 

has a length which is short with respect to the wavelength. Thus, in each slice, electrons 

radiate like a ‘point-like macro particle’ and the radiation of an X-ray FEL is therefore 

transversely coherent (see Figure  3-2). The intensity of the emitted radiation is this high pulse 

intensity builds up exponentially during the amplification process within the long undulator. 

This is the so-called Self-Amplified Spontaneous Emission (SASE) mechanism; the electrons 

produce spontaneous radiation in the first part of a long undulator which is then amplified in 

the main part of the undulator (see Figure  3-2). This process is characterized by fluctuations 

in wavelength and FEL pulse energy.  

 

Figure  3-2: Scheme of the Self Amplified Spontaneous Emission mode from [31]. An electron 

bunch is injected in a long undulator. Interaction of the electrons with the emitted photon field 

(red) leads to spatial structuring of the electron bunch, which consists at saturation of slices of 

electron bunches, which are separated by one wavelength from each other. 

This issue can be overcome by the so-called seeding of the FEL. In this mode, an external 

laser pulse is used to introduce within a first undulator (modulator) a well-defined sub-

structuring of the electron bunch. In the subsequent undulators (radiators), the radiation 

corresponding to a higher harmonic of this sub-structure is amplified. Such seeded FELs 

exhibit a higher stability in intensity and also in photon energy, as well as a higher degree of 

longitudinal coherence [85]. Thus, the pulse photon energy is better defined and the intensity 

is less fluctuating. 

In the following, we describe in more details the two XFELs at which the experiments 

discussed in this manuscript were realized: 

FLASH is the world’s first FEL designed and constructed to emit in the extended ultraviolet 

and soft X-ray photon energy range. It is located at DESY in Hamburg, Germany. It started 

user operation in summer 2005. This XUV-FEL is based on the SASE operation mode 
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described above. One of FLASH particularities is that the electron beam is accelerated and 

compressed in superconducting linear accelerator cavities. This allows using a long bunch 

train where up to 800 pulses per train can be obtained with an overall 10 Hz repetition rate of 

the accelerator. Today, the linear accelerator feeds two undulator lines, FLASH1 and 

FLASH2, providing XUV-FEL radiation for two experiments ‘at the same time’. At Flash 1, 

the wavelength of the X-rays is tuned by adapting the electron energy of the accelerator, since 

the undulator gap is fixed. At FLASH2, it is possible to vary the gap size of the undulator 

magnets and the radiation wavelength can be changed in a wide range without changing the 

electron energy, i.e., without influencing the operation of FLASH1. The beam parameters of 

the two facilities are listed in the Table 1. Note that the light pulses delivered by FLASH1 and 

FALSH2 are linearly polarized Table 1. 

Beam Parameters FLASH-1 FLASH-2 

Photon Energy(ev) 25-300 15-300 

Average Pulse energy [μJ] 10-500 10-1000 

Pulse duration[fs] 30-200 10-200 

Peak Power[GW] 1-5 1-5 

FEL mode SASE SASE 

Spectral width [%] (FWHM) 0.7-2 0.5-2 

Polarization Linear Horizontal Linear Horizontal 

Table 1  Parameters of the photons generated at FLASH facilities[86] 

During this thesis, I have participated in the implementation of a new device at FLASH1 to 

control the polarization of the generated radiation. This equipment uses a four metallic mirror 

based polarizer that converts the initially linear polarization to an elliptical polarization. In the 

spectral range of (35 eV to 80 eV), this device assures a high degree of circularly polarized 

radiation (up to 90%) while maintaining high total transmission values exceeding 30%. This 

device enables the realization of experiments at FLASH, which require circular polarization. 

For example, magnetic imaging by Fourier transform holography (FTH) [87]relies on the X-

ray magnetic circular dichroism. To demonstrate the performance of this device, we realized 

such a FTH imaging experiment. More details are given in appendix and can be found in [88].   

FERMI (Free Electron Laser Radiation for Multidisciplinary Investigations) is a seeded 

XUV-FEL source based on high gain harmonic generation [89]. It is the world’s first seeded 
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XUV-FEL user facility and it covers the same energy range as FLASH. Another crucial 

difference that distinguishes FERMI from FLASH is that FERMI uses a variable gap Apple 

II-type undulator. This gives users the ability to control the polarization of the emitted light. 

There are two FEL undulators lines at FERMI, FEL-1 and FEL-2, optimized to deliver 

radiation in the ranges of 4-20 nm and 20-100 nm, respectively. The characteristic of pulses 

generated from FEL1 and FEL2 are listed in Table 2. 

 Also, it is important to note that a multi-color mode was recently developed at FERMI [90]. 

This opens up the field of two color experiments like FEL-pump – FEL-probe and multicolor 

FEL probing.The first demonstrated two-color scheme [90] uses two seed pulses with distinct 

wavelength 𝝀Seed1,2 can be used to introduce different micro-bunchings in the modulator 

undulator. Note that these pulses are time delayed with respect to each other, hence, they 

modulate the energy in distinct regions of the electron bunch, each region exhibiting an 

electron density modulation that carries all harmonics of the corresponding seed wavelength 

𝝀Seed1,2. The resonance condition of the final radiator undulator determines the photon of the 

XUV radiation emitted by these sections of the electron bunch. To obtain two different 

energies, the radiator is separated into two subsections, one resonant at 𝝀FEL_1= 𝝀Seed1/m and 

the other at 𝝀FEL_2= 𝝀Seed2/n. It is important to note here that a temporal separation between the 

two FEL pulses is required to avoid overlap between the two optical seed pulses. 

Photon Beam Parameters FEL-1 FEL-2 

Photon Energy(ev) 12.4-65 65-310 

Average Pulse energy [μJ] 25-200 10-100 

Pulse duration[fs] 50-100 20-60 

Peak Power[GW] 0.4-3 0.4-2.5 

FEL mode SEEDED SEEDED 

FEL Bandwidth Fluctuations[mev][rms] 3-5 3-40 

Polarization Linear Horizontal 

Linear Vertical 

Circular Left 

Circular Right 

Linear Horizontal 

Linear Vertical 

Circular Left 

Circular Right 

Table 2 Parameters of the pulses generated at the XUV-FEL FERMI [91] 
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3.3 Fundamentals of soft X-ray magneto-optics    

 X-ray absorption and optical constants 3.3.1

When X-rays interact with matter, primarily, the electric field of the electromagnetic radiation 

interacts with the electrons of the atom. X-rays will be either scattered by electrons or 

absorbed and excite electrons. The absorption of X-rays by matter can be understood in terms 

of a plane electromagnetic wave E(z,t) passing through a material, which is represented by the 

complex refractive index n(E)=1-δ(E)+iβ(E). The real part δ(E) represents the refraction 

(dispersion) and the imaginary part β(E) represents the absorption of the electromagnetic 

wave in the material. It’s important to note here that δ and β are both small compared to unity 

in the  x-ray region [92]. 

An electromagnetic plane wave propagating as a plane wave through the material along the z 

direction can be written as[92]:  

 𝐸(𝑧, 𝑡) = 𝐸0𝑒
−𝑖(𝑤𝑡−𝑛(𝐸)𝑘𝑧)  3.1 

E0 is the modulus of the electric field, k=2π/𝝀 is the wave vector and w is the frequency of the 

oscillating field. k=w/c is the wavevector. Using the complex refractive index n(E), this 

relation can be rewritten as: 

 
𝐸(𝑧, 𝑡) = 𝐸0𝑒

𝑖𝑤(
𝑧

𝑐
−𝑡)𝑒−𝑖𝑘𝛿(𝐸)𝑧𝑒−𝑘𝛽(𝐸)𝑧  3.2 

 

The first term represents the propagation in vacuum while the second term induces a phase 

shift (δ(E)) and the third term describes the absorption (β(E)).  

The absorption of X-ray and materials is  macroscopically described by the Beer-Lambert 

law[93]. This law states that the intensity of X-rays passing through a material is 

exponentially attenuated with the material thickness. The transmitted intensity is thus given 

by [20]: 

 𝐼(𝐸, 𝑍, 𝑡) = 𝐼0𝑒
−𝜇𝑥(𝐸,𝑍)𝑡    3.3 

Phase 

shift 

Absorption 
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with t the thickness of the material, I0 the incident intensity and 𝜇𝑥(E, Z) the linear absorption 

coefficient, which depends on the materials elements (Z) and the incident photon energy E. 

The experimentally accessible absorption coefficient μx(E) can be linked to the absorption 

cross section: 

 
𝛽(𝐸) =

𝜇𝑥(𝐸)𝜆

4𝜋
=
𝜌𝑎𝜆

4𝜋
𝜎𝑎𝑏𝑠(𝐸)  3.4 

 X-ray Magnetic Circular Dichroism 3.3.2

It has been observed [94] that the x-ray absorption coefficient of a ferromagnetic material 

depends for circularly polarized X-rays on the relative orientation of magnetization and X-ray 

propagation direction. It manifests itself as a difference the absorption coefficient when the 

vector of the circular polarization is parallel or antiparallel to the incident X-ray wave vector. 

This effect forms the basis for magnetic contrast in x-ray scattering and imaging technique as 

we will show later. To take the XMCD effect into account in the macroscopic description the 

complex refractive index is written as: 

 n ± (E)  =  1 − (δ(E) ± Δ δ(E)) + i(𝛽(E) ± Δ𝛽(E))  3.5 

The ± of n±(E) refers to parallel vs antiparallel orientation of the circular polarization and the 

magnetization direction. The additional contributions in the real and imaginary part of n± are 

the magneto optical constants Δδ(E) and Δ𝛽(E) which represent the magnetic contribution 

and which introduce a variation in absorption and phase. We note here that in absorption 

experiment we must expect the contribution of Δ𝛽 alone. However, in scattering 

measurement, both Δδ and Δ𝛽 play significant role which allows the realization of our 

measurement i.e: The Fourier Transform Holography. We will use this form of n±(E) later in 

section  4.4.5. 

A key property of XMCD is its elemental specificity, which originates from the implication of 

a core electron in the absorption process. Since the binding energy of core electrons is 

element specific, this enables the characterization of different components forming complex 

magnetic materials.  Furthermore, XMCD provides quantitative information about the orbital 

angular momentum and spin components of the magnetization, which can be quantified via 

so-called sum rules [24]. These properties render XMCD a powerful technique for the 

characterization of magnetic materials. The main aspect behind the physical origin of XMCD 
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is that for circularly polarized light, the electric field propagates along a circular helical path 

and thus the angular momentum of right handed photon(𝐿𝑝ℎ
+ +ħ) is opposite to that of the left 

handed photon(𝐿𝑝ℎ
−=-ħ). Due to angular momentum conservation during the absorption 

process, the photon’s angular momentum is entirely transferred to the excited electron. . In 3d 

transition metals, the excitation of photoelectrons from the 2p3/2 and 2p1/2 states into the 3d 

states correspond to the L3 and L2 absorption edges, which differ in their respective spin-orbit 

coupling (L3=l+s and L2=l-s). During the 2p → 3d dipole transition the spin of the excited 

photoelectron is conserved.  One can show that at the L2 edge left circularly polarized light 

excites 25% spin up and 75% spin down electrons[24]. Right circular polarized light does the 

opposite. At the L3 edge, 62.5% spin up electrons and 37.5% spin down electrons are excited 

by left circular polarized light. Right circular polarized light does the opposite.  

Once the core level electron is excited, the unoccupied exchange split d bands serves as a spin 

detector for the excited spin polarized electrons. The 3d valence band of transition metals 

exhibits an imbalance between spin up and spin down unoccupied states. Therefore, the 

absorption probability which depends directly on the number of available empty states is 

different for spin up and spin down electrons.  In consequence, the XMCD effect at the L2,3 

edge of Iron is bigger than the one of Cobalt and Nickel [24]. 

 In other words, the absorption spectra measured at the L2,3 edges of a transition metal 

depends on the helicity of the circular polarized X-rays and thus differ from each other. The 

dichroism signal is given by the difference between these two spectra.  
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Figure  3-3: Excitation of spin polarized electron from the 3p band into the d-bands using X-

rays with opposite helicity. 

 

Since the material’s magnetization defines the quantization axis of the internal spin detector, 

we now understand that the XMCD effect is proportional to the relative alignment of the 

polarization vector and the magnetization direction. The maximum effect is measured when 

the incident light polarization vector is parallel or antiparallel to the sample magnetization 

direction. For a perpendicular orientation of magnetization and light polarization vector, the 

spectra recorded for opposite polarization (right and left) will be identical, i.e., the XMCD 

signal will be zero.  

The transmitted XMCD intensity is given by[20]: 

 𝐼±∝𝑃∘. < 𝑚 > 𝑐𝑜𝑠𝜃  3.6 

where Po is the degree of circular polarization, <m> the expectation value of the 

magnetization carried by the 3d band, and 𝜃 is the angle between the direction of the incident 

X-rays and the magnetization direction.  Equation ( 3.6) underlines that reversing the helicity 

is equivalent to reversing the sample magnetization.  

In the following, we will discuss the XMCD spectra of Iron, Cobalt and Nickel at the M2,3 

edges (3p1/2 and 3p3/2  3d). We note here that the 3p edge is analogue to the 2p edge and an 

XMCD effect must be present for circularly polarized resonant X-rays. However, due to the 

smaller spin-orbit splitting of the 3p shell, the two resonances edges M2 and M3 overlap 

which reduces the amplitude of the XMCD effect. In addition, experiments are complicated 
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by the significantly stronger absorption of the valence electron in this spectral range. 

Meanwhile, deriving optical constants in the XUV photon energy range is very important for 

any quantitative analysis of the magnetization dynamics as well for simulation of 

experiments. To this purpose, we measured the X-ray absorption spectra of the three elements 

(Fe, Co and Ni) at the M edge using right and left circularly polarized light. The magnetic 

layer has a thickness of 15 nm and was deposited by sputtering on a 20 nm thick Si3N4 

membrane.  These measurements, in which I participated, were carried in transmission 

geometry at the UE112 end station of BESSYII synchrotron.   

The M2,3-edge absorption spectra of magnetically saturated Fe, Co and Ni films were recorded 

for two opposite circular helicities. Employing equation ( 3.3) and equation ( 3.4), we can 

directly deduce the absorption coefficient 𝛽(𝐸) which is represented in figure- 3-4. As 

discussed above, the M2 and M3 absorption edges are almost overlapping for Iron (52.7 eV), 

Cobalt (59 eV) and Nickel (66.5 eV and 68 eV). Due to this, one can’t apply the sum rules to 

separate the spin and the orbital components of the magnetization. The magneto optical 

constant Δ𝛽(E) for the three samples is plotted in the right panel of the figure. This energy 

dependency of the Δ𝛽(E) shows the percentage of the dichroism effect. The maximum values 

of the Δ𝛽(E)  reach 6%, 14%, and 8% for Fe, Co and Ni respectively.  

We compare these values with the results obtained by Valenica et al in 2006[95]. Those 

authors measured the Faraday rotation at the M2,3 absorption edges of Iron, Cobalt and Nickel. 

From this data, they derived Δ𝛽 using the Kramers-Krong relations [96].We note that the 

shape of the curves obtained in our experiments is in agreement with that of Δ𝛽 measured in 

[95]. The maximum values of the magneto optical constants Δ𝛽 up to 14% for Cobalt and 8% 

for Nickel as found by us are aligned with values reported in [95]. For Iron, the maximum 

value of the asymmetry does not fit with the literature. This may be due to the fact that the 

magnetization of the iron sample was not completely saturated out of plan.  

One can also compare the XMCD measured at the 3p edges with these measured at the 2p 

edges. The 2p absorption edges L2 and L3 are well separated[24] while the 3p edges M2 and 

M3 are nearly overlapping. This is due to the above mentioned significantly smaller spin-oribt 

splitting of the 3p states with respect to the 2p states[97]. We can notice also that for the 2p 

edges the XMCD effect are directly proportional to the difference between the spin up and 
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spin down 3d densities of states[98]. Taking into account the effect measured for Co and Ni, 

we can say that this proportionality remains valid for the 3p edges as observed elsewhere [95]. 
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Figure  3-5: Absorption spectra as recorded with circularly left and right polarized light around 

the M2,3 edges of a) Iron (52.7 ev) ,b) Cobalt (58.9 ev and 59.9 ev) and c) Nickel (68ev and 

66.2ev). These spectra were measured in transmission at beamline UE112 (BESSY II). The 

derived magneto optical constant Δ𝛽 spectra are represented in d) for Iron, e) Cobalt and f) 

Nickel. 
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 X-ray scattering cross sections 3.3.3

The scattering of X-rays by an atom is caused by interaction with the electron cloud. The 

classical model of X-ray scattering considers that the oscillating electric field of the incident 

radiation exerts a Coulombic force on the electrons, thus accelerating them. This leads to an 

oscillatory motion of the electrons. As any charged, accelerated particle, the electron therefore 

emits an electromagnetic wave, which frequency is given by the one of the incident radiation 

provoking the oscillation. Note that within this picture one can understand that the interaction 

with the nucleus does not give rise to (significant) X-ray scattering due to its higher mass.  

The electron oscillates and emits the scattered X-ray.  In an atom, all the electrons scatter the 

X-rays individually. The radiation emitted by the individual electron interferes.  Therefore, 

the total scattering amplitude of the atom is given by the sum of complex scattering 

amplitudes of all electrons. This is described by the atomic form factor f(θ), where θ is the 

angle between the incident beam and the scattered beam[99]. Note that the atomic form factor 

corresponds to the Fourier transform of the charge density𝜌𝑒(𝑟). Its amplitude in forward 

scattering (θ = 0) is directly proportional to the number of electrons, given by the atomic 

number Z. The mathematically representation of this factor is given by[20]:  

 
𝐹0(𝑄) =

−1

𝑒
∫𝜌𝑒(𝑟)𝑒

𝑖𝑄𝑟𝑑𝑟  3.7 

where Q=k’-k=
4𝜋𝑠𝑖𝑛𝜃

𝜆
 is the s-called momentum transfer. Q is a vector of the reciprocal space, 

which is related to the real space by Fourier Transformation. The momentum transfer Q is 

therefore linked to a real space periodicity length scale a by  Q=
2𝜋

𝑎
. 

Thus, the amplitude of the non-resonant magnetic scattering is very small [100]and the atomic 

scatterings cross section which represent the scattered intensity into a solid angle Ω is 

expressed by  

 
(
𝑑𝜎

𝑑Ω
)𝑎𝑡𝑜𝑚 = 𝑟0

2𝑃|𝐹0(𝑄)|
2  3.8 

where r0 is the Thomson scattering length or the classical radius of the electron (r0=2.82 * 10
-

15
 m). P=|𝜀 . 𝜀 ′|2is the polarization factor, where 𝜀  and 𝜀 ′ are the unit polarization vector of the 

incident and scattered x-rays respectively. Note that within the current model, the cross 
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section is independent of the incident photon energy, which is a consequence of considering 

free electrons. 

In resonant X-ray scattering, the energy of the incident photon coincides with the 

binding energy of a core electron (note that resonant scattering is also referred to as 

anomalous scattering, especially in the context of hard X-ray scattering). Consequently, the 

electron cannot be treated as a free electron anymore, since it can absorb the incident wave. 

The bound electron can be approximated as a harmonic oscillator, where the resonance energy 

is given by the electron binding energy [101]. The photon energy dependence of the atomic 

form factor can be written as[24]: 

 𝐹(𝑄, 𝐸) = 𝐹0(𝑄) + 𝐹
′(𝐸) − 𝑖𝐹′′(𝐸)  3.9 

F′(E) is the real term that accounts for refractive contributions and F′′(E) is the imaginary part 

that accounts for absorptive contributions to the scattering process.  

In the case of forward scattering (Q=0) the first term F0(Q)=Z. The resonant forward 

scattering factor F(E) can be written as F(E)= f1(E)+if2(E) with f1(E)=Z+F’(E) and 

f2(E)=F(E)’’ [24], [102]. These factors are known as the Henke-Gullikson scattering factors. 

The optical theorem [24] provides a direct link between scattering and absorption since the 

imaginary part of F(E) can be represented as a function of the absorption cross section or the 

absorption index 𝛽(E) (see equation( 3.4)) with:  

 
𝑓2(𝐸) =

1

2𝜆𝑟0
𝜎𝑎𝑏𝑠(𝐸) =

4𝜋

𝜌𝑎𝜆2𝑟0
 𝛽(E)  3.10 

As mentioned before, the dispersion term f1(E) can be derived from f2(E) using the Kramers-

Kronig relations[103]. To give an example, Figure  3-6 shows the energy dependence 

resonance factor of F’(E) and F”(E) corresponding to the Iron L2,3 absorption edges. 
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Figure  3-6: F’ and F’’ of Iron around the L2,3 absorption edges[104]. 

 

We note that in quantum mechanics, the X-ray scattering cross sections and the absorption of 

X-rays can be determined within the framework of the perturbation theory. We consider |a> to 

be the ground state of the electron. When it absorbs a photon of energy ħω≈En-Ea, the 

electron goes through an intermediary state where En and Ea represent the energies of the 

states |a> and |n>, respectively. Subsequently, it returns to its initial state by emitting a photon 

of the same energy. Therefore, the resonant elastic scattering differential cross section in 

dipole approximation is given by 

 

(
𝑑𝜎

𝑑Ω
)𝑎𝑡𝑜𝑚 = 𝑟0

2|𝐹(𝐸)|2 =
ħ2ω4

𝑐2
𝛼𝑓
2 |∑

< 𝑎|𝑟. 𝜀′|𝑛 >< 𝑛|𝑟. 𝜀|𝑎 >

ħω − (En − Ea) + 𝑖 (
𝛥𝑛
2 )𝑛

|  3.11 

With αf is the fine structure constant and 𝛥𝑛 is the resonance width. At the magnetic 

resonance the scattering amplitude is expressed by [105] 

 𝐹(𝐸) = 𝑓𝑟𝑒𝑠
𝐸1(𝐸) = 𝑓0 + 𝑓𝑐𝑖𝑟𝑐(𝐸) + 𝑓𝑙𝑖𝑛(𝐸)  3.12 

 

With 
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 𝑓0 = (𝜀
′. 𝜀)𝐺0  3.13 

   

 𝑓𝑐𝑖𝑟𝑐(𝐸) = 𝑖(𝜀
′ ∗ 𝜀)m̂𝐺1  3.14 

   

 𝑓𝑙𝑖𝑛(𝐸) = (𝜀
′. m̂)(𝜀. m̂)𝐺2  3.15 

m̂ is the unit vector of the magnetization and G0,1,2 are the dipole transition matrix elements. 

We remark that the three terms have different polarization properties. The first term f0 is 

independent of the material’s magnetization with incident photons and describes the resonant 

charge scattering. The second term fcirc depends linearly on the magnetic moment and it is the 

analogue of XMCD in absorption spectroscopy[105], [106]. The third part, which depends 

quadratically on the magnetic moment, is the X-ray Magnetic Linear Dichroism effect in 

scattering (XMLD)[98]. XMLD is generally employed to study antiferromagnetism. It is 

important to note, that in our experiments the polarization of the electric field vector is always 

perpendicular to the magnetization direction. The XMLD contribution thus vanishes, since 

𝜀. m̂=0. 

The relation between X-ray scattering and X-ray absorption can also be found for magnetic 

samples from the imaginary part of the elastic resonant magnetic scattering amplitude F(E). 

 
𝐼𝑚[𝐹(𝐸)] = 𝑓2

±(𝐸) =
1

2𝜆𝑟0
𝜎±
𝑎𝑏𝑠(𝐸)  3.16 

𝑓2
±(𝐸) = ±𝑓𝑚 

Where the + and – in this equation corresponds to parallel and antiparallel orientation of 

circular polarization and magnetization. As discussed above, f0 is the charge contribution to 

the resonant scattering and fm is the polarization-dependent XMCD effect (fcirc=fm).Using 

equation ( 3.4) and equation 3.16) the linear absorption coefficient can be represented in 

function of the imaginary part of the resonant scattering factor by  

 𝜇𝑥
±(𝐸) = 𝜌𝑎𝜎±

𝑎𝑏𝑠(𝐸) = 𝜌𝑎2𝜆𝑟0𝑓2
±(𝐸) = 𝜌𝑎2𝜆𝑟0(±𝑓𝑚)  3.17 

We remark that for the experiments presented in this manuscript the contribution of charge 

scattering can be neglected. The reason for this is that the samples do not exhibit any charge  

heterogeneity on the length scale of relevance for the investigated magnetic scattering. 
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 Resonant small X-ray scattering from magnetic stripe domains 3.3.4

In this part, we will discuss the resonant X-ray scattered intensity obtained from magnetic 

samples presenting a network of stripe domains with opposite out of plane magnetization 

direction as shown in section  2.3.1. We will limit this discussion to the case of small angle X-

ray scattering in transmission geometry (SAXS).   

The incident X-rays are scattered by the sample’s magnetic domain pattern. As discussed 

above the intensity of the resonant magnetic scattering depends on the energy, i.e., the 

wavelength of the incident x-rays. Scattering is observed at the momentum transfer Q =k-k’ 

with the incident wave vector k and k’ the scattered wave vector; |k|=|k’|=
2𝜋

𝜆
 (elastic 

scattering).  An illustration of the small angle scattering (SAXS) from a network of magnetic 

stripe domains is shown in the Figure  3-7 below. In this SAXS geometry the modulus of Q is 

given by  

 
|𝑄| =

4𝜋

𝜆
𝑠𝑖𝑛𝜃  3.18 

 

Figure  3-7: Illustration of small-angle scattering in transmission geometry from a magnetic 

stripe domain. The angle between the scattered beam and the incident beam is termed as 2θ 

and represents the scattering angle. The momentum transfer Q is given by the difference 

between the scattered (k’) and the incident (k) wave vector. The pattern on the detector shows 

the positive and negative spots obtained from the first order of scattering. 

We showed in equation  3.7) that the amplitude of the scattered waves is given by the Fourier 

transform of the electron density ρ(𝑟 ). Let us suppose that in the Fourier space this amplitude 
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is given by A(𝑞 ). The electron density ρ(𝑟 ) in return is obtained as the inverse Fourier 

transform of the amplitude function A(𝑞 ): 

 
ρ(𝑟 ) =

1

(2𝜋)3
∫A(𝑞 ) 𝑒𝑖�⃗� 𝑟 𝑑𝑣𝑞  3.19 

X-ray detectors, however, cannot detect the scattering amplitude A(q), but measure the 

scattering intensity I(𝑞 ). This leads to phase problem where we lose any information about the 

relative phases of diffraction. In order to determine the structure of the scattering data, one has 

to solve the phase problem. 

The magnetic scattering intensity I(Q) is given by the modulus of the Fourier transform of the 

scattering amplitudes An(q) originating from the lattice sites n located at position  rn [27]–

[29]. 

 
𝐼(𝑄) = |∑𝐹𝑛 exp(−𝑖𝑄𝑟𝑛)

𝑛

= |∫ 𝐹(𝑟) exp(𝑖𝑄𝑟) 𝑑𝑟
𝑉

|2  3.20 

Where the scattering amplitude Fn is given by equation ( 3.12). The sum in equation  3.20) runs 

overs effective domains instead of single scatters [109]. 

As motivated above, the charge scattering can be neglected and the scattering intensity can be 

written as [9], [110] 

 I(Q)α |ʃ𝑣(𝑘0. m̂(𝑟))𝐺1 exp(𝑖𝑄𝑟) 𝑑𝑟|
2 α |ʃ𝐴𝑚𝑧(𝑟) exp(𝑖𝑄𝑟) 𝑑𝑟|

2  3.21 

with k0 = 𝜀′ ∗ 𝜀 the cross product of the polarization unit vectors in equation  3.14). Note that 

k0 is also the unit vector of the incident X-rays. The magnitude of the magnetic moment is 

assumed constant throughout the magnetic sample and that the X-ray radiation propagates 

along the sample depth, in the z direction. The period area is denoted by A and -1<mz(r)<1 

represents the local out of plane components of the magnetization. It follows from the last 

equation that the magnetic scattering intensity I(Q) is proportional to the squared modulus of 

the two dimensional Fourier transform of the magnetic domain pattern mz(r).  

Alternatively, the scattering intensity of a magnetic sample exhibiting an ordered domain 

structure of alternative up and down magnetic domains with equal width can be derived using 

a one dimensional model[107], [111] ( see Figure  3-8).  The magnetization profile is 

expressed as a convolution of the magnetic unit cell with a lattice structure: 
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𝑚(𝑥) = ∑ 𝑓(𝑥 − 𝑛𝑑) = 𝑓𝑚(𝑥) ∗ ∑ 𝛿

∞

𝑛=−∞

∞

𝑛=−∞

(𝑥 − 𝑛𝑑)    3.22 

where fm(x) represents the magnetic unit cell consisting of an up and down domain pair and 

the sum of δ functions represents the points of the lattice with the domain period d. 

The Fourier transform of the convolution product of equation  3.22) is the product of the 

Fourier transforms of both constituents. We thus obtain from equation  3.22): 

 
𝐹𝑚(𝑄) = 𝑓𝑚(𝑄). ∑ 𝑒𝑥𝑝(−𝑖𝑄𝑛𝑑) = 𝑓𝑚(𝑄).

2𝜋

𝑑
∑ 𝛿 (𝑄 − 𝑛

2𝜋

𝑑
)

∞

𝑛=−∞

∞

𝑛=−∞

  3.23 

Where fm(Q) is the Fourier transform of the magnetic unit cell, i.e., so to speak the magnetic 

form factor of the scattering object. Using equation ( 3.23), the SAXS intensity can be 

expressed by  

 
𝐼(𝑄) = |𝐹𝑚(𝑄)|

2 = |𝑓𝑚(𝑄)|
2. | ∑ exp(−iQnd) |2

∞

𝑛=−∞

= |𝑓𝑚(𝑄)|
2𝑆(𝑄)  3.24 

S(Q) is the so called structure factor and accounts for the spatial configuration of the 

scattering objects. We will use these relations in Chapter 4 to derive an interpretation of the 

magnetic diffraction pattern and their correlation with the real-space domain structure.   
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Figure  3-8: Illustration of the magnetization profile considering one-dimensional domain 

model extracted from the supplementary discussion of [9]. a) Lattice structure in the real 

space. b) Magnetic unit cell. c) Kernel of the smoothing function. d) Smoothed magnetic 

profiles obtained by convolution of c) and b). e) The complete model structure obtained from 

the convolution of a) and d). This model is described by equation  3.22. 
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 Multi-color imaging of magnetic domain structures 3.3.5

The XMCD effect can be exploited as contrast mechanism for X-ray imaging of magnetic 

domain structures. This presents the possibility to image domains in heterogeneous magnetic 

materials composed of different elements. Taking into account the two color scheme of Free 

Electron Lasers like FERMI, it’s possible now to record real space images corresponding to a 

distinct element of the investigated sample.  As a direct application of the different parts 

presented in this chapter, we will present in the following the first experimental realization of 

a coherent imaging experiment of a Co/Pt multilayer sample with a simultaneous and direct 

access to the element specific magnetization of the two constituents Co and Pt. 

In this experiment, we used Fourier Transform Holography as imaging technique, which is 

ideally suited for XFELs and which  yields a spatial resolution of 50 nm or better [87]. In this 

holography version, the radiation of the object is superposed with a reference wave 

originating from an object positioned on an adjacent site of the sample. In the far field, the 

radiation of the reference and the object interfere and lead to the formation of a hologram (see 

Figure  3-8d). The real space image of the object is reconstructed by calculating the two 

dimensional Fourier transform (2D) of this hologram. A more detailed description can be 

found in Ref. [87], [112]. 

In order to realize the two color imaging we employed the two color scheme implemented at 

FERMI[90] and described in section  3.2.3. In this study we were interested in a simultaneous 

arrival time of the XUV pulses. For this we used the two color scheme which employs a 

single seed pulse to generate coherent XUV radiation with a photon energy given by multiple 

harmonics of 𝝀seed. In two subsections of the undulator the FEL wavelengths are tuned to 

multiple harmonics of the seed laser 𝝀seed/m and 𝝀seed/n. By changing the wavelength of the 

seed laser and the number of the amplified harmonics (by modifying m and n) different probe 

wavelengths are obtained. The goal was to choose the FEL wavelengths such that the 

magnetic contrast for Pt and Co is comparable. In Figure  3-9.a) we show the FEL energy as a 

function of the seed wavelength for harmonics H12 to H15. In Figure  3-9.b) we present the 

magnetic domain contrast for the two edges as a function of the probing energy. The graph 

shows that the optimal FEL wavelength correspond to 𝝀FEL,1=20.2 nm for Co and 𝝀FEL,2=17.3 

nm for Pt. This is indicated by the solid orange lines in Figure  3-9.a).b). 
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The FTH mask geometry was chosen such that spatial overlap between the two images was 

avoided. For this, two reference holes separated by 13 μm were added to the mask, which is 

sufficient to separate in the reconstruction the images of the 2 μm sized object recorded at the 

two different wavelengths. More information about the sample design and the experimental 

setup can be found in [113]. 

We recorded holograms for circularly right and circularly left polarized XUV pulses. The 

difference between these two holograms emphasis the magnetic contribution. This is shown in 

Figure  3-9.c). One notes that the magnetic scattering extends all the way to the detector edges, 

which is a prerequisite to obtain a high spatial resolution. Calculating the two dimensional 

Fourier transforms of these holograms, we get simultaneously the real space image of the 

magnetic domain pattern recorded at the edge of Co and Pt shown Figure  3-9.d). This 

demonstration of multi-color imaging paves the way for imaging of ultrafast dynamics in 

complex materials composed of different constituent elements. 

 

Figure  3-9 a)b) FEL energy as a function of seed wavelength shown for harmonic H12 to 

H15. As one can see, for 𝝀seed=242.2 nm the magnetic domain contrast at the Pt N7 edge at 

71.6 eV (H14) is comparable to the signal H12 at 61.4 eV at the Co M2,3 edges. c) Hologram 

pattern obtained as the difference between the images obtained for right and left circularly 

polarized light . d) Reconstruction of the magnetic domain pattern for Pt and Co reconstructed 

from the two color difference hologram. 
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4 Ultrafast demagnetization of CoTb  

4.1 Introduction 

In this chapter we discuss the ultrafast laser induced dynamics of CoTb on short (< 1 ps) and 

longer (up to 150 ps) timescales. To investigate these dynamics we used the resonant small 

angle X-ray scattering technique, introduced in section  3.3.4. First, we present the 

experimental setup and the data analysis of the experimentally recorded scattering patterns, 

from which we extract the structure factor S(Q). We then discuss the temporal evolution of 

the magnetization as a function of the IR pump fluence. We show that for our CoTb films, the 

characteristic time of the ultrafast magnetization drop is independent of the excitation fluence. 

Next, we compare the individually probed dynamics of the Co and Tb sub-lattices. The 

thermalization time of the Tb lattice found in this study is significantly shorter than the values 

reported in the literature for other CoTb compositions.  

Our main experimental results are presented in section  4.4.3, where we present the temporal 

evolution of the first and third scattering order detected at the Co M3 edge. The ratio between 

these two orders provides information on the modification of the sample’s magnetic domain 

structure. To interpret these data, we employ two different models that establish a link 

between the detected scattering intensities and the domain wall width. Using these models we 

find evidence for a broadening of the domain wall width on the time scale of a few 

picoseconds. We argue that the main reason behind this wall widening is the reduction of the 

uniaxial anisotropy due to the thermal heating of the lattice.   At the end, we investigated the 

ultrafast dynamics of the Co/Pt multilayer by following the magnetic domain structure as a 

function of pump-probe time delay. 
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4.2 Beamline and setup 

The resonant small angle X-ray scattering experiments reported here were carried out at the 

DiProI(Diffraction and Projection Imaging) end station of the FERMI free electron laser at 

the Elettra laboratory in Italy. This instrument meets the requirements of different coherent 

scattering experiments[114] which range from resonant magnetic small angle X-ray scattering 

to Fourier Transform Holography [87] and Coherent Diffraction Imaging[115]. The 

polarization of the seeded FERMI can be fully controlled [116]. The pulse wavelength covers 

the spectral range from ultraviolet to soft x-rays[116].  

Figure  4-1 gives an overview of the IR pump - XUV probe setup. One notes that this is an 

essentially jitter-free setup, since the IR laser pulse is intrinsically synchronized with the FEL 

pulse [117]. This synchronization comes from the fact that a fraction of the IR pulse used to 

seed the FEL is employed to pump the sample. The delay line between the two pulses is 

implemented on the optical path of the pump pulse as one can see in the Figure  4-1. The XUV 

probe pulse is generated by FEL-1 (see section  3.2.3). At the entrance flange of the DiProl 

chamber, a four quadrant photodiode provides an accurate shot to shot measurement of the 

FEL intensity. This allows normalizing the detected scattering intensity by the incoming 

photon flux (I0). In addition this device allows monitoring the pointing stability of the beam. 

For the probe beam, we used 50 fs short XUV pulses which photon energy was tuned either to 

the Cobalt M3 absorption edge at 20.8 nm (59.6 eV) or the Terbium O1 absorption edge at 27 

nm (45.9 ev). The wavelength of the IR pump pulse was 780 nm and the pulse duration was 

~100 fs. On the sample, the angle between the pump and the probe pulse is very small, which 

avoids degradation of the achievable time resolution. The investigated sample was a 50 nm 

thin Co88Tb12 film, which presents a network of opposite stripe domains. For the detection 

system an in vacuum charge coupled device (CCD) detector with a pixel width of 13.5 um 

was posed 4.95 cm behind the sample. To increase the read-out speed the CCD pixels have 

been binned 2 by 2 yielding an effective pixel size of 27 μm. In order to block the intense 

transmitted beam, a cross like beam stop was placed in front of the CCD camera. This beam 

stop was oriented such that it does not cover the magnetic scattering peaks.  

The spot size diameter of the probe and the pump beam are respectively 190 *180 μm
2
 and 

400*400 μm
2
. The focal size ensures a uniform illumination across one membrane of 200 um.  

In the present measurements, we investigated the demagnetization dynamics of the CoTb 
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sample after pumping with three different laser fluence values (3.7 mJ.cm
-2

, 5 mJ.cm
-2

, and 8 

mJ.cm
-2

).   

At this magnetically dichroic absorption resonance, the magnetic domain structure of the film 

acts like a diffraction grating and the positive and negative scattering orders are recorded as 

shown in Figure  4-1.a). One can see clearly that these spots are perpendicular to the 

magnetization of the stripe domains.   

 

Figure  4-1: a) Illustration of the pump probe configuration used in the resonant small angle X-

ray scattering experiment at DiproI. Positive and negative scattering orders  recorded at the 

Co M3 edge give rise to the intense spots on the CCD camera. b) Photo of the experimental 

setup inside the DiProI vacccum chamber (from Ref [6]). The beam pass through the aperture 
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set [D], the screening plate [E] carved off the stray radiation, [F] is the sample, [H] is the 

beam stop and the [G]  is the CCD where diffraction pattern are detected. 

 

 

4.3 Data treatment  

The panel in Figure  4-1.a) shows a typical resonant magnetic diffraction pattern as recorded at 

the Co absorption edge by the CCD camera for a given time delay. Prior to analysis, all 

images have been background corrected by subtracting a reference dark image. The 

preferential alignment of the magnetic domain gives rise to the concentration of the scattering 

intensities in spots which are the positive and negative first and third scattering orders of the 

grating-like domain structure. The vanishing of even diffraction orders asserts that the up and 

down domains have equal width.  

For each delay the scattering intensity of the first and third order is extracted by summing up 

the integrated intensity of the plus and minus area indicated by the blue regions for the third 

order and red regions for the first order, see Figure  4-2.b). In this figure we chose a 

logarithmic scale of the scattering intensity in order to display both, the first and third 

scattering order.  This scattering intensity is then divided by the I0 intensity detected by the 4 

quadrant diode. 

One can see two small points in the bottom left and the top right of the Figure  4-2.a). These 

two spots correspond to the diffraction pattern of the Al grating deposited on the top of the 

sample oriented perpendicularly to the magnetic stripe domains. This scattering intensity 

gives an additional I0 signal, which can be used alternatively to the signal of the 4 quadrant 

diode. To analyze the data in more detail, we have renormalized the scattering intensity for 

each delay by referencing it to the intensity recorded for negative delays where the system is 

unpumped.  

In equation (3.23), we showed that the scattering intensity is proportional to the form factor 

and the structure factor. Thus, the position of the first scattering order in Fourier space 

delivers information about the domain periodicity and orientation. The scattering intensity of 

the first order is proportional to the mean magnetization profile of the domains. The ratio 

between the first and third order scattering intensity provides information on the magnetic 

wall separating two opposite domains. 
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Figure  4-2: a) Resonant magnetic scattering pattern recorded at the Co M3 edge (59.6 eV). 

One can see the positive and negative first and third scattering order. Note that even orders are 

suppressed because opposite domains have the same size. The linear color scale is saturated to 

render the third order visible. b) Same as (a) but on a logarithmic color scale. The integration 

boundaries for 1
st
 and 3

rd
 order of scattering are indicated. 

 

In order to study the spatial distribution of the scattering intensities we performed an angular 

integration which yields the radial distribution of the scattering intensity as a function of the 

momentum transfer magnitude q.  

In Figure  4-3.b) we plot in logarithmic scale the radial integrated of the scattering intensity at 

the Co edge as a function of the scattering vector q. The wave vector q in nm
-1

 is calculated 

according to the following relation [11]: 

 
𝑞 =

4𝜋

𝜆
𝑠𝑖𝑛 (

1

2
𝑎𝑟𝑐𝑡𝑎𝑛 (

𝑃𝑖𝑥𝑒𝑙𝑤𝑖𝑑𝑡ℎ ∗ 𝑟

𝐷
))  4.1 

with 𝝀=20.8 nm (Co edge), D = 4.95 cm as the distance between the CCD camera and the 

sample, a pixel width of 27 μm, and r the radial distance in number of pixels.  

The momentum transfer q corresponding to the peak positions of these radial profiles reveals 

information on the magnetic domain structure as we will show later. The temporal evolution 

of the local magnetization is revealed by the variation of the intensity of the peak of these 

radial integrals as a function of pump-probe delay. 
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Figure  4-3: a) Cone representing the area used for angular integral. b) Radial integral of the 

selected conic area as a function of the momentum transfer q. 

 

4.4 Results and discussion  

 Fluence dependence of the ultrafast demagnetization  4.4.1

In this section we discuss the temporal evolution of the magnetization at the Co edge as a 

function of pump fluence. Here, we are interested in the ultrafast magnetization quenching 

following immediately the laser excitation. We therefore focus on short time delays only up to 

3 ps. In Figure  4-4, we show the normalized intensity of the first scattering order as a function 

of the time delay for three different pump fluence values. Note that the intensity is 

proportional to the square of the magnetization, I α |M
2
|, as we discussed in section  3.3.4. The 

right axis of the figure indicates the derived magnetization (M), which is normalized to the 

unpumped magnetization (M0).  

We can see that these three curves exhibit similar behaviors. The intensity pursues an ultrafast 

drop during the first hundreds of femtosecond which is followed by a partial recovery that 

occurs on a slower time scale. This initial intensity drop manifests the rapid decrease of the 

magnetization within each magnetic domain. The partial recovery of the magnetization is 

attributed to the equilibration between the hotter spin and the phonon bath which is still colder 

at this moment in time. 

As expected, the demagnetization amplitude increases with increasing pump fluence. A 

demagnetization of 12 % is observed for the highest pump fluence of 8 mJ.cm
-2

. The time 



                                                                               

78 

 

needed to reach the transient minimum of the magnetization, however, is similar for the three 

fluence values. This observation indicates that in this material the time constant of the 

ultrafast magnetization quenching is independent of the IR pump fluence. This observation 

was also made before for other systems like Co/Pd multilayers [11], [119].  We remark that 

this observation is in contradiction with other studies which found that with increasing pump 

fluence the demagnetization takes more time to reach the minimum value. One notes that the 

difference between these studies is that in the latter case optical probe methods were 

employed to follow the ultrafast dynamics of transition metals samples like Co and Ni [39], 

transition metals multilayers like Co/Pd and Co/Pt[120]. It is thus interesting to ask whether 

this difference may be caused by an artifact affecting one (or both) types of experimental 

techniques. This point should be addressed in future studies. 

To evaluate quantitatively the temporal evolution of the magnetization we used an analytic 

expression [1] to fit these 3 curves. This expression is derived from the three temperature 

model [1] assuming that the spin specific heat is negligible and that the laser excitation 

triggers an instantaneous increase of the electron temperature [120]–[122]. This analytical 

expression allows us to extract parameters like the achieved degree of demagnetization and 

the time constants for demagnetization and relaxation. It is given by: 

 
I(t)

I0
= [1 − [

(

 
𝐴1

√
𝑡
𝜏0
+ 1

−
(𝐴2𝜏𝐸 − 𝐴1𝜏𝑀) exp (

−𝑡
𝜏𝑀
)

𝜏𝐸−𝜏𝑀

− 
𝜏𝐸(𝐴1 − 𝐴2) exp (

−𝑡
𝜏𝐸
)

𝜏𝐸−𝜏𝑀
)

 ∗ 𝜃(𝑡)]2] ∗ 𝛤(𝑡, 𝜏𝐺) 

 4.2 

I(t) is the scattering intensity at a time delay t, I0 is the scattering intensity of the unpumped 

system, A1 represents the amplitude of the degree of partial recovery once electrons, spins 

and lattice have reached thermal equilibrium. A2 measures the initial magnetization 

quenching, τM is the time constant of this quenching and τE is the characteristic time of the 

magnetization’s partial recovery. 𝜃(𝑡) is the step function that sets the expression to zero for 

negative time delays. The experimental time resolution is given by the convolution of the 

probe and pump pulse. Assuming Gaussian pulse shapes, the time resolution is also given by 

a Gaussian function 𝛤(𝑡, 𝜏𝐺), with 𝜏𝐺 the full width at half maximum (FWHM) of the 
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combined time resolution. Note that a common offset was subtracted from all delay scans 

such that pump - probe time overlap correspond to t = 0 ps. 

In order to compare the demagnetization dynamics during the first 3 ps, we summarize in 

table 3 the values of demagnetization rate, demagnetization time τM and relaxation time τE 

obtained by fitting the data with the analytical expression. We find that τM is within the given 

uncertainty the same for all three curves (110 fs±30 fs). This indicates that the fit model 

confirms our qualitative observation. 

In the following, we will discuss these derived characteristic time scales of τM and τE . In a 

former publication, Lopéz et al [123] investigated the ultrafast demagnetization dynamics of 

Co in Co0.74Tb0.26, Co0.86Tb0.14 and Co0.8Gd0.2 at the femtoslicing source of BESSY 

(Germany). A similar thermalization time for Co (τM =200 ± 40 fs) was found for the 

Co0.74Tb0.26 and Co0.8Gd0.2. However, a comparison of the Co demagnetization dynamics for 

the two CoTb samples was not reported. They proposed also that in the vicinity of Tc the 

demagnetization time of these alloys is inversely proportional to T-Tc. These results are 

confirmed by Atxitia et al. [124] based on the LLB model, which shows that τM scales with 

1/(T − TC) when T is close to TC. This means that when approaching Tc the demagnetization 

dynamics of the TM element become slower. One notes that our sample is richer in Co than 

the other alloys studied by Lopéz et al [123]. Due to this we expect a higher Curie 

temperature of the Co0.88Tb0.12 alloy[125]. While the working temperature of our experiment 

T=420 K is very close to that reported in [123]. Therefore, we can claim that demagnetization 

time found (τM =110± 30 fs) in our measurement at the Co M3 egde, is lower than that 

reported by López-Flores et al [123].  

The characteristic time of the magnetization recovery increases slightly while increasing 

pump fluence which is in line with what has been observed previously[126].  

Fluences (mJ.cm
-2

) 1-M/M0 (%) τM (fs) τE (fs) 

3.75 6 110±30 880±50 

5 8 105±30 970±40 

8 11 110±30 1400±150 

Table 3: Demagnetization rate and characteristic values of the demagnetization dynamics for 

different pump fluencies   
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Figure  4-4: Scattering intensity as function of delay for the different pump fluences 8 mJ.cm-2 

(red symbols), 5 mJ.cm
-2

 (blue symbols) and 3.7 mJ.cm
-2

 (green symbols).  The left y axis 

shows the magnetic signal after calculating the square root of the normalized intensity.  The 

solid lines are the best fit obtained for each curve by using equation ( 4.2). The characteristic 

demagnetization times τM found are all around 110 fs ± 30 fs.   

 

 

 Probing the individual dynamics of the Co and Tb sub-lattice 4.4.2

Previous studies have shown that transition metal layers [127] and rare earth layers [128] 

exhibit different laser pulse induced magnetization dynamics. These differences reflect the 

different electron localization in these materials. While in 3d metals electrons are delocalized, 

4f electrons are localized in orbits with well-defined angular momentum[50], [128]. Generally 

one finds that magnetic transition metals (Ni, Fe, Co) have faster demagnetization dynamics 

than rare earth materials (Tb, Gd, Dy..). This hold true even in the case of TM-RE 

alloys[123], [129], [130]. The induced excitation of the two sub-lattices has been intensively 
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investigated in such TM-RE alloys by probing selectively the magnetization dynamics of the 

3d elements with their itinerant electrons  and the 4f elements with their localized 

electrons[109], [111]. We note that this type of experiment has been realized before on CoTb 

alloys[123], [132]. However, published data focus on the femtosecond dynamics of the Tb 

sub-lattices obtained for different sample compositions and compensation temperature. In 

addition to repeating these measurements we add data extending to longer time scales.  

We will compare the temporal evolution measured at the edge of Co and Tb of the Co88Tb12 

sample in the case of the highest pump fluence (F=8 mJ.cm
-2

), where the demagnetization rate 

is the strongest and any difference between the sub lattice dynamics should be the most 

pronounced. It shall be mentioned here, however, that we found similar behavior for lower 

pump fluence values.  

In Figure  4-5, we present the normalized intensity of the Co and Tb first scattering order as a 

function of pump-probe delay.  The quantitative analysis of the demagnetization dynamics is 

carried out using the same analytical equation  4.2) as before. 

A first observation is that these element selective demagnetization curves have within our 

time resolution the same t0. This indicates the absence of a significant delay between the 

onsets of the two dynamics as observed. We note that for both elements the intensity drops 

initially by ~20 %, which indicates very comparable degrees of magnetization quenching. On 

the other hand, it is obvious that the demagnetization dynamics at the Tb edge is significant 

slower than the dynamics revealed at the Co edge. We note that this observation of a faster 

dynamics for the TM component is consistent with observations reported in the literature 

[123], [132].  

Once the magnetization reaches its minimum value, the two curves exhibit distinctly different 

dynamics. At the Co edge, the data show that a partial recovery takes place, while the Tb data 

do no indicate any significant recovery. One can see this clearly in Figure  4-5.b) where we 

plotted the normalized intensity for longer delays, up to 40 ps.  

In the section  4.4.1 we compared the characteristic time of demagnetization dynamics at the 

Co edge with other studies reported in literature. In the following we will discuss the 

demagnetization dynamics measured at the Tb edge in the Co88Tb12 alloy. The thermalization 

time (τM= 220 fs) of Tb in this alloy is two times smaller than the demagnetization time found 

in pure Tb[128]. In the literature, the characteristic time of this intensity drop at the Tb edge 

in CoTb alloys depends on the sample composition[123]. The reported sample which present 

the closet chemical composition to our alloy is the Co86Tb14[123]. The thermalization time of 
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Tb in this alloy (τM = 500 fs) is, however, slower than what we found for Co88Tb12 (τM= 220 

fs). One should note that the two alloys Co86Tb14 and Co88Tb12 are considered Co rich 

samples[69] which implies that demagnetization dynamics must almost similar for the both 

alloys. On the other hand, we note that Lopez et al [123] investigated the demagnetization 

dynamics of the 4f localized electron by probing directly the M5 edge (~1240 eV)  while in 

our measurement we probe the O1 edge (~45 eV) corresponding to the excitation of 5s 

electrons. Meanwhile, for Rare Earth elements, the exchange interaction produces a large spin 

polarization of the 5s-5p shells which lie spatially outside the 4f shell [133]. This helps to 

explain the demagnetization dynamics observed in our experiment and open the question 

about different dynamics depending on the probing energy. 
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Figure  4-5: a) Ultrafast dynamics of Co M3 (red symbols) and Tb O1 (blue symbols) for the 

Co.88Tb.12 alloy. The best fit is obtained for τM = 110 fs at the Co edge and for τM = 220 fs at the Tb 

edge. b) Long delays showing that the Tb doesn’t recover even after 40 ps.  
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 Evolution of the intensity of first and third scattering order 4.4.3

The primary motivation for this experiment was to probe for the existence of ultrafast changes 

in the magnetic domain structure. In a previous experiment Pfau et al [9] investigated the time 

evolution of the magnetic scattering pattern of a thin Co/Pt multilayer film, which exhibits a 

lateral labyrinth domain pattern. It was observed that for high pump fluence the center of 

mass of the scattering ring moves to smaller q. These authors interpreted this observation as 

evidence for the occurrence of an ultrafast spatial modification of the domain wall structure. 

To motivate this interpretation, the authors proposed that a spin dependent super diffusive 

transport of the excited electrons exists. The difference in the propagation speed of the 

majority and minority electron (see section  1.4.2) leads to accumulation of minority electrons 

in the respective areas of the magnetic domain walls. This causes a broadening of the domain 

wall. In a more recent experiment Sant et al [10] probed the optically excited domain 

structure of a Co/Pd thin film using XUV diffraction in grazing incidence. They showed that 

their data also indicate the presence of a broadening of the domain walls caused by diffusion 

of majority spins into the domain area of opposite magnetization. Close to the domain wall, 

this may even lead to a spatially confined, transient ultrafast magnetization reversal.    

To obtain a more direct proof of the existence of this domain wall broadening, we decided to 

determine the intensity ratio of the third and first scattering order.  This ratio is inversely 

proportional to the domain wall width as we will show later in section  4.4.5. To realize this 

experiment, we chose a sample presenting a network of stripe domains with opposite 

magnetization direction. As discussed previously, this domain structure will act as a 

diffraction grating allowing different scattering orders to be detected. In the following we will 

discuss the temporal evolution of the first and third scattering order as well the ratio between 

these two orders. These scattering intensities were measured at the Co M3 edge and for the 

highest pump fluence of F = 8 mJ.cm
-2

 which we could reach in our experiment. We remark 

already here that for such low pump fluence values, Pfau et al [9]did not observe any 

indication for domain wall broadening.    

In Figure  4-6.a) we show the scattering intensity of the first and third order as a function of a 

short pump-probe time delay. The data show clearly that the two orders behave in the same 

way where an ultrafast intensity drop is followed by partial recovery. In Figure  4-6.b) we 

present the ratio between the two orders. One can clearly see that for the shown delay range 

up to 3 ps the ratio does not exhibit any clear evolution, it appears within the noise as 
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constant. Together with the invariant of the peak position discussed below this indicates that 

there is no spatial modification of the magnetic domain structure within this time delay range.  

 

Figure  4-6: a) Ultrafast temporal evolution of the first (red) and third (blue) scattering order . 

These values are obtained after integrating azimuthally the positive and negative regions 

indicated in Figure  4-2.b) for each time delay. b) Intensity ratio of the 3
rd

 and 1
st
 scattering 

order as function of  pump-probe time delay. 

 

In order to verify that there is no general change of the magnetic domain structure, we precede 

our analysis relying on the same method used in [9]. We investigated the relative change 

Δqpeak/qpeak of the SAXS distribution’s modal value as a function of the time delay. In 

Figure  4-7.a), we plotted the normalized radial scattering intensity as a function of the 

magnitude of the momentum transfer q for unpumped and pumped delays. By comparing the 

unpumped (blue) and pumped (green) spectra, one can see that there is no shift of the peak 

position at qpeak. The black and red solid lines represent the fit of two spectra using a 

polynomial equation, to be used here just as a guide to the eye. In the Figure  4-7.b), we 

represent the relative change Δqpeak/qpeak of the radial integration as function of pump-probe 

time delay. We observe that the difference in the SAXS distribution’s modal value is 

negligible (0.12 %) and without any systematic evolution. We therefore conclude that the 

pump doesn’t have any effect on the modal value q peak, indicating that there are no changes in 

the domains structure during the first picoseconds. As mentioned above this observation is in 

line with the previous study of Pfau et al [9], who did not observe either any significant peak 

shift for such a low pump fluence [9].  



                                                                               

86 

 

 

Figure  4-7: a) Radial scattering intensity of the SAXS distribution (first order) for negative 

delay (t<t0 in blue) and for positive delay (t~0.5 ps in green). The solid lines show the fit for 

the two spectra and used here as a guide to the eye. Clearly, we can observe a decrease of the 

intensity after pump meanwhile we can’t observe any shift in the peak position. b) Δqpeak/qpeak    

modal value as a function of the pump-probe delay. This data is the average of each three 

points. The variation of the q peak in time delay is almost negligible. 

 

We next look at longer time delays beyond 3 ps. These data are shown in Figure  4-8.a). It is 

evident that on these longer time scales the first and third scattering order exhibit distinctly 

different dynamics. After the partial recovery of the intensity in the two orders, the intensity 

of the 1
st
 order decreases slightly over a long time period. The intensity of the 3

rd
 order, on the 

other hand, exhibits a sharp drop. This dissimilarity between the two orders on the time scale 

of a few to tens of ps has not been observed before. We can exclude as origin of this angular 

momentum transport by the of spin polarized hot electrons [4], because this would manifest 

itself on the sub-picosecond timescale when hot electrons are present, i.e., prior to 

thermalization.  

We plot in Figure  4-8 b) the ratio between the two orders as a function of time delay which is 

obtained by dividing the intensity of the 3
rd

 order by that of the 1
st
 order. As we will show 

later in section  4.4.5.1, this ratio is linked to the domain wall width. We can therefore 

interpret this variation of the ratio as a modification of the domain wall width. To summarize, 

we saw above that during the first picoseconds after pumping this ratio is constant, which 

indicates that the domain wall width does not change. After about 4 ps, however, the ratio 

starts to decrease significantly, reaching its minimum value after about 20 ps, which indicates 

a broadening of the domain wall width during this time period.  
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Figure  4-8: a) Intensity of the first and third scattering order as a function of pump-probe time 

delay. The vertical dashed line indicates the onset of the drop of the third order intensity. b) 

3
rd

/1
st
 scattering intensity ratio as function of the time delay. 
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 Deriving the domain wall size from a scattering pattern 4.4.4

In order to quantify this variation of the domain wall width, we have to derive the size of the 

domain wall for each pump probe time delay. To do this we will consider two different 

methods. In the following we will introduce these two models and we will present the 

temporal evolution of the domain wall width as derived and quantified by these models. At 

the end, we will discuss the difference between these models by indicating which model is 

better applicable to the case of our measurement.  

 Model developed by Hellwig et al. [71] 4.4.4.1

In a previous experiment Hellwig et al [71] used magnetic X-ray scattering to investigate the 

stripe domain structure of Co/Pt-based multilayers exhibiting out of plane magnetization. The 

result of their measurement is reproduced in Figure  4-9. This shows the scattering intensity 

obtained from the two different domains systems, aligned stripe domains (open points) and 

labyrinth domains (closed points). For the aligned stripe domain system, the high degree of 

order permits to clearly observe the 1
st
, 3

rd
 and 5

th 
scattering order. To interpret the data and to 

derive in addition to the domain size also information about the domain wall width,  Hellwig 

et al. [71] developed a model to reproduce the recorded scattering profile. The quality of this 

modeling is underlined by the high accuracy with which this model, shown by the solid line, 

reproduces the experimental data. 
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Figure  4-9: Radial intensity of the resonant magnetic scattering pattern of a Co/Pt multilayer 

reproduced from [71]. Open symbols represent the scattering pattern recorded for a stripe 

alignment of the magnetic domains, which exhibits significant higher order scattering due to 

the present high degree of order. The closed symbols show the scattering intensity detected 

for a labyrinth like domain pattern. The solid line is a fit of the developed model to the stripe 

domain state which allows extracting the two parameters d and w of the one-dimensional real 

space profile of the magnetic domain pattern shown in the figure inset. 

 

One notes that this model implements Gaussian fluctuations of the domain size to take into 

account spatial disorder of the periodic lattice. Also, the out-of-plane component of the 

magnetization within the domain wall is assumed to vary linearly throughout the wall. We 

note that this is only a crude approximation of the variation within the present Bloch domain 

wall, where the magnetization turns like a screw (see section  1.2.4). 

In the following we will present the model developed by Hellwig [71] and then apply it to the 

analyses of our scattering data.  

Based on kinematical approximation, this model assumes that the expected scattering 

intensity for a stripe domain system with a periodicity D is given by: 

 
S(qx) =  |F|2 

1 − 𝑒𝑥𝑝 (𝑖𝑞𝑥𝑁𝐷)

1 − 𝑒𝑥𝑝 (𝑖𝑞𝑥𝐷)
  4.3 
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with D representing the periodicity. To take into account fluctuations in the domain 

periodicity, the authors introduced disorder in this model by using the approach developed by 

Hendricks and Teller [134]. By averaging the intensity of all possible sequences of different 

domain thicknesses the scattering intensity can be written as: 

 
F = ∫ 𝑀𝑧(𝑥)exp (𝑖𝑞𝑥𝑥)

𝐷

0

 𝑑𝑥  4.4 

with D representing the periodicity. To take into account the fluctuation in the domain 

periodicity, the authors introduced disorder in this model by using the approach developed by 

Hendricks and Teller [134]. By averaging the intensity of all possible sequences of different 

domain thicknesses the scattering intensity can be written as: 

 𝑆𝑖𝑛𝑡(𝑞𝑥)=<|∑ 𝐹𝑛exp (𝑖𝑞𝑥 ∑𝐷𝑛)|
2 >𝑛

𝑁   4.5 

with Fn and Dn the structure factor and domain period of the nth period, respectively. Under 

the assumption that each layer is statistically independent, the fluctuations of the average 

domain structure are considered cumulative. This model explicitly includes the inter-domain 

effect of the disorder [135], i.e., the phase error in one layer perturbs all subsequent layers. 

Expression ( 4.5) can be divided into two main parts: 

 
𝑆𝑖𝑛𝑡(𝑞𝑧) = 𝑁 < 𝐹 ∗ 𝐹 > +2𝑟𝑒𝑎𝑙(< 𝐹 >

𝛷𝛹

𝑇
)  4.6 

with <F*F> and <F> the ensemble average over all possible scattering amplitudes and 

intensities from individual domain periods. The term that considers the interference of the 

scattering from different domains is given by: 

T=<exp(iqzD)> , 𝛷=<exp(iqzD) F*> and  𝛹=
𝑁−𝑁(𝑁+1)𝑇+𝑇𝑁+1

(1−𝑇)2
− 𝑁 

In order to be able to fit the data, the authors simplify these expressions by using a unit cell of 

a pair of an up and a down domain. Details about this are given in the appendix of their 

publication [71]. The final parameters to be fitted to the data are the domain periodicity, the 

domain wall width and the root mean square of the domain width fluctuation. Analyzing the 

development of this model in detail we noticed a mistake in their equations, which was 

preventing us from fitting successfully our experimental data by this model.  

Expression (A.7) which gives the scattering amplitude for one domain FA reads in their 

manuscript: 

 FA(qx)=∫ (−𝑀 +
2𝑀𝑥

𝐷
) exp(𝑖𝑞𝑥𝑥) 𝑑𝑥

𝑑

0
 + ∫ 𝑀 exp(𝑖𝑞𝑥𝑥) 𝑑𝑥

𝑤𝐴

𝑑
 

=(
2𝑀𝑥

𝑑𝑞𝑥
2) (exp(𝑖𝑞𝑥𝑤𝐴) − 1) − (

𝑖𝑀

𝑞𝑥
)(exp(𝑖𝑞𝑥𝑤𝐴) + 1) 

 4.7 
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with wA the domain width, q the momentum transfer and d the domain wall width. The 

second line, however, contains a (probably typographic) error, since the integration of the first 

term should end at the boundary d and not wA. The correct line should read: 

 
(
2𝑀𝑥

𝑑𝑞𝑥2
)  4.8 

One notices in Figure  4-10 that even with the incorrect expression of (A.7) we can easily fit 

the first scattering order, which explains why this model was widely used by others without 

that this typing error was noticed before.  However, by looking at the inset of Figure  4-10one 

notices that the curve (red line) goes to negative values, which is an unphysical behavior and 

which prevents a correct fit of the higher scattering orders.  A clear comparison of these 

models is shown by using the logarithmic scale in Figure  4-10.b). The additional peaks of the 

red curves represent the real part of a complex number.  

 

Figure  4-10: a) The initial and the corrected scattering model developed by Hellwig et al [71]. 

In the inset one can see that the red initial curve reach negative value which is unphysical and 

prevents to fit higher scattering orders. b) Logarithmic scale of the two curves presented in a). 

 

 Domain wall width as function of pump probe time delay 4.4.4.2

In order to find the domain wall width for each time delay, we fitted the radial profiles of the 

scattering patterns for each time delay using the corrected model developed by Hellwig et al 

[71]. This model yields three parameters which characterize the domain periodicity, the 

domain wall width and the root mean square of the domain size fluctuations, respectively. In 

Figure  4-11.a) we present the radial integral as a function of the momentum transfer for t < t0. 
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We find a narrow maximum of the radial intensity at qpeak= 0.02676 nm
-1

, which corresponds 

to a domain periodicity of D = 
2𝜋

𝑞𝑝𝑒𝑎𝑘
 = 244 nm ±10 nm. The average domain width is D/2 

which is equal to 122 nm ±5 nm. MFM images of another Co88Tb12 film composition show a 

domain size of 105 nm (see Figure  2-8). Within the general uncertainties, these values are in 

reasonable agreement with the domain size found in our experiment. One notes also that the 

scattering value is statistically more relevant, since a larger area is studied, which may explain 

the slightly different values. The solid black line is the fit of the radial profile of the scattering 

pattern for negative delay i.e the un-pumped sample. One notices that the analytical 

expression reproduces well the experimental data of the first and third scattering order. Even 

when plotting the data on a logarithmic scale (Figure  4-11.b), one finds a remarkably good 

agreement. From the fit parameters, we obtained a value of 122 nm ±5nm for the domain 

width (wA in the expression) with a root mean-square fluctuation of 10 nm about the average 

domain width. The domain wall width is quantified to be 35 nm ± 2nm . As seen before in 

Figure  4-7.b) the peak position does not change, and in line with this we obtain a domain 

width of 122 nm ±5nm for all pump probe time delays. For the domain wall width, on the 

other hand, we expect a variation, since the intensity ratio decreases as shown before in 

Figure  4-8.b). These values are plotted as a function of the pump probe delay in Figure  4-12. 

At the beginning the wall thickness is 35 nm. At about 4 ps, the wall width starts to expand up 

to about 43 nm. This is an increase by about 20%. We note that the onset of the domain wall 

broadening begins after the partial magnetization recovery and that it is reflected in the 

second drop of the intensity of the 3
rd

 scattering order. The data thus show that the wall 

separating two opposite domains becomes larger and that this occurs at the expense of the 

domain width, i.e, the domain structure does not change. Before further interpreting this 

observation, we will confirm this interpretation using a model we developed ourselves.   
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Figure  4-11: a) Radial intensity of the scattering profile pattern normalized by the maximum 

intensity value. The solid line represents the fit using expression developed in [71].In the inset 

a zoom of the third order. b) Logarithmic scaling of the curves shown in a). 

 

 

 

Figure  4-12: Domain wall width as a function of pump-probe delay. An expansion of the 

domain wall sets in after about 4 ps. 
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 The Fourier analysis method of different scattering order 4.4.5

In this part we will present the model we developed ourselves to analyze the evolution of the 

intensities ratio of different scattering orders. We note that in this model we don’t consider 

any fluctuation of the domain size, assuming that the obtained value is the average width of 

the probed domain walls. Like done by Hellwig et al. [71],we also consider a linear profile of 

the magnetization within the domain wall.  

 Our approach is based on the observation that any periodic signal can be represented as a 

sum of its frequency components by calculating the coefficient of the corresponding Fourier 

series, the k-th coefficient corresponds to the relative intensity of the k-th scattering order. 

Since our sample present a network of up and down domains separated by domain walls, we 

will develop here the Fourier series assuming that our sample presents a perfect trapezoidal 

network. An illustration of this one dimensional model is presented in figure  4-13.a). If we 

consider that I∝|t
2
| denotes the intensity after transmission through the sample, this intensity is 

periodic in space and depends only on the real space variable x. The Fourier series 

representation of t is a trigonometric series given by: 

 
t(x) =  ∑ 𝐶𝑘𝑒𝑥𝑝(𝑖𝑘𝑤𝑥)

∞

𝑘=−∞

  4.9 

with k being the order coefficient, w= 
2𝜋

𝐿
 with L the periodicity (see figure  4-13.a). The 

coefficient of order k is given by: 

 
𝐶𝑘 =

1

𝐿
∫ 𝑡(𝑥)𝑒𝑥𝑝(−𝑖𝑘𝑤𝑥)𝑑𝑥
+𝐿0

−𝐿0

  4.10 

The transmitted intensity depends on the refractive index, which in turn depends on the 

magnetization. Note that the reflectivity of X-rays for near normal incidence is negligible 

(~10
-4

 for 60 eV in general). If we represent the refractive index by n=1-(𝛿0 + 𝛿1 ∗ 𝑀(𝑥)) + 

i(𝛽0 + 𝛽 1 ∗ 𝑀(𝑥))  we can write : 

 t(x) ∝ exp (ikTn(x)) = exp(ikT(1 − 𝛿0 +  i𝛽0)) ∗ exp(ikT(−𝛿1 +  i𝛽1)M(x))  4.11 

where T is the sample thickness, k the wave vector and M(x) is the spatially varying 

magnetization. Since 𝛿1and 𝛽1are small, we can perform the Taylor expansion on the second 

exponential and t(x) becomes: 

 t(x)  ∝  t0 (1 + (−ikT𝛿1 −  kT𝛽1) M(x)) = t0 + t1 M(x)  4.12 

With t0= exp(ikT(1-𝛿0+ i𝛽0)) and t1=( -ikT𝛿1-kT𝛽1). 
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To calculate the Fourier coefficients we therefore have to find the expression of M(x). For this 

we need the periodicity, the domain wall width and M0, the magnetization within the domain. 

This can be done by considering that the shape of the trapezoid can be represented as the 

difference between the two triangles shown in figure  4-13.b). To take into account the 

positive and negative values of the magnetization, we subtract a rectangular function from 

M0. With this M(x) can be written as: 

 M(x)=M1*˄ (
2 𝑥

𝐿1
) – M2*˄ (

2 𝑥

𝐿2
)-M0rect(

 𝑥

2𝐿0
)  4.13 

with M1 the magnetization (or the height) of the big triangle, M2 corresponds to the 

magnetization of the small triangle, ˄ the triangular function that is discussed later (see 

figure  4-13.c), L1 the width of the big triangle,L2 the base width of the small triangle and rect 

the rectangular function. 

Comparing the illustrations in figure  4-13.a) and b), one notices that the big triangle 

represents one domain with its left and right domain walls while the base of the small triangle 

represents the width of the domain without its domain walls. For this reasons L1 and L2 can be 

expressed in function of the domain periodicity and the domain wall width as follow: 

 
L1 =

𝐿

2
+ 𝑑 =  L0 + d  4.14 

 
L2 =

𝐿

2
− 𝑑 =  L0 − d  4.15 

We can express M1 and M2 as a function of M0 by comparing the tangent of angle θ of the 

two triangles presented in the figure  4-13.a): 

tan (θ)= 

𝑑

2

𝑀0
=

𝐿1
2

𝑀1
 

Therefore 

 
M1 = M0 (

𝐿1
𝑑
) =  M0 (

𝐿0
𝑑
+ 1) =  M0 (

𝐿

2𝑑
+ 1)  4.16 

In the same way one finds: 

 
M2 = M0 (

𝐿2
𝑑
) =  M0 (

𝐿0
𝑑
− 1) =  M0 (

𝐿

2𝑑
− 1)  4.17 

Substituting M(x) in equation ( 4.13), t(x) is now expressed as: 

 
t(x) =  (t0 − t1M0) rect(

 𝑥

2𝐿0
)  + t1( M1 ∗ ˄ (

2 𝑥

𝐿1
) –  M2 ∗ ˄ (

2 𝑥

𝐿2
))  4.18 
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In order to avoid complex equations, we will develop the integral of the triangular function 

˄(x) before replacing each term by its corresponding values in the equation ( 4.18). An 

illustration of this function is given in figure  4-13.c), which can be written as:  

˄ (x)={
1 + 𝑥𝑓𝑜𝑟 − 1 < 𝑥 < 0
1 − 𝑥𝑓𝑜𝑟0 < 𝑥 < +1

 

The integral of this function is given by: 

Int=∫ (1 + 𝑥) exp(−𝑖 ∗ 2𝜋𝑘𝑥) 𝑑𝑥
0

−1
+∫ (1 − 𝑥) exp(−𝑖 ∗ 2𝜋𝑘𝑥) 𝑑𝑥

1

0
 

Int=[
−exp(−𝑖∗2𝜋𝑘𝑥)

𝑖∗2𝜋𝑘
]−1
0 + [

−x exp(−𝑖∗2𝜋𝑘𝑥)

𝑖∗2𝜋𝑘
]−1
0 + [

exp(−𝑖∗2𝜋𝑘𝑥)

(𝑖∗2𝜋𝑘)2
]−1
0 + [

−exp(−𝑖∗2𝜋𝑘𝑥)

𝑖∗2𝜋𝑘
]0
1 −

[
−x exp(−𝑖∗2𝜋𝑘𝑥)

𝑖∗2𝜋𝑘
]0
1 − [

exp(−𝑖∗2𝜋𝑘𝑥)

(𝑖∗2𝜋𝑘)2
]0
1 

Developing these terms we find: 

 
Int =

2(1 − cos (2𝜋𝑘)

−4(𝜋𝑘)2
=
𝑠𝑖𝑛2 (𝜋𝑘)

(𝜋𝑘)2
= 𝑠𝑖𝑛𝑐2(𝑘)  4.19 

The coefficient of the k-th scattering order can therefore be written as: 

 
Ck =

1

𝐿
∫ 𝑡(𝑥) exp (

−𝑖2𝜋𝑘𝑤𝑥

2𝐿0
) 𝑑𝑥

+𝐿0

−𝐿0

=
1

2𝐿0
𝐹{𝑡(𝑥)}𝐹𝑥  4.20 

with 𝐹𝑥 =
𝑘𝑥

2𝐿0
 

Using equations ( 4.18) and ( 4.20) we obtain: 

𝐶𝑘 =
2𝐿0
2𝐿0

(𝑡0 − 𝑡1𝑀0)𝑠𝑖𝑛𝑐(2𝐿0𝐹𝑥) +
𝑡1

2𝐿0
(
𝑀1𝐿1
2

𝑠𝑖𝑛𝑐2 (
𝐿1𝐹𝑥
2
) −

𝑀2𝐿2
2

𝑠𝑖𝑛𝑐2 (
𝐿2𝐹𝑥
2
)) 

Replacing M1, L1, L2 and Fx by their values using equations ( 4.16) and ( 4.17) we obtain: 

 
𝐶𝑘 = (𝑡0 − 𝑡1𝑀0)𝑠𝑖𝑛𝑐(𝑘) +

4𝑡1𝑀0𝜂0
𝜋2𝑘2

𝑠𝑖𝑛 (
𝑘𝜋

2
) 𝑠𝑖𝑛 (

𝑘𝜋

2𝜂0
)     4.21 

with 𝜂0 =
𝐿0

𝑑
 , which represents the domain width divided by the domain wall width. Note that 

the first term is zero for k equal to any real integer.  

To test the validity of our model, we look at the case of 𝜂0 = 1 which means that L0 = d the 

network is triangular and Ck simplifies to: 
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𝐶𝑘 =

4𝑡1𝑀0
𝜋2𝑘2

𝑠𝑖𝑛2 (
𝑘𝜋

2
)  4.22 

Using the trigonometric relation that sin
2
(a)=

1−𝑐𝑜𝑠 (2𝑎)

2
 then Ck can be expressed as: 

 𝐶𝑘 =
2𝑡1𝑀0

𝜋2𝑘2
(1 − cos(𝑘𝜋))  4.23 

This value of Ck is consistent with the literature of a perfect triangular network and confirms 

the validity of the developed model. 

Looking back at equation ( 4.21), we can calculate the coefficients of the first and third 

scattering orders which are given by: 

 
C1 =

4𝑡1𝑀0𝜂0
𝜋2

𝑠𝑖𝑛 (
𝜋

2𝜂0
)  4.24 

 
C3 =

4𝑡1𝑀0𝜂0
9𝜋2

𝑠𝑖𝑛 (
3𝜋

2𝜂0
)  4.25 

The ratio of these two intensities follows as: 

 

R =
𝐼3
𝐼1
=
|𝐶3|

2

|𝐶1|2
=

𝑠𝑖𝑛2 (
3𝜋
2𝜂0

)

81 ∗ 𝑠𝑖𝑛2 (
𝜋
2𝜂0

)
  4.26 
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figure  4-13: a) Illustration of a series of isosceles trapezoids to represent the network of 

magnetic domains in our sample. L0 is the half periodicity and represent the domain width 

while d is the domain wall width. b) Illustration of the trapezoid that can be obtained by 

subtracting the triangle in blue from the triangle in black. c) Illustration of the hat function 

(triangular function) 

 

 Determination of the domain wall width using the Fourier model 4.4.5.1

Using the model developed in section  4.4.5, we can determine the domain wall width for each 

pump-probe delay value. Replacing η0=
𝐿0

𝑑
, equation ( 4.26) reads : 

 

R =
𝐼3
𝐼1
=
𝐶3
2

𝐶1
2 =

𝑠𝑖𝑛2 (
3𝜋𝑑
2𝐿0

)

81 ∗ 𝑠𝑖𝑛2 (
𝜋
2𝐿0

)
  4.27 

We see in equation (4.27) that the ratio between the intensity of the third and first scattering 

order depends only on two parameters: the domain width and the domain wall width. From 
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Figure  4-7.a) showing the radial integral as function of momentum transfer, we can deduce 

that the domain periodicity D = 2L0 = (244 ±10) nm. In section  4.4.3 we show that there is no 

considerable modification of the peak position, which implies that the domain periodicity 

does not change as a function of pump probe delay. This leads to the conclusion that any 

variation of the ratio R is due to a change of the domain wall width.  

The ratio can be calculated by dividing the intensity of the third order by that of the first 

order. Figure  4-7.b) shows the ratio between the two orders as a function of the pump probe 

delay. Using the values of L0 and R, we can determine with equation ( 4.27) the wall width for 

each pump probe delay. These values are plotted in Figure  4-14. The initial wall thickness is 

33 nm before t0. Wall expansion starts at about 4 ps reaching a final value of 42 nm. The 

broadening of the domain wall begins after the partial recovery of the magnetization at the 

moment of the onset of the second drop of the intensity of the 3rd scattering order.  

Comparing the results of the two models developed in section  4.4.4.2 and section  4.4.5.1 we 

notice a very close agreement. Using the Hellwig model we extract an expansion of the 

domain wall from 35 nm to 43 nm while this Fourier analysis method propose a domain wall 

broadening from 33 nm to 42 nm. This similar value between the two models gives 

confidence in the respective approximation considered in our developed model. The 

difference in the initial wall width values could be due to the absence of fluctuations in  our 

Fourier analysis method, while these were taken into consideration in the model of  Hellwig et 

al[71]  

In the following discussion we will use the domain wall width values derived with the model 

of  Hellwig et al[71] since these takes the presence of width fluctuations into account.     
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Figure  4-14: Domain wall width as a function of pump-probe delay. These values are 

obtained by applying the method developed in section  4.4.5.  An expansion of the domain 

wall sets in after a pump-probe delay of about 4 ps. 

 

 Determination of the uniaxial anisotropy Ku 4.4.6

We discussed in section  1.2.4 that for the most general case of a 180° Bloch wall, the domain 

wall width of a magnetic thin film is given by [136], [137]: 

 

𝛿 = 𝜋√
𝐴𝑒𝑥
𝐾𝑢

  4.28 

with Aex the exchange stiffness of the material and Ku the uniaxial anisotropy. This 

relationship opens up the possibility to link the observed change in the domain wall width 

with a variation of the uniaxial out of plane anisotropy of our CoTb film. The reason for this 

is that we can suppose that on the timescale of a few picoseconds after excitation, the 

exchange stiffness is constant. On one hand one may argue that the exchange stiffness 

depends on the exchange coupling between neighboring atoms. Hence, any variation in Aex 
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should take place on the timescale of the exchange interaction, which is sub-fs. On the other 

hand, the exchange stiffness depends also on the interatomic distance as one can see in 

equation ( 4.29). Now if we consider that the broadening of the domain wall is due to the 

variation of Aex, then the interatomic distance should decrease leading to an increase of the 

exchange stiffness value. This seems, however counter intuitive, since with increasing 

temperature the interatomic distance generally increases. Note that in a recent experiment, E. 

Jal et al [138] observed that laser induced demagnetization dynamics in a thin Ni film is 

indeed accompanied on the picosecond time scale  by a film thickness increase. However, 

even in the employed case of strong pumping, this thickness increase was less than about 1%. 

For these reasons, we assume in the following that the exchange stiffness can be considered to 

be essentially constant on the picosecond time scale in our measurements.  

As one can see in the equation ( 4.28) 𝛿 and 𝐾𝑢 are inversely proportional. This implies that an 

increase of the domain wall width indicates a reduction of the uniaxial anisotropy Ku. To 

quantify Ku as a function of the pump probe delay, we need to obtain an initial value of Ku for 

t < t0 where the system is not pumped. In section  2.2.2 we showed that the magnetic 

anisotropy can be determined, if the anisotropy field HA and the saturation magnetization MS 

are known (see equation  2.2). The anisotropy field is the magnetic field needed to overcome 

the coupling of the magnetization to the crystal lattice. Thus, HA is the external magnetic field 

needed to turn the magnetization from out plane to in plane direction, or inversely[69]. 

However for samples having small magnetic moments, as out CoTb samples, it is difficult to 

decide whether the magnetization is saturated or not [69]. This introduces a great uncertainty 

about the value of the anisotropy field[69]. Since our sample presents an out plane 

magnetization, we measured a static in plane SQUID-VSM of the CoTb sample to determine 

the uniaxial anisotropy. The hysteresis loop of the magnetization as function of the applied 

external field obtained from this measurement is shown in Figure  4-15. As one can see, in 

order to saturate the magnetization in the sample plane we need to apply an external field of 

HA= (1.5±0.5) x10
4
 Oe = 

(1.5±0.5)𝑥107

4𝜋
 A/m, which is also referred to as the anisotropy field. 

Furthermore, the value of the magnetic moment at saturation is Msat= (8±0.2) x10
-4

 emu. By 

dividing this value by the volume of the measured sample, we can determine the 

magnetization per unit volume which is equal to: 

Msat(emu/cm
3
) = 

(8±0.2)∗10−4

0.5∗0.5∗50∗10−7
=  640±15 emu/cm

3
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Converting units (1 emu/cm
3
 = 10

3
 A/m) we obtain Msat= (6.4± 0.15)*10

5
 A/m. We remark 

that this value is consistent with the literature [69]. The incertitude of the anisotropy field HA 

and the saturation magnetization leads to a large incertitude for the calculated uniaxial 

anisotropy. Using equation ( 2.2), we obtain the value of the uniaxial anisotropy Ku=737 ± 

180 KJ/m
-3

. We remark that once again this value is in close agreement with values reported 

for Co88Tb12 films in the literature [69]. Using equation ( 4.28) we can derive now the value of 

the exchange stiffness for our sample, which we find to be Aex = (7.6± 2.2) x10
-11

 J/m
-1

. We 

note that this value is of good order of magnitude. On the other hand, the obtained value of 

Aex is 5 times greater than that reported in the literature[139]. Also by using an expression 

given by [140], one can approximates primitively the exchange stiffness value of Co1-xTbx : 

 
𝐴 =

𝑛11𝐽𝑇𝑏−𝑇𝑏𝑆1̅
2(1−𝑥)2

𝑎11
+
 (𝑛12+𝑛21)|𝐽𝑇𝑏−𝐶𝑜|𝑆1̅𝑆2̅𝑥(1−𝑥)

𝑎12
+ 
𝑛22𝐽𝐶𝑜−𝐶𝑜𝑆2̅

2𝑥2

𝑎11
  4.29 

where nij the number of the pairs per unit volume, J the corresponding exchange constant, Si,j 

the corresponding angular momentum value and x the concentration of Cobalt. According to 

[141], we can suggest that n11=n12=n21=n22=2. The exchange constant between the Tb, Fe and 

Co are given by [142] with: 

 JCo_Tb= -2.4*10
-22

 J 

 JTb_Tb= 0.2*10
-22

 J 

 JCo_Co=(2.4-2.5*xTb) J for xTb=0.12 we then have JCo_Co=2.1x10
-22

 J 

 The average angular momentum of Tb is STb=5.05 [142] and that of Co is given by 

SCo=0.775 – 0.848 [
𝑥𝑇𝑏

1−𝑥𝑇𝑏
]2. Thus, for our Co88Tb12 sample SCo=0.73. The interatomic 

distance are a11=3.5 Å, a12=3 Å, a22=2.5 Å[69]. Replacing these values, we can calculate the 

exchange stiffness which is Aex ~ 1x10
-11

 J/m. We can notice clearly that our extracted value 

of Aex from equation ( 4.28) is not consistent with the calculated value.  

This deviation from the literature could be due to the assumption of a linear domain wall 

profile in our model instead of a Bloch wall profile. This assumption approximates the 

FWHM of the domain wall into a larger area that considers the two wall borders. 

Subsequently, for smaller domain walls, one expects to find the actual value of Aex. 
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Figure  4-15: Hysteresis loop of the Co88Tb12 sample measured with SQUID-VSM with the magnetic 

field applied in the film plane. At saturation we find the Msat = (8±0.2) x10
-4

(emu) and the anisotropy 

field HA= (1.5±0.5) x10
4
 (Oe). 

Supposing that Aex= (7.6± 2.2) x10
-11

 J/m
-1

, we can now employ equation ( 4.28) to determine 

the uniaxial anisotropy which is plotted in Figure  4-16 as a function of the pump probe delay. 

Not surprisingly, it exhibits the same dynamics. To obtain a quantitative description of the 

dynamics we use a simple exponential fit, which is shown by the solid line in the figure. From 

this fit we obtain that the onset of the drop start at 4 ± 0.5 ps and that the characteristic times 

scale of this drop is about 8 ps.   
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Figure  4-16: Uniaxial anisotropy as a function of pump-probe delay. These values are derived by using 

equation ( 4.28).The solid line represents a fit using an exponential function. 

 

It is known for films with out of plane magnetization that with increasing temperature the 

magnetization tends to drop into the film plane[143]. This implies that the uniaxial anisotropy 

decreases with temperature. For this reason we interpret the observed decrease of Ku to be the 

consequence of an increase of the lattice temperature. We note that the time scale of an onset 

at about 4 ps after the initial excitation is in line with such an interpretation. At this point in 

time, the electron, spin and lattice degrees of freedom are typically close to reaching thermal 

equilibrium and thermally driven phenomena can be expected to occur.  

As shown by equation (4.28), a drop of Ku leads to an expansion of the domain wall, i.e., an 

increase of its width. This broadening of the domain wall is detected via the change in the 

intensity ratio of the third and first scattering order. To test this interpretation linking the 

change in Ku to an increase in temperature, we performed in plane SQUID-VSM 

measurements as a function of sample temperature. The recorded hysteresis loops are shown 

in Figure  4-17.a). One notices that the anisotropy field decreases with increasing temperature. 
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This indicates a reduction of the uniaxial anisotropy Ku. The form of the hysteresis loop 

recorded at 600 K indicates that the magnetization lies within the film plane.  

In Figure  4-17.b), we show the derived uniaxial anisotropy values as a function of sample 

temperature. By comparing the minimum value of the uniaxial anisotropy from Figure  4-16 

with the values presented in Figure  4-17.b), we can quantify the lattice heating by the pump 

laser to be about ΔT = 160° K. To understand whether this temperature increase is realistic, 

we can estimate the transient temperature increase due to the energy deposited by the laser 

pulse. For this we use the formula [144] 

 
𝛥𝑇 =

𝐹𝑐
𝐶 ∗ 𝑡

  4.30 

thickness of the sample. To estimate the reflectivity of our sample we approximate the Co rich 

CoTb film as a pure Co film for which the reflectivity is known to be R = 0.7. The absorbed 

fluence is then Fc=(1-R) x F= 2.4 mJ/cm
-2

. For the heat capacity we choose the heat capacity 

of cobalt which is C= 3.3*10
6
 J/m

3
K. Employing equation ( 4.30) we find that 𝛥𝑇= 145° K for 

a film thickness of 50 nm. The close agreement between this crude estimate and the 

temperature increase obtained from the derived change in anisotropy supports our 

interpretation that the reduction of the anisotropy is due to thermal heating of the lattice. 

 

Figure  4-17: a) Hysteresis loop as a function of the heating temperature obtained by the SQUID-VSM 

measurements. Clearly, the applied field needed to saturate the magnetization of the film decreases for 

higher heating temperature. b) The uniaxial anisotropy as a function of the heating temperature. The 

dashed line present corresponds here to the minimum value of Ku in Figure  4-16 and indicates that the 

sample is heated up to160 K. 
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4.5 Ultrafast demagnetization of the Co/Pt multilayer 

In order to investigate the role of hot electrons to the ultrafast demagnetization process, 

Vodundgbo et al [119] studied the magnetization dynamics of a Co/Pd multilayer capped by 

an Aluminum layer.  In the same run they measured the ultrafast demagnetization of an 

uncapped Co/Pt multilayer using the resonant magnetic small angle scattering technique.  The 

Infrared pump soft X-ray probe measurements were performed at the SXR instrument of the 

X-ray Free Electron laser LCLS. The investigated sample consisted of 20 repetitions of 

[Co0.6nm/Pt0.8nm], and was prepared in order to present a network of opposite stripe domains 

(see section  2.3.2). When the X-ray photon energy is tuned to the absorption edges of Co or 

Pt, this domain structure will act as a diffraction grating and different localized scattering 

orders are obtained. At the Co L3 edge (778 eV), the high degree of domain alignment give 

rise to the positive and negative first, third and fifth scattering order as one can see in 

Figure  4-18. For the detection of the scattering, an in vacuum charge coupled device (CCD) 

detector was used.  

 

Figure  4-18: Resonant magnetic scattering pattern recorder at the Co L3 absorption edge (778 eV). One 

can see the positive and negative first, third and fifth scattering order. b)Radial integral of the 

scattering pattern. 

In this thesis, we will limit our analysis to the temporal evolution of the different scattering 

order as well the intensity ratio.  This would help us to determine any ultrafast variation in the 

domain wall width of the Co/Pt thin film. Regarding data treatment, we proceeded using the 

same analysis method of the CoTb data (see section  4.3). 

In Figure  4-19.a), we show the scattering intensity of the first and third scattering order as a 

function of the pump-probe time delay. We note that the two orders display the typical 
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ultrafast behavior where a drastic drop of the intensity occurs on a sub-picosecond time scale 

and a partial recovery takes place within tens of picoseconds.  The ratio between the two 

orders dos not exhibit any clear evolution and it is almost constant (see Figure  4-19.b). This 

indicates that the pump doesn’t have any effect on the magnetic domain structure of the Co/Pt 

sample.  

 

Figure  4-19: a) Ultrafast temporal evolution of the first (red) and third (blue) scattering order. b) 

Intenisty ratio of the 3
rd

 and 1
st
 scattering order as function of pump-probe time delay. 

To determine the domain wall width for each time delay, we fitted the radial profile of the 

scattering patterns for each time delay using the corrected model developed by Hellwig et al 

[71] (see section  4.4.4.1). 

In Figure  4-20.a), we plot the radial integral on logarithmic scale as function of the 

momentum transfer for negative delay i.e: the un-pumped sample. The solid line is the fit of 

the radial profile of the scattering pattern.  We find a narrow maximum of the radial intensity 

at q peak=, which corresponds to an average domain size of 90 ±5 nm.  Within the 

uncertainties ranges, these values are in reasonable agreement with the MFM images showing 

a domain size of 85 nm. There is no considerable modification of the first order peak position, 

which implies that the domain periodicity does not change as a function of the pump probe 

delay. Contrary to the expansion of the CoTb domain wall, for the Co/Pt, we observe a near 

constant domain wall width of 21 ± 1nm (see Figure  4-20.b). 
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Figure  4-20: a) Radial intensity of the scattering profile pattern in a logarithmic scale. The solid line 

represents the fit using expression developed in[71]. b) Domain wall width as a function of pump-

probe delay. 

Or we show in section  4.4.3, that the domain wall width is directly linked to the uniaxial out 

of plane anisotropy of the thin film. For a constant wall width, we predict no change in Ku's 

value. This implies that the lattice heating induced by the pump pulse is not sufficient to 

introduce a variation of Ku. To verify this interpretation, we performed in plane SQUID-VSM 

measurements as a function of sample temperature. The recorded hysteresis loops are shown 

in Figure  4-21. One can clearly see that even for a heating temperature of 600 K, the 

anisotropy field shows no change. We note that we can’t quantify the lattice heating by the 

pump laser since the beam profile was not measured at the sample position. However in this 

measurement the pump heating cannot exceed the 600 K. 



                                                                               

109 

 

 

Figure  4-21: Hysteresis loop as a function of the heating temperature obtained by the SQUID-VSM 

measurements. Clearly, the applied field needed to saturate the magnetization of the film is constant. 
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4.6 Conclusion and perspectives  

In conclusion, we presented in this section a time resolved resonant magnetic small angle X-

ray scattering experiment performed on a Co88Tb12 alloy showing a network of stripes 

domains. We followed the ultrafast demagnetization dynamics of this sample using the pump 

probe approach. Using three different excitation fluence values, we showed that the 

demagnetization time of this sample is independent of the IR pump fluence. We probed 

different magnetization dynamics at the Co and Tb edges. We report here that the Tb 

magnetization doesn’t show any significant recovery even ~150 ps after excitation.  In order 

to study the ultrafast changes in the magnetic domain structure, we investigated the temporal 

evolution of the first and third scattering order detected at the Co M3 edge, as well the 

intensity ratio of these orders. Radial scattering intensity profile extracted from the diffraction 

pattern reveals information about the peak position, width and intensity. We showed that the 

supperdiffusive spin transport between opposite domains does not induce any detectable 

broadening of the domain walls at the employed pump fluence. However, an intriguing 

phenomenon was observed after ~4 ps where the intensity of the first and third scattering 

order exhibits distinctly different dynamics. To interpret these observations two different 

models have been employed. A one dimensional model has been developed to link the ratio 

between different scattering order intensities to the domain width and the domain wall width.   

We showed that due to thermal heating of the lattice by the pump laser, a decrease of the 

uniaxial anisotropy Ku sets in a few picoseconds after laser excitation. This drop in Ku leads 

to an increase of the domain wall width. This broadening of the domain wall is observed in 

the experiment as a decrease of the intensity of the third scattering order, which sets in after 

the partial magnetization recovery. These interpretations were verified by comparing the 

obtained results with a static measurement of the uniaxial anisotropy as a function of the 

heating temperature. We note that this dynamic has not been observed for the Co/Pt system.  

 In future projects, we want to perform temperature dependent Lorentz microscopy 

measurements. This technique offers a 10 nm spatial resolution which allows imaging of the 

domain wall as a function of sample temperature. This study will also provide model 

independent the real domain wall width. Furthermore, it is interesting to investigate the 

behavior of the uniaxial anisotropy for different chemical compositions of the CoTb alloy.  
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Annexes -1– Control of the polarization at Flash 

The polarizer configuration consists of four metallic mirrors as shown in figure 45. This 

device does not modify the beam position and the pointing of FLASH1 pulses, but converts 

the initially linear polarization into a high degree of circular polarization. The whole assembly 

can be rotated around the beam axis (±60°). The device is placed in an ultra-high vacuum 

chamber which can avoid any accumulative carbon contamination of the mirrors. 

 

Figure  0-1: Illustration of the four mirror polarizer. 

To verify the polarizer functionality, Fourier transform holography experiment of nanoscale 

magnetic domains was performed at FLASH1. Ferromagnetic materials like Fe, Co and Ni 

(presenting maze domains structure) were investigated where holograms for circularly right 

and circularly left polarized XUV pulses were recorded. We note that the difference in 

detected intensity between two holograms obtained for opposite light helicity is proportional 

to the magnetization. In figure 46-a) we show the difference hologram showing a pronounced 

magnetic speckle. Calculating the two dimensional Fourier transforms of these holograms, we 

get the real space image of the magnetic domain pattern as shown in Figure  0-2-b). We can 

see the out of plane magnetic domains in opposite direction as black and white contrast.  
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Figure  0-2: a) Difference hologram between signal recorded for opposite circular helicity b) 

Reconstruction of the hologram using the 2Dimensional Fourier transform   
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[Modification ultrarapide de l'anisotropie magnétique dans un alliage CoTb] 

 

 Résumé : 

Dans cette thèse, nous rapportons l'évolution temporelle du premier et du troisième ordre de la 

diffusion magnétique d'un film CoTb amorphe après une excitation femtoseconde. Ces 

résultats sont obtenus en appliquant une diffusion résonnants de rayons X aux petits angles au 

seuil d'absorption magnétique de Co M3 via des expériences de pompe sonde répétitives. Une 

différence de comportement entre le premier et le troisième ordre de diffusion a été observée 

après 3,5 ps, où une seconde baisse de l'intensité du troisième ordre apparaît. En utilisant des 

modèles appropriés, nous montrons que cette différence est due à une augmentation de la 

largeur de la paroi du domaine séparant deux domaines opposés. Nous supposons que cet 

élargissement de la paroi est généré par une variation de l'anisotropie uniaxiale hors plan due 

au réchauffement thermique du réseau par l'impulsion laser femtoseconde. Cette interprétation 

est vérifiée en mesurant l’anisotropie uniaxiale en fonction de la température de chauffage en 

effectuant des mesures statiques SQUID-VSM.  

Mots clés : [Désaimantation ultrarapide, CoTb, paroi de domaine, diffusion magnétique 

résonnante, anisotropie uni-axiale, transport supper diffusif] 

 

[Ultrfast modification of the magnetic anisotropy in a CoTb alloy ] 

Abstract : 

In this thesis, we report the time evolution of first and third order of magnetic scattering from 

an amorphous CoTb film after a femtosecond excitation. These results are obtained by 

applying a resonant small angle X ray scattering at the Co magnetic absorption edge M3 via a 

repetitive pump probe experiments. Difference in behaviours between the first and third 

scattering orders was observed after 3.5 ps where a second drop of the third order intensity 

appears. Using suitable models, we show that this difference is due to an increase of the 

domain wall width separating two opposite domains. We suppose that this wall broadening is 

generated by the variation of the out of plane uniaxial anisotropy due to the thermal heating of 

the lattice by the femtosecond laser pulse. This interpretation is verified by following the 

uniaxial anisotropy as function of the heating temperature by doing static SQUID-VSM 

measurements. 

Keywords : [Ultrafast Demagnetization, CoTb, domain wall, resonant magnetic scattering, 

uniaxial anisotropy, supper diffusive transport] 
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