J’ UNIVERSITE DE STRASBOURG

ECOLE DOCTORALE 182

Observatoire Astronomique de Strasbourg

TH ESE présentée par :
Nicolas DEPARIS

Soutenue: 8 décembre 2017

pour obtenir le grade de : Docteur de I'université de Strasbourg
Discipline/ Spécialité : Astrophysique

Etude numérique de I’Epoque de
Réionisation avec le code de simulation

THESE dirigée par :

Mr. AUBERT Dominique Maitre de conférences, Observatoire de Strasbourg
RAPPORTEURS :

Mme. LAGACHE Guilaine Astronome CNAP, Laboratoire d’Astrophysique de Marseille

Mr. RASERA Yann Maitre de conférences, Observatoire de Paris — Meudon, LUTH
AUTRES MEMBRES DU JURY :

Mme. LANCON Ariane Professeur, Observatoire de Strasbourg

Mr. TEYSSIER Romain Professeur, Université de Zurich (CH)

Mr. OCVIRK Pierre Astronome — adjoint CNAP, Observatoire de Strasbourg






ETUDE NUMERIQUE DE L’EPOQUE DE REIONISATION AVEC
LE CODE DE SIMULATION EMMA

NICOLAS DEPARIS




Nicolas Deparis : Etude numérique de I’Epoque de Réionisation avec le
code de simulation EMMA, 8 Decembre 2017



You devellop an instant global consciousess,

a people orientation,
an intense dissatisfaction with the state of the world,

and a compulsion to do something about it.
From out there on the moon, internationnal politic look so petty.

You want to grab a politician by the scuff of the neck
and drag him a quarter of a million mile out and say :

"Look at that you son of a bitch’
— Edgar Mitchell - Appolo 14 astronaut

A ma famille.






RESUME

L’époque de réionisation (EoR) est une phase de grands change-
ments qu’a subi I’'Univers dans son premier milliard d’années. Suite
a l'apparition des premieres sources de rayonnement et a I’émission
de photons énergétiques par ces dernieres, I'hydrogene a été réionisé.
Cette transition a eu un impact sur la formation des galaxies et leur
contenance stellaire.

J’ai activement participé au développement d’EMMA, un code de
simulation numérique ayant pour objectif d’étudier les processus a
I'ceuvre durant I'EoR. J'y ai développé et implémenté un modele
de formation et d’évolution stellaire et ces travaux ont contribué a
la réalisation de "CoDa I AMR" une simulation dédiée a 1'étude de
I’'EoR parmi les plus grandes réalisées a I'heure actuelle. ]J'ai égale-
ment contribué au développement d’outils dédiés a I'exploration de
simulations de ce type.

J'ai étudié la fagon dont le rayonnement s’échappe des galaxies
en fonction des parameétres du modele stellaire, et montré qu’aux ré-
solutions d’intérét les supernovae peuvent augmenter la fraction de
photons libérés.

J’ai également étudié la propagation des fronts d’ionisation et mon-
tré qu’il était possible de réduire la vitesse de la lumiére par 3 (et
ainsi diminuer le temps de calcul du transfert du rayonnement par 3),
tout en conservant des résultats corrects. CoDa I AMR a permis d’étu-
dier le lien entre I'histoire de réionisation des halos et leurs masses
actuelles. Cette étude tend a confirmer I’hypothese d'une réionisation
précoce et interne du Groupe Local.

Mots clefs : Cosmologie, age sombres, réionisation, premieres étoiles,
méthodes numériques.
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ABSTRACT

The epoch of reionization (EoR) is a great transition in the first
billion years of the Universe history. After the apparition of the first
sources and the emission of energetic radiation by thoses ones, the
hydrogen was reionized. This transition has an impact on the galaxies
formations and their stellar content.

I was part of the development team of EMMA, a numerical simu-
lation code who aimed to study the processes happening during the
EoR. I developed and implemented a stellar formation and evolution
model. These works contributed to the realisation of "CoDa I AMR"
one of the largest simulation dedicated to the study of the EoR yet. I
contribute to the development of a tool dedicated to the exploration
of this kind of simulations.

I studied how the radiation escaped the galaxies as a function of the
parameters of the stellar model, and showed that supernovae could
increase the ratio of escaping photon at our resolutions.

I also studied the ionization fronts propagation and showed that
the speed of light could be reduced by a factor 3 (and then divide
the computational cost of the radiative transfer by 3), while keeping
corrects results. CoDa I AMR was used to study the link between
reionization histories and presents halos masses. This study tends to
confirm the hypothesis of an early and internal reionization of the
Local Group.

Keywords : Cosmology, dark ages, reionization, first stars, numeri-
cal methods
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INTRODUCTION

Cette these porte sur I'étude de 'Epoque de Réionisation ou Epoch
of Reionization (EoR) a l'aide de simulations numériques. La réionisa-
tion a été produite par l'apparition des premiéres sources de rayon-
nement ionisant dans 1'Univers alors qu’il était 4gé d’environ 300 mil-
lions d’années. 11 fallut alors 700 millions d’années supplémentaires
pour que le rayonnement remplisse 1'Univers, situant ainsi la fin de

la période de réionisation a environ un milliard d’années apres le

Big-bang.

Voici un apercu des questions qui nous intéressent dans cette these :

— Quelles sont les physiques nécessaires a la bonne modélisation
de I'EoR, a quelles échelles ces phénomenes interviennent t-ils
et comment s’est propagée 1'ionisation dans 1"'Univers ?

— Comment la formation stellaire des premieres générations d’étoiles

a impacté 'apparition des générations suivantes d’étoiles ? Quelle
influence la réionisation a-t-elle eu sur la formation des galaxies
et y a-t-il des marques dans 1"Univers local ?

— L'Univers a-t-il été réionisé par quelques grosses sources tres
lumineuses ou par de nombreuses sources moins énergétiques ?

Pour étudier des phénomenes aussi fortement couplés que ceux
considérés dans le cas de I'EoR, il est nécessaire d’avoir recours a des
simulations numériques. A T'heure actuelle, il commence a étre pos-
sible de simuler 'effondrement de structures cosmologiques, conte-
nant du gaz, formant des étoiles, qui émettent du rayonnement, le
tout de maniere auto-cohérente. Mais 1'utilisation des simulations in-
troduit également quelques questions :

— Comment modéliser au mieux les différentes physiques a I'ceuvre ?

— Comment simuler la réionisation efficacement et comment tirer
profit au maximum du matériel disponible pour que ces simu-
lations aient un cofit raisonnable ?

— De quelle résolution a-t-on besoin et quels sont les compromis
nécessaires ?



ACRONYMES

MES TRAVAUX

Dans l'objectif de répondre a certaines de ces questions, il est né-
cessaire de développer des outils. Mon principal objet d’étude durant
cette these a été EMMA, un code de simulations cosmologiques dé-
dié a 'étude de I'EoR. J'y ai apporté différentes contributions, allant
de I'implémentation de nouvelles physiques jusqu’a la simple résolu-
tion de conflits, en passant par 1'optimisation de certaine parties.

Une de mes principales contributions a été I'implémentation d"un
modele de formation et d’évolution stellaire et une étape importante
de cette these a été sa calibration. Ce modele dispose de plusieurs
parametres libres, et leurs valeurs étant directement fonction de la
résolution, il a naturellement été choisi d’utiliser la résolution des
plus grosses simulations réalisables aujourd’hui. Cette calibration a
été une étape préliminaire a la réalisation de la simulation CODA
I-AMR une des plus grosses simulations de 1’EoR a 1’heure actuelle.
Cette simulation a été utilisée pour étudier I'histoire de réionisation
des halos en fonction de leurs masses actuelles.

Dans l'objectif de diminuer les concessions a réaliser sur la taille
et la résolution des simulations, il existe différentes pistes : soit aug-
menter 'accés aux ressources de calculs, soit optimiser les codes de
simulations. Un des mes but a été de mieux cerner 'ensemble des
techniques utilisées dans un tel code pour étre en mesure de cibler
au mieux les points a optimiser.

J'ai développé une méthode pour mesurer la vitesse des fronts
d’ionisation basée sur les cartes de redshifts de réionisation. Cette
méthode permet de suivre I'évolution de 1'ionisation dans les simula-
tions et a été appliquée a I’étude de I'influence de 'approximation de
la vitesse de la lumiere réduite sur l'interprétation des résultats.

Pour finir j'ai également consacré du temps au développement
d’outils dédiés a visualisation des simulations produites.

ORGANISATION DU MANUSCRIT

Ce manuscrit est articulé autour de différents travaux auxquels j’ai
contribué durant ma these. Apres le présent chapitre introductif, la
premiere partie sera consacrée a la mise en place du contexte. Une
fois les grandes lignes du modele physique introduites, et le contexte
de la réionisation posé, j’aborderai plus spécifiquement mes travaux.
Je m’appuierai sur chacune des publications auxquelles j'ai contribué,
et articulerai un chapitre autour de chacune d’elles.

CONTEXTE : Le chapitre 1 constitue une introduction aux concepts
utiles en cosmologie. Ces concepts seront nécessaires pour aborder le
chapitre 2 qui explore plus spécifiquement la période de réionisation.
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METHODES NUMERIQUES : Une partie sera consacrée a EMMA
'outil central de cette these. Dans le chapitre 3, je commencerai par
présenter les grandes lignes de EMMA. Le chapitre 4 sera consacré au
développement des différents moteurs physiques et de leurs concepts
numériques associés. Puis dans le chapitre 5, I’accent sera mis sur les
techniques de parallélisation utilisées dans EMMA. Cette approche
permettra au lecteur de mieux appréhender les résultats obtenus a
partir des simulations générées ensuite avec ce code.

MODELE STELLAIRE : Comme l'étude du rayonnement émis dans
I"'Univers passe immanquablement par 'étude de la formation stel-
laire, je consacrerai le chapitre 6 a détailler le modele de formation
et d’évolution stellaire de EMMA, ainsi que ses contraintes, ses li-
mites, et les différents tests qui ont été exécutés pour sa calibration.
Je présenterai ensuite dans le chapitre 7 une étude menée a 'aide de
ce modele, visant & mieux comprendre les résultats obtenus dans les
grandes simulations de la réionisation. L’objectif est de comprendre
quelles sont les galaxies qui contribuent a la réionisation dans nos mo-
deles et quel est I'impact du feedback stellaire sur cette contribution
aux résolutions qui nous intéressent.

PROPAGATION DE L'IONISATION : Le chapitre 8 sera consacré a
une étude sur la facon dont l'ionisation s’est propagée dans 1'Uni-
vers. Je présenterai une méthode que j'ai développée pour calculer
la vitesse des fronts d’ionisation, en utilisant les cartes de redshifts
de réionisation, outils dont I'implémentation dans EMMA sera égale-
ment introduite dans cette partie. Cette méthode sera ensuite appli-
quée a une étude sur l'influence de I'approximation de la vitesse de
la lumiere réduite sur la propagation des fronts d’ionisation dans les
simulations.

Le chapitre 9 sera dédié a 1’étude des instants d’ionisation des ha-
los en fonction de leurs masses a redshift z = 0. Cette étude sera
menée a l'aide d’une carte de redshifts de réionisation générée par la
simulation "CoDa I AMR" que j'introduirai également.

VISUALISATION : Nous verrons ensuite un court chapitre 10, consa-
cré a la présentation de travaux liés a la visualisation des simulations
cosmologiques. J'y aborderai différentes méthodes de visualisations
ainsi que quelques détails techniques liés a leurs implémentations.

CONCLUSION : Nous finirons par un rapide rappel des conclu-
sions tirées tout au long de ce manuscrit ainsi que par quelques pers-
pectives.
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LE MODELE STANDARD DE LA COSMOLOGIE
MODERNE

Cette thése s’inscrit dans le cadre du modele standard de la cosmo-
logie. Ce modele, aussi appelé modéle ACDM, considere un Univers
en expansion et composé essentiellement d’énergie noire (A) et de
matiere noire froide (Cold Dark Matter). Ce chapitre a pour objectif
de présenter les grandes lignes de ce modeéle.

1.1 EMERGENCE DE L'IDEE D'UN UNIVERS NON STATIQUE

L’idée d'un Univers non statique a pris forme dans le début du
XXéme siecle suite a deux événements majeurs. D’un coté 1’élabora-
tion de la théorie de la relativité générale d'Einstein en 1915 a permis
la mise en place d’un cadre théorique propice. D'un autre coté, plus
d’une décennie plus tard les observations de Hubble ont confirmé
I'expansion de I"'Univers.

Les observations de Hubble

Entre 1923 et 1929 Hubble observe deux phénomenes qui vont me-
ner a une redéfinition de notre notion de cosmologie. Il bénéficie a
I'époque de I'acces au plus puissant télescope du monde (le télescope
Hooker du mont Wilson). Cet instrument lui a permis d’observer que
des nébuleuses situées hors de notre galaxie présentent des caractéris-
tiques identiques a des systémes d’étoiles (HUBBLE, 1926). Il en déduit
qu’il existe d’autres galaxies que notre Voie Lactée (voir figure 1.1).

La loi de Hubble

HuBBLE, 1929 observe également une relation entre la distance de
ces nouvelles galaxies et leurs spectres lumineux. Plus une galaxie est
éloignée de l'observateur, plus son spectre est décalé vers le rouge.

La loi de Hubble est la relation entre la distance d’une galaxie D et
sa vitesse radiale d’éloignement V :

V =HpD, (1.1)
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LE MODELE STANDARD DE LA COSMOLOGIE MODERNE

FIGURE 1.1 — Hubble Ultra Deep Field (BEckwiTH et al., 2006). En 1926 E.
Hubble observe pour la premiere fois qu’il existe d’autre ga-
laxies. Leur nombre est estimé aujourd’hui a ~ 2-10'" dans
I"'Univers observable.
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ott la constante de Hubble est aujourd 'hui estimée a Hyp = 67 [km.s™*.Mpc "]
(PLaNck COLLABORATION, 2016).

D’une maniere plus générale la constante de Hubble représente
le taux de variation relative de la distance entre deux points. Elle
s’exprime sous la forme :

ou a = a) est le facteur d’expansion. ap = 1 représente par défi-
nition la valeur de a prise aujourd’hui.

Le redshift, s’exprime en fonction du facteur d’expansion de la ma-
niere suivante :

1

z:a—1 (1.3)

Equations de Friedmann

Les observations de Hubble ont permis de confirmer ce qui avait
été pressenti par EINSTEIN, 1916 plus d'une décennie plus tot, lors-
qu’il introduisit théoriquement le concept d’expansion de I'Univers.
La théorie de la relativité générale introduit la célebre equation de
champ décrivant le lien entre densité d’énergie et déformation de
I'espace-temps :

1
RHV — EguyR + /\guv = KTu‘v- (14)

Dans cette équation apparait le terme A (de ACDM), appelée constante
cosmologique, et également : R, le tenseur de Ricci, R la courbure sca-
laire, g,,v le tenseur métrique, T, le tenseur énergie-impulsion et k
la constante d’Einstein.

Quelques années plus tard, Alexandre Friedmann entreprend de
trouver des solutions exactes a I’équation d’Einstein en 1’appliquant
a un Univers homogene et isotrope (FRIEDMANN, 1922). Il arrive a ce
systeme d’équations indépendantes permettant de modéliser 1'Uni-
vers dans son ensemble :

H? K 8nG
3 (cz + az> =2 P (1.5)

H _H? K 8nG
L’équation 1.5 relie le taux d’expansion H, la courbure spatiale K et
le facteur d’échelle a a la densité d’énergie p. L'équation 1.6 relie la

pression P a la dérivée temporelle du taux d’expansion.
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FIGURE 1.2 — Importances respective des différentes densités d’énergies en

fonction de 'age de 1'Univers (et donc de sa taille). Image ex-
traite de (FREEDMAN et KAUFMANN, 2005).

En manipulant 1’équation 1.5 il est possible de montrer que :

a
H=—= HoV/Qr0a=4 +Qm a3+ Qg oa24+0p0  (1.7)

ou les parametres (); o représentent la densité d’énergie associée
aux différents constituants,

Pi,0
-O—i,O = i, (1.8)
Pc,0
en fonction de la densité critique de I'Univers :
3H3
Pc,0 = 317G (1.9)

Nous verrons dans la partie dédiée a la détermination des parametres
cosmologiques (cf Sec 1.3) que les mesures actuelles sont en faveur
d'un Univers plat (sans courbure). Ce qui s’exprime par Qx o = 0 et
Oxno0+Qm,0+Qro = 1. Lavaleur de p. est déterminée avec I'équa-
tion 1.5, en considérant un Univers plat et sans constante cosmolo-
gique (A = 0).
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QOn,o estle parametre de densité d’énergie associée a la matiere.
Par simple effet de dilution, cette densité décroit avec le cube du fac-
teur d’expansion. Un Univers dominée par cette énergie est nommé
"Univers poussiere”.

Q. o représente le paramétre de densité d’énergie relativiste (par
exemple les photons). La densité de photon décroit avec le cube du
facteur d’expansion, mais du fait de 1’allongement de la longueur
d’onde avec a, la densité d’énergie associée au rayonnement décroit
avec la puissance 4 de a. Un Univers dominée par cette énergie est
nommé "Univers lumiere".

Qa0 estleparametre de densité d’énergie du vide. Cette énergie
est associée a la constante cosmologique et a ’accélération de 1’expan-
sion de I'Univers et sa densité est constante dans le temps.

Qx,0 estle parametre de densité de courbure spatiale ou la den-
sité d’énergie associée a la courbure de I'espace. Selon 'équation 1.4,
I'énergie peut courber I'espace, mais si ’espace possede une courbure
intrinseque, elle est équivalente a une densité d’énergie.

Oxo=1-0:0—Qm,0— Q0 (1.10)

Comme ces densités d’énergies sont liées au facteur d’expansion,
celles-ci évoluent avec le temps (cf Fig. 1.2) et dominent a différentes
époques. Lors de la réionisation, le bilan énergétique de 1'Univers
était dominé par la matiere.

En intégrant 1'équation 1.7, il est possible de déterminer 1'évolu-
tion de la taille de I'Univers en fonction de la densité respective de
ses différents constituants. La figure 1.3 présente quelques évolutions
possibles. Nous observons ici que la valeur des parametres cosmolo-
gique contraint 1’age actuel de I’'Univers (le point ot1 la courbe passe
I’axe horizontal).

Le scénario actuellement admis est en faveur d’un Univers en ac-
célération (courbe rouge). L'accélération de 'expansion de 1'univers a
été découverte a la fin du XXeéme siecle par 2 équipes simultanément,
chacune ayant recue le prix Nobel en 2011 :

— High-Z supernovae search team (R1Ess et al., 1998)

— Supernova Cosmology Project (PERLMUTTER et al., 1999)

11
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FIGURE 1.3 — Taille de 1'Univers en fonction du temps pour différents para-
metres cosmologiques. Image NASA/WMAP Science Team.
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1.2 LE MODELE DU BIG-BANG

Une fois établi que les galaxies s’éloignent de nous dans toutes les
directions, un constat s'impose : en remontant le temps elles devaient
étre plus proches les unes des autres, et en poussant ce constat a
I'extréme, a un certain instant dans 1’histoire de 1’Univers, toute la
matiere était extrémement dense. LEMAITRE, 1927 propose une théorie
de I'atome primitif. Cette singularité a été baptisée Big-bang et donne
son nom au modele cosmologique actuel.

Nucléosynthése primordiale

Apres le Big-bang, 1'Univers est suffisamment chaud pour présen-
ter une soupe de particules élémentaires (quarks, gluons, leptons) qui
vont former en se refroidissant les premiers protons et neutrons, qui
vont a leur tour s’assembler pour former les premiers noyaux ato-
miques. La théorie de la nucléosynthése primordiale a été présentée
par (ALPHER, BETHE et GAMOW, 1948) dans un article surnommé oy
en référence aux initiales des noms de ses auteurs. Cette théorie per-
met d’expliquer avec précision 1’abondance observée des différents
atomes présents dans 1'Univers. Il est aujourd’hui admis que 1’abon-
dance en masse de I'Univers est :

— 73,9% d’hydrogene,

— 24% d’hélium,

— et 2.1% de l'intégralité des autres éléments du tableau pério-

dique (nous nommerons ces éléments "métaux" par convention).

L’hydrogene est largement majoritaire et I'hélium et les métaux se-
ront négligés dans la suite de cette étude.

Le fond diffus cosmologique

Tot dans 1'histoire de 1’'Univers, les noyaux atomiques sont décou-
plés des électrons et 1'Univers est dans un état ionisé. Il faudra at-
tendre ~ 380000 ans pour que la température diminue suffisamment
pour permettre l'apparition des premiers atomes neutres. Cette pé-
riode est appelée "époque de recombinaison” (voir SUNYAEV et CHLUBA,
2009 pour plus d’informations sur le sujet) et a donné lieu a 1"émis-
sion du fond diffus cosmologique ou Cosmic Microwave Background
(CMB). Durant cette transition, 'Univers a connu un changement d’état
majeur puisque celui-ci est passé d'un état globalement ionisé a un
état globalement neutre. Robert Herman et Ralph Alpher ont été les
premiers a proposer l’existence du CMB en 1948 avant méme sa dé-
couverte.

Penzias et Willson ont observé le CMB en 1964 et obtiennent le prix
Nobel en 1978 pour la decouverte de la radiation de fond micro-onde. Cette

13



14

LE MODELE STANDARD DE LA COSMOLOGIE MODERNE

FIGURE 1.4 — Les fluctuations du CMB vues par le satellite Planck. Image ESA
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FIGURE 1.5 — Spectre de puissance des fluctuation du CMB. Image ESA

observation constitue un argument de poids en faveur de la théorie
du Big-bang et une série de missions spatiales lui ont été consacrées.

— le satellite COBE (COsmic Background Explorer) en 1989

— le satellite WMAP (Wilkinson Microwave Anisotropy Probe) en

2001

— le satellite Planck en 2009

Lors de sa découverte, le CMB était considéré comme uniforme mais
John C. Mather et George F. Smoot ont conjointement obtenus le prix
Nobel de physique en 2006 pour la decouverte des anisotropies du CMB
grace aux observations réalisées par le satellite COBE. Ce léger défaut
d’uniformité (de I'ordre de 107> en relatif) nous renseigne sur l’état
de I'Univers au moment de son émission. Par la suite, les satellites
WMAP et Planck ont grandement amélioré la précision des mesures
des anisotropies du fond diffus (Fig. 1.4).

Le spectre de puissance du CMB contient de I'information sur la
distribution de la matiére au moment de son émission, et ces fluc-
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FIGURE 1.6 — Détermination des parametres cosmologiques a partir de diffé-
rents observables. Figure extraite de KowaLsk1 et al., 2008

tuations de température sont essentielles pour expliquer la formation
des grandes structures observées aujourd’hui.

1.3 LE CONTENU DE L'UNIVERS

Il est possible de créer un modéle théorique du plasma primor-
dial et de 1'utiliser pour prédire le spectre de puissance de I"émission
de recombinaison. En comparant le spectre de puissance théorique
obtenu a celui du CMB observé, il est possible de déterminer les para-
metres libres du modele cosmologique par ajustement. La figure 1.5
représente la comparaison entre le meilleur ajustement actuel et les
observations.

La détermination des parametres utilise conjointement plusieurs
observables. Les supernovae considérées comme chandelles standards,
suffisamment lointaines permettent d’obtenir de l'information sur
'accélération de 'expansion de 1'Univers. Ou encore "abondance ob-
servée des amas de galaxies permettent de contraindre Q.

Une représentation de ces différentes contraintes sur les parametres
de densité d’énergie noire et de matiere est visible sur la figure 1.6.
Ces parametres de densités ne sont pas les seuls parametre libres du
modele standard et une compilation de ces parameétres est présentée
sur la figure 1.7. Ces parametres ont été obtenus par PLANCK COLLA-
BORATION, 2016 et sont actuellement les plus récents disponibles.
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FIGURE 1.7 — Détermination des parametres cosmologiques par PLANCK CoL-

LABORATION, 2016
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1.4 FORMATION DES STRUCTURES

L’'Univers n’était pas parfaitement homogene lors de 1’émission du
CMB et la croissance des perturbations primordiales va mener, sous
I'effet de la lutte entre 1’expansion et la gravitation, a un effondre-
ment de la matiére sur elle méme (SILK, 1968). La premiere étape a
la formation d’une galaxie est donc 'effondrement d’une surdensité
et cet effondrement est largement dominé par la matiere noire (Davis
et al., 1985).

Pour étudier la croissance des fluctuations primordiales dans le
régime linéaire on utilisera la théorie des perturbations et on rempla-
cera la densité par la densité perturbée p(x) =< p > +8(x) ol1 0 sera
appelé le contraste de densité :

oplx)
C<p>

5(x) —1. (1.11)

On cherchera alors une solution des équations régissant le fluide
primordial, en utilisant ’approximation au premier ordre (PEACOCK,
1999). Cette approche permet de prédire les oscillations acoustiques
des baryons ou Baryonic Acoustic Oscillations (BAO) observées dans
la distribution des galaxies (EISENSTEIN et al., 2005). Pour rester dans
le domaine linéaire, le contraste doit rester faible devant 1 et repré-
senter I’'homogénéité de I'Univers aux grandes échelles.

Arrivé a la fin du régime linéaire, il devient nécessaire d"utiliser des
simulations numériques pour étudier la formation des structures en
détails. Les simulations de croissances des structures réalisées avec
les considérations exposées dans cette section donnent une excellente
similarité avec les observations (voir figure 1.8).

Malgré la forte non-linéarité de la croissance des structures, il est
tout de méme possible de faire quelques prescriptions analytiques.
Notamment en considérant le cas idéal de I'effondrement d"une sur-
densité sphérique dans le cas d'un Univers en expansion. En cher-
chant les solutions de :

dr  GM A

FTEA (1)

ou M est la masse contenue au sein d"une coquille sphérique de rayon
1, et en y appliquant le théoréme du Viriel :

2T+U=0 (1.13)

ou T est I'énergie cinétique et U 1'énergie interne, il est possible de
déterminer A, i, la densité moyenne des structure apres effondrement
et virialisation (Mo, VAN DEN BoscH et WHITE, 2010). Dans le cas d'un
Univers plat cette surdensité s’exprime :

Avir ~ (187 +82(Qm — 1) —39(Qm — 1)2)/Qm (1.14)

17
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bl v

F1GURE 1.8 — Comparaison entre les structures a grandes échelles observées
par le SDSS (en bleu) et celles reproduite dans la simulation
Millennium (SPRINGEL et al., 2005) (en rouge).
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En pratique A,ir est de I'ordre de ~ 200p. Dans la suite on consi-
dérera Ryoo le rayon d’une surdensité de 200p comme une approxi-
mation du rayon de Viriel Ryi, (NAVARRO, FRENK et WHITE, 1997) :

R200 &~ Ryir (1.15)

Cet effondrement va mener a la formation de structures majoritai-
rement composée de matiere noire. Ces halos de matiére noire vont
former des puits de potentiel et entrainer les baryons qui formeront
les galaxies.

Pour qu’une surdensité s’effondre, il faut que sa masse soit supé-
rieure a la masse de Jeans. Apres le découplage matiere/rayonnement
cette masse chute brutalement (Mo, vAN DEN BoscH et WHITE, 2010),
autorisant la contraction de structures de M ~ 10°M,. Cette masse
évolue en fonction du redshift (BARKANA, 2016) :

3/2
1+z
sze.m?‘( ]+0 ) M, (1.16)

Ces halos auront différentes masses en fonction des fluctuations de
densités initiales. On définit le spectre de puissance des fluctuations
de densité comme :

P(k) = (18(k)I*) (1.17)

En analysant la variance de P(k), PRESs et SCHECHTER, 1974 ont
fourni une approximation analytique de n le nombre halos ayant une
masse comprise entre M et M + dM

dn 2 55
7(1(;;/‘4’” _ \/7‘]3[02 (im;& % exp [—2 ge ] : (1.18)
us nivL o(m) (0 (M)
Cette grandeur est appelée fonction de masse des halos ou Halo

Mass Function (HMF) et est représentée sur la figure 1.9. Depuis d’autres
formulations ont été introduites (eg SHETH et TORMEN, 1999).
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FIGURE 1.9 — Fonctions de masses théoriques des halos déterminées par
PRrRESS et SCHECHTER, 1974 a différents redshifts. Image issue
de ned.ipac.caltech.edu.



LA REIONISATION

Nous avons vu dans le chapitre précédent que lors de la recom-
binaison, 1'Univers est passé d'un état globalement ionisé a un état
globalement neutre. Suite a cette étape, 'Univers était alors tres ho-
mogene et ne disposait pas de source lumineuse, cette étape s’ap-
pelle les "ages sombres". Sa dynamique était régie essentiellement
par la lutte entre I'expansion et la gravitation et la compétition entre
ces deux effets, couplée a de trés légéres perturbations observables
dans les anisotropies du CMB a mené a l'effondrement de halos. I
faudra alors attendre plusieurs centaines de millions d’années pour
voir apparaitre des surdensités de gaz suffisamment compactes pour
former les premiere étoiles et les premiers quasars. Ces premieres
sources lumineuses ont émis un puissant rayonnement ionisant qui a
a nouveau séparé les protons et les électrons réunis lors de la recom-
binaison. I a fallu encore plusieurs centaines de millions d’années
supplémentaires pour que les sources de rayonnement soient suffi-
samment nombreuses pour que leurs photons remplissent 1'Univers,
et le fasse passer d'un état majoritairement neutre a un état a nouveau
majoritairement ionisé.

Cette transition s’appelle 1'époque de la réionisation ou EoR et est
schématisée sur la figure 2.1. Les premieres étoiles se forment a des
redshifts supérieurs a 20 et forment des bulles de gaz ionisé autour
d’elles appelées régions HII. Avec l'effondrement des structures, la
formation stellaire s’accélere, les sources de rayonnement augmentent
en nombre et en intensité. Les bulles d’ionisation grossissent et d’autres
apparaissent. Petit a petit les bulles fusionnent (on dit qu’elles per-
colent) et les régions HII grandissent. La réionisation est finie a red-
shift z ~ 6 quand le rayonnement atteint les dernieres régions neutres.

L’objectif de cette section est de présenter quelques unes des preuves
observationnelles qui confirment que la réionisation a bien eu lieu. Je
présenterai également les grandes lignes des principes physiques en
cours durant cette période.
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Ages sombres ‘ Epoque de la Réionisation o
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FIGURE 2.1 — Présentation de I'Epoque de Réionisation. L'apparition des pre-
mieres étoiles introduit un rayonnement UV qui va petit a petit
réioniser 1'Univers.

2.1 PREUVES OBSERVATIONNELLES
Spectres de quasars et épaisseur optique Lyman-alpha

Historiquement, les spectres de quasars lointains ont été les pre-
miéres preuves que 1'Univers était majoritairement neutre dans le
passé. Les quasars sont des objets suffisamment brillants pour étre
observés a tres grandes distances. SCHMIDT, 1965 observe que les
spectres des plus lointains d’entre eux présentent une absorption ca-
ractéristique.

L’énergie de la raie Lyman-alpha, transition de l'électron du pre-
mier état excité vers I’état fondamental, est de 1216 A, ce qui place
cette émission dans 1’Ultra Violet. Si un nuage de gaz neutre se trouve
entre une source et l'observateur, le spectre réceptionné présentera
une raie d’absorption a 1216 A. Durant le parcours des photons, 1'Uni-
vers aura subi une expansion et le spectre d’émission de la source
sera décalé vers le rouge. Le spectre présentera des raies d’absorp-
tions a différents endroits suivant le moment de rencontre des dif-
térents nuages de gaz neutre. Cette série de raies est tres dense a
haut redshift et est appelée forét Lyman-alpha. Si la source est a I'in-
térieur d'une zone neutre, la série de raies absorbées ne sera plus
discréte mais continue. Ce continuum d’absorption est nommé tun-
nel Gunn-Peterson (SCHMIDT, 1965). La figure 2.2 montre une série
d’observations de spectres de quasars classés par redshift. Le tunnel
Gunn-Peterson des plus éloignés est particulierement visible.
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FIGURE 2.2 — Spectres de quasars a différents redshifts présentant un tunnel
Gunn Peterson. Ce tunnel devient plus important avec le red-
shift. Image extraite de FAN et al., 2006.
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FIGURE 2.3 — Epaisseur optique Lyman-alpha calculée a partir des spectres
de quasars de la figure 2.2. Image extraite de FAN et al., 2006.

FAN et al., 2006 ont mesuré la variation d’épaisseur optique en fonc-
tion du redshift. Les résultats sont présentés sur la figure 2.3. Il appa-
rait clairement que 1’épaisseur optique augmente avec le redshift.

Enfin, a partir de I'épaisseur optique, il est possible de déterminer
la fraction d’hydrogene neutre traversée en supposant un modele de
photo-ionisation (MIRALDA-Escupt, HAEHNELT et REEs, 2000). Une
compilation des contraintes sur la fraction d’hydrogene neutre a été
réalisée par BOUWENS et al., 2015 et est présentée sur la figure 2.4. On
y observe une chute brutale dans la fraction de neutre a redshift z ~ 6,
représentant la fin de la période de réionisation.

CMB et épaisseur optique Thomson

Une observation de la réionisation se trouve également dans les
photons CMB, car la réionisation constitue un avant-plan qui les a
influencés. Les photons émis lors de la recombinaison ont été diffu-
sés par le grand nombre d’électrons libérés pendant la réionisation.
Cette succession de diffusions Thomson se traduit par une épaisseur
optique qui sera calculée de la maniere suivante :

0
dt
= 7d .
T, = €Oy L Nne(z) i z, (2.1)

avec o0 la section efficace Thomson et n.(z) la densité d’électrons
libres.
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tions Lymann-alpha. Compilation par BOUWENS et al., 2015

Une représentation de cette contrainte, mesurée a partir des ob-
servations du satellite Planck se trouve sur la figure 2.5. L'épaisseur
optique Thomson cesse d’augmenter en dessus d"un certain redshift
du a I'absence d’électrons libres permettant les diffusions. Différents
modeles de réionisation y sont également présentés. En utilisant un
modele de réionisation instantanée, PLANCK COLLABORATION, 2016
estime le redshift de mi-réionisation a z, = 8.8ﬂ 2

Les futures observations

Observer la réionisation impose de disposer de moyens observa-
tionnels importants. Nous sommes encore au balbutiement des obser-
vations de la réionisation et une série de missions ayant pour objectif
de couvrir différentes parties du spectre est en préparation. La figure
2.6 schématise les cibles des différentes observations attendues. L'ob-
servation du milieu intergalactique ou InterGalactic Medium (IGM)
par l'intermédiaire de la raie a 21cm dans le radio sera réalisée par
exemple avec HERA (Hydrogen Epoch of Reionization Array) déja actif
depuis 2016 ou SKA (Square Kilometer Array) dont les premieres ob-
servations sont attendues pour 2018. La technique "d’Intensity Map-
ping" devrait permettre de sonder 1’émission non résolue des régions
denses durant I'EoR (GONG et al., 2012). Les infrarouges et le submil-
limétrique pour étudier les sources de rayonnement a grand redshift
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FIGURE 2.5 — Contraintes sur I'épaisseur optique Thomson. Image extraite
de ROBERTSON et al., 2015

seront observés par exemple avec [WST (James Webb Space Telescope)
dont le lancement est prévu en 2019, avec ALMA (Atacama Large Mil-
limeter Array) qui observe depuis 2013 ou encore I'EELT ( European
Extremely Large Telescope) en 2024 . Les rayons X couverts par exemple
par ATHENA (Advanced Telescope for High-ENergy Astrophysics) en 2028
permettrons la détections de quasars a haut redshift.

2.2 INFLUENCE DE LA REIONISATION SUR LA FORMATION DES
GALAXIES

Nous avons vu en section 1.4 que la premiére étape de la formation
des galaxies est la croissance des fluctuations primordiales et leur ef-
fondrement. Lorsqu'une sur-densité s’effondre, elle va entrainer avec
elle une certaine quantité de gaz. La seconde étape est donc d’effon-
drer ce gaz pour mettre en place la formation stellaire. Or comme ce
gaz est soumis a une compression, sa pression et sa température aug-
mentent et s’opposent a la contraction. L'effondrement des structures
est alors limité : le refroidissement doit étre efficace pour pouvoir
continuer a effondrer le gaz (voir eg BRomM et LARSON, 2004). Pour
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FIGURE 2.6 — Schéma représentant les futures observations de I'EoR. Les ob-
servations en infrarouges et submillimétriques se concentre-
ront sur les sources et celles dans le radio sur 1'lGM avec la
raie & 21cm. L'intensity mapping va étre utilisé pour sonder
I"émission non résolue des régions denses. Image extraite de
PRITCHARD et LOEB, 2012.

étre en mesure de former des étoiles, un nuage de gaz doit avoir un
temps caractéristique de refroidissement :

3nkT

t - )
cool ZA_(n)T) (2 2)

plus court que son temps de chauffage gravitationnel :

37
tdyn = ﬂ (23)

Globalement, le taux de refroidissement A(n,T) est gouverné par
I’émission de rayonnement de 1’hydrogene atomique ou moléculaire
et de I'hélium (voir figure 2.7), voire des métaux. Ces rayonnements
permettent de dissiper suffisamment d’énergie pour que l'effondre-
ment puisse se poursuivre (BARKANA et LOEB, 2001).

En fonction du type de processus de refroidissement majoritaire
nous serons amenés a distinguer les halos a refroidissement atomiques
des halos a refroidissement moléculaire (ABEL, BRyaN et NORMAN,
2002) :

LES HALOS A REFROIDISSEMENT MOLECULAIRE auront une masse
relativement faible (M < 103M) et seront appelé "mini halo". Leur
importance dans le processus de réionisation est débattue (AnN et al.,
2012) puisque la formation stellaire dans ces halos est gouvernée par
la formation de H;, or cette molécule est tres sensible au rayonnement
Lyman-Werner émis par les premieres générations d’étoiles (RicorTr,
GNEDIN et SHULL, 2002). Ces halos n’ont pas été considérés dans cette

étude.
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FIGURE 2.7 — Taux de refroidissement de I'hydrogene atomique et de I'hé-
lium en rouge et de ’hydrogene moléculaire en bleu. Figure
extraite de BARKANA, 2016.

LES HALOS A REFROIDISSEMENT ATOMIQUE auront une masse
plus importante (M > 103M). On distinguera cependant deux sous
catégories : les halos massifs (M > 10°M,) et les halos de faible
masse (M < 10?Mg,). Ces derniers sont sensibles au photo-chauffage
induit par le rayonnement UV (MIRALDA-ESCUDE et REEs, 1998). Ces
halos, voyant leur température augmenter vont également subir une
augmentation de leur masse de Jeans (on parle alors de Jeans mass
filtering). L'effondrement ne sera alors plus possible et la formation
stellaire stoppée. Puisque ce sont ces halos qui sont principalement
impactés par la réionisation, un intérét particulier sera porté sur les
halos de masses 108My < M < 10?Mg, par la suite. Les halos de
masse M > 10 M, seront suffisamment massifs pour conserver leur
capacité de refroidissement atomique, en écrantant le rayonnement
UV. Par la suite nous ne considérerons que le refroidissement dti a
I'hydrogene atomique.

2.3 PHYSIQUE DE LA RETONISATION

Lorsqu’une étoile se forme dans un environnement d’hydrogene
neutre, son rayonnement va étre capable d’ioniser 1'hydrogene au-
tour d’elle dans une zone définie. Ces zones forment des bulles, et
quand plusieurs bulles apparaissent proches les unes des autre, elles
percolent pour en former une plus grande. Ces régions sont nommées
régions HII et une grande partie de 1’étude de 1'EoR consiste a étudier
leurs croissances.
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Sphere de Stromgren

Dans le but d’appréhender les principes de base a 1’ceuvre pendant
la réionisation, nous allons commencer par nous placer dans le cas
idéal d"une source unique.

Considérant une source lumineuse ponctuelle apparaissant instan-
tanément dans un milieu infini, avec une densité et une température
homogenes et composé exclusivement d’hydrogene neutre.

Les questions sont alors :

— Comment va évoluer 1’état d’ionisation du gaz autour de cette

source ?

— Quelle région cette source va ioniser autour d’elle ?

En considérant ’équilibre entre N le nombre de photons ionisant
émis par la source et le taux de recombinaison du milieu STROMGREN,
1939 a exprimé l'évolution du rayon r;(t) de la sphere ionisée :

dri(t)3

dt

3Ny
4y’

>+

= —npoap(T)ri(t) (2.4)
ot ag(T) est le coefficient de recombinaison, fonction de la tem-
pérature et ny la densité d’hydrogene neutre. La solution de cette

équation est de la forme :

1/3
r(t) =g (1 - e—t‘“B(TJ“H) (2.5)

Le rayon de Stromgren est défini comme étant la solution station-
naire de cette équation :

_ 3Ny
s <47rcx]3 (T)nﬁ) (2:6)

Nous voyons ici que connaissant I’émissivité de la source et la den-
sité et température du milieu environnant, il est possible d’estimer la
taille de sa région HII.

Le cas non idéal

Nous venons de voir un modéle idéalisé sensé représenter la crois-
sance des régions HII de maniere individuelles, en réalité :

— 1"Univers est en expansion,

— la densité n’est pas homogene,

— les sources ne sont pas isolées,

— l'intensité des sources n’est pas constante.

D’une maniere générale, I'évolution de la fraction d’hydrogene io-
nisée dans 1'Univers, dépend de I'équilibre entre le taux d’ionisation
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et le taux recombinaison (Mapau, HAARDT et REES, 1999 ; MEIKSIN,

2009) :
dQuir ~ Nion Qnir
dt o < nH > trec ’ (2.7)
Cette relation fait intervenir le temps de recombinaison :
B Y 5\
tree = [ C-aP <y > 1—|—R ((14+2) , (2.8)

contenant l'information de la densité de 1'IGM par le biais de <
ny >, de son inhomogénéité par l'intermédiaire du facteur de clum-
ping C et de sa composition avec X et Y les fraction d’hydrogéne et
d’hélium. Une grande partie de la difficulté de la modélisation de
I’EoR est contenue dans ce terme.

L’équation 2.7 fait également intervenir le taux d’émission de pho-
tons ionisants Nign = Tion - fesc, lui méme fonction de miqn le
nombre de photons ionisants produit par les sources et de fesc la
fraction d’échappement des photons. fes. caractérise directement le
lien entre les photons ionisants produit par les sources et les photons
qui vont étre effectivement utiles & ioniser le milieu. Elle contient une
grande partie de la physique interne des galaxies.

Nion, le taux de production de photons ionisants, est directement
fonction du taux de formation stellaire ou Star Formation Rate (SFR).
A partir de I'observation des fonctions de luminosités des galaxies a
hauts redshifts (cf premier panneau de la figure 2.8), BOUwENs et al.,
2015 ont estimé 1'histoire de formation stellaire ou Star Formation
History (SFH) durant la réionisation (cf second panneau de la figure
2.8). On y observe une augmentation du nombre d’objets a forte lumi-
nosité UV avec le redshift, due a une augmentation de la formation
stellaire induite par la croissance des structures. Ce taux de forma-
tion stellaire constituera 1'une des principales contraintes que 1'on
cherchera a reproduire lors de la réalisation de simulations.

La provenance des photons qui ont réionisé 1'Univers est toujours
débattue. La figure 2.9 présente le budget de photon plausible selon
TrAc et GNEDIN, 2011 ce budget étant réparti entre les étoiles au sein
des galaxies et les quasars. Les quasars, objets extrémement lumineux
situés dans les galaxies les plus massives, augmentent le budget de
photons mais il subsiste toujours une incertitude sur leur importance
au moment de la réionisation. Certains travaux soutiennent que les
quasars sont nécessaires a la réionisation pour expliquer les fluctua-
tions du fond UV observés dans la forét Lyman-alpha (eg CHARDIN,
PucHWEIN et HAEHNELT, 2017). Malgré tout, seul le rayonnement pro-
venant de la formation stellaire des galaxies a été considéré lors de
cette these.

On définira également le taux d’ionisation de I’hydrogene :

' = com,y, (2-9)
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FIGURE 2.8 — Haut : fonctions de luminosités a hauts redshifts. Bas :
contraintes observationnelles sur 1’histoire de formation stel-
laire a hauts redshifts dérivées des fonctions de luminosités.
Figures extraites de BOUWENS et al., 2015.
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FIGURE 2.9 — Budget de photons provenant des galaxies (en rouge) et des
quasars (en bleu). Le point noir représente la condition néces-
saire a la réionisation d'un photon par atome d’hydrogene a
redshift z = 6. Image extraite de TRAC et GNEDIN, 2011.

ou o est la section efficace de photo-ionisation de I’hydrogeéne, et y
la densité numérique de photons ionisants. Il faudra donc que la for-
mation stellaire ait produit suffisasmment de photons pour réioniser
tout I’'Univers. Des contraintes sur le taux de photo-ionisation ont été
déterminées a partir d’observations par BECKER et BOLTON, 2013 (voir
figure 2.10). Il faut au minimum 1 photon ionisant par atome, mais ce
nombre est plus proche de quelques unités si ’on considere les effets
liés a la recombinaison (AUBERT et TEYSSIER, 2010). Une fois 1"Univers
réionisé, celui ci baigne dans un fond UV quasi uniforme (HAARDT et
MADAU, 2012).
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FIGURE 2.10 — Contraintes observationnelles sur le taux de photo-ionisation
de I'IGM en fonction du redshift. Ce taux baisse a haut redshift.
Figure extraite de BECKER et BOLTON, 2013.






Deuxieme partie

METHODES NUMERIQUES

Cette partie est liée a la publication présentée en annexe a.

"EMMA : an adaptive mesh refinement cosmological simulation
code with radiative transfert”

Dominique Aubert, Nicolas Deparis et Pierre Ocvirk 2015
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INTRODUCTION A EMMA

Nous avons vu dans la partie précédente quelles étaient les princi-
pales physiques a I'ceuvre durant I'époque de réionisation. L'objectif
de cette partie est d’expliquer comment ces physiques sont modéli-
sées numériquement et quelles sont les contraintes sur leurs implé-
mentations. On se concentrera particuliéerement sur le cas du code de
simulations numériques EMMA.

EMMA est un code a grille adaptative ou Adaptive Mesh Refine-
ment (AMR) capable de simuler 1’évolution de la matiére noire, du gaz
et du rayonnement de maniere auto-cohérente et dans un contexte
cosmologique. Son principal objectif est de simuler 1'EoR et sa descrip-
tion complete pourra étre trouvée dans AUBERT, DEPARIS et OCVIRK,
2015 en annexe a.

J’ai été amené a interagir sur tous les aspects d’EMMA, aspects que
je décrirai ici en trois parties. La premiére partie de ce chapitre sera
consacrée a une rapide présentation générale du contexte dans lequel
le développement d’EMMA est réalisé, puis a la présentation de la
grille adaptative, qui va contraindre un certain nombre de choix par
la suite. L'objectif de la seconde partie est de fournir un apergu des
différentes techniques et moteurs physiques utilisés.Dans la troisieme
partie je présenterai les aspects liés au matériel et au parallélisme.

3.1 APERCU DES DIFFERENTS MODELES NUMERIQUES

Un code de simulation cosmologique a pour vocation principale de
suivre l’évolution de différents "fluides", comme la matiére noire, le
gaz, les étoiles et le rayonnement ou encore le champ magnétique. Ces
fluides sont de natures différentes et il n'y a pas de méthode unique
permettant de suivre de maniere optimale ces différentes physiques.
11 existe conceptuellement deux principales fagons de suivre un fluide
dans l'espace.

LA REPRESENTATION LAGRANGIENNE consiste a se placer au point
de vue du fluide. On considére une série d’éléments de fluide pou-
vant se déplacer et/ou se dilater dans I'espace. Les codes utilisant ce
type de représentation seront généralement associés avec une gestion
de la physique sous forme de particules. Les codes dit Smooth Par-
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ticle Hydrodynamic (SPH), Particle In Cell (PIC) ou tree-code sont des
représentants de cette catégorie.

LA REPRESENTATION EULERIENNE consiste a se placer du point
de vue de l’espace. On considere un élément d’espace et le bilan de
matiere entrant et sortant de chacune de ses interfaces. On associera
généralement les codes utilisant ce type de représentation avec une
gestion de la physique sous forme de grille. Si la grille a une réso-
lution dynamiquement variable, on parlera de grille a raffinement
adaptatif AMR.

Un méme code peut utiliser conjointement plusieurs de ces repré-
sentations. Dans le cas présent, EMMA utilise une représentation La-
grangienne pour simuler la physique de la matiére noire et des étoiles,
et une représentation Eulérienne pour simuler le gaz et le rayonne-
ment.

Quelques codes de simulations cosmologiques

EMMA s’inscrit dans une certaine variété de codes de simulations
cosmologiques existants, en voici un bref apergu. Ces codes sont clas-
sés en fonction de leur facon de gérer '’hydrodynamique du gaz et
on distinguera principalement les codes SPH et les codes AMR.

Parmi les représentants des codes SPH on citera entre autre :

— GADGET (SPRINGEL, 2005)

— GASOLINE2 (WADSLEY, KELLER et QUINN, 2017)

— PHANTOM (Prick et al., 2017)

Parmi les représentants des codes AMR on citera entre autre :

— ART (KravTtsov, KLyriN et KHOKHLOV, 1997)

— FLASH (FryxEeLL et al., 2000)

— RAMSES (TEYSSIER, 2002)

— ENZO (Bryan et al., 2014)

Il existe un troisieme type de code hybride utilisant une maille
mobile et adaptative, un représentant majeur de cette technique est le
code AREPO (SPRINGEL, 2010).

Des projets comme le projet Santa Barbara (FRENK et al., 1999) ou
le projet nIFTy (SEMBOLINI et al., 2015) visent a comparer les codes
entre eux. Certain projets (AGERTZ et al., 2007; O’SHEA et al., 2005)
se focalisent sur la comparaison des méthodes. D'une maniere géné-
rale, il en ressort quun code AMR offre une meilleur conservation de
Iénergie et est plus apte a gérer les chocs et les instabilités. Les codes
SPH auront plus de facilités a représenter de larges contrastes de den-
sité, la ou ’AMR nécessitera un nombre important de niveaux, mais
souffrira de bruit dans les régions sous-dense.

EMMA utilise des concepts déja existant, entre autre une gestion de
la grille adaptative similaire &8 ART ou RAMSES (voir section 3.2). Les



3.2 GESTION DE LA GRILLE

moteurs physiques (voir section 4) ont également fait leurs preuves,
par exemple la gravitation est gérée de maniere comparable a ART,
le moteur hydrodynamique est similaire a celui de RAMSES et le
moteur radiatif est une réécriture de ATON (AUBERT et TEYSSIER,
2008). EMMA a été développé dans l'idée d’utiliser les processeurs
graphiques ou Graphical Processing Unit (GPU) pour en utiliser au
maximum leurs capacités de calculs. Il en résulte 1'utilisation de cer-
taines techniques menant a une implémentation différente (voir sec-
tion 5.3).

3.2 GESTION DE LA GRILLE

Un des concepts central de EMMA est sa grille adaptative. Tous les
moteurs physiques sont basés dessus et sa structure conditionne un
certain nombre de choix par la suite. C'est pourquoi nous allons la
détailler ici, avant de rentrer plus en détails dans I'implémentation
des différents moteurs physiques.

Grille réguliére et AMR

Avant d’aborder le concept de grille adaptative faisons un léger dé-
tour par I'exemple d"une grille fixe et réguliére. Dans le cas des simu-
lations sur grille fixe, les données sont réparties en mémoire de fagon
ordonnée. L'organisation en mémoire et la recherche de voisins sont
relativement simples a gérer. Les vecteurs sont alloués de maniere
statique et la recherche de voisins est basée sur un jeu d’indice assez
simple. Dans un espace en 3D, on accédera a une cellule contenant le
point de coordonnées normées (x,y, z) sur une grille de N, * Ny, * N,
cellules, a 1’aide de son identifiant Id dans le tableau en mémoire.

Id =1+j* Ny +k*xNyxNy (3.1)
avec :
i=|x] Ny
j =1yl Ny 5-2)
k=|z] N,

ou |a| représente la partie entiere de a.

Les choses sont plus complexes dans le cas d"une grille adaptative.
La grille étant amenée a évoluer, il faut introduire des mécanismes
permettant de construire ou détruire certaines de ses parties de facons
dynamique. Ces mécanismes vont totalement changer 'organisation
de la grille en mémoire.

Un exemple de grille AMR générée par EMMA est présenté sur la
figure 3.1. En fonction de critéres prédéfinis par l'utilisateur (comme
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B

FIGURE 3.1 — Exemple de grille AMR générée par EMMA. La résolution de la
grille est augmentée arbitrairement dans les régions d’intéréts.

par exemple un seuil de densité) la résolution de la grille peut étre
arbitrairement augmentée localement. L’avantage de ce type de grille
est d’économiser des ressources mémoire par rapport au cas d’une
grille fixe, ot il faudrait beaucoup plus de cellules pour obtenir une
résolution équivalente.

Maille adaptative

Il existe deux grands groupes de mailles adaptatives. Le premier
groupe utilise une séries de grilles fixes imbriquées dites a "patch"” (eg
ENZO Bryan et al.,, 2014). Chaque région raffinée sera représentée
par une grille fixe spatialement liée a la grille de niveau supérieur.
I est possible d’ajouter récursivement autant de niveaux que voulu
et chacune de ces nouvelles grilles aura une résolution doublée par
rapport a la précédente.

EMMA utilise un second groupe d’AMR a base d’arbre de cellules.
La base de cette représentation est de considérer que chaque cellule
est associée a une grille fixe de taille 2 x 2 x 2 que I’on nommera "oct",
car décomposé en 8 cellules (KHOKHLOV, 1998). Et récursivement, cha-
cune de ces cellules pourront a leurs tour étre divisées et associées a
un oct. Il en résultera un arbre nommé octree, représenté sur la figure
3.2.

Pour créer la grille de base, il faudra d’abord créer une premiere
cellule et la forcer a raffiner. Chacune de ces nouvelles cellules vont
a leurs tours étre raffinées. Cette opération est répétée de maniere
récursive pour toutes les nouvelles cellules jusqu’a obtention d"une
grille réguliere de la taille désirée. A chaque nouveau raffinement le
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| Root Node

FIGURE 3.2 — Représentation d’'une grille AMR a gauche, et de son octree
associé a droite. Image extraite de Su, BETHEL et Hu, 2016

nombre de cellules est multiplié par 8, le nombre de cellules d'un
niveau entiérement raffiné est donc de :

Ncells = ZSL (3-3)

ol L est le niveau de raffinement.

I en résultera une grille réguliere qui ne pourra pas étre dé-raffinée
par la suite. Le niveau de cette grille sera appelé niveau de base. Cette
grille de base sera également appelée grille "coarse".

Les listes chainées

Comme la grille est amenée a évoluer, il n’existe plus de lien direct
entre une position dans l’espace et une position en mémoire. De plus
le nombre d’éléments peut changer au cours du temps. En principe,
on allouera une certaine quantité d’éléments en mémoire au début de
la simulation, ce qui constituera une réserve, puis on viendra piocher
dans cette réserve pour ajouter des éléments a la grille au fur et a
mesure. Comme un élément peut étre ajouté n’importe out dans la
grille, chaque élément devra conserver l'information de sa position
en mémoire. Ceci sera réalisé en les organisant sous forme de liste et
en stockant pour chaque élément la position de 'élément précédent et
celle de I'élément suivant dans cette liste. En connaissant la position
du premier élément de la liste, il est possible d’avoir acces a toutes la
grille. On appelle ce type de listes, des listes "doublement chainées".

La structure CELL

Les cellules contiennent l'information physique de la grille (den-
sité, pression, température, etc...). Chaque cellule peut, sous certaines
conditions, étre associée a un OCT pour augmenter la résolution loca-
lement. Une CELL a nécessairement un OCT peére, exceptée la CELL
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E ocT

FIGURE 3.3 — Représentation des liens entre OCT et CELL a 1 dimension.
Les fleches représentent les pointeurs entre les structures. Le
domaine 1D équivalent & cet arbre est représenté au bas de la
figure.

appelée cellule racine : en pratique il n'y en a qu'une seule, contenant
I’ensemble de I'espace de la grille. Le lien entre OCT et CELL est sché-
matisé sur la figure 3.3. On remarquera que les CELLs ne se voient
pas entre elles et qu’il est nécessaire d’utiliser les OCTs pour déter-
miner leur voisinages. Une CELL qui n’a pas d’OCT enfant est dite
cellule feuille. L'information de la position de la cellule dans 1’'OCT
parent est contenue dans son identifiant (allant de o a 7). Les CELLs
contiennent également la liste chainée de particules. La structure mi-
nimale d'une CELL de EMMA est présenté sur le listing 3.1.

Listing 3.1 — La structure CELL de EMMA

struct CELL{

int id; // permet de determiner la position de la
cellule dans 1'oct

struct OCT xparent // 1'oct pere de la cellule

struct OCT xchild; // si child est different de NULL alors la
cellule est raffinee et child point vers 1'oct enfant

struct PHYSIC xdata; // pointeur vers la partie physique

struct PARTICLE xpart; // pointeur vers la chaine de particules

La structure OCT

Les OCTs contiennent l'information relative a la structure de la
grille et permettent son raffinement. Un OCT se trouve toujours entre
sa cellule mere et ses cellule filles : il contient nécessairement un poin-
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teur vers sa CELL mere ainsi qu’un tableau de huit CELLs filles. Les
OCTs contiennent également l'information sur le voisinage et chacun
d’eux dispose de six pointeurs vers les CELLs voisines de niveau L-1.
La génération de conditions périodiques (généralement utilisées en
cosmologie) se fait de maniére naturelle en faisant pointer tous les
voisins de I'OCT de la CELL racine vers lui-méme. La structure mini-
male d'un OCT de EMMA est présentée sur le listing 3.2.

Listing 3.2 — La structure OCT de EMMA

struct 0CT{
struct CELL cell[8]; // les 8 cellules de l'oct
struct CELL *nei[6]; // pointeurs sur les cellule voisines
struct CELL *xmother; // cellule mere

struct OCT xnext; // oct suivant dans la liste chainee
struct OCT *prev; // oct precedent dans la liste chainee
int level; // niveau de 1’oct

+

La structure PARTICULE

Nous verrons dans la section 4.1 qu'une partie de la physique est
résolue sous forme de particule. Il est donc nécessaire d’ajouter un
champ de particules a la grille AMR. Comme les OCT, les particules
utilisent une représentation sous forme de liste chainée. Chaque cel-
lule dispose de sa propre liste chainée de particules et plus précisé-
ment de la position en mémoire de la premiere particule de sa liste,
permettant ensuite de toutes les retrouver. Lors d"un raffinement cette
liste devra étre découpée et distribuée entre les nouvelles cellules
créées. Une particule est essentiellement caractérisée par sa position,
sa masse et sa vitesse. On ajoutera a ceci son statut, qui sera utilisé
pour différencier les particules de matiére noire des particules stel-
laires. Le listing 3.3 présente la structure minimale d'une particule
dans EMMA.

Gestion du raffinement

Marquage des cellules

La détection des cellules a raffiner se fera en deux temps :

— Dans un premier temps le code va passer en revue toutes les
cellules d’un niveau, et les marquer comme "a raffiner" si une
premiere condition physique est respectée (cf section 3.2.3.2).

— Une fois tout le niveau passé en revue, le code va ensuite faire
une série de Ny frer passages sur tout le niveau en marquant
a chaque fois toutes les cellules voisines des cellules précédem-
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Listing 3.3 — La structure PARTICULE de EMMA

struct PART{
REAL3 x; // vecteur position
REAL3 v; // vecteur vitesse
struct PARTICULE *next; // particule suivante
struct PARTICULE xprev; // particule precedente
int idx; // identifiant unique
int isStar; // matiere noire ou etat de 1’etoile
REAL t; // instant de creation
REAL mass; // masse

+

ment marquées. Cette zone de Ny fer cellules autour des zones
soumises a la condition physique de raffinement sera appelée
le "tampon (ou buffer) de raffinement". Ce tampon a pour but
d’élargir la zone de raffinement et ainsi permettre une transi-
tion douce entre les niveaux. De plus il ne sera autorisé a n’avoir
qu’un seul niveau de décalage au maximum lors des transitions.
Une fois les cellules respectant ces deux conditions marquées, le
raffinement est effectué.

Condition de raffinement

I est possible de définir arbitrairement une condition de raffine-
ment en fonction de la physique que 1’on cherche a étudier. Par exemple,
dans des tests unitaires de type sphere de Stomgren (cf 2.3.1) ou ex-
plosion de Sedov (cf 6.4.4), on marquera les cellules qui sont sou-
mises a un gradient d’ionisation ou de densité supérieur a un certain
seuil pour suivre 1’évolution du front. Dans le cas de simulations cos-
mologique, on utilisera généralement une condition en densité dite
semi-Lagrangienne. C’est-a-dire qu’une cellule sera marquée comme
"a raffiner" si la masse de matiere noire (ou de gaz) qu’elle contient est
supérieur a huit fois la masse de matiére noire (ou de gaz) moyenne
d'une cellule de ce niveau. On remarquera que la condition de raffine-
ment ne prend pas en compte le fait qu'une cellule soit déja raffinée
ou non. Si une cellule est raffinée, mais qu’elle n’est pas marquée
comme "a raffiner" elle sera donc dé-raffinée.

Opérateurs de changement de grilles

Les opérations de raffinement/dé-raffinement font intervenir des
opérateurs de changement de grille (cf figure 3.4). Le changement de
résolution peut avoir lieu dans les deux sens :

— La restriction consiste a dégrader la grille en résolution. La res-

triction la plus directe consiste a moyenner les cellules a dégra-
der. Pour diviser la résolution par deux, les huit cellules d'un
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i h « N DL

A B Prolongation A A
Restriction (A+B+C+D) A
14 —
C D — A A

(a) Restriction (b) Prolongation

(c) Niveau L (d) Niveau L+1

FIGURE 3.4 — Opérateurs de changement de grille. Ils permettent de changer
la résolution de la grille. Un exemple de restriction consiste a
moyenner une valeur de plusieurs cellules, la prolongation as-
sociée consiste en une injection directe d'une valeur dans plu-
sieurs cellules.

oct devront étre moyennées pour obtenir une nouvelle cellule
de niveau supérieur.

— La prolongation consiste a augmenter la résolution d'une grille,
la prolongation la plus directe consiste a copier directement la
valeur de la cellule meére dans ses huit cellules filles.

Recherche de voisins

Les processus physiques que 1’on cherche a résoudre sont régis par
des systemes d’équations différentielles (voir section 4). En analyse
numérique, une dérivée de u suivant x peut étre localement approxi-
mée (dans le cas d'une différence finie centrée) par une équation de
la forme :

du g — Ui
dx 2Ax

ou i est I'indice de la cellule appartenant a une grille réguliere de pas
Ax. Dans ce type de systemes, 'état d’une cellule dépend donc des
états des cellules qui I’entourent.

La recherche de voisins est donc une étape importante dans la ges-
tion de la grille qui a ici une organisation complexe (voir figure 3.3).
Elle se fera en suivant les étapes présentées sur la figure 3.5. Dans
le cas ou la voisine se trouve dans le méme OCT la recherche est
immédiate. Mais dans le cas ol la voisine n’est pas dans le méme

, (3-4)
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La CELL voisine

Vrai Faux

est dans 'OCT -
actuel ? [ Accéder a 'OCT parent. J

[ Accéder a 'OCT parent } ‘

Trouver la CELL [ Trouver dans quelle CELL }
dans 'OCT

voisine est la CELL recherchée.
Pointer vers la CELL

I
La CELL est gérée par Faux
le méme processus?

La CELL est raffiné? Faux
Pointer vers la CELL

Vrai

Accéder a son OCT

Trouver la CELL
dans 'OCT

Pointer vers la CELL

FIGURE 3.5 — Arbre décisionnel pour la recherche de voisins dans I'octree. La
recherche de voisins n’est pas triviale et peut avoir un cotit non
négligeable.

OCT, il faut trouver 'OCT voisin, vérifier que celui ci est géré par
le méme processus et vérifier si il est raffiné. Cette recherche peut
étre complexe et numériquement cofiteuse, on prendra donc garde a
minimiser les appels de la fonction de recherche.



LES PRINCIPAUX MOTEURS PHYSIQUES

L'Univers est modélisé par différents "fluides" (cf section 1.3) et
'objectif des simulations numériques est d’estimer au mieux leurs
évolutions, en fonction des lois auxquelles ils sont soumis et de leurs
états a un instant donné. La résolution de chacun de ces systéemes
sera confiée a différents "moteurs"”, ayant pour tache de résoudre les
systemes d’équations différentielles gouvernant les différentes phy-
siques. Lors de la réalisation d'une simulation, la grande majorité
des ressources de calculs sera utilisée par ces moteurs.

L'objectif de cette partie est de présenter les différentes techniques
et implémentations des moteurs physiques de EMMA. Nous allons
détailler ses trois principaux moteurs :

— le moteur gravitationnel,

— le moteur hydrodynamique,

— le moteur radiatif.

4.1 GRAVITATION ET MATIERE NOIRE

La matiere noire dispose de propriétés de fluide non collisionel
et se préte particulierement bien a la représentation Lagrangienne,
et donc a une simulation sous forme de particules. Pour la simuler
on utilisera le principe des codes N-corps, c’est-a-dire qu’on utilisera
un champ de particules massives interagissant uniquement par gra-
vitation. Il existe différentes techniques pour suivre 1’évolution d'un
tel systeme, toutes sont basées sur le méme principe. Les particules
sont placées suivant une certaine condition initiale et on cherche a
connaitre la force gravitationnelle a laquelle chaque particule est sou-
mise, dans le but de calculer son déplacement.

Pour se faire on utilise le systéme d’équation suivant :

dT? = Vp,
% =V, (4.1)
Ad =4nGp,

ol xp représente la position de la particule, X sa vitesse et ¢ le poten-
tiel gravitationnel, fonction de la densité p.
Il existe plusieurs méthodes pour résoudre ce systéme.
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PARTICULE-PARTICULE : C'est la méthode la plus directe pour
calculer I"évolution d"un system N-corps. Elle consiste, pour chaque
particule, a sommer les contributions gravitationnelles de toutes les
autres particules :

Gmym, (T —T75)
G |‘L ) ~»1|3 ) (4'2)
Zﬁél Ty — T

Ce type de code dispose d’une tres bonne précision mais la quantité
de calculs évolue en ordre O(N?), ce qui les rends trés cotiteux.

TREE CODE : évolution de la méthode Particule-Particule, elle consiste

a regrouper les particules les plus lointaines de la particule courante
en amas ayant une interaction gravitationnelle commune (BARNEs et
Hur, 1986). Cette approximation permet de limiter le nombre de cal-
cul a I'ordre O(nlogn).

PARTICULE-MESH (PM) : Elle consiste a ne pas calculer directe-
ment la force, mais a la dériver a partir du potentiel, lui méme calculé
sur une grille. En projetant les particules sur une grille, on obtient une
grille de densité utilisée pour obtenir le potentiel en résolvant 1'équa-
tion de Poisson.

La méthode de projection des particules sur la grille n’est pas
unique. A l'ordre 0, il est possible de se contenter d’ajouter la masse
de la particule dans la cellule a laquelle elle appartient. On utilisera en
pratique une méthode d’ordre supérieur appelée Cloud In Cell (CIC),
qui consiste a considérer une étendue spatiale cubique aux particules
et a pondérer la masse appliquée aux cellules par I'intersection de son
volume et de celui de la cellule (voir Fig 4.1). On associe généralement
une taille a la particule similaire a celle des cellules sur laquelle on
la projette. Dans le cas ou I'étendue de la particule intersecte des cel-
lules de différents niveaux on lui associera la taille de la plus grande
cellule dans le but de lisser la transition entre les niveaux.

Résolution de I'équation de Poisson

Connaissant la distribution de densité a un instant donné, il est
possible de calculer le potentiel gravitationnel en résolvant I’équation
de Poisson.

Il existe plusieurs méthodes dédiées a la résolution ce probleme.
EMMA utilise une méthode itérative consistant a faire converger le
potentiel gravitationnel a partir d'une grille de densité initiale arbi-
traire. Ces méthodes permettent d’utiliser tous types de conditions
de bords, sont facilement parallélisables et sont compatibles avec les
méthodes basées sur des grilles adaptatives. Le principe de ces mé-
thodes est d'introduire un terme temporel fictif et de rechercher une
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FIGURE 4.1 — Représentation en 2D du Cloud In Cell. La masse d’une parti-
cule est répartie dans les cellules environnantes en lui associant
une étendue spatiale correspondant a la taille des cellules.

solution stationnaire a cette nouvelle équation. Par analogie a I'équa-
tion de la chaleur par exemple : la densité correspond aux sources
chaudes et le potentiel a la température, a t = 0 les sources chaudes
sont allumées et la chaleur se propage jusqu’a ce que le milieu ait
atteint sa température d’équilibre. L'équation a résoudre est donc :

o
3t = AP =S5 (4-3)

La méthode de Jacobi est la facon la plus simple de relaxer ce type
d’équation, elle consiste a utiliser la forme discrete de 1’équation de
Poisson modifiée :

tH1 gt
b; by
At
ol a 1 dimension le Laplacien sera discrétisé de la maniere sui-
vante :

= Adi —Si (4-4)

;[c +Cbt, —Zd)t
AP} = Do (4.5)

Cette méthode est itérée jusqu’a ce que soit le potentiel ait convergé,
soit un nombre maximal d’itérations soit atteint.

Il est possible d’augmenter la vitesse de convergence en utilisant la
méthode de Gauss-Seidel. Elle consiste a toujours utiliser la valeur la
plus a jour disponible :

;[<+1 + d’:iﬂ B Z‘b;cc
Ax?

En pratique on utilisera la méthode dite Gauss-Seidel rouge-noir.
Elle consiste a séparer la grille en un damier de deux couleurs, une

Apt = (4.6)

49



50

LES PRINCIPAUX MOTEURS PHYSIQUES

premieére itération sera réalisée seulement sur la partie rouge, puis
une seconde itération sera réalisée sur la partie noire en prenant en
compte le nouvel état de la partie rouge. L’avantage du Gauss-Seidel
rouge-noir est que le calcul de chaque demi-domaine peut se parallé-
liser facilement, ce qui n’est pas le cas avec la technique Gauss-Seidel
classique.

Multigrille

La technique du multigrille a été développée pour améliorer la vi-
tesse de convergence des méthodes itératives. Elle consiste a utiliser le
fait que ces dernieres convergent rapidement sur les petites échelles
spatiales et plus lentement sur les grandes échelles.

Le cycle consiste a lisser (ie réaliser quelques itérations d'une mé-
thode de résolution classique) le potentiel a pleine résolution : les
hautes fréquences vont alors rapidement converger. On va ensuite
conserver cette information, et dégrader la grille a plus basse résolu-
tion (cf section 3.2.3.3). La solution exacte est alors calculée (relaxée
jusqu’a convergence) sur cette seconde grille : cette derniere étant si-
gnificativement plus petite que la grille de départ, la résolution du
potentiel est beaucoup plus rapide. Cette solution a basse résolution
est alors projetée a la résolution de la grille de départ, puis corrigée
de I'information sur les hautes fréquences précédemment stockée. Le
cycle sera alors terminé par un lissage de quelques itérations.

Ce processus peut étre utilisé récursivement pour générer tout un
ensemble de sous-grilles et ainsi accélérer encore la convergence (cf
figure 4.2). En jouant sur le nombre d’appels récursifs de la fonction,
il est possible de créer différentes géométries de cycles. Un seul appel
géneére un cycle nommeé cycle en V, deux un cycle en W, etc...

Implémentation sur grille adaptative

Dans EMMA, le potentiel est calculé par multigrille sur la grille
de base. La solution déterminée sur le niveau de base est projetée
sur le premier niveau raffiné, qui est ensuite relaxé a I'aide d’une
méthode Gauss Seidel rouge/noir : la solution anticipée étant déja
proche de sa vraie valeur il en résulte une convergence rapide. Cette
séquence de projections/relaxation est ensuite répétée sur tous les
niveaux raffinés.

Gestion du pas de temps

Pour assurer une résolution stable, il ne doit pas étre possible pour
une particule de se déplacer de plus d'une fraction € de la taille d'une
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FIGURE 4.2 — Vue du V-cycle et des différents niveaux de grilles. S=lissage,
R=restriction, A=calcul exact et P=prolongation. Image extraite
de VERDUGO et WALL, 2016

cellule Ax par pas de temps. Pour se faire, le pas de temps sera défini
comme :
Ax

€ ’
Vmaxl

Atgrav - (47)

ol |[Vimax| représente la vitesse de la particule la plus rapide (de
I'ordre de 100 km.s~! dans nos régimes typiques d’échelles et de
résolutions).

4.2 HYDRODYNAMIQUE ET PHYSIQUE BARYONIQUE

Dans le cas de 1'étude de I'EoR la physique du gaz est centrale
car l'objectif est précisément de déterminer les propriétés physico-
chimiques de ce gaz et comment elles impactent la formation des ga-
laxies. La physique du gaz, contrairement a celle de la matiere noire,
est collisionnelle et sera ici modélisée avec une approche Eulérienne
(cf section 3). En premiere approximation, le gaz dans 1’'Univers est
principalement soumis a deux effets : sa pression interne et la gravité.
Sa physique est régie par les équations d’Euler auto-gravitantes et le
systéme a résoudre est :

3V (o) =0,

3 (PV) + V- (p¥ T+ PT) = —pV o, (4.8)

90E 4V (pE+p)V=—p¥-Vd+A—H,
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avec la densité p = p(X, t), la vitesse V = (u,v,w)T, P la pression, E
I'énergie totale, et ® le potentiel gravitationnel. Ce systéme exprime
la conservation de la masse, de I'impulsion et de 1’énergie.

II nécessaire d’introduire une équation d’état pour fermer ce sys-
teme. Nous considérerons ici le cas d'un gaz parfait monoatomique,
I’équation de fermeture sera donc :

P_o
E= V4 —— .
7V +v—1 (4.9)

avec l'indice adiabatique vy = 5/3.
En analyse numérique ce systéme sera réécrit sous la forme :

Uy + Fye (U) = S(U), (4.10)

ot les indices représentent les dérivées temporelles et spatiales.
Le vecteur des quantité conservées U, la fonction de flux F(U), et le
terme source S(U) seront alors exprimés sous la forme :

P
pu
u=1 pv |,
pw
pE
pu pv pw
pu? +P puv puw
F(U) = puv pvZ +P pvw (4.11)
puw pyvw ow? 4+ P
(pe+P)u (pe+P)v (pe+P)w
0
PP
S(U) = pDy y
pD

—pu-VO+A—H

ou: A = A, est la fonction de refroidissement et H est le photo
chauffage (cf section 4.3.6).

Probléme de Riemann et volumes finis

L’idée de base du moteur hydrodynamique est de décomposer le
domaine en cellules dans lesquelles les grandeurs seront localement
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FIGURE 4.3 — Probleme de Riemann. Quelle sera 1’évolution d’un systeme
hydrodynamique considérant de telles conditions initiales.

constantes (Piecewise constant approximation). L'objectif est ensuite
de résoudre localement le systeme d’équations d’Euler a chaque inter-
faces de cellule pour obtenir ’évolution globale du systeme. Chaque
interfaces devient alors un probléme de Riemann (cf figure 4.3). Consi-
dérant un systéme, régi par des équations de conservations, ayant
comme état initial deux milieux homogenes, de densités et tempéra-
ture constantes séparés par une discontinuité, quelle sera son évolu-
tion?

Contrairement a la résolution de I’équation de Poisson, il n’est plus
possible d’utiliser une discrétisation a base de différence finie :

du  uwip—yy

dx Ax (4-12)

La propagation d'une onde a la vitesse a pourra étre discrétisée en
utilisant :

t+1 t t t
: — U u; ws
L t—a Ll L =0

u

Ce type d’approche est dite explicite, car la solution du systeme
au temps t + 1 = t + At est obtenue a partir de 1’état du systéme au
temps t. On parlera de schéma explicite en opposition au schéma im-
plicite, qui lui utilisera en plus de 1’état au temps t, 1'état au temps
t+ 1 pour déterminer 1’évolution du systéme. Ce dernier étant incon-
ditionnellement stable mais largement plus complexe a implémenter
dans notre cas.

On utilisera donc une approche explicite, mais celle-ci peut présen-
ter des problemes d’instabilités. En fonction du signe de a, on parlera
de méthode UPWIND ou DOWNWIND. Il est possible de montrer
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a l'aide d’une analyse de von-Neumann (cf Toro, 1999) que la mé-
thode UPWIND est stable sous certaine condition, et que la méthode
DOWNWIND est inconditionnellement instable. Comme il n’est pas
possible de connaitre a I’avance le signe de a, dans les cas complexe
que nous cherchons a traiter, la discrétisation par différences finies
ne s’applique pas ici. On utilisera a la place une discrétisation par vo-
lumes finis. Le principe est de ne plus calculer directement 1’évolution
des grandeurs au sein des cellules mais de passer par l'intermédiaire
du calcul des flux entre elles.

Gobunov, 1959 a été le premier a introduire une méthode pour la
résolution exacte de ce systeme. Son approche consiste a estimer le
flux aux interfaces des cellules et a discrétiser 1’équation 4.10 de la
maniere suivante :

t t
wt—ul Fn—Tiap _o (4.14)

At Ax ’ '
ouF} 2 €t Ft | /2 sont les flux numériques inter-cellules, ou flux

de Godunov, une estimation des flux physiques. Toute la difficulté ré-
side dans le calcul de ces flux aux interfaces. Différentes méthodes
ont été développées, et celle retenue dans EMMA est la méthode
HLL/HLLC. La méthode de Harten, Lax et van Leer (HLL) est une
méthode au second ordre pour approximer les flux de Godunov dans
le cas de la résolution en 3D des équations d"Euler. La méthode HLL a
été modifiée par Toro 1992 et a donné lieu a la méthode HLLC, plus
robuste.

Dans le probleme de Riemann, les deux domaines ont des densités
constantes, mais il est possible de considérer des schémas d’ordres
supérieurs. Par exemple le schéma Monotonic Upstream-Centered
Scheme for Conservation Laws (MUSCL) introduit par vaN LEER, 1979,
considére une valeur évoluant linéairement dans la cellule. (cf figure4.4).
Pour éviter les cas menant a des pentes extrémes, et dans le but de
garder une solution monotone, dans EMMA la pente de cette inter-
polation est limitée par une méthode minmod.

Gestion du pas de temps

Le pas de temps respecte la condition de Courant, Friedrichs et
Lewy (CFL), et s’exprime ici sous la forme :

dx

At =C-—
hydro 3V

ou C € [0,1] est le nombre de Courant et V = max(v + ¢s) une
estimation de la vitesse de 1'onde la plus rapide présente dans la
simulation (Toro, 1999) avec v la vitesse du gaz et la vitesse du son

cs = \/YP/p dans le cas d'un gaz parfait. L'idée est que la vitesse de

(4.15)
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u(x)

FIGURE 4.4 — Avec le MUSCL la densité au sein des cellules est interpolée li-
néairement, ce qui améliore le calcul du flux aux interfaces. La
pente est cependant limitée par la méthode du Minmod.

I'onde la plus rapide de la simulation ne doit pas parcourir plus d'une
fraction de cellule par pas de temps, sans quoi la stabilité du modele
serait compromise. Le pas de temps hydrodynamique est gouverné
par la vitesse maximum du gaz (de l'ordre de 3000km.s~ ") et sera en
pratique pres d'un ordre de grandeur plus faible que le pas de temps
N-corps.

4.3 RAYONNEMENT ET ENERGIE IONISANTE

L'objectif de cette section est de présenter les bases de la physique
radiative, du transfert du rayonnement a son interaction avec les
baryons. Nous nous intéresserons ici uniquement au rayonnement
capable de ioniser I'hydrogene. Ce moteur physique se déroule en
deux temps. La premiere étape s’appelle le transport des photons et
consiste a calculer la propagation du rayonnement. La seconde étape
sera le calcul de la "chimie", c’est a dire le calcul du couplage entre le
rayonnement et le gaz.

L'équation du transfert du rayonnement

Dans cette section, nous verrons dans un premier temps le systéme
d’équations a résoudre, puis dans un second temps, les méthodes de
discrétisation.

L’équation du transfert du rayonnement lie 1’évolution de l'inten-
sité spécifique I (X, 1, t), au champ de sources n (X, 1, t), en fonction
du coefficient d’absorption k. (X, 1, t) :

101,

EHJJL-@IV =1y — Kyly (4.16)
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Le coefficient d’absorption s’exprime en fonction de la section ef-
ficace de photo-ionisation de ’hydrogene neutre o et de la densité
d’hydrogéne neutre ny :

Kvy(X, T, t) = oynpy. (4.17)

Il existe trois grandes familles de codes de transfert de rayonne-

ment.

— La premiere famille de méthodes est dite de "lancé de rayons".
Elle utilise une représentation proche de la physique de la lu-
miére, et simule le rayonnement a l'aide de rayons se propa-
geant dans l'espace. Chaque source trace un certain nombre de
rayons autour d’elle et 'équation de transfert du rayonnement
est résolue le long de chaque ligne de visée. Dans ce type de mé-
thode la vitesse de la lumiere est considérée infinie. Par exemple
C?RAY (MELLEMA et al., 2006) est un représentant de cette fa-
mille. Le principal inconvénient de cette méthode est que plus
les sources sont nombreuses, plus le colit numérique augmente.

— La seconde famille est dite de Monte Carlo. Elle utilise éga-
lement une représentation physique de la lumiére mais cette
fois-ci ce ne sont plus des rayons, mais des paquets de photons
qui se propagent dans 1’espace. Chaque source lance un certain
nombre de groupes de photons, qui vont se propager et inter-
agir avec le milieu. L’avantage de cette méthode par rapport au
lancé de rayons, est qu’elle autorise naturellement la diffusion.
Le cotit numérique est encore dans ce cas fonction du nombre
de sources et sans un nombre important de paquets de photons,
le bruit est important. Les codes LICORICE (SEMELIN, COMBES
et BAEK, 2007) ou CRASH (MasEgLLI, FERRARA et CIARDI, 2003)
utilisent cette méthode.

— La troisieme famille est celle utilisée dans EMMA. Elle revient
a considérer la lumiére comme un fluide. (AUBERT et TEYSSIER,
2008 ; GNEDIN et ABEL, 2001). Ces méthodes dites méthodes aux
moments utiliseront donc les mémes concepts que le moteur
hydrodynamique, mais avec un systéme d’équations différent.
EMMA utilise une approximation du moment au premier ordre
et son moteur repose sur 'approximation M1 (DuBRoOCA et FEU-
GEAS, 1999 ; LEVERMORE, 1984). Son principal avantage est que
le cotit numérique est indépendant du nombre de sources.

Meéthode des moments

Les deux premiers moments (d’ordre o et 1) de I’équation 4.16 s’ex-
priment sous la forme :

ag’jtv ' ﬁﬁ P _KVCqNV oo (4.18)
% +c?VP, = —KyCFy,
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avec : T le flux radiatif, P, la pression radiative (sous forme tenso-
rielle) et S, = NZ + NI le taux d’émission de photon di aux sources
N% et a la recombinaison NI¢¢. Ce type d’équations est comparable
a des équations de conservation standard et leur résolution utilisera
les mémes principes que ceux exposés dans la section 4.2.

Relation de fermeture et approximation M1

De la méme maniere que 1’'équation d’état des gaz parfait est uti-
lisée pour fermer le systeme d’équations d’Euler (voir 4.2), dans le
cas de I'approximation M1 la fermeture du systeme est réalisée par
I'intermédiaire de I'équation d’état :

P, = DN, (4.19)

ou D est le tenseur d’Eddington et est approximé par le modele M1
(LEVERMORE, 1984)

_ 3x-1 11Xz o=
D==%5"1+—>*1®n,

x(fy) = _ 3R (4.20)
VO 5424431 12]

— o ]_:'v

fV ~ cNwv)

Le flux réduit fy, quantifie I’anisotropie du rayonnement. fy varie
entre fy, = 0 représentant le cas purement diffusif de rayonnement
isotrope et f, = 1 dans le cas d’un régime de transport purement
directionnel. Les valeurs intermédiaires permettent d’approximer la
superposition de ces deux régimes.

Gestion du pas de temps et vitesse de la lumieére réduite

La résolution de ces équations est réalisée a l'aide d'un schéma
explicite, principalement pour des raisons de simplicité (AUBERT et
TEYSSIER, 2008). La lumiere étant extrémement rapide, le suivi de son
évolution demande un pas de temps réduit du fait de la condition de
CFL : Atrqq = CAx/c. D'une maniére générale, le pas de temps radia-
tif est plusieurs ordres de grandeur plus petit que celui de I'hydrody-
namique. Or, dans les simulations cosmologiques, les processus en-
trant en jeu ont des vitesses tres inférieures a celle de la lumiere. Par
exemple, parmi les processus hydrodynamiques les plus rapides aux
échelles considérées se trouvent les vents générés par les explosions
de supernovee, leurs vitesses sont de 'ordre de 3000km.s~ soit deux
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ordres de grandeurs plus faibles que la vitesse de la lumiere. L'idée
de l'approximation de la vitesse de la lumiére réduite ou Reduced
Speed of Light Approximation (RSLA) est de diminuer la vitesse de
la lumiére dans le code tout en restant dans le régime ot la lumiere
reste plus rapide que les autres processus. Pour se faire, on introduit
Cnum la vitesse de la lumiere numérique réduite en fonction de c la
vitesse de la lumiere physique.

Cnum =C-¢, (4'21)

avec ¢ le facteur de proportionnalité. Par exemple, utiliser ¢ = 0.1
permet de réaliser 10 fois moins de pas de temps, et donc 10 fois
moins de calcul que dans le cas ¢ = 1.

J’ai mené une étude dans le but de quantifier 1'influence de la vi-
tesse de la lumiere réduite sur la propagation des fronts d’ionisation.
Cette étude sera présentée en détails dans le chapitre 8.

Groupes de photons

Il n’est pas possible avec la méthode aux moments de considérer di-
rectement un spectre d’émission. Le spectre doit étre discrétisé, c’est-
a-dire qu’il devra étre découpé en un certain nombre de groupes, et
chaque groupe disposera des caractéristiques moyennes de sa portion
du spectre. Le probleme est que chaque groupe de photons devient
un fluide a simuler a part entiere et le colit numérique augmente
rapidement avec le nombre de groupes.

Prenons I'exemple d"un spectre d’émission arbitraire. L’énergie moyenne

d’un photon dans un groupe d’énergie comprissent entre vy et v, est
calculée de la maniére suivante :

1 (V2
<E>= J Nyhvdv (4.22)
N Jy,
et la section efficace d’interaction :
1 V2
O = W Jv1 GVNVthV (423)

On prendra généralement la premiere borne au niveau de 1'énergie
d’ionisation de I'hydrogene : vi = 13.6eV. Dans le cas ott on ne consi-
dere qu'un seul groupe, les intégrations sont réalisées jusqu’a 1'infini :
v = +inf. J'ai également pu tester le cas de trois groupes, dans ce
cas les bornes sont généralement prises au niveau des énergies d’io-
nisation de I'hélium : v, = 24.6eV, vz = 54.4eV, v4 = +inf.

J'ai implémenté la possibilité de découper les groupes, non seule-
ment en énergies, mais aussi en temps, car il est possible de consi-
dérer une évolution temporelle du spectre d’émission. Dans ce cas
I"énergie moyenne d'un groupe devient :

1 (t2 (Y2
<E>= J J N(y,yhvdvdt (4.24)
N ty Jvy
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Une opération identique est réalisée pour la section efficace.

Apres de rapides tests, il s’avere que I'augmentation du nombre
de groupes ne change pas la position ou la taille des bulles ionisées
dans I’ensemble, mais apporte plus de nuances sur la définition des
fronts par exemple. Vu que le cotit global du transfert du rayonne-
ment augmente rapidement avec le nombre de groupes et dans le
cas des résolutions considérées pendant ma thése, I'”augmentation du
nombre de groupes ne s’est pas révélée pertinente. En pratique, je n’ai
travaillé qu’avec un seul groupe de photons, considérant I'intégralité
du spectre ionisant avec des énergies allant de 13.6 €V a +o0.

Couplage matiére-rayonnement

La "chimie" fait le lien entre le moteur radiatif et le moteur hydro-
dynamique. C’est a ce moment qu’est appliquée l'énergie apportée
par le rayonnement au gaz et que le gaz va étre chauffé par le rayon-
nement. Le rayonnement aura différents impacts en fonction de la
nature du gaz avec lequel il interagit : nous ne considérerons ici que
la chimie de 'hydrogene. C’est a ce moment que la gestion du refroi-
dissement du gaz a lieu et contrairement au transport, cette étape est
non conservative. Une partie des photons ionisants va étre absorbé
par le gaz et réémis dans une partie du spectre non traitée ici. Cette
réémission va numériquement diminuer le bilan global d’énergie io-
nisante et étre interprétée comme une perte.

Le systeme d’équations a résoudre lie la densité de photons, le flux
de photons, I’état d"ionisation et 1'énergie interne :

Tp = S eonmiN + (oA (T) — g (T)) x n3 (4.25)
dF
a = —CO'NTlHF (426)
dn
TtH = (ocA(T)xz —ap(T)x(1—x)) n3 —connyN (4.27)
de
a = CTLHZEN — /\(no,x,T) (428)

ou ny est la densité d’atomes d’hydrogene (en nombre). Les taux
de réaction chimique oA (T), og(T) et 3(T) sont repris de tables de
THEUNS et al., 1998 et les sections efficace d’interactions de Hur et
GNEDIN, 1997. H = cnpyZe N est le terme de photo-chauffage.

Il est possible de considérer que toute I’émission de recombinaison
est localement réabsorbée en forcant oa (T) = ag(T). Ceci est connu
sous le nom de On The Spot Approximation (OTSA).
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Longueur: T =

ar,
oy 2 N - 3
Densité de matiere : p = %
Vitesse : ¥ = ¥
.t — _dt
Pas de temps :  dt = 5

Densité d’énergie potentielle : & = 4.2

. - 5
Pression: p=4<2P

Densité d’énergie cinétique : & =

Densité D’éléments : N = a3Nr3
Flux: F=a*r2t,F

TABLE 4.1 — Passage du systeme d’unités physiques vers le systeme d’unités
supercomobiles.

Les processus chimiques agissant sur des échelles de temps courtes
par rapport au transport des photons (en particulier lors de 1'utilisa-
tion de la RSLA, cf section 4.3.4). le pas de temps pourra parfois étre
plus court que le pas de temps radiatif. En pratique, a chaque pas de
temps radiatif, on effectuera un sous-cyclage sur le pas de temps chi-
mique. Aprés chaque pas de temps chimique, la variation d’énergie
est calculée. Si celle ci est supérieure a 10% (AE/E > 0.1), le pas de
temps est divisé par 2 et I’étape courante est recalculée. (cf RospAHL
et al., 2013)

Etant donné que les processus chimiques sont gérés de maniére
locale (ie ils ne dépendent pas de 1’état des cellules voisines) et que la
quantité de calcul est relativement importante, le portage du moteur
chimique sur GPU est trés intéressant du point de vue accélération.

4.4 GESTION DE LA COSMOLOGIE

Les moteurs présentés jusqu’ici ne considérent que le cas d’un Uni-
vers statique. L'expansion de 1'Univers est modélisée ici en faisant
varier la taille des éléments de calcul avec le facteur d’expansion. On
appellera les longueurs ainsi exprimées des longueurs comobiles. La
généralisation de ce principe a d’autre unités que la longueur est ap-
pelée systeme d’unités supercomobiles (MARTEL et SHAPIRO, 1998).
Les conversions utilisées sont présentées sur les tables 4.1 et 4.2. On
remarquera que pour réaliser une simulation non cosmologique, ou
I'expansion n’est pas considérée, il suffit de fixer a = 1.

Pour assurer une bonne reproduction du régime linéaire, I'expan-
sion de la grille sera limitée d'un pas de temps a l'autre (TEYSSIER,
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Longueur 1, =1L

" _ 3H2O
Densité p. =p = —g>c"
Temps t,=-—2—

p * HOVQm
Vitesse v, = =

. Tz 2
Potentiel @, =5 =vy

Pression p. = =5+

Energie e, =12 =v?

TABLE 4.2 — Facteurs de normalisation des différents grandeurs physiques
dans le systeme d'unités supercomobiles.

2002). La condition a respecter pour effectuer le calcul du pas de
temps sera :

da(Atcosmo)
a

<e (4.29)

4.5 GESTION DU PAS DE TEMPS

D’une maniere générale, le pas de temps global de la simulation
sera le pas de temps le plus contraignant de toutes les physiques que
l'on cherche a suivre et sera donc défini comme le minimum entre :

— le pas de temps gravitationnel At ;. (cf section 4.1.4),

— le pas de temps hydrodynamique Atpyqro (cf section 4.2.2),

— le pas de temps radiatif At,qq (cf section 4.3.4).

— le pas de temps cosmologique At¢osmo (cf section 4.4),

Atgimu = min (Atpica Athy droy Atrad) Atcosmo) (430)
Influence de I’AMR

Sur une grille AMR, le pas de temps n’est pas uniforme et dépend
du niveau considéré, un niveau raffiné aura un pas de temps plus
court que le niveau de base. L'évolution entre les niveaux se fera en
suivant le schéma présenté sur la figure 4.5. En premiére approxima-
tion, comme une cellule est raffinée en divisant par 2 chacune de ses
dimensions, le pas de temps sera lui aussi divisé par 2, du fait de
la condition de Courant. Il faudra donc réaliser deux pas de temps
fins (L+1) pour étre synchronisé avec un niveau inférieur (L), et ce
de maniere récursive. Ceci n’est vrai qu’a la condition que la phy-
sique résolue n’évolue pas avec la résolution spatiale. En pratique,
l'augmentation de résolution mene a une augmentation de la densité
résolue, et généralement a un pas de temps hydrodynamique plus
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t t+dt
LevelL @ I 5
3 6
Level L+1 @ >® > ®

Level L+2 @& - > > > >

FIGURE 4.5 — Gestion du pas de temps en fonction des niveaux raffinées. Les
chiffres indiquent l'ordre d’exécution des calculs. Un niveau
évolue par pas de temps deux fois plus court que celui de son
niveau supérieur.

contraignant. Ceci a pour effet de réduire le pas de temps d’'un fac-
teur supérieur a 2, et le pas de temps du niveau L+1 sera au final plus
court que la moitié de celui du niveau L. Il sera alors nécessaire de
communiquer cette information sur les niveaux supérieurs pour ef-
fectuer la synchronisation. De plus comme les niveaux fins évoluent
avant les grossiers, les flux aux interfaces doivent étre traités propre-
ment : les cellules grossiéres "stockent" les flux provenant des niveaux
fins avant d’étre completement mises a jour.

Transport radiatif sur grille de base

Le transport radiatif sur grille de base ou Coarse Radiative Trans-
port Approximation (CRTA) est une technique visant a restreindre la
résolution du champ de rayonnement dans le but d’en accélérer le cal-
cul. Dans le cas d'un couplage total entre les différents moteurs phy-
siques, tous les moteurs évoluent au rythme le plus contraignant. Ce
qui fait que pour chaque pas de temps radiatif, il faut réaliser un pas
de temps avec les autres moteurs physiques (cf panneau supérieur de
la figure 4.6). Dans notre cas, le rayonnement est plusieurs ordres de
grandeurs plus contraignant que I’hydrodynamique ou la gravitation.
Dans ce cas le nombre de pas de temps hydrodynamiques et gravita-
tionnels nécessaires sont largement surestimés, et le cotit numérique
explose.

Dans le cas de la CRTA, le transport des photons n’est réalisé que
sur la grille de base, et non sur les niveaux raffinées (cf panneau infé-
rieur de la figure 4.6), sur lesquels I'’hydrodynamique est considérée
comme "gelée" lors du calcul. Ceci a pour effet d’augmenter la taille
du pas de temps radiatif, du fait de la condition de Courant. La den-
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sité de photon calculée sur la grille de base est ensuite projetés sur les
niveaux raffinés pour effectuer la chimie, ces derniers ressentant loca-
lement un champ uniforme de rayonnement. Les concepts précis de
la CRTA étant assez technique, j'invite le lecteur a se référer a AUBERT,
DEraR1s et OCVIRK, 2015 pour une explication plus détaillée.

Actuellement, la CRTA n’est possible que sur le niveau de base. Une
amélioration possible serait de pouvoir définir le niveau de projection
du rayonnement pour pouvoir, en fonction des besoins, faire varier le
poids du rayonnement dans le calcul.
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FIGURE 4.6 — Gestion de I'évolution du rayonnement dans le cas de la CRTA.
En noir les moteurs dynamiques, en rouge le transport des pho-
tons, en bleu la chimie. Le transport des photons n’est réalisé
que sur la grille de niveau de base. Le nombre d’appels aux mo-

teurs hydrodynamique et gravitationnel est significativement
réduit.
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Le défi des simulations de la réionisation est qu’elles doivent simu-
ler un volume d’Univers suffisamment grand pour étre représenta-
tives de la variance cosmique et converger sur la taille des régions HII
(= 100 Mpc selon ILIEV et al., 2006b) tout en résolvant la formation
stellaire (échelle < 1 pc). En premiére approximation, il nous faudrait

3
100Mpc __ 8 _ 24 414
ments, ce qui est totalement impossible a I’heure actuelle o1 les simu-

lations atteignent 2 10" éléments. Nous avons vu que 'amélioration
de certains algorithmes (passage de grilles fixes a grilles adaptatives,
intégration du potentiel plutdt que somation N-corps directe, etc...
voir chapitre 3) a permis d’augmenter significativement la taille des
simulations a puissance de calcul identique, mais le principal facteur
limitant reste au niveau du matériel.

donc échantillonner un tel volume par (

5.1 CALCUL HAUTES PERFORMANCES

Le calcul hautes performances ou High Performance Computing
(HPC) est un domaine visant a utiliser au mieux les ressources de
calculs disponibles. Ces ressources peuvent étre multiples et les utili-
ser conjointement de maniére efficace représente un challenge en soit.
Dans cette partie nous allons aborder une série de concepts liés au
HPC, utiles a la compréhension des simulations cosmologiques.

Loi de Moore et simulations

La loi de Moore (MOORE, 1965) propose un doublement du nombre
de transistors par circuit intégré tout les 18 mois environs. (Fig 5.1)
Comme la puissance de calcul est étroitement liée a cette évolution,
la taille — le nombre d’éléments de résolution — des simulations, suit
également cette croissance exponentielle (Fig. 5.2).

Principes de parallélisation

A cause de limitations physiques comme la taille des atomes ou la
capacité de refroidissement du silicium, on ne peut pas créer des pro-
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FIGURE 5.1 — Nombre de transistors par processeur en fonction du temps.
Cette relation est connue sous le nom de loi de Moore.
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FIGURE 5.2 — Evolution de la taille des simulations en fonction du temps. Il
existe un lien direct avec la loi de Moore. Image illustris
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cesseurs arbitrairement denses en transistors et aussi puissants que
ce que 'on souhaite. La technique utilisée pour continuer a augmen-
ter la puissance de calcul consiste a en utiliser plusieurs en méme
temps. Dans le cas des simulations cosmologiques, la parallélisation
est effectuée en découpant I’espace a simuler en un certain nombre de
sous-domaines chacun associé a une unité de calcul. Comme chaque
sous-domaine n’est pas isolé, mais appartient au méme systeme phy-
sique a simuler, les domaines vont devoir communiquer entre eux sur
I'état de leurs voisins. Nous verrons en détails comment est effectué
ce découpage dans la section 5.2.1. Mais voyons d’abord un aperqu
des contraintes techniques de la parallélisation.

Il existe différents types de parallélisation définis par la taxonomie

de Flynn (FLYNN, 1972) :

— SISD Single Instructions on Single Data. Aucun parallélisme,
exécution d’une unique série d’instructions sur un unique flux
de données.

— SIMD Single Instructions on Multiple Data. Exécution d'une
unique série d’instructions sur différents flux de données. C’est
le principe de fonctionnement des GPU.

— MISD Multiple Instructions on Single Data. Exécution de diffé-
rentes séries d’instructions sur un seul flux de données.

— MIMD Multiple Instructions on Multiple Data. Exécution de
différentes séries d’instructions sur différents flux de données.
C’est I’architecture la plus utilisée aujourd’hui, et celle qui nous
intéresse ici. Le type MIMD est lui méme découpé en deux sous
ensembles :

— On dit que la mémoire est distribuée quand les processus
ont leurs propres espaces mémoires dédiés. Les principales
machines que j’ai pu rencontrer utilise un modele MIMD a
mémoire distribuée.

— On dit que la mémoire est partagée quand plusieurs proces-
sus ont accés au meme espace mémoire. Ce type de gestion
mémoire est généralement associée a des systemes plus pe-
tits que le modele de mémoire distribuée.

Les calculateurs

Il existe plusieurs niveaux de parallélisation au niveau matériel. Par
exemple, un processeur actuel dispose de plusieurs cceurs capables
de gérer chacun un processus (parfois plusieurs dans le cas de I'hy-
perthreading). Il est possible d’avoir plusieurs processeurs au sein
d’un méme ordinateur. Et il est possible dutiliser conjointement plu-
sieurs ordinateurs. Ce qui nous mene a la notion de centre de calcul.

La production de simulations cosmologiques a haute valeur scien-
tifique se fait sur des centres de calcul. La figure 5.3 présente le cal-
culateur TITAN du Oak Ridge Leadership Computing Facility sur
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FIGURE 5.3 — Supercalculateur TITAN OLCE. Le calculateur sur lequel ont
été exécutés les simulations CoDa

Systeme Pays nb de cceurs TFlop/s (peak)
Sunway TaihuLight Chine 10,649,600 125,435.9
Tianhe-2 Chine 3,120,000 54,902.4

Piz Daint Suisse 361,760 25,326.3

Titan Etats unis 560,640 27,112.5
Sequoia Etats Unis 1,572,864 20,132.7

TABLE 5.1 — Les 5 super calculateurs les plus puissants du topsoo de Juin
2017, source : WWW.top500.0rg

lequel ont été exécutées les simulations CoDa (OcVIRK et al., 2015) et
CoDa I AMR (voir section 9.1). En novembre 2015, TITAN a été classé
deuxiéme plus puissant calculateur au monde selon le cite tops00.0rg
(cf 5.1), il est aujourd’hui quatrieme.

Ce type de calculateur est composé d'un certain nombre de nceuds
qui communiquent entre eux par l'intermédiaire d'un réseau. Un
neeud est un élément conceptuellement proche dun ordinateur per-
sonnel puisqu’il dispose d'une carte mere, avec un (ou plusieurs)
processeur ou Central Processing Unit (CPU), de la mémoire RAM,
un SSD/HDD et parfois un processeur graphique ou GPU. D'une
maniere générale, plus des composants sont physiquement éloignés,
plus leurs communications seront lentes (cf 5.2). La quantité d’infor-
mations passant par une interface représente un certain cofit et on
cherchera a minimiser ce colit en optimisant le transfert des données
a différents niveaux.

Généralement, la mémoire est partagée au sein d'un nceud et dis-
tribuée sur le réseau. C’est-a-dire que tous les processus au sein d'un
méme nceud pourront communiquer par l'intermédiaire de la RAM,
ce type de communications est donc rapide. Pour les communications
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Interface ~ Débit théorique
Cache L1 =~ 700Go/s
RAM ~ 20 Go/s
PCIE 16x =~ 16 Go/s
InfiniBand ~ 5 Go/s

SSD ~ 600 Mo/s
HDD ~ 100 Mo/s

TABLE 5.2 — Ordre de grandeur des débits théoriques des différentes inter-
faces rencontrées lors de l'exécution d'un code HPC. On cher-
chera a optimiser les communications utilisant les interfaces les
plus lentes.

entre les nceuds, I'information devra passer par le réseau et ce type
de communications est donc plus lent. Et ce d’autant plus que les
neceuds sont physiquement éloignés entre eux.

5.2 IMPLEMENTATION DU PARALLELISME
Courbe de Peano-Hilbert

Dans EMMA la distribution des domaines utilisés pour la paralléli-
sation est réalisée a I'aide d"une courbe "remplissante d’espace". Dans
le but de garder une certaine proximité spatiale, le découpage des do-
maines de calcul correspondants aux différents processeurs, utilise
une courbe de Peano-Hilbert. Ce type de courbes fractales a la parti-
cularité de remplir I'espace en passant par tous les points d"une grille,
et donc d’obtenir une représentation 1D d’un espace 3D. Ainsi si 'on
applique ce pavage aux cellules de notre grille, en associant un indice
reliant une cellule a sa position sur la courbe de Hilbert, il suffit en-
suite de découper la courbe en parties identiques pour définir quelles
cellules seront associées a quels processus. Si I'on a par exemple 32
cellules a assigner sur 4 processeurs, la courbes sera découpée en 4
parties de 8 cellules. Chacune de ces parties sera en suite assignée a
un processeur. Ce type de découpage minimise les interfaces entre
domaines, en s’assurant d’une certaine proximité spatiale entre tous
les points de la courbe.

Dans l'état actuel de EMMA, la courbe est calculée au début de
la simulation, et seule la grille de base est prise en compte. La ré-
partition des domaines est statique et n’évolue pas au cours de la
simulation. Dans le cas ot1 un domaine raffine plus qu’un autre, la
charge de travail y est plus importante. Dans le futur, I'objectif serait
de calculer la courbe de Hilbert sur la totalité des cellules feuilles,
pour ainsi pouvoir refaire le découpage et équilibrer la charge entre
les processeurs.
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FIGURE 5.4 — Principe de la courbe de Hilbert. Ce type de courbe est utilisée
pour gérer le découpage des domaines utilisés pour la parallé-
lisation.

Les domaines

Chaque processus dispose d"un domaine de calcul correspondant a
une sous partie de la grille. Cependant, les domaines doivent commu-
niquer entre eux et doivent étre sensibles a la structure AMR de leurs
voisins. Pour répondre a ce probleme, EMMA utilise le "Local essen-
tial tree decomposition" (WARREN et SALMON, 1993). Chaque proces-
sus dispose d’une vue globale de toute la grille ( cf Fig. 5.5) mais la
partie de la grille qui n’appartient pas au processeur est vue a résolu-
tion dégradée. Ceci facilite grandement le gestion des conditions de
bords.

5.3 CALCUL ACCELERE PAR PROCESSEURS GRAPHIQUES

EMMA utilise un degré supplémentaire de parallélisation pour ses
principaux moteurs. Les calculs de chaque domaine des moteurs N-
corps, hydrodynamique, transport radiatif et thermochimie sont accé-
lérés en utilisant les capacités paralleles des processeurs graphiques
récents. Les cartes graphiques, ou GPU ont été détournées de leur uti-
lisation principale d’affichage il y a une dizaine d’années et offre une
capacité de parallélisation importante.

A linverse des CPU actuels qui disposent d'un nombre réduit de
cceurs, les GPU disposent d’une nombre beaucoup plus important de
cceurs. Par exemple un AMD Opteron 6300 de TITAN dispose de
16 cceurs, contre 2880 cceurs pour une NVIDIA Tesla kqoc. Un CPU
peut exécuter des taches différentes sur chacun de ses cceurs (MIMD)
tandis que les GPU utilisent un mode de parallélisation de type SIMD
(Fig 5.6). Ce mode de parallélisation en font des unités de calculs
efficaces dans l'application d’un traitement identique sur un grand
nombre d’informations en parallele. Les GPU sont donc tout indiqués
dans le cas des simulations numériques out I'objectif est justement
d’appliquer un traitement identique a un grand nombre de cellules.

De plus, il existe au niveau matériel, deux avantages des GPU par
rapport aux CPU.
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FIGURE 5.5 — Exemple de domaine associé a un processus (en bleu) généré
par EMMA. Chaque domaine dispose d'une vue d’ensemble
de la grille a résolution dégradée.

CPU/GPU Architecture Comparison

Muttiprocessor 1 Muttiprocessar 2
(32 Cores) {32 Cores)
WMultiprecsssor 3 Multiprecessor 4
(32 Cores) (32 Cores)
. -
- L]
- L4
- L]
Multiprecessor 13 Kultiprecessor 14
(32 Cores) {32 Cores)

FIGURE 5.6 — Comparaison CPU/GPU. Un CPU dispose d'un nombre réduit
de coeurs capables d’exécuter des opérations complexes. A 1'in-
verse un GPU dispose d'un grand nombre de cceurs pouvant
exécuter un grand nombre d’opérations simples en paralléles.
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— Premiérement leurs meilleurs ratio puissance de calcul sur cofit
(flop/€).

— Et également un meilleur ratio puissance de calcul sur puis-
sance électrique (flop/W) ce qui réduit les besoins de refroi-
dissement et permet des économies supplémentaires.

Les communications CPU/GPU

CPUs et GPUs sont indissociables est doivent étre utilisés conjointe-
ment pour tirer le meilleurs parti des capacités de calcul offertes par
une machine hybride. Une code hybride est découpé en deux parties,
une partie séquentielle exécutée sur le CPU et une partie parallele exé-
cutée sur le GPU. La programmation sur carte graphique impose de
gérer les différents espaces mémoires et le passage de CPU a GPU va
nécessiter des communications.

Les CPUs sont capables d’accéder rapidement aux informations en
mémoire, quel que soient leurs organisations. Les GPUs sont quant
a eux sensibles a la segmentation des données. C’est-a-dire que les
calculs sur GPUs seront plus performants si les données sont organi-
sées de facons a ce que leurs accés mémoire consécutifs soient phy-
siquement proches et ce au niveau du silicium. Par exemple dans
CUDATON (AUBERT et TEYSSIER, 2008) un code de transfert radiatif
sur grille fixe, le gain de la parallélisation GPU est de I'ordre de 80 car
la structure mémoire est optimisée.

La difficulté est que I'arbre AMR ne respecte pas cette organisation,
et la mémoire peut étre extrémement fragmentée a cause de la liste
chainée (voir section 3.2.2.1). Pour limiter I'impact de la fragmenta-
tion, le choix a été fait d’organiser de fagon optimale les données sur
le CPU avant de les envoyer dans I'espace mémoire du GPU. Cette opé-
ration sera appelée "gather" (cf Fig. 5.7). Les données organisées sont
envoyées sur le GPU pour effectuer les calculs. Le résultat est ensuite
copié sur le CPU et les données sont remises dans 1’arbre par le CPU
(opération de "scatter"). Dans le cas ot les calculs sont réalisés uni-
quement sur le CPU, cette opération est quand méme réalisée, dans le
but de conserver une certaine cohérence entre les versions. Le pari est
ici que la perte de temps générée par les opérations de gather/scatter
sera compensée par 'accélération du GPuU .

En pratique l'opération de gather consiste a rassembler toutes les
informations nécessaires au calcul de I’état d"une cellule. Par exemple
pour le calcul du potentiel (cf sec. 4.1) les données nécessaires seront :
la densité locale, le potentiel local, le potentiel des 6 cellules voisines
suivant les axes principaux. Ces données sont rassemblées dans une
structure, puis une série de structures est stockée dans un tableau.
Cette opération sera réalisée par paquet de N cellules jusqu’au calcul
calcul complet de la grille/
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A AMR Tree

Gather l T Scatter
HEEEEEEEEEEEEEEEEEN
Flat Vector

FIGURE 5.7 — Transition entre la structure en arbre de 'AMR et la structure
en vecteur de calcul. L'arbre est sur le CPU, le vecteur sera
envoyé sur le GPU.

On peut observer ici que les copies ont beaucoup de redondance.
Une copie est composée d'une cellule centrale et des 6 cellules voi-
sines, le ratio information utile sur information nécessaire est de 1/6.
En passant a la cellule suivante, la cellule précédente sera de nou-
veau copiée (car elle est voisine de la cellule précédente) et au final
le potentiel d'une cellule sera donc copié sept fois sur le GPU. Ces
multiples copies diminuent grandement les performances et en font
I"'une des principales limitations a I’accélération globale du code. Tou-
tefois, méme dans cet état, I'exécution globale d’'EMMA s’en trouve
accélérée d'un facteur ~ 3 par rapport a la version CPU. Notons, que
I'accélération réalisée a 'aide des GPU au niveau des moteurs phy-
siques est de 'ordre de 20, la principale limitation ne provenant plus
de la partie calculs mais des opérations tierces qui ne sont pas sur GPU
comme le gather/scatter (voir figure 5.8), la gestion de la grille (raffi-
nement, recherche de voisins) et les opérations sur particules (dont la
formation stellaire et les supernovae notamment).

Dans le but de réduire le nombre de copies et d’accélérer 1'exécu-
tion du code, j’ai modifié les opérations de gather/scatter pour dimi-
nuer la redondance des copies. L'idée est de traiter les octs, au lieu
de traiter les cellules unes par unes. Dans ce cas les cellules sont alors
traitées par 8 et les voisinages au sein d"un oct n’ont pas besoin d’étre
copiés plusieurs fois. On copie donc 8 cellules d’intérét et 4 cellules
de bord par face du cube, soit 24 cellules. Le ratio utile/nécessaire
passe donc a 8/24 = 1/3. La quantité de copies redondantes a donc
été divisée par 2 par rapport au cas précédent.
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Gather Calcul Scatter

Temps global d'exécution sur CPU

Gather Calcul Scatter

Temps global d'exécution sur GPU

F1GURE 5.8 — Comparatif des cotits relatifs des opérations de gather et scat-
ter en fonction de I'exécution sur CPU ou GPU. L'exécution sur
GPU permet de réduire fortement le cotit du calcul, cependant
le cotit des opérations tierces est peu impacté, ces derniéres de-
viennent alors les principales limitations de 1’accélération glo-
bale.

Vu que la surface d'un cube augmente avec le carré de son coté,
alors que son volume augmente avec son cube, plus grand sera la
nombre de cellules d’intéréts, meilleur sera le ratio. En étendant ce
principe, j'ai développé une méthode qui permet d’envoyer de ma-
niere récursive une portion d’AMR contenue dans un OCT de niveau
arbitraire. Cependant les résultats ne sont pas a la hauteur des espé-
rances, et ’accélération n’est pas proportionnelle au ratio de données
utiles.

Il existe cependant des pistes pour améliorer ce goulot d’étrangle-
ment. Une possibilité est de séparer la gestion de l’arbre de la phy-
sique. En 1'état actuel, les données physiques sont stockées en mé-
moire avec la méme structure que 'arbre. L'idée serait de stocker dans
I'arbre, des indices de cellules permettant de retrouver l'information
physique dans des vecteurs plats (cf Fig. 5.7). Ainsi les vecteurs pour-
raient étre en permanence sur le GPU, et seule I'information sur leurs
positions dans I’AMR devrait étre transmise. Un grand nombre de co-
pies seraient alors évitées.

Une autre possibilité serait de placer I'intégralité de l’arbre sur le
GPU. Dans ce cas, toutes les copies seraient supprimées mais c’est le
GPU qui devra gérer 1’évolution de l’arbre.

Courbe de Morton

Une des évolutions en cours de EMMA, est 'utilisation de courbe
de Morton ou Z-order curve (MORTON, 1966) pour la gestion de la
structure de I’arbre AMR. L'avantage de la courbe de Morton est que
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FIGURE 5.9 — Principe de la courbe de Morton. Ce type de courbes est mieux
adapté a l'utilisation de GPU que la courbe de Hilbert.

la détermination de 1'indice de la cellule est bien adaptée aux GPU
et est réalisée avec des lois triviales reliant niveaux de raffinement,
positions et liens hiérarchiques entre les cellules. Il existe d’ores et
déja des codes AMR exécutés intégralement sur GPU (voir eg BEDOREF,
GABUROV et PORTEGIES ZWART, 2012) et présentant un facteur d’ac-
célération important. Grace a ce type de techniques, la gestion de
I’AMR devient accessible aux GPU, évitant ainsi les cotiteuses copies
entre le CPU et le GPU. Cette courbe perd cependant 1’avantage de la
compacité de la courbe de Hilbert pour le découpage des domaines
(sauts spatiaux parfois importants). Une technique hybride Hilbert/-
Morton pourrait étre envisagée, mais son implémentation nécessite
une refonte en profondeur du code.

5.4 GESTION DES ENTREES/SORTIES

Durant ma these la simulation CoDa I AMR (voir partie 9.1) a été
réalisée avec EMMA. Cette simulation fait partie des plus grosses
simulations de la réionisation exécutées a 1'heure actuelle avec un
nombre de particules de matiere noire et une grille de base de 20483 ~
8.6-107 éléments. Ces données doivent étre stockées et écrites sur
disque dur or si 'on se référe a la table 5.2 on observe que les débits
d’acces disques font partie des débits les plus faibles.

Pour se faire une idée de la quantité de données en jeu faisons une
estimation :

— Pour les particules : en considérant qu'un flottant est codé sur

4 octets, chaque champ représente 20483 - 4 = 32Go. Comme il
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y a une dizaine de champs en sortie (3 positions, 3 vitesses, etc)
les particules représentes environs 320Go par pas de temps.

— Pour la grille : en considérant que la quantité de cellules peut
étre multipliée par 3 a cause du raffinement, chaque champ
(densité, température, vitesse, etc..) représente environ 32 -3 ~
100Go. Il y a au total un cinquantaine de champs calculés a
I'exécution de la simulation mais en pratique environ une ving-
taine en sortie. Chaque écriture de la grille représente donc
100 - 20 = 2To.

— Pour les étoiles : c’est tres variable car dépend directement du
nombre d’étoile a I'instant donné, qui dépend lui méme du pa-
rametre de résolution en masse. Au final, CoDa I AMR a géné-
rée 1.2- 108 particules stellaires a redshift z = 6, représentant
~5 Go.

Ce qui représente au total environ 2.8 To de données générées par
pas de temps de sortie. Mais on voudrait évidemment avoir acces a
I’état de la simulation a différents instants, cette simulation a au final
écrit 170 pas de temps, représentant au final un volume de pres de
480 To de données. Avec une telle quantité de données en jeu, une
bonne gestion des Entrées/Sorties peut permettre un gain de temps
appréciable. De plus, ces données sont généralement calculées sur
des machines distantes et améliorer leur compacité peut permettre de
gagner du temps au moment du transfert vers des machines locales,
ou simplement au moment de la lecture pour analyse.

Dans le modele original de données d’EMMA, l'intégralité de 1’oc-
tree était écrit (cf figure 5.10). Les OCTs étaient écrit les uns a la suite
des autres avec toute 'information qu’ils contenaient. L'information
était exacte et compleéte, mais le volume de données était considérable.
De plus, chaque processeur écrivait un fichier indépendant.

Dans la méme optique que ce qui a été abordé dans la section 5.3.1,
j’ai mis en place un modéle visant a manipuler les données avant leur
transfert. L'objectif est de sortir les données de l’arbre en se basant
sur une notion de tableau de champs pour faciliter leur traitement.
Dans ce nouveau modele, seules les feuilles (les cellules non raffinées)
sont écrites sur le disque ce qui permet de réduire le volume et la
redondance des données.

Les champs sont maintenant traités individuellement (cf figure 5.10)
et il est possible de choisir de les écrire ou non en fonction des besoins.
Les champs sont séparés dans des fichiers distincts, et les processeurs
écrivent conjointement dans le méme fichier grace a l'utilisation de la
librairie HDF5. Le nombre total de fichiers ne dépend plus du nombre
de processeurs sur lequel a tourné la simulation. Lors d'un transfert
entre machines, il est possible de ne rapatrier que les données néces-
saires, et ainsi économiser du temps et de la bande passante.

Malgré la quantité de données réduite, le temps passé dans la fonc-
tion de sortie n’en est que tres peu affecté. Le gain réalisé au moment
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FIGURE 5.10 — Différence entre ancienne gestion des données a gauche et
nouvelle version a droite. Une meilleur hiérarchisation facilite
I'acceés aux données .

de I'écriture se fait au prix d’une charge de calculs supplémentaires
due a l'extraction des données de l'arbre. Par contre, un gain appré-
ciable est réalisé au moment de 1’analyse des données.
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ETUDE DE L' INFLUENCE DE LA
COMPOSANTE STELLAIRE DANS LES
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Cette partie est liée a la publication présentée en annexeb.

"Radiation and supernovae feedback during the epoch of reioni-
zation with EMMA”

Nicolas Deparis, Dominique Aubert, Pierre Ocvirk et Ni-
colas Gillet. Soumis a8 MNRAS.

Ainsi qu’au proceeding de conférence présenté en annexee.
"Stellar feedback during the reionization with EMMA”

Nicolas Deparis. SF2A-2016.






MISE EN PLACE D’'UN MODELE DE FORMATION ET
D’EVOLUTION STELLAIRE

Dans les parties précédentes nous avons présenté quelles étaient
les différentes physiques a I’ceuvre dans les simulations de la réionisa-
tion et la facon dont elles sont modélisées numériquement. Il manque
encore une composante essentielle au probléme qui est la modélisa-
tion des sources de rayonnement ionisant. Comme nous avons vu en
introduction (cf section 2), il existe deux types de sources, les étoiles
et les quasars. Dans la suite de cette étude, je n’ai considéré que la
partie stellaire sans me préoccuper des quasars. Dans cette section
je vais présenter le modéle de formation stellaire que j’ai développé,
ainsi que son implémentation dans EMMA et sa calibration. Nous
allons définir les différentes phases de la vie d’une étoile, et ses dif-
férentes évolutions possibles. Nous verrons comment les contraintes
imposées par les échelles cosmologiques que 1’on cherche a étudier
vont imposer certains choix au niveau numérique. Une attention par-
ticuliere sera mise sur la modélisation des supernovee, puisque une
étude comparative entre deux modeles d’injection d’énergie suivra.
Lors de cette comparaison, il s’est avéré que dans nos modeéles, les
supernovee étaient capable de réguler le SFR, sans changer 1'histoire
de la réionisation. Ce chapitre fait écho a la publication présentée en
annexe b.

6.1 CONSIDERATIONS DE RESOLUTION

Une des difficultés majeures dans les simulations de la réionisation,
est I'impossibilité d’obtenir des résolutions suffisantes pour suivre la
formation des sources de rayonnement individuellement, tout en si-
mulant un volume suffisamment important. Actuellement les simula-
tions de I’EoR capables de suivre un volume d’Univers de 1’ordre de
(100Mpc)3 atteignent un résolution de 1’ordre du kilo-parsec. Or les
échelles de formation stellaire sont de I'ordre de 'unité astronomique,
soit un facteur ~ 108 plus petit. Il est donc actuellement impossible
de résoudre les deux extrémes du spectre d’échelles spatiales. Il est
nécessaire de créer un modele qui va tenter de prendre en compte
au mieux la physique non résolue. Ce type de modele est appelé mo-
dele sous-grille. Dans le cas présent le modele sous-grille consiste a
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transformer une partie du gaz en particule stellaire, cette particule ne
représentant pas une étoile mais une population stellaire de maniere
statistique. Toute la difficulté du modele de formation stellaire sera
de déterminer la fagon dont est réalisée cette conversion. Malgré tout,
nous verrons qu’il est possible d’obtenir un modele statistiquement
viable a grande échelle assez facilement.

6.2 LA FORMATION STELLAIRE
Critere de Jeans

Les étoiles se forment au sein de nuages de gaz, par effondrement
gravitationnel. Si les conditions sont réunies, cet effondrement ne s’ar-
réte que quand les réactions thermonucléaires s’enclenchent et que le
gaz forme une étoile. En premiere approximation, un nuage de gaz
s’effondre, si le temps de chute libre :

¢ 371 1
= X
=\ 32Gp, ~ VGp’

(6.1)

est inférieur au temps de réaction a une perturbation. Considérant
que cette perturbation est d’origine mécanique, le temps de réaction
sera équivalent au temps de traversée du nuage par une onde sonore :

R
tsouna = —, (6.2)
Cs
avec R la taille du nuage et c la vitesse du son dans ce nuage. Si le
temps de réaction est plus long que le temps de chute libre

ter < tsound> (63)

alors le milieu n’a pas le temps de résister et le nuage s’effondre sur
lui méme. t¢f fait intervenir la densité, plus le milieu est dense plus il
aura tendance a s’effondrer sur lui méme. Et de I’autre coté intervient
aussi la vitesse du son cg, elle méme dépendante de la température

(cs SVl ) : plus le gaz sera chaud, plus le nuage va résister a son
effondrement.

Localisation des zones de formation stellaire

I est admis que les étoiles se forment dans les nuages d’hydrogene
moléculaire (voir eg KRumHOLZ, DEKEL et MCKEE, 2012). Ces nuages
se trouvent eux méme dans des zones suffisamment denses pour que
des molécules puissent se former. En pratique dans EMMA, la phy-
sique de I'hydrogene moléculaire n’est pas encore prise en compte, et
les zones autorisées a former des étoiles sont localisées a 1’aide d"un
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seuil en densité. Toutes les cellules plus denses qu'un certain seuil
sont autorisées a créer des particules stellaires .

True, if p > pthr
ﬂag: Tue 1 p Pthresh (64)

False, otherwise

Ce type de critere est utilisé par la grande majorité des codes de
simulations cosmologiques (Kay et al., 2002). Cette densité de seuil
Pthresh peut étre définie arbitrairement, et comme toute densité, elle
est dépendante de la résolution. De plus il en possible de définir une
densité en unités physiques ou en unités comobiles (voir section 4.4).
Un seuil en densité physique sera plus représentatif de ce qui se passe
réellement. Mais a haut redshift, la densité était importante en tout
points, et un seuil en unités comobiles est utile pour limiter I'appari-
tion des premieres étoiles a un redshift donné. En pratique on pourra
définir ces deux seuils, et le seuil final sera le plus contraignant des
deux.

Pthresh = mMax (6171()» pinas) (6.5)

ou din et pin sont respectivement les parametres de surdensité et
de densité physique. 8i,, est exprimé en unités comobiles et est donc
constant dans le temps en unités du code, pin, est exprimé en unités
physiques (en atomes par metre cube), sa valeur évolue dans le temps
du point de vue des unités du code (cf section 4.4).

La loi de Schmidt-Kennicut

Maintenant que nous avons défini ot former des étoiles, il nous
faut en calculer la quantité a former. SCHMIDT, 1959 propose que le
SFR d’une galaxie évolue comme une fonction de la densité de gaz
dans cette galaxie, et plus précisément comme une loi de puissance.
KENNICUTT, 1998 mesure cette loi pour des galaxies extérieures a la
Voie Lactée en fonction de leurs densités surfaciques observées.

Cette relation, nommée loi de Schmidt-Kennicut a la forme :

, 5 1.44+0.15
Tsrr = (254£07) x 1074 | 92 6.6
sFrR = ( ) <1M@pc2 (6.6)
Il est toutefois nécessaire de mentionner que ce modele n’est va-
lable qu’aux échelles de 'ordre du kiloparsec, correspondant a la ré-
solution des simulations réalisées par la suite.
Le taux de formation stellaire s’exprime généralement en Mg, -
cMpc—3 -yr~! Ce qui est homogene a une densité divisée par un
temps. En pratique on divisera pg la densité locale de gaz par le
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temps de chute libre (equation 6.1), qui est en théorie le temps né-
cessaire a un nuage de gaz pour s’effondrer si il n'y avait aucune
résistance. Au final, le SFR prend la forme :

SFR = €51 % o py” (6.7)

ff

avec €5¢ le parametre d’efficacité de formation stellaire. Il est éga-
lement possible de considérer le temps caractéristique de formation
stellaire :

bop = 6.8)
Esf

Observationellement, la formation stellaire est relativement ineffi-
cace et tgr est de l'ordre de quelques milliards d’années menant a
un €g¢ de l'ordre du % (KrRumHOLZ, DEKEL et McKEE, 2012). Ceci est
d@ a des phénoménes complexes comme la turbulence ou les champs
magnétiques qui ont une importance prépondérante aux échelles de

I'unité astronomique (voir par exemple FEDERRATH, 2015).

Implémentation

A partir du taux de formation, on obtient la masse de gaz a conver-
tir en étoiles dans chaque cellule en multipliant par dv le volume de
la cellule en question et dt le pas de temps entre deux passage dans
la fonction de formation stellaire :

Mgiar = SFR- dv - dt. (6.9)

Nous avons donc a ce stade la masse totale de gaz a convertir en
étoiles. Il devient rapidement cotiteux de générer pour chaque cellule
éligible, et a chaque pas de temps, une nouvelle particule stellaire (le
nombre de particules peut rapidement exploser). Nous adoptons une
approche probabiliste. Nous définissons une masse d’étoile mq+ qui
correspondra a notre "quanta stellaire". Toutes les étoiles auront donc
la méme masse et cette masse est calculée d’'une maniere comparable
a celle d’une particule de matiere noire. La masse d"une étoile cor-
respond a la masse moyenne de gaz dans une cellule d'un certain
niveau :

Mstar = MDM& : 2_3L) (6'10)
Qm
ol Mpm est la masse d'une particule de matiere noire et L le niveau
pouvant varier du niveau de base a plusieurs niveaux raffinés.

Le nombre de quanta a ajouter est ensuite tiré aléatoirement dans

une loi de Poisson (RASERA et TEYSSIER, 2006).
7\N

P(N) = We—" (6.11)
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Ou A correspond au nombre de particules moyen a créer dans la
cellule :

A= Mitar (6.12)
Mstar
On obtiendra au final Ng¢q, le nombre de quanta de masse d’étoiles
a créer.

En pratique j’ai implémenté deux méthodes de transformations. Si
Nstar > 11l est possible de créer :

— Nistar particules ayant chacune une masse mgqr.

— une seule particule de masse Ngqr - Mstar-

Dans le premier cas le nombre de particules sera plus élevé et la
résolution stellaire meilleure, mais en contrepartie le coit numérique
sera plus important. Le choix de la méthode est laissé a 'utilisateur
et dépend de la situation. Dans tous les cas la masse est conservée
et la quantité de masse convertie est limitée au maximum a 9o% de
la masse totale de gaz initialement présente dans la cellule, pour évi-
ter que la formation stellaire ne puisse vider la totalité du gaz de la
cellule.

Quelques détails techniques

En pratique la création d"une particule stellaire consistera a prendre
une nouvelle particule vierge dans la réserve (cf section 3.2.2.4), ajou-
ter ce nouveau maillon a la liste chainée de particule de la cellule et
initialiser cette nouvelle particule.

— La position sera choisie aléatoirement au sein de la cellule. La
vitesse correspondra a la vitesse du gaz au moment de leur créa-
tion a laquelle on ajoutera une composante avec une direction
aléatoire et une amplitude aléatoirement comprise entre +c la
vitesse du son dans la cellule (RASERA et TEYSSIER, 2006). Ceci
évitera a une cellule donnée de former, sur plusieurs pas de
temps d’affilé plusieurs particules ayant toutes la méme direc-
tion et la méme vitesse, formant alors un effet de "collier".

— Contrairement aux particules de matiere noire, les étoiles doivent
conserver 'information sur leur instant de création.

— 1l est utile d’associer un identifiant unique aux nouvelles parti-
cules pour pouvoir suivre leur évolution et les retrouver entre
les différentes sorties. La technique la plus simple est d’asso-
cier la valeur d’un entier que 1’on incrémente a chaque création
d'une nouvelle particule. Du fait de la parallélisation cette in-
crémentation demande des communications a chaque création
de particule. Pour minimiser les communications, la pratique
retenue consiste a former toutes les particules de tous les pro-
cessus, en leur assignant un identifiant caractéristique (eg -1) et
d’assigner les identifiants finaux dans un second temps. Une
fois les particules créées, chaque processus compte son nombre
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de nouvelles particules et le transmet aux autres, ce qui permet
d’allouer une plage d’identifiants par processus, et ainsi allouer
les identifiants finaux.

6.3 LA PHASE RADIATIVE
Modele de population stellaire

Une fois les étoiles formées, il est nécessaire de les faire rayon-
ner. Dans notre modele, une particule stellaire ne correspondra pas
a une étoile unique mais sera représentatif d'une population. Les
étoiles d'une population ayant des masses et des évolutions diffé-
rentes, I'émission résultante sera la somme des contributions indi-
viduelles. Pour déterminer quel est le lien entre age, masse et lumi-
nosité d’une particule stellaire on utilisera un modéle de population
stellaire. Il existe différent modeles dédiés a cette tache, on peut citer
entre autres :

— Starburstgg LEITHERER et al., 1999

— BruzuaL et CHARLOT, 2003

— FSPS Conroy, GUNN et WHITE, 2009

A partir d’informations caractéristiques d"une population stellaire,
comme sa masse totale, sa fonction de masse initiale ou Initial Mass
Function (IMF) (voir cection 6.3.2) ou sa métallicité, ces modeles re-
tournent un spectre d’émission en fonction du temps (cf Fig 6.1). Le
choix a été fait d’utiliser Starburstgg, car en plus des spectres, il re-
tourne plusieurs informations utiles au modele comme 'énergie et la
masse injectées par les supernovae (section 6.4.5). De plus Starburstgg
possede une interface web rendant son utilisation aisée.

A partir des spectres obtenus avec Starburstgg (cf section 6.3.1),
nous allons ne garder que la partie capable de ioniser I’hydrogene
(toutes les longueurs d’onde plus courte que 912A) :

+ inf

Eion(t) = J13 . Vh\/(t)d‘\/ (613)
.6e

En divisant I'énergie totale obtenue a partir de cette intégration
par I'énergie moyenne des photons obtenue a partir des spectres (cf
section 4.3.5), on obtient ’évolution du flux de photons ionisants, pré-
sentée sur la figure 6.2. Le profil obtenu présente un plateau d’émis-
sivité constante suivie d"une rapide décroissance. Ce profil peut étre
raisonnablement approximé par :

So, sit < tiife
S= So.t74, Sitrife <t < 100t ife (6.14)

0, si 100t ife < t
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FIGURE 6.1 — Spectre d’émission d’une population stellaire généré par Star-
burstgg. Ici avec les parametres : Mpop = 10°Mg, IMF de Sal-
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FIGURE 6.2 — Emissivité ionisante intégrée en fonction du temps pour une
population de Mpop = 10°Mg. La population présente deux
phases d’émissions, une phases constante suivie d"une rapide
décroissance.
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ol tiife est défini comme étant 1’age de la population au moment
du changement de régime. Par la suite nous utiliserons la valeur de
tiire = 3.7 Myrs. Etant donnée la rapide décroissance en luminosité,
les étoiles sont arbitrairement éteintes apres 100 - tyife.

Le flux obtenu correspond au flux d'une population de 10°Mg,
ces valeurs seront pondérées au prorata de la masse de la particule
stellaire : une particule de 10°M, émettra simplement 10 fois moins
de photons ionisants qu’une population de 10°M,.

Cette émissivité sera ensuite pondérée par fesc un parametre d’ef-
ficacité et S’ 1'énergie effectivement rayonnée dans la simulation ne
sera qu'une partie de S I'énergie totale disponible : S’ = fesc - S. Ce
parametre libre reflete I'impact d'une grande partie de la physique
sous-grille sur le rayonnement. En effet, nous ne résolvons pas cer-
tains processus, comme par exemple l’absorption par la poussiere,
qui va empécher le rayonnement de sortir de 1’environnement de la
population. Ce parameétre est analogue a une fraction d’échappement
intrinseque et ne doit pas étre confondu avec la fraction d’échap-
pement des galaxies que nous aborderons par la suite (voir section

7-3-4)-
Fonction de masse initiale

Un parametre central dans les modeles de populations stellaires
est I'IMF, qui exprime la probabilité A de former une étoile d’une
certaine masse m dans une population. Elle prend généralement la
forme d’une loi de puissance :

pouvant étre caractérisée par des valeurs de « différentes, parfois avec
plusieurs intervalles. Parmi les IMF plus connues il y a :

— SALPETER, 1955

— MILLER et ScALoO, 1979

— Kroura, 2001

— CHABRIER, 2003

Certains travaux (BRomM, 2013 ; C1ARDI, FERRARA et WHITE, 2003)
suggerent que lors de la réionisation, la proportion d’étoiles massives
était importante, j’ai donc utilisé par la suite une IMF Top-Heavy avec
les caractéristiques suivantes :

13 si0.1<m/Mg <0.5
x=1923 si05<m/Mg <1 (6.16)
1.6 sil<m/Mg <100

De plus, les premiers tests de calibrations, ont été réalisés avec une
IMF de Salpeter, il s’est avéré que la quantité de rayonnement ionisant
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était trop faible, méme en utilisant une fraction d’échappement de
100%. L'utilisation d"une IMF Top-Heavy a permis d’augmenter la pro-
portion d’étoiles massives et d’augmenter la quantité de rayonnement
ionisant disponible, permettant ainsi 1'utilisation d'une fesc < 1.

Quelques détails techniques

En pratique, il faudra calculer I'émissivité pour toutes les cellules
de la grille. Cette opération est simplifiée par 1'utilisation de la liste
chainée de particules (cf section 3.2.2.4). En effet, on passera en revue
toutes les cellules, et pour chaque cellule on passera en revue toutes
ses particules. On testera alors si une particule est une étoile (la liste
chainée contient également les particules de matiere noire), et si cette
étoile est dans un stade ou elle émet de 1'énergie ionisante. Si c’est
le cas, on calculera son émissivité et on injectera cette énergie sous
forme de source dans 1’équation 4.18.

6.4 LES SUPERNOVZAE

Les supernovae ont été introduites dans les simulations cosmolo-
giques pour réduire 'effondrement du gaz sur lui méme. Sans l'in-
troduction d’énergie dans le gaz par les supernovee, le gaz s’effondre
de maniere importante et cela méne a un taux de formation stellaire
trop important par rapport a ce qui est observé ainsi qu’a des tailles,
rotation et géométrie des disques galactiques non conformes. Ce pro-
bleme est connu sous le nom de "overcooling problem" (BENsON et al.,
2003 ; BLANCHARD, VALLS-GABAUD et MAMON, 1992)

Dans cette section faisant également référence a la publication pré-
sentée en annexe b, nous allons aborder la modélisation des super-
novee dans les simulations cosmologiques. Je présenterai deux des
modeles que j’ai implémentés, ainsi que les tests numériques qui vont
permettre de les valider.

La mort d'une étoile massive

A la fin de la vie d"une étoile, I’équilibre entre la gravité et la pres-
sion est rompu et 1’étoile s’effondre sur elle méme. Les étoiles de
plus de 8M, explosent alors en supernovae et injectent énormément
d’énergie dans le milieu, de 'ordre de 10°! erg par explosion.

Apres I'explosion d’une supernovae, il en résulte une onde de choc
qui va se propager dans le milieu environnant. L’évolution du front
d’onde a lieu en plusieurs phases (BLONDIN et al., 1998 ; CHEVALIER,
1974), on en distinguera principalement deux :

— Expansion adiabatique. Dans cette phase 1’énergie cinétique est

conservée, le choc est violent et le gaz n’a pas le temps de perdre
de I’énergie par rayonnement, le front d’onde est suffisamment
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rapide pour que la dissipation d’énergie par rayonnement soit
négligeable.

— Snowplow. Dans cette phase, le choc a suffisamment ralenti
pour que le gaz commence a dissiper de 1’énergie par rayon-
nement. Il se forme un bourrelet de compression dans lequel le
gaz est poussé, comme dans le cas d’un chasse neige. Les pertes
par rayonnement deviennent importantes et 'énergie cinétique
n’est plus conservée.

Dans les lieux de formation stellaire, les étoiles ne sont pas iso-
lées, mais apparaissent ensemble au sein d’'un méme nuage de gaz.
L’effondrement gravitationnel du nuage meéne a créer une génération
d’étoiles en un cours laps de temps. Toutes ces étoiles vont mourir
dans un court délai et les différentes supernovee vont injecter de
I'énergie dans le milieu en méme temps. Les différentes ondes de
chocs vont se cumuler et la résultante va mener a la création d’une
bulle de gaz chaud pouvant englober les galaxies. On appelle ces ré-
gions des superbubbles (voir eg KELLER et al., 2014 ; KiM, OSTRIKER
et RAILEANU, 2017; ToMIsAKA et IKEUCHI, 1986).

La fagon de gérer les supernovee sera donc fonction de 1’échelle que
I'on considére. Dans des simulations détaillées de galaxies, il sera né-
cessaire de résoudre la phase adiabatique des explosions d’étoiles
individuelles. Dans les simulations cosmologiques de la réionisation
qui nous intéressent ici, I'intérét sera plus porté sur la phase snow-
plow des superbubbles.

Mes Implémentations

Voyons a présent comment modéliser ces explosions. Je vais présen-
ter dans les prochaines sections deux modéles d’injection d’énergie
dans le gaz que j’ai implémenté dans EMMA.

Modele thermique

Le modele thermique consiste a injecter I'énergie de 1’explosion
sous forme d’énergie interne :

BV = E' 4 Egn, (6.17)

ou Egn, représente 1’énergie apportée par les supernovae.
En pratique le choix a été fait de travailler sur la pression, elle est
modifiée de la maniére suivante :

POt = PO~ L Egn - (Y — 1) (6.18)

ou vy l'indice adiabatique du gaz.
L'injection d’énergie va donc résulter en une augmentation de la
pression dans la cellule et le gaz sera mis en mouvement par conver-
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sion de I’énergie interne en énergie cinétique. L'avantage de cette mé-
thode est que l'injection ne nécessite la modification que d'une seule
cellule. Cependant elle est connue pour avoir de fortes pertes d’éner-
gie dans le cas ot le refroidissement est autorisé (NAVARRO et WHITE,

1993).
Modele cinétique

Le modéle cinétique a pour objectif de court-circuiter le conversion
entre énergie interne et énergie cinétique en modifiant directement
cette derniere. Il consiste a modifier directement la vitesse du gaz au-
tour de l’explosion. Il n’est plus possible ici de ne modifier qu'une
seule cellule, et plus le nombre de cellules dont la vitesse sera modi-
fiée autour de I'explosion sera important, meilleure en sera la sphéri-
cité de I'onde choc. Le choix a été fait de limiter le nombre de cellules
utilisées a 8 correspondant a 1 oct de la structure AMR d’EMMA (voir
figure 6.3). Ceci a deux conséquences. Premierement la recherche de
voisins est réduite a I’exploration de I'OCT parent de la cellule ou1 a
lieu I’explosion, le colit numérique est donc réduit a son strict mini-
mum (voir section 3.2.4). Deuxiémement, un OCT ne peut pas étre
divisé entre les domaines, ce qui assure que l’explosion a lieu au sein
d’un processus unique et permet d’éviter les communications.

En pratique 1’énergie de 1’explosion sera uniformément répartie sur
les 8 cellules de I'OCT, ainsi chaque cellule recevra :

esn = Esn/8. (6.19)

Cette énergie est utilisée pour changer la vitesse du gaz de chaque
cellule en utilisant :

Voas = pg-dV "’

. 2
A SN 3 (6.20)

ot dV est le volume des cellules recevant I'énergie et les vecteurs 1
sont les directions radiales au centre de 'OCT présentés sur la figure
6.3.

Retour de masse

Les deux modeles présentés ici ont la possibilité de retourner une
fraction de la masse de la particule dans le milieu environnant apres
I'explosion. La totalité de la masse éjectée sera retournée dans une
cellule dans le cas du modele thermique, ou uniformément distribuée
dans les 8 cellules de I'OCT dans le cas du modele cinétique. En
pratique la densité de la cellule sera modifiée :

M
0+ _ 0— SN
pr =p + av (6.21)
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FIGURE 6.3 — Avec le modeéle d’injection d’énergie cinétique I'explosion a lieu
au sein d’un OCT, et radialement au centre de celui-ci.

L’enrichissement en métaux n’est pas considéré actuellement, mais
fait partie des améliorations planifiées.

Explosion de Sedov

Dans le but de tester I'implémentation des différents modéles d’in-
jection d’énergie, je les ai soumis au test de Sedov. Ce test est utilisé
pour valider le cas d'une explosion idéale, possédant une solution
analytique. Il consiste a relacher instantanément une quantité d’éner-
gie Ep dans un milieu homogene d’indice adiabatique vy, de densité
po et de pression Py (ou de température Tp). Ce brusque changement
dans I’état du systeme crée une discontinuité que le solveur va devoir
gérer. SEDOV, 1959 a exprimé Ty le rayon de l’explosion en fonction
du temps :

1/5
Eo
T(t) = <(xp0> t2/5 (6.22)

Evolution temporelle

Ce premier test consiste a injecter 1’énergie dans le milieu a 1’aide
de la méthode d’injection thermique dans une seule cellule et a suivre
I"évolution du profil et de la position de 'onde de choc dans le temps.

La colonne de gauche de la figure 6.4 présente les profils radiaux
de densité, de pression et de vitesse radiale a trois instants différents,
comparés a la solution analytique. Le domaine est une grille réguliere
décomposée en 256> éléments de calcul ot1 le raffinement n’est pas au-
torisé. On observe un trés bon accord entre la simulation et la théorie,
I'implémentation de la méthode d’injection d’énergie thermique est
donc correcte et bien dimensionnée.
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Comparaison des modeles

Le test présenté ici consiste a vérifier la validité de différentes mé-
thodes d’injection, nous allons en comparer trois :

— l'injection thermique dans une cellule,

— l'injection thermique dans un cube de huit cellules,

— l'injection cinétique dans un cube de huit cellules.

Les trois simulations utilisent cette fois ci un espace discret de 1283
éléments, mais en autorisant le raffinement sur 3 niveaux. Dans le but
de concentrer le raffinement sur le front de I’'onde choc, le raffinement
est effectué sur le gradient de densité : une cellule est raffinée si son
gradient de densité est supérieur a un seuil donné (la valeur de ce
seuil est déterminée de maniere empirique).

La colonne de droite de la figure 6.4 présente les profils obtenus a
un instant donné pour les différentes méthodes d’injection d’énergie
et pour les différents champs. On observe que le front est bien situé a
la méme position indépendamment de la méthode et que les profils
sont globalement identiques excepté quelques différences au centre.

Méme si les profils radiaux moyens sont comparables, on observe
des différences sur la forme de I'explosion. La figure 6.5 présente une
coupe suivant l’axe z de la grille, contenant la cellule d’injection, pour
les trois méthodes. Ces différences sont dues a la grille et a la fagon
dont les flux sont calculés. Dans le cas de l'injection thermique, les
flux auront tendance a étre suivant les axes principaux de la grille,
donnant ce motif en forme de "+" bien particulier. Dans le cas de
l'injection cinétique, les vitesses sont forcées a étre dans des directions
obliques, a 45° par rapport aux axes de la grille, donnant cette fois-ci
une figure en forme de "x". Le panneau inférieur droit de la figure
6.5 présente le motif de raffinement obtenu pour le test d’injection
thermique sur une cellule. Le motif de raffinement est similaire pour
les trois simulations.

Calibration

La quantité d’énergie et de masse injectée est calibrée en utilisant
les informations en sortie de Starburstgg. Dans EMMA le modéle ac-
tuel ne considere pas la possibilité d"'une explosion continue, avec un
retour de masse ou d’énergie s’étalant dans le temps. L'injection est
réalisée instantanément quand la quantité d’énergie théorique don-
née par Starburtgg représente 50% de 1’énergie totale. La comparaison
entre les sorties de Starburstgg et le modele implémenté est présenté
sur la figure 6.6. Dans ce modele, une particule stellaire de masse
M = 10°Mg, injectera Esy = 9.7-10'"].kg™! et perdra 53% de sa
masse dans le milieu environnant, 17.6 millions d’années apres sa
formation. On notera l'injection de 1’énergie apportée par les super-
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FIGURE 6.4 — Profils radiaux des différentes variables d’états lors du test de
Sedov, . La densité en haut, la pression au milieu et la vitesse
radiale en bas. Colonne de gauche : Comparaison des profils a
différents instants avec la méthode d’injection thermique. L'ac-
cord avec la théorie est excellent. Colonne de droite : Compa-
raison en fonction des méthodes d’injections. La position et la
forme du front d’onde ne dépendent pas de la méthode d’in-

jection utilisée.
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(d)

FIGURE 6.5 — Différents motifs d’explosions en fonction de la méthode d’in-
jection. Chaque figure représente une tranche d’une cellule
d’épaisseur contenant le site d’injection. (a), (b) et (c) repré-
sentent le champ de densité prit au méme instant. Dans le
but d’accentuer les différences la représentation utilise le lo-
garithme de la densité avec une palette de couleur quantitative.
A cause de la grille de calcul, il existe des axes privilégiés pour
les flux, il en résulte des motifs en croix ou en losanges. La
figure (d) représente les niveaux de raffinements, 1’échelle est
différente et le niveau 10 est aligné sur le front d’onde.
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novae a lieu apres un temps environ quatre fois plus grand que le
temps de fin de vie radiatif (t1ife = 3.7Myr).

De plus on introduira le rendement énergétique des supernovae
€sN, ce parametre libre sera appliqué a Esn et sera utile pour calibrer
I'impact de nos modeles. A 'instar du parametre de fraction d’échap-
pement intrinseque du rayonnement (cf section 6.3) il contient une
grande partie de la physique sous-grille qui n’est pas modélisée ici,
comme la turbulence ou les champs magnétiques par exemple.

65 TESTS DU MODELE EN CONDITIONS DE PRODUCTION

L’objectif de cette section est de présenter quelques tests pour va-
lider le modele de formation et d’évolution stellaire développé dans
les sections précédentes. Dans un premier temps, j’ai réalisé une série
de simulations, avec pour objectif d’obtenir une SFH et un redshift de
réionisation simulé en accord raisonnable avec les contraintes obser-
vationnelles.

Présentation des simulations

L'idée est d’étudier une série de simulations de taille relativement
restreinte, servant d’échantillons, dans le but de mieux cerner 1'im-
pact du modele stellaire dans les grandes simulations de la réionisa-
tion de type CoDa. Ces échantillons ont la méme résolution spatiale
et massique que la simulation CoDa I - AMR (voir section 9.1), et
présentent 1’avantage de pouvoir étre exécutées en grand nombre et
d’étre bien plus manipulable.

Les parametres communs a toutes les simulations qui vont suivre
sont les suivants : elles représentent un volume de (8- h_1CMpC)3
échantillonné par 2563 éléments de résolution, ce qui mene a une ré-
solution en masse de 3.4 - 10°M, et une résolution spatiale de 46ckpc
sur le niveau de base. La grille est raffinée en suivant une méthode
semi-Lagrangienne (voir Sec. 3.2.3) avec une limite de résolution phy-
sique de 1 kpc, menant a I'ajout de 3 niveaux supplémentaires a
z = 6. Les conditions initiales ont été générées avec MUSIC (HaBN
et ABEL, 2011) avec une cosmologie de Planck (PLANCK COLLABORA-
TION, 2016) : Q= 0.3175, Q, = 0.6825, Oy, = 0.0490, Hp = 67.11,
og = 0.830. Les simulations commencent a redshift z = 150 et s’ar-
rétenta z = 5.

Test de formation stellaire

Une difficulté est qu’il existe une dégénérescence entre le seuil en
densité et l'efficacité de formation stellaire. En effet, il semble a priori
possible d’obtenir des résultats similaires en utilisant soit un seuil tres
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FIGURE 6.6 — Quantité d’énergie et de masse injectées par les supernovae.
Comparaison entre le modele théorique de Starburstgg et le
modele d’injection instantané implémenté dans EMMA.
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permissif et une efficacité tres faible, ou a I'inverse en ne formant des
étoiles que dans les quelques cellules les plus denses avec une effica-
cité élevée. Dans la littérature un seuil en surdensité de 6;,, = 50p est
régulierement utilisé dans des simulations avec des résolutions com-
parables a celles-ci (OcvVIrk et al., 2015; STINSON et al., 2006). L'uti-
lisation d’un tel seuil en surdensité permet de bloquer simplement
la formation stellaire a trés haut redshift o le contraste de densité
était faible. J’ai donc fixé ce seuil et ajusté 'efficacité en conséquence.
Une valeur de 1% a été retenue ici. La figure 6.7 présente 1’histoire
de formation stellaire dans un volume de (8- h*1chc)3 obtenue
aprés calibration. Les contraintes observationnelles sont extraites de
BOUWwENS et al., 2015. Le couplage entre l'efficacité de formation stel-
laire et le feedback de supernovae est important (voir section 6.5.4.3),
donc pour minimiser ces effets de couplage entre les générations suc-
cessives d’étoiles les supernovee ne sont pas considérées ici. Les pre-
mieres étoiles apparaissent autour du redshift z ~ 14, contraint par
le parametre de surdensité. On observe un saut dans la SFH autour
de redshift z = 10 d a I'enclenchement du dernier niveau de raffine-
ment.

Avec ces parametres, la SFH obtenue respecte les contraintes obser-
vationnelles. Cependant il faut garder a l'esprit que le volume phy-
sique représenté dans ces simulations est relativement modeste et que
la variance cosmique peut avoir un effet important sur la SFH. En ef-
fet, le volume étant restreint, une partie des halos massifs représen-
tant une part non négligeable du SFR total n’est pas présents dans ces
simulations. La réalisation de simulations représentant des volumes
plus grands et avec des parameétres identiques, mene a une augmen-
tation de la SFH globale. De plus, avec l'introduction des supernovae,
les effets de rétroactions peuvent étre importants rendant complexes
les calibrations. C’est pourquoi nous visons dans ces volumes a une
reproduction raisonnable des contraintes sans lui accorder non plus
une importance démesurée.

Test d’ionisation

Avec les parametres déterminés par Starburstgg et une fraction
d’échappement intrinseque de 40%, j'obtiens I'histoire de réionisa-
tion présentée sur la figure 6.8. Cette histoire est comparable aux
contraintes observationnelles déterminées par FAN et al., 2006. J'ai
également pu vérifier a ce stade que l'introduction du rayonnement
ionisant dans la simulation a peu d’impact sur la SFH cosmique. Ce
qui permet de calibrer d’abord la SFH puis ensuite 1’émissivité des
sources.
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FIGURE 6.8 — Evolution de la fraction d’ionisation (traits plein) et de la frac-

tion de neutre (tirets) dans la simulation présentée sur la figure
6.7. Apres calibration de la fraction d’échappement intrinseque,
il est possible d’obtenir une histoire d’ionisation en accord avec
les contraintes observationnelles.
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Influence de la masse des particules stellaires

Durant mes calibrations, il s’est avéré que le parameétre de résolu-
tion de la masse des particules stellaires mg¢qr avait une grande im-
portance dans 1’évolution de la fraction ionisée. Dans des simulations
hydrodynamiques dédiées a I’étude de la formation des galaxies mais
non spécialisées dans I'étude de 1'EoR, ce parametre n’a que peu d'im-
portance. Il a une faible influence sur la formation stellaire globale (cf
panneau de gauche de la figure 6.9). Dans le cas de simulations consi-
dérant les effets des sources ionisantes lors de 1’'EoR, ce parametre aura
également une influence sur la propagation du rayonnement. Méme
si ce parametre n’a pas d’impact sur le SFR global, le taux d’ionisation
moyen en est fortement dépendant (cf panneau de droite de la figure
6.9). Les particules stellaire massives menent a un taux d’ionisation
plus important. A l'inverse, plus la résolution stellaire est élevée, plus
le volume réionise tard. Il s’agit ici d'un effet numérique : pour les
plus petites particules stellaires le rayonnement se trouve piégé au
sein des cellules les plus denses en gaz. Pour les petites particules,
le rayonnement est dilué a la fois dans 1’espace et dans le temps,
alors que dans le cas d'une particule massive, une grosse quantité
de rayonnement est injectée a un instant donnég, la cellule est flashée
et le rayonnement peut s’échapper. La difficulté sera de trouver un
compromis entre :

— particules stellaires massives, permettant au rayonnement de
sortir facilement des cellules au détriment d"une mauvaise réso-
lution sur la formation stellaire

— et particules stellaires de faibles masses, générant une forma-
tion stellaire résolue méme dans les petits halos mais menant a
une réionisation plus difficile et une occupation mémoire plus
importante. De plus, si la masse devient trop faible, les parti-
cules ne sont plus statistiquement représentatives d"une popu-
lation. Dans les cas extrémes, il pourrait devenir nécessaire de
former des étoiles une par une en échantillonnant les masses
individuellement a partir d’une IMF.

Dans la suite de cette étude, les étoiles seront relativement massives

puisque m, ~ 7.7 - 10*M,.
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FIGURE 6.9 — En changeant le parametre de résolution en masse des parti-
cules stellaires, la SFH cosmique moyenne reste constante mais
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Tests du modele de supernovae

Influence de la méthode d’injection

Le premier test consiste a essayer les différents modéles de feed-
back avec la méme quantité d’énergie injectée, et & mesurer leurs im-
pacts respectifs sur la SFH cosmique. Toutes les simulations qui vont
suivre sont strictement identiques a 1’exception de la méthode d’in-
jection d’énergie. La figure 6.10 présente les résultats obtenus avec
quatre simulations. Parmi ces simulations, il y en a :

— une sans rayonnement ni supernovae (NoFEED),

— une sans supernovae (NoSN),

— une avec supernovae - modele thermique (Thermal),

— une avec supernovae - modele cinetique (Kinetic).

Alors que les deux méthodes présentent des résultats similaires
dans le cas idéal, la méthode d’injection cinétique a plus d’impact en
conditions cosmologiques. A redshift z = 6, la méthode d’injection
thermique diminue le SFR de moins d'un facteur 2 par rapport a la
simulation sans radiation ni supernovee, alors que la méthode ciné-
tique le diminue d’un facteur environ 3. Ceci est du a l'introduction
de la physique du refroidissement. La méthode thermique repose sur
le principe de conversion de 1’énergie interne en énergie cinétique,
et le refroidissement limite cette conversion en permettant d’impor-
tantes pertes par rayonnement. La méthode thermique est connue
(NAvVARRO et WHITE, 1993) pour subir d'importantes pertes d’énergie.
La méthode cinétique outre-passe cette conversion et met directement
le gaz en mouvement. Nous aurons donc tendance a préférer la mé-
thode cinétique par la suite, vu que celle ci est plus efficace pour
mettre le gaz en mouvement a nos échelles.

Influence de la quantité d’énergie injectée

Le deuxieme test consiste a utiliser la méthode cinétique et a varier
la quantité d’énergie injectée via le parametre esn. La figure 6.11 pré-
sente les résultats obtenus. On y observe que plus on injecte d’énergie,
plus le SFR instantané diminue. Ce qui est le comportement attendu
puisque plus les supernovae sont puissantes, plus les sur-densités de
gaz sont "cassées", et donc il devient plus difficile de former de nou-
velles étoiles.

Couplage entre feedback et efficacité de formation stellaire

Le couplage entre feedback et formation stellaire n’est pas clair
et mérite d’étre exploré. En effet, plus on forme d’étoiles et plus le
feedback devient important, mais plus il y a de feedback, moins il est
facile de former de nouvelles étoiles.

Le troisiéme test consiste a injecter une quantité donnée d’éner-
gie par supernovae, et a faire varier 1'efficacité de formation stellaire.
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FIGURE 6.10 — SFH cosmique en fonction de la méthode d’injection d’éner-
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FIGURE 6.11 — SFH cosmique en fonction de la quantité d’énergie injectée.
Plus la quantité d’énergie injectée est importante, plus le taux
de formation stellaire diminue.
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FIGURE 6.12 — SFH cosmique en fonction de l'efficacité de formation stellaire.
(SFos5 : esy = 0.5%) Toutes les simulations utilisent la méme
méthode d’injection et la méme quantité d’énergie. L'effet de
rétro-action augmente avec le taux de formation stellaire.

L’idée est de tester si la diminution du SFR observée lors de 1'injection
d’énergie peut étre compensée par 'augmentation de l'efficacité de
formation stellaire. La figure 6.12 présente ce test pour trois effica-
cités de formation stellaire différentes, avec un modele de feedback
cinétique et un rendement énergétique de supernovae de esn = 100
%. On observe un fort couplage entre feedback et formation stellaire,
a tel point que pour une efficacité de formation stellaire de 10% le
feedback méne a une SFH décroissante. A feedback donné et pour le
volume considéré il n’est donc pas possible de remonter arbitraire-
ment le SFR en augmentant l'efficacité de formation stellaire, ce qui
limite la dégénérescence entre ces deux parametres.



INFLUENCE DE LA RETRO-ACTION STELLAIRE
SUR LES PROPRIETES DES GALAXIES DANS LES
SIMULATIONS DE LA REIONISATION

Une observation importante par rapport aux tests de la section 6.5.4
est qu'indépendamment de la méthode d’injection d’énergie 1"histoire
d’ionisation reste quasiment inchangée (cf figure 7.1) alors que le SFR
est significativement impacté. Un effet similaire est observé en faisant
varier la quantité d’énergie injectée par les supernovae. Cet effet est
inattendu car si la quantité d’étoiles diminue, la quantité de rayonne-
ment diminue d’autant, et donc la fonction d’ionisation globale de-
vrait étre impactée. Dans le but d’explorer cet effet, nous allons nous
concentrer dans cette section sur une étude galaxie par galaxie.

Cette partie fait également référence a la publication présentée en
annexe b et a pour objectif de présenter les méthodes de détection des
galaxies, pour pouvoir ensuite mener une série d’études statistiques.
Nous analyserons différentes propriétés des galaxies en fonction de
la masse de leur halo hote et nous nous intéresserons a des proprié-
tés telle que la fraction de masse baryonique, le taux de formation
stellaire, le taux d’éjection de matiére en fonction des supernovee, ou
encore la fraction d’échappement du rayonnement.

7.1 ASSOCIATION HALOS - GALAXIES

Avant de pouvoir analyser les galaxies au sein d'une simulation,
il est nécessaire de les détecter. Les galaxies étant situées au sein de
halos de matiere noire (cf sections 1.4 et 2.2), on détectera les halos
dans un premier temps, puis on y associera ensuite la composante
baryonique représentant les galaxies.

Pour la détection des halos, j'ai principalement utilisé 1’algorithme
Friend Of Friend (FOF) et plus particulierement pFOF une de ses im-
plémentations paralléle (Roy, BourLLOT et RASERA, 2014) rendue com-
patible avec le format de données d’'EMMA. pFOF lie les particules
regroupées en surdensité, en cherchant de proche en proche les par-
ticules a une distance inférieure a une taille de lien caractéristique.
Il retourne ensuite une liste de groupes de particules et une liste
de positions déterminées par le centre de masse des particules de
chaque halo. J’ai utilisé un parametre de taille de lien caractéristique
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en changeant la méthode d’injection d’énergie par les superno-
vae.



7.1 ASSOCIATION HALOS - GALAXIES

de valeur standard 0.2 fois la distante inter-particulaire moyenne et
un nombre de particules minimum de 10 menant a la détection d’en-
viron 20000 halos par simulation.

Association dans le Roo

La facon la plus directe pour déterminer 1'étendue spatiale d'un
halo consiste a utiliser I'approximation du Rzpo (NAVARRO, FRENK et
WHITE, 1997). Elle consiste a considérer, autour du centre de masse,
une sphere aillant une densité moyenne de 200 fois la densité moyenne
de 'univers p. Le Rypp est défini comme :

(3 Meor )’
R200 = <47r 3000 ) (7.1)

Nous avons a ce stade une position et une étendue pour chaque
halo. On cherchera ensuite a y associer les baryons formant les ga-
laxies. Pour se faire jai utilisé un KD-tree, un arbre permettant d’ef-
fectuer des recherches spatiales de maniere optimisées. A 'aide d’un
arbre généré sur les étoiles, jai associé a chaque halo toutes les étoiles
a une distance inférieure a son Rypo autour de son centre de masse.
Comme il est également intéressant d’obtenir des informations sur les
champs physique contenus dans la grille AMR, il sera possible d utili-
ser un KD-tree sur la grille pour déterminer quelles sont les cellules
qui se trouvent dans le Rypo du halo. Il suffit pour cela de générer un
arbre sur les centres des cellules.A ce stade nous avons donc la possi-
bilité de connaitre pour chaque halo toutes les grandeurs physiques
comprises dans son Rzgo.

Le probleme de la forme des halos

Il arrive que FOF ait certaines difficultés a séparer les différentes
sous-parties d'une méme surdensité. Par exemple, la figure 7.2 illustre
particulierement bien ce probléme. Plusieurs halos sont en interac-
tion a une distance inférieure a la longueur de lien et FOF les détecte
comme un halo unique. Dans ce cas, le halo détecté est loin d’étre
sphérique, et I'approximation du Rzo¢ n’est pas valide.

Dans le but d’améliorer ces problemes d’association avec la grille
dans les halos fortement asphériques, j'ai développé une méthode
consistant a rechercher toutes les cellules contenant au moins une
particule du halo.

La figure 7.3 présente la comparaisons entre la détection des cel-
lules par Rypo et la méthode fine, pour le halo de la figure 7.2. La
méthode fine associe la grille de maniére bien plus précise que la mé-
thode R¢p. Cette méthode est évidemment bien plus longue qu’'une
simple recherche dans la sphere, et ne sera appliquée qu’aux halos
les plus asphériques, ces derniers étant généralement les plus mas-
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0.79

FIGURE 7.2 — La détection des halos par FOF peux étre difficile a haut redshift
car les structures peuvent étre en interaction. Les points bleus
représentent les particules de matiére noire du halo détecté et
le cercle le Ry associé.

sifs, puisque c’est ’association de plusieurs sur-densités qui méne a
une forte dissymétrie.

Pour les petits halos, peu résolus, la taille des cellules peut étre
grandes par rapport au Rzpo. Pour minimiser I'erreur commise, il
est nécessaire d’estimer l'intersection entre le cube de la cellule et
la sphere du halo. J'ai résolu ce probleme géométrique en projetant
la grille AMR sur une grille réguliére de résolution arbitraire. Cette
méthode permettra d’associer des sous-parties de cellules aux halos
en approximant l'intersection avec la cellule et améliorera la precision
globale de l'association (cf figure 7.4).
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(a) R200 (b) fine

F1GURE 7.3 — Cellules associées au halo présenté sur la figure 7.2 dans le cas
de I’estimation du Rzpo a gauche et dans le cas de la méthode
"fine" a droite. Ce halo étant fortement asphérique 1’approxima-
tion du Ry¢ est peu représentative. La méthode "fine" respecte
mieux les contours et améliore significativement 1’association
halo-grille.
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FIGURE 7.4 — Les plus petits halos peuvent avoir des tailles comparables aux
cellules. Il est nécessaire d’estimer I'intersection cube/sphere.
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7.2 ETUDE DE LA COMPOSITION DES HALOS EN FONCTION DU
FEEDBACK DE SUPERNOVAE

A ce stade, nous avons défini la position et la taille de tous les
halos et défini les galaxies par association. Nous pouvons étudier I'in-
fluence du feedback de supernovae sur différentes caractéristiques
des galaxies. Les simulations analysées ici sont celles de la section

6.5.4.1.
Approche visuelle

Et premiere approche du probléme, j’ai réalisé des cartes de champs,
et simplement comparé visuellement la forme de quelques halos entre
les simulations. La figure 7.5 présente le halo le plus massif (M =~
10""M) extrait des trois simulations avec rayonnement (cf section
6.4.2). On y observe que le modele cinétique est capable de générer
des bulles de gaz chaud significativement plus grandes que dans le
cas du modele thermique. De plus on observe dans le champ de den-
sité des coquilles dues aux vents générés, autour du halo central dans
le cas du modele cinétique.

Les fonctions de masse

Sur la figure 7.6 sont présentées les fonction de masse des halos ou
HMF, représentées ici en cumulative (n>M) et comparées a un modele
analytique (SHETH et TORMEN, 1999). On observe un léger décrochage
de la HMF pour les plus petits halos ( M < qq108My), ce décrochage
est attendu et apparait pour les halos résolus avec moins de 100 par-
ticules. Du coté des hautes masses, la HMF devient bruitée a partir
de M ~ 10'°M,, du fait de la taille restreinte des simulations analy-
sées (8-h~! chc)S. On notera que la HMF n’est pas impactée par le
feedback de supernovae dans nos modeles.

La formation stellaire en fonction de la masse du halo

Connaissant a un instant donné les étoiles appartenant a chaque
halo, il est possible de connaitre leurs ages, et donc de déterminer
I'histoire de formation stellaire de tous les halos. Nous nous inté-
ressons ici au SFR a redshift z = 6. Comme il n’est pas possible de
déterminer un taux instantané, le calcul sera réalisé sur les étoiles
apparues dans une période de 10 Myrs. Le SFR d'un halo est défini
comme :

> M, (r < RBgIO;t < 10Myr)
10Myr

SFRIg = : (7.2)
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FIGURE 7.5 — Influence du modele de supernovee sur la distribution de den-
sité et de température d’un halo. Le cercle représente le R;p0.
Le modele cinétique permet la création de vents formant des
coquilles autour du halo, et la région chaude est bien plus large
que dans le cas du modele thermique.
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FIGURE 7.6 — Fonction de masse des halos (HMF) a z = 6 pour différents types
de feedback de supernovae. Le feedback n’a pas d’influence
directe sur la function de masse des halos

La formation stellaire peut étre analysée de deux fagcons. Dans un cas
I’objectif est de déterminer la SFR moyenne d"un halo en fonction de
sa masse, dans l'autre on cherche a mesurer la contribution d’une
classe de masse donnée a la SFR globale. Le lien entre les deux n’est
autre que la HMF présentée a la section 7.2.2. Les résultats obtenus
sont présentés sur la figure 7.7. On observe que pour le feedback
cinétique, le SFR moyen est réduit pour les halos les plus lourds. Sur
les courbes de SFR cumulé par classe de masse, on observe que les
halos de masses M ~ 10'°M, contribuent le plus a la formation
stellaire dans ces simulations. On remarquera également que la chute
de SFR n’est pas franche aux grandes masses, et indique un probléme
de non convergence dans la taille des simulations. Si la HMF couvrait
une gamme de masses plus large, elle chuterait assez rapidement
pour couper le SFR cumulé des halos les plus massifs. Ces simulations
présentent donc un manque au niveau des sources de photons les
plus intenses.

La fraction baryonique

La fraction baryonique est une grandeur essentielle pour caracté-
riser un halo. En effet, les baryons sont responsable de la formation
stellaire, et donc de I'apparition des sources de rayonnement. De plus,
le rayonnement n’interagit qu’avec les baryons : plus un halo aura de
baryons, plus le rayonnement aura de difficultés a s’en échapper. La
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fraction baryonique est définie comme étant le rapport de la masse
de baryon contenue dans un halo sur la masse totale de ce halo :

o M*+Mgas
MDM + M, + Mgas

fy (7:3)
La figure 7.8 présente les résultats obtenus en unités de fraction ba-
ryonique universelle : Uy = Qp/Q =~ 0,15. L'association fine est
utilisée. Sans feedback, les halos les plus massifs ont une fraction ba-
ryonique qui tend vers la fraction baryonique universelle. On observe
une décroissance de la fraction baryonique avec le feedback. Cette
décroissance est particulierement marquée pour les halos les plus
massifs avec le feedback cinétique. Comme nous avons vu (section
7.2.2) que la HMF n’est pas impactée par le feedback, la diminution
de la fraction baryonique observée ici est en fait une diminution de
la quantité de baryons dans les halos. Les baryons sont expulsés hors
des halos par le feedback, ce qui conduit a un SFR réduit.
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7.3 ETUDE DES HALOS A LEUR RAYON DU VIRIEL

Nous venons d’observer que le feedback de supernovae a un im-
pact sur la composition interne des halos et nous avons interprété
ce changement par une expulsion du gaz en dehors des halos. Nous
cherchons ici a quantifier les flux entrants et sortants des halos en
fonction de leurs masses. Je présenterai la méthodologie utilisée pour
la détection des flux, ainsi que les résultats obtenus pour les flux hy-
drodynamiques. Dans le but de comprendre pourquoi I'histoire d’io-
nisation n’est pas impactée par le feedback, une étude similaire sera
réalisée sur les flux radiatifs.

Healpix

Nous cherchons a déterminer les flux a la surface des halos. Par
souci de simplicité, nous utiliserons I’approximation du Rzg¢. Il faut
donc discrétiser la sphere de rayon R0 autour de chaque halo. Cette
discrétisation sera réalisée grace a Healpix (GORsk1 et al., 2005), un
outil qui permet de répartir des points de maniere réguliére sur la
sphere (c.f. figure 7.9). Par la suite, toutes les surfaces des halos seront
discrétisées en utilisant 3072 points Healpix. Il est probable, pour les
halos les plus petits, qu'une cellule puisse étre associée a plusieurs
points Healpix. Comme la surface associée a chaque point Healpix
est la méme, la pondération nécessaire pour la gestion des flux se fait
automatiquement. Une fois la sphere générée, elle sera centrée sur la
position du halo et redimensionnée de telle maniere a ce que sa taille
corresponde au Rzpo du halo en question. Puis, pour chaque point
de la sphere Healpix, on effectuera une recherche de plus proche voi-
sin a l'aide d’'un KD-tree généré sur les centres des cellules, pour
déterminer avec quelle cellule 1’associer. Nous avons donc acces aux
cellules correspondant a la surface du halo. Lors d’une analyse vecto-
rielle (I'étude des flux par exemple) les vecteurs seront projetés sur la
normale a la surface.

La vitesse du gaz au Ryoo

Dans le but de mettre en évidence l'efficacité des supernovee a ex-
pulser le gaz des halos, j’ai quantifié la vitesse moyenne du gaz a la
surface des halos, au niveau de leur Rypo. Pour chaque halos, la vi-
tesse moyenne des 3072 vitesses radiales obtenues est calculée. Par
convention, la normale a la sphere pointe vers 1'extérieur, les vitesses
positives sont donc sortantes. Si la vitesse moyenne est positive, le
halo perd de la matiere baryonique, et sinon il en accréte. Les figures
7.10 et 7.11 représentent les résultats obtenus pour les quatre simula-
tions de comparaison.

Dans le cas limite, la matiére chute sur le halo a la vitesse de chute
libre. A l'inverse, si de la matiere est expulsée plus rapidement que
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FIGURE 7.9 — Exemple de sphere HealPix. Toutes les cellules sont uniformé-
ment réparties et de surfaces identiques.

cette vitesse limite, elle n’est plus gravitationnellement liée au halo.
Cette vitesse limite est représentée en tirets sur les figures et s’ex-
prime :

2GM(r <R
Viim = i\/ (Rzoo 200) (7.4)

En absence de feedback, la quasi totalité des halos se trouvent sur
cette relation limite. De part la nature collisionnelle des baryons, cette
vitesse est une limite supérieure, le gaz accrété étant ralenti par le gaz
initialement présent au sein du halo. Avec l'introduction du rayonne-
ment (figure 7.10), il y a apparition d'une population de halos de
faibles masses (M < qq108M) avec des vitesses moyennes positives.
Le rayonnement est en mesure de générer des flux sortant, et donc
de diminuer la fraction baryonique de cette classe de masse. Cette
population ne possede pas d’étoile, ce qui suggere un effet provenant
de l'extérieur des halos, en cohérence avec un photo-chauffage par le
rayonnement de halos massifs environnants. La vitesse d’expulsion
moyenne est significativement plus faible que la vitesse d’échappe-
ment (1 ou 2 ordres de grandeurs), le gaz est donc encore gravita-
tionnellement lié aux halos et doit "retomber" sur ceux-ci. Ces flux
sortants observés peuvent expliquer la coupure de formation stellaire
par le rayonnement pour les halos de moins 10°M, observée dans
des précédents travaux (eg OcVIRK et al., 2015).

De plus dans la partie accrétante du diagramme on observe que
la vitesse limite est globalement plus faible (la population s’est 1é-
gérement écartée de la ligne limite). Le photo-chauffage va limiter
I'accrétion par effet thermique, le gaz au centre étant chauffé, la pres-
sion augmente et il oppose plus de résistance a 1’effondrement des
couches externes.

Avec l'introduction des supernovae (figure 7.11), il y a apparition
d’une nouvelle population dans la partie haute du diagramme. Cette
population possede des étoiles ce qui suggere un effet provenant de
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FIGURE 7.10 — Vitesse moyenne du gaz au Rygp en fonction de la masse du

halo. Les tirets représentent la vitesse de chute libre (cas né-
gatif) et d’échappement (cas positif). L'introduction du rayon-
nement fait apparaitre des flux sortants aux petites masses.
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FIGURE 7.11 — Vitesse moyenne du gaz au Rypo en fonction de la masse du
halo. Les tirets représentent la vitesse de chute libre (cas né-
gatif) et d’échappement (cas positif). L'introduction des super-
nove génere des flux sortants dans une population de halos
avec des étoiles veilles (ayant explosées en supernovae). Le
feedback cinétique est capable de générer des flux sortants
pour des halos plus massifs que dans le cas du feedback ther-
mique.



7.3 ETUDE DES HALOS A LEUR RAYON DU VIRIEL

I'intérieur. On observe que les halos possédant des vitesses positives
peuvent avoir des masses plus élevées que dans le cas du simple
feedback radiatif. De plus, le feedback cinétique permet de générer
des flux sortants sur des halos plus massifs que dans le cas du feed-
back thermique. Les vitesses moyennes sont proches de la vitesse
d’échappement mais elles restent en quasi intégralité sous cette li-
mite. Dans ces modeles de feedback, le gaz est expulsé des halos
mais toujours gravitationnellement lié a eux. On mesure également
une forte augmentation du bruit dans la population de halos avec
des vitesse moyennes négatives : 1'introduction d’énergie par les su-
pernovae induit un brassage du gaz environnant les halos qui limite
I'effondrement du gaz sur ceux-ci.

Le flux radiatif au Ryo0

Dans le but de mieux cerner comment une production de photons
différente peut mener a une réionisation identique, I'objectif est ici
d’étudier la quantité de rayonnement sortant des halos, au niveau de
leur R;p0. Cette étude va permettre déterminer si cette mesure est due
a un effet interne ou externe aux halos. Comme dans ces simulations
la lumiere est décrite comme un fluide (cf section section 4.3), un tra-
vail identique a celui de la section précédente peux étre réalisé sur les
flux radiatifs. La figure 7.12 présente les résultats obtenus. On observe
que seuls les halos avec des étoiles jeunes ont un flux radiatif sortant,
que tous les halos de M > 2-10M, ont un flux radiatif sortant et
que le flux est d’autant plus important que ceux-ci sont massifs. Il
n’y a pas de différences notables, dans la fagon dont le rayonnement
s’échappe des halos, entre les différents types de feedback. Cette ob-
servation est en accord avec les mesures réalisées plus tot, nous avons
vu que 'évolution de la fraction ionisée ne dépend pas de méthode
d’injection d’énergie malgré une importante variation du SFR. Nous
observons ici que la quantité de photons s’échappant des halos ne
dépend pas de la méthode d’injection. Le nombre de photons utiles a
l'ionisation de I'IGM étant peu variable, cela explique pourquoi 1’évo-
lution de la fraction d’ionisée n’est pas impactée. Il doit donc y avoir
un effet opérant entre les régions de formation stellaire internes aux
halos et leurs Rypp qui fait évoluer la fraction d’échappement des
photons.

Les tirets représentent la masse d’un halo ayant un R0 de taille
équivalente a la résolution radiative. En effet le transport des pho-
tons étant réalisé sur la grille de base (voir section 4.5.2) la résolu-
tion est plus faible que pour ’hydrodynamique. Il a déja été observé
qu’une partie des halos de moins de quelques 10° M, voyaient leurs
SFR impactés par le rayonnement. Malheureusement, cette limite en
résolution correspond aussi a la taille limite des halos présentant un
flux net entrant. Des simulations a plus hautes résolutions sont néces-
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saires pour déterminer si la limite en flux entrant n’est pas due a un
effet de résolution. Cependant, tous les halos ayant des étoiles jeunes,
méme en dessous de cette limite, ont un flux sortant (points bleus
foncés), et il existe une certaine continuité dans distribution de la po-
pulation au passage de la limite de résolution (la pente est conservée).
Ces effets sont donc malgré tout en faveur d’une résolution radiative
suffisante.

Budget de photons

Connaissant les flux radiatifs des halos, il est possible de déter-
miner la répartition du budget de photons en fonction de la masse
des halos. L'objectif est de déterminer quels sont les halos qui contri-
buent le plus a ioniser effectivement I'IGM dans les simulations. La
figure 7.13 présente les résultats obtenus en faisant la somme des flux
sortants de tous les halos d"une certaine classe de masses. Seuls les
flux sortants sont considérés, la calcul est réalisé sur les 3072 points
Healpix de tous les halos et non sur les moyennes globales calculées
en section 7.3.2). Nous faisons ici la méme constatation que précé-
demment, le budget de photons n’est globalement pas impacté par
les supernovee dans nos modeles. Dans ces simulations, se sont les
halos de masses autour de 10'°M, qui contribuent le plus au budget
de photons global. Il est intéressant de remarquer que a ce redshift
(z = 6), cette gamme de masses de halos est représentative des ga-
laxies de type Voie Lactée.

Comme il a été mentionné dans la section 7.2.3, cette gamme de
masse de halos est a la limite d’étre convergé du fait de la taille res-
treinte des simulations considérées ici. La décroissance observée dans
le budget de photons pour ces masses est relativement faible et lors de
la convergence une chute d’émissivité plus brutale est normalement
attendue. Il est probable que dans des simulations plus grandes, dis-
posant de halos plus massifs, le maximum du budget de photons soit
décalé vers des masses plus importantes.

Fraction d’échappement

En comparant la quantité de photons produite au sein du halo au
flux de rayonnement sortant, il est possible de quantifier une gran-
deur centrale dans l'étude de la réionisation : la fraction d’échappe-
ment des photons fesc. La fraction d’échappement fait le lien entre
ce qu’il est possible d’observer et la physique interne au halo. Nous
avons vu que le taux de formation stellaire et donc le taux de pro-
duction de photons, dépend du modele de supernovae (vois section
7.2.3). Mais nous avons vu que le flux de rayonnement sortant, lui
ne dépend pas du modele de supernovae. La fraction d’échappement
doit donc varier pour expliquer ce phénomene. Les fes. obtenues



7.3 ETUDE DES HALOS A LEUR RAYON DU VIRIEL 121

10°°
10%
100
10310
1032

103
103

102°L
1028 L
1077 L
1026
1027 E
1028 F
1029F

Radiative outflow [W]

5871 positives values ]
983 with stars ]
322 with young stars 7

10473 negatives values |
1016 with stars
9 with young stars

Radiative inflow [W]

Halo Mass [M.]
10%° T

108 L

103
103

‘ Thermal:

1032
103 |
100
1020 ,'.
1028

Radiative outflow [W]

5114 positives values ]
- 852 with stars 1

10961 negatives values }
1089 with stars
4 with young stars

Radiative inflow [W]

1033 ala N
103 E :
103 F 1 E
103 :

Halo Mass [M.]

10°° T T T T
105} Kinetic : t .
1034 L

1033
1032

103!
1030

3
102° [

Radiative outflow [W]

4821 positives values j
848 with stars E
« 286 with young stars 7

1028
1027
10%

1027
1028

11329 negatives values 3
1147 with stars
1 with young stars

102°

Radiative inflow [W]

103

10° 10° 1o 10t
Halo Mass [M.]
FIGURE 7.12 — Flux de photons total au R, en fonction de la masse du halo.
Les halos les plus massifs ont un flux de photons sortant. Une
partie des halos les moins massifs ont un flux entrant.
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FIGURE 7.13 — Budget de photons en fonction de la masse du halo et du
modele de supernovae. Ce sont les halos de masses autour de
10'°M qui contribuent le plus au budget de photons global.
Les tirets représentent la résolution radiative.

sont présentées sur la figure 7.14. Pour compenser le décalage entre
le moment d’émission des photons et le moment de leur passage au
R200. Les émissivités sont corrigées du temps nécessaire au parcours
des photons entre le centre du halo et son Ryp0 (KiMM et al., 2017).

fesc = & (75)
SCED

Pour les halos en dessous de la limite en résolution radiative (cf sec-

tion 7.3.2) l'interprétation est difficile, mais il semble que la fesc ne

dépende pas du modele de supernovae.

On mesure une nette augmentation de la fraction d’échappement
pour les halos massifs, lors de I'introduction de supernovee cinétiques.
En effet, comme le flux radiatif sortant des halos ne semble pas im-
pacté par le feedback (cf section 7.3.2) mais que la production interne
est significativement réduite (cf sectiony.2.3), le fraction d’échappe-
ment ne peut qu'augmenter. Cette augmentation de fesc menant a
une histoire d’ionisation similaire malgré le changement significatif
des taux de formation stellaire internes aux halos.

7.4 CONCLUSIONS

Pour étudier la réionisation, un compromis entre la résolution et
le volume des simulations doit étre fait. Dans 1'objectif de calibrer et
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d’anticiper les résultats des grandes simulations de I'EoR, il est néces-
saire de travailler sur des simulations plus petites permettant d’effec-
tuer de nombreux tests irréalisables sinon. Or nous avons vu ici que
les petits volumes simulés ont une dynamique de densités restreinte.
Non seulement les grandes régions sous-denses ne sont pas suffisam-
ment représentées, empéchant l'ionisation de se propager rapidement
dans de larges volumes, mais les régions sur-denses le sont également
menant a une limitation de la gamme de sources trés lumineuses. De
plus ces halos massifs ont un fort impact sur la SFH comique et sont
sensibles au feedback de supernovae. Ces deux effets font qu’il est
difficile de calibrer les grandes simulations avec des petits volumes
réalisés en amont.

De plus, la résolution radiative de ces simulations est limitée et 1'in-
terprétation des mesures réalisées sur le budget de photon des plus
petits halos (M < 10°Me) pour lesquels un changement de compor-
tement dans la formation stellaire est attendu (voir eg BARKANA et
LoEB, 2001) peut étre hasardeuse.

La résolution des grandes simulations actuelles n’est pas suffisante
et il me semble nécessaire d’augmenter la résolution en masse ainsi
que la résolution radiative de un voir deux ordres de grandeurs, pour
résoudre la physique des halos jusqu’a des masses de 'ordre de M ~
108M, et ainsi étudier ce changement de régime de maniere plus
assurée, tout en gardant un volume simulé suffisamment grand de

I'ordre de (100 h~'cMpc)®.
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Quatrieme partie

ETUDE DE LA PROPAGATION DE

L’IONISATION DANS LES SIMULATIONS A
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REIONISATION

Cette partie est liée a la publication présentée en annexe c.

"Influence of reduced light speed approximation on reionization
fronts speed in cosmological RHD simulation”

Nicolas Deparis, Dominique Aubert et Pierre Ocvirk. En
préparation.

Ainsi qu’a la publication présentée en annexed.

"Relating the reionization time of galaxies to their present halo
masses”

Dominique Aubert, Nicolas Deparis, Pierre Ocvirk et al.
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INFLUENCE DE L’APPROXIMATION DE LA
VITESSE DE LA LUMIERE REDUITE SUR LA
PROPAGATION DE L'IONISATION

Nous avons abordé dans la partie précédente une étude centrée sur
les halos, représentatifs des régions de hautes densités. Nous nous
intéressons dans cette section a un aspect complémentaire, 1’état d’io-
nisation de 1'IGM qui lui est représentatif de la plus grande partie du
volume.

Cette section fait référence au travail en cours présenté en annexec,
et on cherche ici a étudier I'évolution de la fraction ionisée en analy-
sant I’évolution des bulles ionisées. Cette étude se base sur les cartes
de redshifts de réionisation, un outil qui permet de condenser en un
seul champ, toute 'histoire d’ionisation d’une simulation. A partir
de cet outil, il est possible de quantifier la vitesse a laquelle les fronts
d’ionisation se propagent dans I'IGM.

Je présenterai comment j’ai implémenté le calcul des cartes de red-
shifts de réionisation a la volée dans EMMA ainsi qu'une méthode de
calcul de la vitesse des fronts d’ionisation. Cette méthode sera ensuite
appliquée a une série de simulations avec différentes approximations
de la vitesse de la lumiére réduite ou RSLA (voir section 4.3.4) et jai
cherché a explorer I'impact de la RSLA, sur la propagation de 1'ioni-
sation dans les simulations. La RSLA permettant d’obtenir des gains
substantiels au niveau du cotit de calcul du transfert du rayonnement
(AUBERT et TEYSSIER, 2008 ; GNEDIN et ABEL, 2001; ROSDAHL et al.,
2013), il est essentiel de quantifier dans quelle mesure cette approxi-
mation est valide.

8.1 CALCUL DES CARTES DE REDSHIFTS DE REIONISATION

Les cartes de redshifts de réionisation ont été introduites par TRAC,
CEN et LOEB, 2008 et sont des outils contenant une l'information du
déroulement de la réionisation d’une maniere extrémement compacte.
Nous allons voir dans cette section comment elles sont calculées.

En premiere approximation, il est possible de considérer 1’état d’io-
nisation comme binaire. La fraction ionisée évoluant tres rapidement
en présence de rayonnement, I'IGM est soit presque exclusivement
neutre soit presque exclusivement ionisé (voir figure 8.1). Ceci est dii
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FIGURE 8.1 — Exemple de carte de fraction d’ionisation a z = 10. En premiere
approximation, I'état d’ionisation est binaire, ionisé autour des
sources et neutre loin de celles ci.

au fait qu’a nos résolutions les gradients d’ionisation au niveau des
fronts sont faiblement résolus voir ne le sont pas du tout. En gardant
I'information du passage entre ces deux états, il est possible de créer
une carte, en 3 dimensions, contenant l'information de toute 1'his-
toire d’ionisation de 1'IGM. L'instant a conserver sera défini comme
I'instant du passage de la fraction d’ionisation de la cellule par un
seuil. Le passage d"un état a l’autre étant rapide, la valeur de ce seuil
a un impact réduit sur l'instant déterminé. Cette valeur de seuil sera
définie par la suite a 50%, valeur réguliérement utilisée dans la li-
térature (CHARDIN, AUBERT et OCVIRK, 2012 ; FRIEDRICH et al., 2011;
IL1EV et al.,, 2006b). Il s’avére également que c’est le taux d’ionisation
considéré dans les études du CMB pour déterminer le redshift de ré-
ionisation de I'Univers (PLANCK COLLABORATION, 2016).



8.1 CALCUL DES CARTES DE REDSHIFTS DE REIONISATION

Quelques détails techniques

Comme certaines des cellules les plus denses peuvent recombiner,
il existe deux facons de définir un redshift de réionisation : il est
possible de considérer soit la premieére, soit la derniére ionisation.

— Dans le cas de la premiere ionisation, la valeur ne devra étre

mise a jour qu'une seule fois au moment du passage du seuil.
Pour ce faire, toutes les cellules seront initialisées a une valeur
caractéristique (eg -1). La mise a jour ne se fera donc qu’a la
condition que la fraction d’ionisation soit supérieure au seuil et
que la valeur actuelle du redshift d’ionisation soit -1. Ainsi la
valeur ne sera pas remise a jour a chaque pas de temps ot la
cellule sera ionisée.

— Dans le cas de la derniére ionisation, la valeur du redshift sera
mise a jour, tant que la fraction d’ionisation de la cellule est
inférieure au seuil. Ainsi, si un cellule recombine, le valeur de
son redshift associé sera de nouveau mise a jour, et la mise a
jour stoppera a chaque passage au dessus du seuil.

Il est possible de calculer ces cartes a partir des sorties disques de
EMMA mais dans le but d’obtenir la meilleur résolution temporelle
possible, j’ai implémenté dans EMMA le calcul des cartes de réionisa-
tion a la volée, pendant I'exécution d’une simulation. Le principe de
I'implémentation est présenté sur le listing 8.1.

Listing 8.1 — Mise a jour du redshift de reionisation

#define THRESH_MAP (0.5) // definition du seuil

// Derniere ionisation
if(cell.xion<THRESH_MAP) // test de l’ionisation de la cellule
cell.t_last_xion=current_t; // association du temps d’
ionisation

// Premiere ionisation
if( (xion>=THRESH_MAP) && (cell.t_first_xion==-1) ) // test de
1’ionisation de la cellule et de premiere ionisation
cell.t_first_xion=current_t; // association du temps d’
ionisation

D’un point de vue technique, la méthode de calcul des cartes propo-
sée ici se base sur la grille, et donc sur une représentation Eulérienne,
pour stocker les instants de réionisation. Le probléme pourrait étre
abordé sous un autre angle en utilisant une carte de réionisation La-
grangienne, se basant sur les particules de matiére noire et permettant
d’obtenir une information complémentaire a la carte actuelle. Ce type
de carte permettrait d’obtenir l'information de réionisation instanta-
nément apres la recherche des halos, facilitant grandement I’analyse
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des simulations de grandes tailles similaires a celle que nous traite-
rons dans le chapitre 9.

Résultats

Un exemple de carte de premiere réionisation obtenue est présenté
sur le figure 8.2. Il s’agit de la méme tranche (une cellule - 45 ckpc
- d’épaisseur) que celle présentée sur la figure 8.1, on y retrouve le
contour des bulles a z = 10. On y observe différentes zones ionisées a
redshift élevé (z > 10), localisant les sources de rayonnement et donc
les zones de densités élevées. Autour des sources se trouvent des mo-
tifs concentriques, fortement anisotropes, en forme de "papillons". Il
sont dus a la non homogénéité de 1'IGM, la propagation du rayon-
nement étant ralentie par la présence de filaments de densité élevée.
Enfin on mesure de grandes étendues ayant un redshift de réionisa-
tion similaire (z < 8) : il s’agit des régions sous-denses ot le rayonne-
ment peut se propager quasi librement et peut donc ioniser un vaste
volume dans un intervalle de temps restreint.

8.2 CALCUL DE LA VITESSE DES FRONTS D'IONISATION

Partant du principe que les cartes de redshifts de réionisation contiennent
I'information d’une grande partie de I’évolution de la fraction d’ioni-
sation dans la simulation, il est possible d’en extraire la vitesse de
propagation des fronts d’ionisation. En utilisant le fait que ces cartes
représentent un temps pour chaque point de l'espace, la vitesse des
fronts sera obtenue en calculant le gradient de la carte de réionisa-
tion. Le gradient sera discrétisé par une différence finie centrée de la
maniere suivante :

ﬁ i _ ti+1 _ti—]
treio & 2atAx

(8.1)

ou i est 'indice de la cellule, a le facteur d’expansion, t l'instant
d’ionisation et Ax la taille des cellules. On notera que le calcul est
effectué sur une carte de temps et non sur une carte de redshifts.

Ce gradient représente le temps nécessaire a l'ionisation d"une cer-
taine distance. La vitesse des fronts d’ionisation Vi, est alors définie
comme l'inverse de la norme de ce gradient :

1

—_— (8.2)
Vtreio

Vreio =

Par souci de simplicité, et comme le calcul du gradient est problé-
matique au niveau des interfaces entre niveaux de raffinement, les
études présentées ici ont été réalisées en projetant la grille AMR sur le
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FIGURE 8.2 — Exemple de carte de redshifts d’ionisation générée par EMMA.
Cette carte contient toute 1'histoire de réionisation de la simula-
tion. Il s’agit d'une tranche d’une cellule d’épaisseur (46 ckpc)
centrée sur la premiere cellule ionisée.
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niveau de base, de maniére a n’avoir qu’un seul niveau, et a suppri-
mer ces interfaces. Un exemple de carte de vitesses de fronts obtenue
est présenté sur la figure 8.3. Comme sur la figure 8.2, on y observe
des motifs concentriques autour des sources. Ces motifs sont compo-
sés d'une alternance de vitesses lentes et rapides représentant les gé-
nérations successives d’étoiles. Lorsque la source centrale d"une bulle
ionisée s’éteint, le front d’ionisation ne peut plus progresser et la vi-
tesse diminue. Dans notre modeéle (cf section 6.3) les sources subissent
une forte décroissance de luminosité, et le front n’est pas stoppé mais
fortement ralenti. Lorsqu’une (ou plusieurs) nouvelle particule stel-
laire se forme au sein de la bulle, le front recommence sa progression.
On mesure dans un certain nombre de régions, des anneaux de vi-
tesses faibles (= 10~%c) ayant une taille caractéristique de quelques
centaines de kiloparsec de rayons. Ces anneaux semblent dus a 1’ex-
tinction de la premiére génération d’étoiles : dans ce cas la formation
stellaire au sein du halo n’est pas fortement établie, et il faut un cer-
tain temps pour que la génération suivante prenne la releve, la vitesse
des fronts ayant alors le temps de fortement ralentir. Pour finir, on me-
sure visuellement que la vitesse a tendance a étre plus élevée dans les
régions sous-denses.

Cette méthode peut cependant mener a des valeurs de vitesses aber-
rantes. A une dimension ceci peut arriver quand les deux cellules uti-
lisées dans le calcul du gradient ont le méme redshift de réionisation.
On distinguera principalement, deux cas :

— Proche des sources, si deux particules stellaires sont formées
en méme temps dans les deux cellules ou qu'une source émet
suffisamment de rayonnement pour ioniser plusieurs cellules
en méme temps.

— Loin des sources, au moment de la rencontre entre deux fronts
d’ionisation.

Dans ces deux cas il est possible d’avoir deux cellules voisines avec
le méme redshift d’ionisation, et donc d’obtenir un gradient de temps
nul et une vitesse infinie. En trois dimensions, il ne faut plus deux
cellules adjacentes mais six : il est nécessaire d’avoir les trois compo-
santes du gradient nulles pour obtenir une vitesse infinie. Ceci peut
arriver dans le cas de la rencontre de deux fronts planaires (ot le
gradient est nul dans les directions perpendiculaires a la direction de
propagation), ou dans le cas de l'apparition d'une source suffisam-
ment intense pour ioniser instantanément ses voisines. En pratique,
les cas ou1 la vitesse d’un front dépasse la vitesse de la lumiére n’ar-
rivent que rarement avec une probabilité de I’ordre de 10~° (quelques
cellules dans les simulations considérées).

On observe ici I'importance du calcul a la volée de la carte de red-
shifts. Pour pouvoir calculer le gradient de la carte de redshift, il est
nécessaire d’avoir une résolution temporelle suffisante pour suivre
I’évolution du front. Si ce n’est pas le cas, il va en résulter des plages
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FIGURE 8.3 — Carte de vitesse des fronts d’ionisation générée par la méthode

du gradient. Cette carte correspond a la méme tranche que celle
présentée sur la figure 8.2
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de cellules associées aux mémes redshifts, menant a des vitesses infi-
nies. Plus la résolution temporelle de la carte de redshift sera élevée
plus l'occurrence de ces cas particuliers sera réduite.

8.3 PRESENTATION DES SIMULATIONS

Les simulations utilisées ici ont des caractéristiques identiques a
celles présentées en section 6.5.1. Elles ont une taille de (8 - h~'cMpc) ,
sont résolues avec 256> éléments et 3 niveaux de raffinements sont
autorisés. Elles ne contiennent pas de supernovee pour faciliter 1'in-
terprétation et minimiser les effets de couplage entre les différentes
physiques. J’ai réalisé six de ces simulations avec des RSLA allant de
¢=1ac=0.0I

La SFH cosmique et I'histoire d’ionisation de ces six simulations
sont présentées sur la figure 8.4. On observe sur le premier panneau
de la figure 8.4 que la RSLA n’a pas d’impact sur la SFH cosmique, ce
qui induit que le budget de photons n’est pas modifié entre les si-
mulations. Cependant, on mesure sur le second panneau que les his-
toires d’ionisation sont significativement différentes. La RSLA a une
influence sur la propagation de l'ionisation : plus la vitesse de la
lumiere est élevée dans la simulation, plus le volume réionise rapi-
dement. Cet effet a déja été observé dans des travaux qui utilisent
un solveur radiatif utilisant la méthode de moments (eg RosDAHL et
al., 2013). On remarquera que pour les courbes des simulations avec
¢ =0.02 et ¢ = 0.01, un retard est pris depuis le début de la réionisa-
tion, dans les autres cas, le retard n’apparait que sur la fin.

On observe également que la fraction de neutre résiduelle est plus
élevée lorsque la lumiere est plus lente, avec une amplitude allant
de 107* a 5-107°. Par exemple entre la courbe ¢ = 1 et ¢ = 0.3 la
réionisation a lieu au méme moment, mais seule la fraction de neutre
résiduelle est impactée. La vitesse de la lumiére réduite intervient
dans le calcul de la chimie, et plus particuliéerement dans le calcul
du taux de photo-ionisation I' = con, (cf section 4.3.6). Il n’est pas
encore clairement établi si la RSLA doit s’appliquer a la chimie ou
non et cette question mériterait une étude dédiée. Actuellement, par
souci de cohérence et d’uniformité, la vitesse de la lumieére est réduite
partout, c’est a dire pour le transport des photons, et dans la gestion
de la chimie. De ce fait, le taux de photo-ionisation augmente avec la
vitesse de la lumiere et la fraction de neutre résiduelle diminue. De
plus si la réionisation arrive plus tardivement, une partie des poches
neutres disposera de plus de temps pour s’effondrer, les rendant plus
dures a réioniser
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FIGURE 8.4 — Panneau supérieur : SFH en fonction de la RSLA. La RSLA n'in-
fluence pas la formation stellaire et le budget de photons. Pan-
neau inférieur : histoire d’ionisation en fonction de la RSLA. La
RSLA influence fortement 1’histoire d’ionisation, une vitesse de
la lumiere réduite plus faible induit un retard plus grand dans

la réionisation.
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8.4 EVOLUTION DE LA VITESSE DES FRONTS EN FONCTION DE
LA VITESSE DE LA LUMIERE REDUITE

Dans les sections 8.1 et 8.2, nous avons associé a chaque cellule un
redshift d’ionisation et une vitesse de front. En utilisant la méthode
du gradient pour calculer la vitesse des fronts d’ionisation en fonction
du redshift dans 'ensemble des simulations, nous allons quantifier
I'influence de la RSLA sur la propagation de l'ionisation.

La figure 8.5 représente I’évolution de la vitesse moyenne des fronts
d’ionisation en fonction du redshift. En ne considérant tout d’abord
que le cas ¢ = 1, on y observe que la vitesse moyenne présente tout
d’abord une premiere phase constante pour les redshift z > 8, puis un
seconde ot elle augmente. La premiére phase a lieu lorsque le rayon-
nement travaille a sortir des régions denses : dans ce régime les bulles
sont isolées et c’est surtout 1’accroissement du taux de formation stel-
laire qui leur permet de croitre, les fronts ont une vitesse moyenne
constante. Dans la seconde phase, le rayonnement s’échappe des ré-
gions denses et la lumiere atteint I'IGM, le milieu devient par nature
plus facile a ioniser et la percolation des bulles entre elles accélere
cet effet. Les fronts peuvent atteindre des vitesses plus élevées faisant
augmenter la moyenne.

Si on diminue &, on mesure que lors de la seconde phase (z < 8),
la vitesse est fortement impactée : plus la vitesse de la lumiere est
réduite, plus la vitesse moyenne des fronts 1'est également. Cette dé-
croissance peut étre expliquée si une partie des fronts ont une vitesse
limitée par la RSLA, faisant baisser la moyenne globale.

Quand la RSLA devient trop limitante et que la vitesse de la lumiere
est trop réduite, la premiere phase est également impactée, ceci est
particulierement visible entre z = 10 et z = 8. A partir de ¢ = 0.02
la vitesse moyenne des fronts est diminuée depuis le début de la
réionisation.

Pour explorer cet effet plus en détail, les histogrammes des vitesses
en fonction du redshift sont présentés sur la figure 8.6, pour diffé-
rentes valeurs de ¢. Lorsque la vitesse n’est pas réduite (¢ = 1), on
mesure que la gamme de vitesses des fronts dans la phase constante
(z > 8) est comprise entre ~ 10~%c et ~ 10~ 'c. Cette phase est sui-
vie d'un pic de vitesses correspondant a une nette accélération des
fronts. Lors de cette phase, une partie des fronts atteint des vitesses
comparables a la vitesse de la lumiere. Puis au final, lorsque toutes
les cellules ont été réionisées, il n’est plus possible de calculer une
vitesse.

Sur le second histogramme, la vitesse de la lumiére au sein de la
simulation (¢ = 0.1, représentée en tirets) vient "couper le pic" et
limiter la vitesse des fronts dans la seconde phase. La premiére phase
n’est alors pas impactée.
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FIGURE 8.5 — Vitesse des fronts d’ionisation en fonction du redshift pour dif-
férentes RSLA. En diminuant ¢, on limite d’abord la seconde
phase de la réionisation (I'ionisation des régions sous-denses),
puis la premiére (I'ionisation des régions sur-denses). La RSLA
limite la vitesse moyenne des fronts dans la seconde phase.
Dans la premiere phase de la réionisation, la vitesse est quasi
constante et seules les valeurs de ¢ < 5% ont un impact sur la
vitesse moyenne.

En réduisant encore la vitesse (histogramme du bas, ¢ = 0.01), non
seulement le pic est coupé, mais la premiere partie a vitesse constante
(z > 8) commence a étre impactée. Dans cette phase, certains fronts
ont déja des vitesses supérieures a ¢ et sont limités des le début du
processus. On remarquera également sur ce dernier panneau, qu’une
RSLA contraignante (¢ = 0.01) n’interdit pas completement les vitesses
de fronts supérieures a sa valeur, mais en réduit seulement la proba-
bilité de présence. Certaines vitesses de fronts sont au-dessus de la
ligne, particulierement a la fin du processus. Comme nous 1’avons vu
en section 8.2, il existe deux cas pouvant mener a une détection de
vitesse imparfaite, 1'une d’entre elles étant la rencontre de deux fronts
d’ionisation. Nous mesurons ici ce probleme de détection lors de la
percolation des bulles d’ionisation.
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FIGURE 8.6 — Vitesse des fronts d’ionisation en fonction du redshift pour dif-
férentes RSLA (¢ = 1,0.1 et 0.01). En diminuant ¢, on limite
d’abord la seconde phase de la réionisation (Iionisation des
zones sous-denses), puis la premiére (lionisation des régions
sur-denses).
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8.5 CONCLUSION

Les cartes de redshifts de réionisation contiennent une grande quan-
tité d’information et sont des outils essentiels pour étudier la propa-
gation de l'ionisation dans 1'IGM. Dans ce chapitre j'ai présenté la mé-
thode de calcul a la volée des cartes de redshifts d’ionisation que j’ai
implémenté dans EMMA et a partir de ces cartes j’ai établi une mé-
thode d’estimation de la vitesse des fronts d’ionisation a posteriori.

En utilisant cette méthode, j’ai mis en évidence que la réionisa-
tion est un processus qui s’exécute en deux temps. Premiérement une
phases ot les fronts ont une vitesse quasi constante, suivie d"une se-
conde phase accélérée. La premiere a lieu lorsque le rayonnement tra-
vail a sortir des régions denses et la seconde phase lorsque le rayonne-
ment atteint les régions sous-denses et que les bulles percolent. Dans
la seconde phase, les fronts d’ionisation peuvent atteindre une vitesse
proche de celle de la lumiére.

La RSLA n’a pas d’impact sur la SFH cosmique et le budget de pho-
ton est conservé, mais elle limite la vitesse de propagation des fronts.
Pour les vitesses supérieures a 5% de la vitesse de la lumiere réelle,
I'impact se concentre sur la seconde partie de la réionisation. Dans le
cas ol la vitesse de la lumiere réduite est inférieure a 5% de la vitesse
de la lumiére réelle, la limitation de vitesse apparait des le début de
la réionisation.

On prendra garde, en fonction de ce que 'on cherche a étudier,
a l'influence de la RSLA. Dans tous les cas, réduire la vitesse de la
lumiere a moins de 5% de sa vraie valeur mene a sous estimer la
vitesse des fronts, indépendamment du redshift. A I'inverse, pour les
valeur de ¢ > 0.05 la vitesse des fronts n’est pas impactée dans la
premiére phase a des redshifts z > 8, ce qui permet d’étudier la facon
dont le rayonnent s’échappe des zones sur-denses sans étre biaisé par
la RSLA.

Enfin une vitesse réduite a 30% de la valeur réelle présente une
évolution quasi similaire a ¢ = 1 tout en réduisant la cotit numérique
du transfert du rayonnement d"un facteur 3. Cette valeur semble étre
a privilégier, plutdt qu'une valeur de ¢ = 0.1 plus couramment em-
ployée, sans que cette derniere ne soit trop pénalisante.

Le lien entre la vitesse des fronts et la densité baryonique pourrait
étre exploré plus en détails en conservant en mémoire, en plus de
I'instant d’ionisation, la densité de la cellule a cet instant.

Les volumes considérés dans cette étude étant relativement petits,
les sources ionisantes et les régions sous-denses ne sont pas entie-
rement représentées statistiquement. Dans un volume plus grand,
il est probable que les conclusions soient différentes. Par exemple,
comme les régions sous-denses sont sous-représentées ici, l'effet de
la seconde phase a vitesses élevées risque d’étre encore plus impor-
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tant dans des simulations présentant des régions sous-denses plus
étendues.

Au final, I'outil de calcul de la vitesse des fronts d’ionisation a
été appliqué ici au cas de I'étude de la RSLA mais pourrait étre utilisé
pour tirer des conclusions plus astrophysiques. Par exemple, (OCVIRK
et AUBERT, 2011) ont montré a 1'aide d'un modéle semi analytique,
qu’'une réionisation rapide est signe d"une réionisation externe et qu’a
lI'inverse, une réionisation plus lente a tendance a signifier une réioni-
sation interne. Ils ont également montré qu’une réionisation interne
a des conséquences sur la distribution radiale de galaxies satellites
Avec la méthode présentée ici, il serait possible de tester cette hy-
pothese a 'aide de simulations entierement couplées et d’étudier le
lien entre la vitesse des fronts sortant d’une galaxie et le timing de
photo-évaporation de ces satellites.



LIEN ENTRE LES INSTANTS DE REIONISATION
DES GALAXIES ET LA MASSE DE LEUR HALO A
L’EPOQUE ACTUELLE

9.1 LE PROJET COSMIC DAWN

Toutes les simulations présentées dans les précédents chapitres avaient
une taille de (8- h™' chc)g. Ce volume présente 'avantage de pou-
voir réaliser un grand nombre de simulations facilement sans que
cela ne soit trop coliteux en temps de calcul. Mais il est admis que
cette taille est trop faible pour étudier la réionisation dans son en-
semble et que le panel de densités présentes dans ces simulations est
restreint. D"un coté les zones sous-denses sont sous représentées (voir
eg ILIEV et al., 2006a) et de l’autre, nous avons vu en section 7.3.3 que
le budget de photon n’est pas convergé dans ces volumes, et qu’il
manque une partie des plus grosses galaxies (M > 10'"M,)) ayant
une formation stellaire importante. Les séries de simulations utilisées
dans les chapitres précédents ont pour vocation de calibrer et d’amé-
liorer notre interprétation d’une simulation plus ambitieuse : "CoDa
I AMR" que je vais présenter dans ce chapitre ainsi que les premiers
résultats obtenus avec elle. Dans cette partie nous utiliserons cette si-
mulation pour obtenir de I'information sur I'histoire d’ionisation des
galaxies actuelles. Le lien entre I'EoR et la période actuelle est réalisé
en utilisant une seconde simulation que je présenterai ainsi que la
facon dont le lien est réalisé.

Présentation du projet

Le projet Cosmic Dawn (CoDa) a pour objectif 1’étude de la réionisa-
tion du Groupe Local. Pour se faire, un contexte cosmologique suffi-
samment large est nécessaire pour modéliser I'influence des grandes
structures proches comme Virgo ou Fornax par exemple. Les condi-
tions initiales ont été générées par la collaboration Constrained Lo-
cal UniversE Simulations (CLUES) (GOTTLOEBER, HOFFMAN et YEPES,
2010), avec pour objectif de retrouver dans la simulation des struc-
tures ayant des caractéristiques proches de ce qui est observé dans
I"Univers local a z = 0. On cherchera par exemple a obtenir un couple
Andromede - Voie Lactée avec des masses et des distances en accord
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FIGURE 9.1 — Projection orthogonale de la simulation CoDa I - AMR. La pro-
jection correspond a la moyenne sur une tranche de 8/h cMpc
d’épaisseur. La composition RGB est réalisée avec dans 1'ordre
la température, la densité de gaz et la densité de gaz ionisé.
Les vaste zones rouges correspondent aux vides qui ont recu
du rayonnement plus tard et n’ont pas encore eu le temps de
refroidir par détente adiabatique.

avec les contraintes actuelles. La figure 9.1 présente une visualisation
de la simulation CoDa I - AMR, réalisée dans le cadre de ce projet.

Conditions initiales

Dans cette étude nous utiliserons la simulation CoDa I AMR. Elle
considere un volume de (64/ thpc)3 et est échantillonné par 20483
éléments de résolutions (particules de matiere noire et cellules de
grille), ce qui meéne a une résolution en masse de 3.4 - 10°M,. Cette
simulation permet d’explorer une gamme de masse de halos com-
prise entre 108Mg et 10'3M. Les conditions initiales utilisées ici
sont une version plus basse résolution de celles utilisées par la simu-
lation CoDa I (Ocvirk et al., 2015). La résolution spatiale est de 46
ckpc sur la grille de base et la résolution adaptative est bloquée a 500
pc, menant a 1’ajout de trois niveaux de raffinement et permettant de
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gagner un facteur 4 en résolution spatiale par rapport a la simulation
CoDa I. L'objectif est de faire, dans un avenir proche, une comparai-
son directe entre les deux versions de cette simulation.

Présentation des simulations

A partir de ces conditions initiales plusieurs simulations ont été
réalisées. La premiere est une simulation avec gestion couplée de
I'hydrodynamique et du rayonnement, réalisée avec EMMA. Elle est
focalisée sur I'EoR et s’arréte a redshift z = 6 une fois I'Univers réio-
nisé. Cette simulation a été exécutée sur le calculateur TITAN (voir
section 5.1.3) et a utilisée 32768 coeurs CPU et 4096 GPU. Les travaux
présentés dans la section 6 ont permis de calibrer correctement cette
simulation. Les comparaisons aux contraintes observationnelles de la
SFH cosmique, de I’évolution de le fraction ionisée et de 1’épaisseur
optique Thomson sont présentées sur la figure 9.2 : on mesure une
bonne concordance.

Comme il est actuellement techniquement impossible de réaliser
un simulation présentant des caractéristiques similaires a la simula-
tion CoDa I AMR en l'exécutant jusqu’a redshift z = 0, une seconde
simulation a été réalisée. Cette derniere est une simulation N-corps
pur, ne considérant que la matiére noire et réalisée avec le code Gad-
get (SPRINGEL, 2005) jusqu’a redshift z = 0. Elle a pour objectif de
suivre 1’évolution des structures jusqu’a aujourd’hui.

La simulation EMMA a pour but d’obtenir une représentation com-
plete de I'EoR via sa carte de redshifts de réionisation. L'implémenta-
tion du calcul de cette carte a la volée (voir section 8.1) a permis
d’obtenir une excellente résolution temporelle. Cependant, des diffi-
cultés de gestion mémoire ont mené a arréter le calcul de cette carte
a la volée a partir de redshift z = 8. Apres ce redshift, la carte a été
obtenue a 'aide des sorties disques, plus espacées en temps. Malgré
cet incident, la résolution temporelle est au pire de 1.4 Myrs a redshift
z = 6, ce qui est inférieur au temps de vie d’une étoile et reste donc
acceptable.

9.2 DETERMINATION DES REDSHIFTS DE REIONISATION DES HA-
LOS A REDSHIFT Z=0

L’objectif est ici de déterminer 1'histoire d’ionisation des galaxies en
fonction de la masse de leur halo a z = 0 et de leur environnement.
Cette histoire peut par exemple avoir eu un impact sur les propriétés
des populations de satellites observées aujourd’hui. Il a été démon-
tré que le timing de réionisation influe sur la formation stellaire des
galaxies de faibles masses (M < 10°Mg) (OcvIrk et al., 2014), une
réionisation précoce aura tendance a photo-évaporer plus facilement
les petites galaxies. Egalement (GILLET et al., 2015) ont montré que la
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Volume weighted neutral fraction

tau

FIGURE 9.2 — Variables globales de la simulation CoDa I AMR réalisée
avec EMMA. Panneau supérieur : histoire d’ionisation Pan-
neau central : SFH cosmique. Panneau inférieur : épaisseur op-
tique Thomson. La simulation présente un bon accord avec les
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FIGURE 9.3 — Carte de redshift de réionisation calculée par la simulation
EMMA et positions des halos a redshift z=6 calculées avec la
simulation Gadget. La concordance des deux simulations est
correcte, les halos de trouvent aux centres des régions ionisées.

réionisation de M31 sur son environnement peut expliquer en partie
la distribution planaire de satellites observée.

La méthode consiste a créer le lien entre les deux simulations réa-
lisées en utilisant la carte de redshifts de réionisation d'un coté et la
distribution de matiére noire de l’autre. La population de halos trou-
vée dans la simulation Gadget est superposée a la carte de redshifts
de réionisation obtenue avec la simulation EMMA sur la figure 9.3..
Les halos se trouvent effectivement aux centres des régions ionisées.
Il est donc a priori possible de lier la réionisation mesurée dans la
simulation EMMA a l’évolution des structures mesurée dans la simu-
lation Gadget. Il existe plusieurs fagon de faire ce type de lien, et
principalement deux pistes ont été explorées.
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Meéthode "Merger Tree”

La premiere méthode se base sur un arbre de fusion (merger tree)
des halos généré avec la simulation Gadget. Il permet de suivre les
histoires de formation des halos de redshift z = 100 jusqu’a nos jours.
En considérant un halo donné a redshift z = 0, il est possible de
déterminer, grace a I'arbre de fusion, la position du centre de masse
de tous ses halos progéniteurs a redshift z > 6. En partant de redshift
z = 20, on cherche le premier instant ou le progéniteur le plus massif
appartient a une cellule ionisée. Cette méthode impose que le halo
en question ait au moins un progéniteur a redshift z > 6 et considere
donc en priorité les halos les plus massifs a z = 0.

Meéthode "Particules”

La seconde technique utilise les particules de matiére noire. En
ayant la liste de toutes les particules de matiere noire d"un halo donné
a redshift z = 0, il est possible de retrouver leurs positions dans toutes
les sorties. De la méme maniére que précédemment, on définit le red-
shift de réionisation comme le premier instant ol une particule ap-
partient a une cellule ionisée. Un redshift de réionisation est donc
obtenu pour chaque particule du halo et la valeur finale du redshift
de réionisation associée au halo est la moyenne de cette liste. Cette
méthode permet de sonder les halos moins massifs qui n’avaient pas
de progéniteurs aux redshifts z > 6.

9.3 RESULTATS
Instants d’ionisation des halos

Nous avons associé un redshift de réionisation pour chaque halo
a redshift z = 0 de la simulation Gadget. Le panneau supérieur de
la figure 9.4 représente l'instant d’ionisation, en fonction de la masse
du halo a z = 0 pour les deux méthodes d’associations. Les traits re-
présentent la valeur médiane dans l'intervalle de masses, les régions
grisées représentent les limites des distributions a 5% et 95%. La ligne
noire horizontale représente l'instant ot la fraction ionisée moyenne
de la totalité du volume devient supérieure a 50%, seuil également
utilisé dans le calcul de la carte de redshifts de réionisation (voir sec-
tion 8.1).

On mesure ici que les halos les plus massifs a z = 0 reionisent avant
la moyenne du volume indépendamment de la méthode et ce d’au-
tant plus qu’ils sont massifs. Ceci suggere une réionisation interne,
puisque plus un halo est massif a z = 0 plus il est probable qu’il soit
déja peuplé d’étoiles a haut redshift. Cependant la méthode du pro-
géniteur a tendance a réioniser plus tot, car elle se concentre sur les
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progéniteurs les plus massifs des halos déja formés a haut redshift, et
possédant donc les premieres sources de rayonnement internes a cette
époque. Par ailleurs, méme si ceux-ci ne possédent pas d’étoiles, ils se
trouvent généralement dans des régions denses ayant une probabilité
importante de contenir des halos émettant déja du rayonnement. A
I'inverse la méthode des particules a tendance a sous-estimer la réio-
nisation des halos. Dans ce cas des particules n’appartenant pas a des
halos a z > 6 se trouvent prises en considération. Ces particules sont
situées dans 1'IGM, elles sont alors plus représentatives du volume et
ont donc des instants de réionisation plus tardifs.

La gamme de masses M < 10'"h~ "M, a tendance a réioniser
en méme temps que la moyenne, cependant la médiane est légere-
ment en retard car nombre de ces halos ont peu, voire pas d’étoile,
et semblent étre soumis a une influence externe. Ils sont plus denses
que I'IGM et vont donc nécessiter plus de temps pour ioniser que le
milieu diffus.

Durées d’ionisation des halos

Nous cherchons dans cette section a déterminer la durée de ré-
ionisation des halos en fonction de leurs masses. Nous utilisons la
méthode des particules pour associer une liste de redshifts de réioni-
sation a chaque halos. La détermination de la durée peut étre réalisée
de différentes manieéres, voici les deux méthodes utilisées :

— Dans un premier cas, la durée de réionisation a été associée a la

différence entre le premier et le dernier instant o1 une particule
a été ionisée au sein du halo.

— Dans le second cas, pour chaque halo, on calcule la RMS de
la distribution des redshifts, et la durée associée correspond a
Atyo = (<tpart> +0)— ((tpart> —0).

Le second panneau de la figure 9.4 présente les durées nécessaires a
la réionisation des halos en fonction de leurs masses. Comme attendu,
la méthode de la RMS limite les durées extrémes et en moyenne la
durée est toujours plus basse que dans la méthode des maximas.

Dans les deux méthodes, les halos les plus massifs ont une durée
de réionisation plus importante : ils ont une étendue spatiale plus
importante et ont plus de matiére empéchant une action rapide des
fronts. Avec la méthode des maximas, le halo le plus massif a une
durée de réionisation de 600 Myrs, durée comparable a la durée de
I'EoR dans la simulation. Ce halo contient de la matiére provenant
d’une vaste diversité d’environnements. Avec la méthode de la RMS,
cette durée est réduite a 120 Myrs.

Les halos de masses M ~ 10'?h~'M_, similaires & MW ou M31
ont des durées comprises entre 60 et 120 Myrs, ce qui est comparable
aux durées mesurées par OcVIRK et al., 2014 dans des volumes plus
petits et centré sur le Groupe Local par exemple. Dans leur modele
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une durée de l'ordre de 120 Myrs est typique d'un scénario de réio-
nisation interne, alors que les durées de 60 Myrs sont typiques d"une
réionisation externe.

Les plus petits halos ont une durée qui tend vers zéro car leur taille
est proche de celle de la résolution de la carte de redshifts et peuvent
étre inscrit dans une cellule. Ce type de comportement suggere une
réionisation par un front externe.
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On remarquera que les durées de réionisation des halos M > 10'Th= "M,

sont comparables a la dispersion des instants de réionisation et donc
un modeéle de réionisation hétérogene doit inclure les effets d'une
réionisation non instantanée.

Le cas du groupe local

Les simulations présentées ici utilisent des conditions initiales dis-
posant d'une paire de galaxies MW-M31 avec des caractéristiques
proches de celles du Groupe Local a z = 0 (voir section 9.1.2). L'avan-
tage de cette simulation est que le contexte cosmologique est suffisam-
ment représentatif pour pouvoir déterminer si ce couple a été réionisé
de maniere autonome ou de maniére externe, menant a des proprié-
tés différentes. Cette section est consacrée a 1’étude de la réionisation
de cette paire de galaxies particulieres.

Ces galaxies sont représentées par les points sur la figure 9.4. On 'y
mesure qu’elles sont réionisées légerement plus tard que la médiane
de leur classe de masse mais toujours plus tot que la moyenne du
volume. Dans le cas de la méthode des particules, les deux ont réio-
nisées en méme temps. Cette méthode a tendance a considérer une
grande partie de la masse provenant de I'IGM et étant donnée la proxi-
mité spatiale des progéniteurs il est attendu que leur environnement
ait été ionisé en méme temps.

Dans le cas de la méthode des progéniteurs, M31 a réionisé signi-
ficativement plus tot. Ceci s’explique par le fait que M31 est plus
massive que MW et a donc formé des étoiles, et réionisé plus tot que
MW.

Les progéniteurs a redshift z = 10.8 du couple Voie Lactée - An-
dromede sont superposés a la carte de redshift d’ionisation et repré-
sentés sur la figure 9.5. On mesure que la dispersion spatiale de M31
est plus importante que celle de MW et le fait que M31 ait une durée
de réionisation plus importante que MW est sans doute 1ié a cette
étendue spatiale. On remarque également que les progéniteurs ont
tendance a étre dans des bulles ionisées distinctes a redshift z > 10,
suggérant une réionisation autonome du Groupe Local et une réioni-
sation isolée de chaque composante : M31 n’a pas été influencé par
MW et vice-versa. Dans le cas d"une réionisation par un front externe,
un gradient de redshift serait présent sur la carte, ce qui n’est pas le
cas ici.
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FIGURE 9.5 — Progéniteurs du couple M31-MW a redshift z = 10.8 superpo-
sés a la carte de redshift d’ionisation.

Conclusions et perspectives

Cette étude montre que les halos les plus massifs a z = 0 réio-
nisent plus tot que les autres, car leurs sources de rayonnement io-
nisant apparaissent plus tot et que leurs environnements sont géné-
ralement plus denses. Ils ont également des durées de réionisations
plus grandes. Il est possible de faire le lien avec I'étude sur la vitesse
des fronts d’ionisation présentée dans la section 8 : cette importante
durée peut étre expliquée par le fait que leur étendue spatiale et leur
masse de gaz neutre soit plus importantes, mais aussi par le fait que
la propagation de l'ionisation a tendance a étre plus lente dans les
environnements denses. Les halos les plus massifs ont tendance a ré-
ioniser tot mais lentement car ils se trouvent dans les régions denses
et que les fronts ont des vitesses relativement faibles dans ces régions.
Quand le rayonnement atteint les zones de densités plus faible, les
fronts d’ionisation accélerent, et atteignent des halos qui seront ré-
ionisés plus tardivement mais de maniere plus rapide expliquant le
fait que les plus petits halos réionisent plus tard que la moyenne et
extrémement rapidement. Cette interprétation mérite toutefois une
analyse plus en détails.

L’application au Groupe Local tend a confirmer I’hypothése que
celui-ci s’est réionisé de maniére autonome et n’a pas été influencé
par les grandes structures de son environnement comme Virgo. Comme
une réionisation interne a des conséquences sur la distribution radiale
des galaxies satellites (OCVIRK et AUBERT, 2011) une réionisation in-
terne anisotrope pourrait avoir une influence sur la configuration des
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plans de satellites observés (GILLET et al., 2015). Par exemple une ré-
ionisation interne présentant une forte anisotropie il est possible que
le rayonnement ait "éteint" une partie des satellites a haut redshift et
dans une direction particuliére, tandis qu'une autre partie aurait vu
le rayonnement de maniere plus tardive. Potentiellement un tel scé-
nario pourrait expliquer le plan de galaxies autour de M31 observé
par IBATA et al., 2014.
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Cinquiéme partie

VISUALISER LES SIMULATIONS

Cette partie est liée proceeding de conférence présenté en
annexe f.

"Immersive 3D visualization of astronomical data”

A. Schaaff, J. Berthier, J. Da Rocha, N. Deparis, S. Derriere,
P. Gaultier, R. Houpin, ]J. Normand et P. Ocvirk.






INTRODUCTION A LA VISUALISATION DE
DONNEES

La visualisation de simulations numériques est importante car elle
permet d’obtenir énormément d’informations facilement et rapide-
ment. Le cerveaux humain est efficace pour identifier les motifs qui
se détachent visuellement de leur environnement. Elle permet une
premiere approche qualitative qui va ensuite permettre de cibler une
seconde approche plus quantitative.

En fonction du public auquel s’adresse la visualisation, I'informa-
tion utile sera différente et I’accent sera mis sur différents aspects. On
distinguera principalement trois catégories :

— Le grand public.

Il sera principalement touché par les images de vulgarisations
que l'on peut trouver sur internet ou dans les magazines. Ce
type d’image n’a pour seul but que d’étre artistique et agréable
a regarder.

— L’éducation.

Les images a vocation éducatives se doivent aussi d’étre belles,
mais elles doivent également comporter une partie informative.
Elle doivent contenir une certaine dose d’information supplé-
mentaire par rapport aux images purement artistiques.

— Les professionnels.

Enfin, les outils de visualisation pour les professionnels dis-
posent généralement de tous les outils nécessaires a la quan-
tification de I'information. On pourra par exemple analyser dif-
férents champs physiques, sous différents angles, changer les
échelles de couleurs, etc.

Le principal défi de la visualisation des simulations cosmologiques
est la quantité de données qu’elles représentent. Si il est possible
de faire des rendus pré-calculés d’images, il est encore impossible
d’avoir une représentation en temps réel d’une simulation de taille
moyenne. Pourtant il existe des techniques (dans le monde des jeux vi-
déo par exemple) permettant d’afficher dynamiquement des univers
en 3 dimensions gigantesques de maniére fluide sur des machines
grand public.

Nous avons vu dans la section 3.1 qu'il existe deux types de repré-
sentations de la physique dans la simulation : la grille et les particules.
Ces deux représentations utilisent chacune des techniques de visuali-
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sations particulieres. Dans la suite de cette partie nous allons aborder
séparément ces types de représentations et survoler les contraintes et
les techniques associées a chacune d’elles.

Nous commencerons par aborder la visualisation de données sur
grille, puis dans un second temps nous nous concentrerons sur la
représentation des particules.

10.1 PROJETER UNE GRILLE AMR

Nous cherchons ici a créer une image des résultats produits par
EMMA. En sortie d’EMMA, l'information est sous forme de liste
de cellules AMR disposant d"une position et d'une taille, dans un es-
pace en trois dimensions (voir section 5.4). Une image est composée
d’une matrice a deux dimensions de pixels, généralement réguliers en
forme et en taille. Il est donc nécessaire d’effectuer une transforma-
tion entre ces deux représentations. Cette transformation (on parlera
de projection) mene a la perte d'une dimension, qui sera réduite a
l'aide de lignes de visées.

Le tirage des lignes de visées

Il existe différents types de méthodes de projections qui dépendent
de la gestion des lignes de visées. Dans la suite de ce chapitre nous
allons développer deux d’entre elles : la projection en perspective et
la projection orthogonale (Fig 10.1).

LA PROJECTION ORTHOGONALE correspond al’approximation de
grande distance. Les rayons sont paralleles entre eux et le cube de
données est comme "écrasé" ou "imprimé" suivant un axe donné.
Cette projection est moins naturelle, dans le sens ou elle ne corres-
pond pas a ce que nous avons 1’habitude de percevoir, mais elle a
I'avantage d’étre relativement simple a mettre en ceuvre.

LA PROJECTION EN PERSPECTIVE correspond au cas ol l'obser-
vateur est ponctuel et au centre d’une sphere, les rayons lumineux lui
provenant radialement. C’est la projection qui se rapproche le plus de
la vision "naturelle".

La réduction des lignes de visées

Avant d’aborder le tirage des lignes de visées a proprement parler,
voyons rapidement comment leur assigner une valeur unique pour
effectuer la projection. Il existe différentes fagons de réduire les lignes
de visées, en voici quelques-une que j'ai pu utiliser :

— La moyenne ou la somme ont 1’avantage d’étre facilement implé-

mentable et de garder I'information sur toute la ligne de visée.
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ray origin
o~

eye
(a) Orthogonale (b) Perspective

FIGURE 10.1 — Les deux types de projections que nous allons aborder. La
gestion des lignes de visées est différente entre ces deux pro-
jections.

— Le maximum permet d’augmenter significativement le contraste,
rendant les images visuellement plus intéressantes que la moyen-
ne/somme mais en contrepartie certaines projections peuvent
présenter des artefacts indésirables.

— L’épaisseur optique permet de garder de I'information sur toute
la ligne et d’étre une représentation avec une signification phy-
sique car elle utilise les équations de transfert du rayonnement.
Cependant elle est plus gourmande en ressources. Pour faire de
la visualisation pure on pourra utiliser une expression du type :

V= Z e ~ (10.1)

On pourra également étre plus quantitatif en utilisant les vraies
équations physiques de l'epaisseur optique faisant intervenir
différents champs.

— Et d’une maniére générale, toute transformation permettant d’ob-
tenir une seule valeur a partir d"une série.

10.2 PROJECTION ORTHOGONALE

La projection orthogonale est la plus directe car tous les rayons sont
paralléles entre eux et suivent un axe de la grille. Comme la grille
est ici composée de cellule de différentes tailles, il est nécessaire de
prendre en compte I'étendue spatiale de chaque cellule de maniere
individuelle.

J’ai développé une méthode de projection d’AMR sur une grille (2D
ou 3D) de taille arbitraire en utilisant des histogrammes. Ces fonc-
tions étant trés bien optimisées, la performance de génération des
cartes/cubes est généralement satisfaisante (de I'ordre de quelque se-
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condes pour un cube de 10243 avec les fonctions histogramme de la
librairie NumPy). L'idée est de considérer les cellules AMR comme des
particules et de les projeter sur un histogramme niveau par niveau.

Par exemple, prenons comme objectif de projeter la densité de gaz
provenant d'une grille AMR 3D de niveau de base Ly = 8 sur une
matrice 2D 2562. En réalisant un histogramme 2D sur les positions x
ety des cellules, on obtient directement un projection suivant 1’axe z
de la grille AMR. Les valeurs de toutes les cellules ayant des positions
comprises dans un intervalle (x+dx,y+dy) seront automatiquement
ajoutées au pixel correspondant.

Cependant, dans le cas d"une grille AMR il est nécessaire de prendre
en compte une pondération pour les cellules raffinées. Le volume
d’une cellule est défini en fonction de son niveau dV = 273l : son
poids w en fonction de la valeur p a projeter sera w = p - dV. L'image
finale sera alors obtenue en réalisant un histogramme pondéré par w.

Ceci n’est valable que dans le cas d"une projection sur le niveau de
base de la grille AMR. Cependant il est possible de projeter la grille a
une résolution supérieure. Prenons par example une grille de niveau
Lo = 8 raffinée une fois. Pour obtenir une image 5122, on projettera
d’abord toutes les cellules de niveau 8 (et seulement ces cellules) pour
obtenir une matrice 256x256. On agrandira cette matrice avec des opé-
rateurs de changement de grille (cf section 3.2.3.3). Nous obtenons
alors une premiere grille de taille 512x512 présentant de l'informa-
tion manquante aux emplacements des endroits raffinés. On projet-
tera ensuite de la méme maniere les cellules du niveau L = ¢ pour
obtenir une seconde matrice de taille 512x512. Cette seconde matrice
sera finalement utilisée pour combler les trous de la premiere.

Dans le cas ot le niveau de projection ne correspond pas au niveau
maximum de ’AMR, il suffira de modifier la pondération des niveaux
supérieurs au niveau de projection en utilisant :

w=p- (ZLma"*L)3 : (10.2)

Ainsi toute les cellules se trouvant sur des niveaux supérieurs au
niveau de projection seront automatiquement prises en compte.

Le principal inconvénient de la méthode des histogrammes est qu’il
n’est possible de réaliser que des projections utilisant la moyenne. Or
on voudra dans certain cas considérer d’autres réductions de lignes
de visées. Dans le cas de la création d"une carte 2D de maximum par
exemple, il est nécessaire de générer un cube avant de réaliser la pro-
jection. L'avantage est que cette méthode est aisément transposable a
trois dimensions en utilisant des histogrammes 3D.

J’ai utilisé cette méthode pour projeter quelques champs de don-
nées de la simulation CODA I- AMR. Un exemple d’image réalisée
est présenté sur la figure 9.1. Pour réaliser cette image j’ai projeté
une tranche de 8/h cMpc d’épaisseur sur le niveau de base (L=11).
Cette projection a été effectuée trois fois, pour la température, pour
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FIGURE 10.2 — Algorithme de Bressenham.

la densité et pour l'état d’ionisation du gaz. L'image finale est une
composition RGB de ces trois champs.

J'ai également généré des images de 163847 pixels (256 Mégapixel),
en découpant le cube en tranche sur lesquelles j’ai effectué une pro-
jection par moyenne sur le niveau maximum. J’ai ensuite réalisé un
maximum sur les tranches obtenues pour générer I'image finale. Ces

images sont visibles en ligne : http:/ /nicolasdeparis.github.io/maps/.

10.3 PROJECTION EN PERSPECTIVE

Dans le cas de la projection en perspective, les lignes de visées ne
sont plus paralleles, et il n’existe plus de fagon directe de les récu-
pérer. Il devient nécessaire d’avoir recours au lancé de rayons. Cette
technique, permet de récupérer toute les cellules interceptées par un
segment de droite donné.

Lancé de rayons

L’algorithme de bressenham

J’ai utilisé I’algorithme de Bressenham (voir figure 10.2) pour lancer
des rayons. C’est une technique optimisée qui consiste a manipuler
des indices de cellules pour déterminer quelles cellules interceptent
un segment arbitraire. Cette technique est rapide mais ne fonctionne
cependant que sur grille réguliere. Il est donc nécessaire de projeter
la grille a la résolution désirée avant de tirer les rayons.

La méthodes KD-tree

J’ai mis en place une autre technique dans le but d’explorer direc-
tement 'AMR et éviter la projection sur grille réguliere. De la méme
maniere que la technique de calcul des flux (voir partie 7.3.0.1) cette
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technique repose sur 1"utilisation d"un arbre KD-tree pour déterminer
les cellules par lesquelles passe le rayon. La premiére étape consiste
a tracer une ligne de visée dans l'espace et de la discrétiser en un
certain nombre de vertex. Pour chaque vertex de cette ligne on re-
cherchera dans l'arbre quelle cellule AMR est la plus proche. Enfin on
associera la valeur de cette cellule au vertex en question. Cette tech-
nique nécessite la génération de l'arbre sur la grille mais a I’avantage
d’économiser le temps de projection de I’AMR sur une grille réguliere.

Application

Indépendamment de la méthode de lancé de rayons, il est néces-
saire de définir la caméra. C’est a dire qu’il faut localiser le point de
départ (la position de la caméra) et les points d’arrivés (angle de vue
ou Field Of View (FOV) et profondeur de champs) des rayons. Pour
I'exemple présenté sur la figure 10.3, la caméra est positionnée au
centre d'un cube de densité de gaz P; = (0.5,0.5,0.5). ]J’ai ensuite dé-
fini une caméra sphérique avec HealPix (see Sec. 7.3.0.1) pour lancer
les rayons dans la sphere inscrite au cube. La projection a utilisée ici
786432 rayons et chaque rayon a utilisé une réduction de type épais-
seur optique (voir équation 10.1).

Il est ensuite nécessaire de projeter la sphere sur une surface plane.
J’ai utilisé la projection equirectangle qui est la projection la plus uti-
lisée en photographie et vidéo sphérique. Elle présente un ratio d’as-
pect de 2 :1 correspondant a un FOV de 360x180°.

Cette projection est triviale puisqu’elle consiste a associer les posi-
tions cartésiennes des pixels aux angles des rayons :

x=0 y=o. (10.3)

La densité de points n’étant pas uniforme dans ce référentiel, il
est nécessaire de réaliser une interpolation sur une matrice réguliere
pour obtenir I'image finale. Ce type d’images se préte bien a la vul-
garisation, car le résultat final est léger et peut étre utilisé avec un
visualisateur de type Google Cardboard par exemple pour obtenir
une visualisation interactive facile a diffuser.

Il est également possible d’utiliser ce type de méthode a des fins
plus quantitatives. En fonction de la méthode de réduction des rayons,
il peut étre possible d’étudier pour des halos spécifiques, la fraction
d’échappement des photons ou les flux hydrodynamiques en fonction
de la direction. Il est également possible de créer des observatoires
virtuels en simulant différents types d’instruments.

10.4 MOVIE

J'ai implémenté dans EMMA, la possibilité d’obtenir une matrice
2D par pas de temps, représentant une projection orthogonale de la
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FIGURE 10.3 — Projection equirectangle d’une cube de densité. Ce type
d’image représente une vue de 360° par 180° (un ratio d’as-
pect de 2 : 1). Ici la projection est réalisée depuis le centre de
la simulation.
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grille suivant un axe donné. La projection est réalisée de la méme
maniere que précédemment mais a la volée et a chaque pas de temps.
Le choix a été fait de réaliser la projection a la fin de chaque pas de
temps du niveau de base, ce qui limite la résolution temporelle a celle
du niveau de base.

Les simulations que j’ai pu réalisées comportaient environs un mil-
lier de pas de temps, et généraient donc autant d’images (Ng¢ =~ 10%).
A 25 images pas seconde cela représente une durée d’environ 40 se-
condes de vidéo.

10.5 CONE DE LUMIERE

A partir des images générées par le mode movie, il est possible de
créer une image composite appelée "cone de lumiere" ou "light cone".
Un "light cone" est une image ayant une dimension spatiale sur un
axe et une dimension temporelle sur le second axe.

En pratique, I'idée est de prendre des fines tranches successives
dans les sorties movie et de les juxtaposer pour former une nouvelle
image. Considérons que les matrices en sorties ont une résolution
N,, = 10242 pixels. On prendra alors une tranche d’une épaisseur dx
donnée suivant I'axe y sur I'image du pas de temps i4¢, puis une
deuxiéme tranche de la méme épaisseur, mais décalée de dx dans
I'image iqt4 1, et ainsi de suite. La position du début S; et de la fin S¢
de la tranche dans l'image sera :

Si = (dx-iq¢)%Np S¢ =S+ dx. (10.4)

Le modulo sur la taille de I'image permet de gérer les conditions
périodiques simplement. On prendra également garde a utiliser une
épaisseur de tranche qui soit un multiple entier du nombre de pixels
de I'image de manieére a respecter 1’alignement au niveau des condi-
tions périodiques. Le ratio d’aspect @ est le rapport entre la hauteur
et la longueur de I'image :

_thXdX

)]
Np

(10.5)

Etant donné que Ng¢ et N, sont fixés par les parametres de la si-
mulation, il n’est possible de gérer le ratio d’aspect qu’en fonction
de I’épaisseur de la tranche dx. Plus le ratio d’aspect sera important,
plus les structures vont se répéter sur le light cone.

Un light cone réalisé avec cette méthode et a partir de la simulation
CoDa I est présenté sur la figure 10.4. L'image résultante est un com-
posite RGBA de la densité de matiere noire, de la densité de gaz, de
la température et de 1’état d’ionisation.
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FIGURE 10.4 — Light cone de la simulation CoDa I (64/hMpc)3. Le temps se
déroule de haut en bas sur plus de 700 Myrs. Le voile bleu
représente 1'état d’ionisation du gaz. L'apparition des bulles
d’ionisation est localisée autour des structures les plus denses.
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10.6 PROJECTION INTERACTIVE EN 3D

Les projections présentées jusqu’ici sont toutes des projections pré-
calculées de grille AMR. Nous nous concentrons dans cette section
sur la visualisation de données sous formes de particules, et avec
l'objectif de pouvoir explorer ces données en temps réel. Explorer les
simulations produites en trois dimensions et en temps réel, permet-
trait un énorme gain de temps au niveau de I'analyse, puisqu’il serait
alors possible de localiser visuellement et tres rapidement les régions
d’intéréts.

J’ai fait quelques essais de visualisations en temps réel en utilisant
des frameworks existant. ]’ai testé par exemple Blender, un logiciel dé-
dié a la 3D et utilisé son interface python pour y charger les données
EMMA afin de les représenter. Les résultats, n’ont pas été a la hauteur
des espérances, particulierement au niveau des performances.

J'ai également utilisé Irrlicht Engine un moteur de jeu open source
simple d’utilisation permettant des déplacements en temps réel dans
un univers 3D a la maniere d'un jeu de tir a la premiere personne.
L'utilisation de ce type de moteur de jeu permet 'utilisation d’une
grande variété de fonctions pré-existantes. Ces fonctions permettent
de créer un univers, d’y placer des particules, de créer une caméra
et d'y associer des mouvements de facon intuitive. De plus, Irrlicht
possede un module Occulus Rift qui m’a permis d’explorer le monde
ainsi créé en réalité virtuelle. Ce test de visualiseur en réalité virtuelle
a été réalisé en parallele de ceux présentés dans l'article de conférence
en annexe f. Son principal inconvénient est ses performances limitées.
Dans Irrlicht, I’affichage d’une particule se fait par l'intermédiaire
d"un "billboard" qui est une surface polygonale faisant toujours face a
la camera. Une particule n’étant pas représentée par un simple point,
la performance en est limitée. Dans le but d’obtenir de meilleur per-
formance, j'ai développé un visualiseur de particule directement en
OpenGL, un langage graphique bas niveau permettant de meilleurs
optimisations que l'utilisation de moteurs de jeux préexistant. Une
capture d’écran d'un cube de 1283 particules de matiére noire, rendu
de ce visualiseur est présenté sur la figure 10.5. Ce nouveau visuali-
seur est capable d’afficher environs huit fois plus de particules que
le précédent utilisant Irrlicht avant de ressentir des ralentissements
notables a 'affichage.

En plus de la visualisation interactive statique, j’y ai ajouté la pos-
sibilité de visualiser 1’évolution temporelle d'une simulation. L'idée
est d’'interpoler les positions des particules entre deux instants écrit
par EMMA et de déplacer les particules en lignes droite entre ces
deux instants. La principale difficulté est alors de mettre a jour la
position des particules. Comme dans le cas de la programmation
GPU implémentée dans EMMA (voir section 5.3) la programmation
OpenGL nécessite des communications entre le CPU et le GPU. Les
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FIGURE 10.5 — Capture d’écran de mon viewer 3D en OpenGL. Le déplace-
ment en temps réel dans un systéme de particules de matiere
noire en mouvement est tres instructif.

positions des particules sont définies en mémoire sur le CPU puis
envoyées sur le GPU pour 1'affichage. Lors du déplacement, ces trans-
ferts sont fait a chaque frame et ralentissent considérablement les
performances. Pour résoudre ce probléme et en utilisant une passe-
relle entre OpenGL et CUDA, j'ai pu réaliser les déplacements direc-
tement sur la carte graphique et économiser les temps de transferts.
Au final, la visualisation de la formation des structures de matieres
noires en temps réel est trés instructive et permet de mieux cerner la
dynamique a I'ceuvre dans les simulations N-corps.

Ce projet a néanmoins été mis de coté, car un projet bien plus am-
bitieux a été amorcé par A. Schaaff du Centre de Données astrono-
mique de Strasbourg (CDS). L'objectif est de réaliser un visualiseur
capable de représenter un volume de données aussi conséquent que
ceux des simulations CoDa. Pour se faire, il utilise un systéme de base
de données organisée en octree permettant un affichage adaptatif des
particules en fonction de leur distance a la caméra. Cet outil est réa-
lisé en JavaScript et utilise les technologies web pour un affichage a
distance dans un navigateur internet, les données en elle méme étant
stockées sur un serveur. Les premiers pas de cet outil sont promet-
teurs, puisqu’il dispose déja de modules de mesures et de sélection
permettant un usage scientifique.
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L’étude de I'époque de réionisation pose un certain nombre de
questions sur son déroulé et son influence sur les galaxies que nous
observons dans 1'Univers local. Voici un rappel des questions posées
en introduction :

— Quelles sont les physiques nécessaires a la bonne modélisation
de 1'époque de la réionisation, a quelles échelles ces phéno-
meénes interviennent t-ils et comment s’est propagée 1'ionisation
dans 1"'Univers ?

— Comment la formation stellaire des premieres générations d’étoiles
a impacté I'apparition des générations suivantes d’étoiles ? L'Uni-
vers a-t-il été réionisé par quelques grosses sources tres lumi-
neuses ou par de nombreuses sources moins énergétiques ? Quel
impact la réionisation a-t-elle eu sur la formation des galaxies
et y a-t-il des marques dans 1'Univers local ?

— Comment modéliser au mieux les différents physiques a I’ceuvre ?
Comment simuler la réionisation efficacement et comment tirer
profit au maximum du matériel disponible pour que ces simu-
lations aient un coftit raisonnable? De quelle résolution a t-on
besoin et quels sont les compromis nécessaires ?

Pour tenter de répondre a ces questions, il faut développer des ou-
tils. Nous avons présenté EMMA un nouveau un code de simulations
cosmologiques créé dans 1'objectif d’étudier I'époque de réionisation.
EMMA utilise un certain nombre de principes éprouvés mais reste
encore jeune et I'introduction de techniques comme la parallélisation
GPU pose certains défis. ]’ai participé a différents aspects de son déve-
loppement et acquis une vision compléte des principes numériques a
I'ceuvre.

Une de mes contributions principales a été le développement et
I'implémentation d’'un modéle de formation et d’évolution stellaire.
Ce modele prend en compte une série de contraintes imposées par
l'architecture d’EMMA et par les échelles que 1’on cherche a étudier.
Nous avons vu que dans ces modeles la formation stellaire s’influence
elle méme par des mécanismes de retro-action. Ces mécanismes sont
complexes et certains agissent a des échelles qui ne sont pas encore
accessibles aux simulations cosmologiques de la réionisation. Nous
avons vu que dans nos modeles les principaux contributeurs au bud-
get de photons étaient les halos avec des masses M ~ 10'°M, compa-
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rables a celle de la Voie Lactée a cette époque. Nous avons vu qu’aux
échelles considérées, la diminution du budget de photons induit par
la suppression de la formation stellaire par les supernovae peut étre
compensée par I'expulsion du gaz également par les supernovae, me-
nant & une augmentation de la fraction d’échappement des photons.

Une fois les sources mises en place, nous avons étudié comment
Iionisation se propage dans les simulations a ’aide des cartes de red-
shifts de réionisation. La mise en place d’un outil servant a quantifier
la vitesse de propagation des fronts d’ionisation dans les simulations
a permis de mesurer l'influence de 'approximation de la vitesse de
la lumiere réduite. La conclusion de cette étude est qu'une vitesse
de la lumiere réduite & 30% de sa vraie valeur permet un gain en
terme de calcul d'un facteur 3 et a un faible impact sur 1’ensemble
du processus. L'utilisation des cartes de redshifts de réionisation sur
la simulation CoDa I AMR a permis d’étudier 1'histoire de réionisa-
tion en fonction de la masse des halos a z=o. Ceci a permis de mettre
en évidence que l'histoire de réionisation d"un halo est corrélée avec
sa masse. L'application de cette technique a 1'étude du Groupe Local
a permis d’appuyer I'hypothese selon laquelle il se serait ionisé lui
méme, sans étre influencé par les grandes structures environnantes.

Cette these a également été I'occasion de créer quelques belles vi-
sualisations. ]J"ai présenté quelques techniques et explorations dans le
domaine de la visualisation de données.

Les travaux réalisés durant cette theése ont ouvert la voie a un cer-
tain nombre d’études nécessaires pour compléter notre compréhen-
sion des simulations de la réionisation.

Un des facteurs les plus limitant de cette étude est 1'utilisation
d’une résolution unique, celle qui est utilisée par les plus grandes
simulations de la réionisation a I'heure actuelle. Cette résolution est
définie par I'équilibre entre les capacités de calculs disponibles et la
taille nécessaire a la modélisation de 1'IGM et il s’agit stirement du
meilleur compromis actuellement. Cependant nous savons qu'un cer-
tain nombre de physiques a I'ceuvre est modélisé par des modéles
sous-grille, trop simplistes pour représenter correctement la réalité.
L’extrapolation de résultats issus de simulations a hautes résolutions
(mais petits volumes) pour tirer des conclusions sur la modélisation
de la physique dans les simulations de grands volumes (mais a basses
résolutions) semble une piste intéressante a explorer.

I manque également un certain nombre de physiques dans ces
études. Par exemple, les quasars sont des sources rares mais suffisam-
ment lumineuses pour étre essentiels au processus de réionisation
(CHARDIN, PUCHWEIN et HAEHNELT, 2017). L'introduction de cette
physique supplémentaire dans les simulations constitue une piste in-
téressante pour 'avenir. Cependant les quasars étant extrémement
lumineux, les simulations doivent couvrir des volumes encore plus
grands que ceux considérés ici.
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Les études présentées ici utilisent un modele de gaz constitué ex-
clusivement d’hydrogéne atomique. L'introduction des processus de
refroidissement gouvernés par I’hydrogene moléculaire et 'hélium
permettrait une meilleure modélisation des processus d’effondrement
du gaz, une meilleure contrainte des processus de formation stellaire
et permettrait d’étudier I'IGM a z < 6 avec une meilleure modélisation
de la température. De la méme maniere, 1’'enrichissement en métaux
par les supernovae n’a pas été exploré et mériterait de 1'étre.

L’analyse de la propagation de l'ionisation de 1'Univers utilise des
cartes de redshifts de réionisation, ces cartes sont porteuses d’énormé-
ment d’information et ont & mon avis un grand potentiel. Les cartes
de réionisation présentées ici sont des cartes Eulériennes car basées
sur la grille. Il est en théorie possible de créer une carte de réionisa-
tion Lagrangienne en associant un redshift de réionisation aux par-
ticules. Ce type de carte permettrait de compléter la représentation
existante et de rendre bien plus rapide 'association avec les halos.

Au niveau numérique, les perspectives se focalisent sur 1'améliora-
tion d’EMMA. Ce code est encore jeune et des optimisations consé-
quentes sont possibles. Par exemple, 'utilisation de GPU est intéres-
sante et offre déja une accélération globale acceptable comparative-
ment a une exécution purement CPU. Le facteur d’accélération global
est de l'ordre 3 mais pris individuellement les solveurs ont un fac-
teur d’accélération de 1'ordre de 20. Cependant nous avons identifié
un goulot d’étranglement conséquent qui pourrait étre éliminé par un
changement dans 1’organisation de ’arbre AMR. Par exemple, I'utilisa-
tion de courbes de Morton permettrait une gestion efficace de ’arbre
AMR rendant possible sa gestion par le GPU. Il serait alors possible de
copier intégralement I’arbre dans la mémoire du GPU évitant ainsi les
manipulations et copies de données cotiteuses en ressources.

Le projet CoDa continue, et les simulations produites ont encore
énormément de potentiel scientifique a exploiter. Nul doute qu’a l’ave-
nir, les simulations vont continuer & modéliser des phénomenes de
plus en plus complexes et et continuerons a tendre vers une meilleure
description de la réalité.
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ABSTRACT

EMMA is a cosmological simulation code aimed at investigating the reionization epoch. It
handles simultaneously collisionless and gas dynamics, as well as radiative transfer physics
using a moment-based description with the M1 approximation. Field quantities are stored and
computed on an adaptive three-dimensional mesh and the spatial resolution can be dynamically
modified based on physically motivated criteria. Physical processes can be coupled at all
spatial and temporal scales. We also introduce a new and optional approximation to handle
radiation: the light is transported at the resolution of the non-refined grid and only once the
dynamics has been fully updated, whereas thermo-chemical processes are still tracked on the
refined elements. Such an approximation reduces the overheads induced by the treatment of
radiation physics. A suite of standard tests are presented and passed by EMMA, providing a
validation for its future use in studies of the reionization epoch. The code is parallel and
is able to use graphics processing units (GPUs) to accelerate hydrodynamics and radiative
transfer calculations. Depending on the optimizations and the compilers used to generate the
CPU reference, global GPU acceleration factors between x3.9 and x16.9 can be obtained.
Vectorization and transfer operations currently prevent better GPU performance and we expect

that future optimizations and hardware evolution will lead to greater accelerations.

Key words: methods: numerical —dark ages, reionization, first stars.

1 INTRODUCTION

Starting in the 1970s, numerical simulations became part of the as-
trophysicist’s toolkit to investigate regimes where non-linearities,
strong coupling between different physics and multi-scale processes
are dominant. The study of structure formation in a cosmological
context is an archetypal example of such intricacies and has thus
driven the rise and the growth of the so-called cosmological sim-
ulations for decades now. These simulations have successively in-
cluded collisionless dynamics and hydrodynamics, and routinely
implement sub-resolution physics, such as star formation or feed-
back from supernovae, to model the galaxy formation process.
Recently, the challenges encountered in galaxy formation theory
and the near advent of new observatories capable of investigating
the Universe at redshifts z > 6 (such as the James Webb Space
Telescope and the Square Kilometre Array) have produced interest
in the study of the reionization epoch. Interesting in its own sake, as
a great cosmic transition produced by the first sources and capable
of reionizing the Universe, this epoch will be studied in situ and
will provide insights on the initial stages of the structure formation
process (see, e.g., reviews by Barkana & Loeb 2001; Pritchard
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& Loeb 2012). Reionization is also thought to provide keys to
understanding the current state of galaxies, with the rise of a UV
background capable of suppressing star formation in light objects
(see, e.g., Gnedin 2000; Hoeft et al. 2006; Finlator, Davé & Ozel
2011; Wise et al. 2012). Consequently, numerical simulations of
the reionization started to appear 15 years ago to assess this process
and prepare for the advent of observational constraints (see Trac &
Gnedin 2011 for a review).

The common feature of such simulations is the inclusion of radia-
tive transfer (RT) physics, to model the impact of the UV photons
emitted by the first sources. Quite demanding in terms of computing
resources, RT is often included as a post-processing step on outputs
of simulations to reduce this cost: absorbents are static and ad hoc
recipes are included to model the negative feedback of radiation on
sources (see, e.g., Ciardi, Stoehr & White 2003; Iliev et al. 2006;
Mellema et al. 2006; McQuinn et al. 2007; Zahn et al. 2007; Baek
et al. 2010; Chardin, Aubert & Ocvirk 2012; Paardekooper, Khoch-
far & Dalla Vecchia 2013; Ocvirk et al. 2013, 2014; Zawada et al.
2014). Nevertheless, radiative hydrodynamics codes started to be
implemented (like recently, e.g., Finlator et al. 2011; Rosdahl et al.
2013; Pawlik, Schaye & Dalla Vecchia 2015). They cope with the
reduced timescales (and therefore increased CPU cost) produced
by radiation physics using massive parallelism (see, e.g., Trac &
Cen 2007; Norman et al. 2015), methodological solutions (such as
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implicit solvers like, e.g., Gonzélez, Audit & Huynh 2007; Norman
et al. 2015) or specific physical regimes (such as a reduced speed
of light like, e.g., Rosdahl et al. 2013; Gnedin 2014). Whatever will
be the solution, radiation will surely become an additional standard
component of future cosmological simulation codes. This evolu-
tion is greatly illustrated by the number of participating codes in
comparison projects such as Iliev et al. (2006) and Iliev et al. (2009).

In this context, a new cosmological simulation code is presented
here, EMMa,! which includes collisionless physics, hydrodynamics
and RT. It builds upon the experience gathered with previous codes
such as ATON (Aubert & Teyssier 2008, 2010) and a particle-mesh
N-body only code (Aubert, Amini & David 2009). The aim is to
tackle structure formation experiments with a special emphasis on
the influence of radiation during the reionization epoch. EMMa is an
adaptive mesh refinement code written in C. It runs in parallel with
graphics processing unit (GPU)-driven acceleration on a selection
of its sub-modules, mainly the physics engines. As such, it shares
a number of features with ATON, extending its field of application to
coupled radiative hydrodynamics at high resolution through mesh
refinement.

The full methodology of EMmA is first described: details on how
data are managed, how the physics is solved and how the paralleliza-
tion is implemented are presented. Then we present a selection of
validation tests, from pure dark matter (DM) experiments to more
complex situations with coupled physics. Finally, we discuss the
performance and the potential future developments of EMMA.

2 METHODOLOGY

2.1 Adaptive mesh implementation

EMMA relies on a grid-based description of the physical quantities
and implements adaptive mesh refinement (AMR) techniques to
increase dynamically its spatial resolution. The latter is typically
of the order of a few cells, for all the different physics presented
here, whether it is set by the smoothing of the gravitational force
or the smearing of hydrodynamic shocks or ionization fronts. AMR
permits us to increase this resolution with a moderate cost in terms
of memory consumption by providing finer meshes only at selected
locations.

Several AMR implementations exist and Emma adopts a fully
threaded tree description (Khokhlov 1998) of the data, sharing this
core feature with other codes such as art (Kravtsov, Klypin &
Khokhlov 1997) and ramsks (Teyssier 2002). In this framework, a
fundamental grid divides a three-dimensional (3D) space (usually
cubic but not necessarily) into 23 cells where £, designates its
refinement level and where the cells are arranged in a Cartesian
manner. For instance ¢, = 7 corresponds to a fundamental 1283
grid where each direction is sampled along 128 points. Hereafter,
this fundamental coarsest grid will be referred to as the base grid
and /. is the base level.

These base level cells are the roots of oct trees that fully describe
the refined geometry of space. If a cell is refined, it points towards an
octal structure (or oct) that in turns points towards eight additional
cells belonging to the £ + 1 level. This hierarchy can be recursively
maintained until a satisfying resolution (i.e., refinement level) is
achieved. Conversely, base level cells can also be grouped into octs
that belong to coarser cells of level £, — 1. Recursively, this process
can be repeated until a single £ = 0 cell is obtained. This specific
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cell is therefore the root of the global AMR structure that samples
the 3D space where the numerical experiments take place.

In practice, the data are organized using octs as the fundamental
structures where a level £ oct O° contains the following information:

(i) the level ¢

(ii) eight cells ¢! with i € [0, 7]

(iii) a pointer towards its parent cell ¢‘~!

(iv) six pointers towards the six Cartesian neighbouring cells of
o1

(v) two pointers towards the next and the previous octs in memory
that belong to the same level ¢. Note that the arrangement of octs
in memory is not related to the spatial distribution of the octs in the
computational domain. With this feature, octs are stored as a doubly
linked list.

A cell ¢! contains the following information:

(i) its index i € [0, 7]

(i1) the physical data at this location (density, potential, pressure,
ionized fraction, etc.)

(iii) a pointer towards an oct O“! if it is refined.

Octs are mainly used for data exploration and management. They
are the mandatory intermediates in probing the neighbours of a given
cell. They are also the intermediate structure to scan all the cells
at a given £ (i.e., at a given spatial resolution), as they store the
pointers towards the previous and next members of the set of all the
O°. These scanning operations are performed through the doubly
linked list.

Cells are mainly used to store physical data. They also store a
pointer towards an oct if they are refined but that is all the relational
information that they possess. Any query on a neighbour cell must
be passed through the parent oct. This description reduces greatly
(by a factor of 8, typically) the number of relational pointers that
would be required if each cell possessed its own set of neighbours:
such an organization takes advantage of the fact that all the cells of
an oct share a significant fraction of neighbours, at the cost of some
operations to retrieve them via the octs.

Since geometrical relations between neighbours are explicit, the
mesh can be arbitrarily refined without any constraint on the geo-
metrical strategy of this refinement. Also there is no simple mapping
between the position of an oct in memory and its geometrical lo-
cation. As a consequence, the fully threaded tree can be extremely
versatile and follow closely any physical feature that requires high
resolution at the cost of storing additional information.

In refined grids, resolution jumps require special care. In partic-
ular, these interfaces are a source of errors and inaccuracies that
must be controlled as much as possible. One standard requirement
that must be enforced in the current description of AMR data is that
resolution jumps cannot be greater than unity for two neighbouring
cells. Hence, the six neighbouring pointers of an oct necessarily
exist. However, it also puts constraints on the way cells are refined
and the procedure takes place as follows, in this order:

(i) An oct containing a cell marked for refinement or already
refined must be maintained to ensure that resolution jumps are
smaller than two. Its parent cell is therefore marked for refinement.

(ii) If a cell is marked for refinement, so must its 26 neighbours.
This ensures a smooth transition between low- and high-resolution
regions by creating a buffer of high-resolution cells at the interface
and also prevents large-resolution jumps.

(iii) If a cell satisfies some user-defined criterion, it is marked
for refinement. This criterion can be physically motivated (based

MNRAS 454, 1012-1037 (2015)
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on physical values or gradients) or based on location (for a zoom
simulation for instance).

In practice, step (i) is applied to all the cells that belong to a given
level in a single pass. Afterwards the step (ii) criterion is likewise
applied to all the cells of that level, then step (iii), resulting in three
successive passes on all the cells of a given level. The marking pro-
cedure can be repeated an arbitrary number of times, especially to
increase the thickness of the buffer regions at the transition between
regions at two different resolutions. In practice, this procedure is
applied twice, similarly to RAMSES or ART. This ensures that a cell that
is refined on a physical basis (criterion 3 above) will be produced
with an outer layer of two neighbouring cells at the same resolution.
Once this marking has been completed, cells can be refined by cre-
ating a new oct to be attached to it or coarsened by suppressing its
child oct. When refined, all the relations must be computed while
the physical quantities are straightforwardly injected from coarse
values.

2.2 Solvers

EMMA tracks the evolution of three fluids coupled to each other.
The first is a collisionless fluid, sampled by particles in a standard
particle-in-cell description. It aims to model the dynamics of stars
and non-baryonic DM. Second, the code solves the Euler equations
to describe the gas dynamics. We chose to follow RAMSES by using a
piecewise linear method a la MUSCL?-Hancock driven by HLLC?
Riemann solvers. Third, EMmma models the propagation of radiation
using a moment description of the RT equation with the M1 closure
relation. Preliminary atomic processes are also included to describe
the cooling and ionization that take place on top of the adiabatic
evolution of the gas. Finally, EMma deals with cosmological settings
through super-comoving coordinates, which are briefly discussed.

2.2.1 Collisionless dynamics

Collisionless dynamics are handled through a Monte Carlo sam-
pling of phase space using particles [see, e.g., Hockney & East-
wood (1981) for a reference]. Each particle has a data structure that
contains:

(i) its fundamental properties: mass, 3D position r = x, y, z and
velocity v = vy, vy, v,

(ii) the level of the cell it belongs to

(iii) two pointers towards the next and the previous particles that

belong to the same cell.

Additionally, if collisionless dynamics is included, a non-refined
cell contains a pointer towards the first particle it contains. If a
cell is split, the particles of the coarse cell are passed to the newly
created cells. If an oct is destroyed, all the particles are assigned to
the parent cell. Using linked lists, the code can therefore scan all
the particles of a given cell.

Each particle is evolved in phase space thanks to the usual New-
ton’s equations:

dv

i —Vo(r), €y

Ap(r) = 4nGp(r), (2)

2 Monotonic Upstream-Centered Scheme for Conservation Laws.
3 Harten-Lax-van Leer-Contact.
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where p(r) stands for the 3D total matter density and ¢(r) is the
associated gravitational potential. Updating the phase space coor-
dinates of a particle therefore implies an evaluation of the density
and the potential fields on the refined mesh.

The density is computed in all cells of the AMR grid using a
standard cloud-in-cell (CIC) interpolation scheme. In practice, it is
performed level by level, according to the time stepping procedure
described in Section 2.3. If an unsplit cell ¢/ contains particles,
they are assigned to cells of the same level ¢ according to the CIC
scheme. Furthermore, if a neighbour cell is split, the contribution of
the particles inits £ + 1 cells is also taken into account in computing
the density of c¢f. Conversely, if a neighbour cell is coarser and
unsplit, its particles will also contribute to the density of c!. In these
two situations, the CIC extent of the particles will correspond to the
level ¢ resolution, resulting in a CIC density equal to the one that
would be obtained from a uniform grid at level ¢. Finally, if cf is
split, its density is computed by averaging the eight values of its
child cells.

The density being available, the potential is obtained by solving
the Poisson equation. For EMMA, the solution is obtained with re-
laxation techniques. They have great flexibility (notably compared
to Fast Fourier Transform-based approaches) in dealing with com-
plex domain geometries, arbitrary boundary conditions and grids
with multiple resolutions. One can use the simple Jacobi iteration
formula where the estimation p + 1 for the potential in the cell
of Cartesian coordinates (i, j, k) can be computed from a previous
estimation p via:

Ol + O+ PT T+l P
6

p+l
¢i,j.1< =

47 G Ax?
L 4nGAxTp

5 3

The convergence rate of this process is slow, especially to achieve
convergence on scales comparable to the total volume. As can be
seen in equation (3), information can only be propagated from one
cell to the next, making such a formula inefficient at determin-
ing the low-frequency modes of the solution. It can be marginally
accelerated by over-relaxation or by using the Gauss—Seidel iter-
ation technique, analogous to the Jacobi method but where new
estimates of the potential ¢”*! are used on the right-hand side of
equation (3) as soon as they are available, instead of ¢”.

Greater acceleration rates can be obtained by using a multi-grid
algorithm. The first stage is a smoothing operation where a simple
relaxation formula such as equation (3) is used to remove spurious
high-frequency features in the current estimation of the potential,
i.e., in the regime of scales it is the most efficient. Then this estimate
of ¢ is coarsened through a restriction operation and applied as a
first guess for a new relaxation stage, which is more efficient at
low resolution for two reasons: first, the number of sampling points
is reduced (typically by a factor of 8 in 3D) and secondly, the
convergence of low-frequency modes is increased as their effective
scale is reduced relative to the influence radius of equation (3).
Once this low-resolution solution is converged, it is interpolated
back (also called the prolongation step), and after a few relaxation
steps at full resolution a converged solution is obtained.

This two-level process (between £ and £ — 1) can be recursively
applied to ¢ — 1 and £ — 2 and so on. In EMMA, we typically proceed
until /=2 (i.e., using a 4* field) to achieve a 10~ convergence of the
solution with only about five iterations at full resolution. We take
advantage of the AMR structure to store residuals and perform the
calculations on coarse levels. Prolongation is performed via linear



interpolation, whereas restriction is done by averaging on the eight
cells of an oct.

For fine levels with ¢ > £, the potential is computed by simple
relaxation, using a red-black Gauss—Seidel smoother, with boundary
conditions provided by the £ — 1 cells that surround high-resolution
patches. However, the initial evaluation of the potential is obtained
by interpolation of the coarse solution. Therefore, convergence is
quickly obtained from this first value that is already close to the
correct one. For EMMA, convergence at the 1073 level is obtained
after 10 iterations in a typical cosmological simulation. Fine cells at
resolution jumps must compute the potential using high-resolution
values that do not exist on the coarse side of the jumps. In this case,
the potential is interpolated at the requested location from its coarse
value.

The potential being available, the acceleration field f = —V¢
is computed by simple derivation and is interpolated back at the
particle positions again according to the CIC scheme. If a particle
lies close to the interface between two regions at different levels ¢
and ¢ — 1, the force field is interpolated from the coarsest £ — 1
level. As such, it implies that a particle must penetrate significantly
within high-resolution regions to be sensitive to their force field,
otherwise they will be driven by a lower-resolution description of
the potential.

Particles are advanced thanks to a mid-point scheme. The p + 1
value of the position and the velocities are computed from their p
value as:

Fpil =Tp+ VpripAt? “)

where the mid-point velocity is provided by

At?
vp+1/2=vp+fp7 )]
and finally corrected as:
At?
Vpit = Vpri2 + fpe 3 (6)

2.2.2 Hydrodynamics

The hydrodynamics is solved through an Eulerian description of
conserved fluid quantities, which obey the set of Euler equations
(see, e.g., Toro 1997):

oU oF(U)  0oGWU)  0H(U) _
ﬁ—’_ 0x + Oy + 9z

where U = (p, pu, pv, pw, E) is the array of conserved quantities:
the density, the three components of momentum and the energy. F,
G and H are the three flux functions with

S, @)

F(U) = (pu, pu® + p, puv, puw, u(E + p)) (®)
G(U) = (pv, puv, pv* + p, pvw, v(E + p)) O]
HU) = (pw, puw, pvw, pw> + p, w(E + p)) (10)

In association with conserved quantities, it is usual also to consider

the primitive quantities, namely the density p, the velocities v =

(u, v, w) and the pressure p. The total energy is given by
p

P 2
E=—
2(”)4—)/_1,

an

with contributions for the kinetic and the internal energies. Here
y is the usual adiabatic exponent, equal to 5/3 for an ideal mono-
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atomic gas. The high-Mach flow regime is taken into account using
the recipe described in Rasera & Teyssier (20006).

The set of Euler equations is solved in a split fashion, dealing first
with the pure transport part with a null right-hand side in equation
(7) then updating the solution by adding the contribution of source
terms. The transport update of U? into UP*! is done explicitly (in
1D here for simplicity) via:
vt =ul + 27; (]:ip—l/z - ]:51;1/2)- (12)
This solution requires a knowledge of intercell fluxes F/,,, at
instant p between cells i and i £ 1/2, through the resolution of
Riemann problems. Here we use a MUSCL scheme coupled to a
HLLC Riemann solver (see, e.g., Toro, Spruce & Speares 1994;
Toro 1997). First, conserved quantities are linearly reconstructed at
the cell boundaries (in 1D for simplicity):
Ai

>

Here L/R designates the left and right reconstructed states at the
cell i boundaries at x = 0 and x = Ax, the cell centre being in Ax/2.
A, is the slope vector of the conserved quantities and is computed
using neighbouring cell values and a MinMod limiter to ensure
a monotonic solution. Before solving the Riemann problem, the
boundary extrapolated values are also evolved by a time Az/2:

_ At

07" = v+ = [F(vr) - F(UF)]- (14)
The Riemann problem at intercell positions is solved using these
evolved states, for instance F/,, , is obtained from states U ? and

vt =ur+ (13)

U ,-L+,. The MUSCL scheme achieves second-order accuracy (Toro
etal. 1994; Toro 1997). As discussed previously, when dealing with
cells at the interface between two regions with different resolu-
tions, coarse quantities are interpolated in a conservative manner
at the locations of the virtual fine cells. At such interfaces, the
low-resolution values are assumed to be constant in time and ac-
curacy reduces to first order (Khokhlov 1998; Teyssier 2002). The
multi-dimensionality of the problem is dealt with through an unsplit
approach with a flux contribution from the three directions included
at once in the update.

The stability of the solution is obtained by enforcing the Courant
condition on the time step

Ar=c2Y (15)
7

where V), is an estimate of the largest wave speed present through-

out the computational domain and C < 1. We follow the simple

suggestion of Toro with

Vi = max{|v|; + a;} (16)

where a; stands for the sound speed at location i. It usually over-
estimates the limiting velocity and therefore underestimates the
corresponding time step, but provides a robust estimation.

The source term in equation (7) models deviation from pure con-
servation. In our case, S holds the contribution of the gravitational
force to momentum and energy variation and expresses the coupling
of gravitation with hydrodynamics:

S =(0,—pVep, —pvVe), 17)

where ¢ is the gravitational potential. Its inclusion in the solution
[equation (12)] is done in an explicit manner with

S = (0, —p’Ve?, —p’v’V§P). (18)
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This contribution modifies the conservative quantities after the pure
transport update. However, they are taken into account within the
MUSCL scheme to compute the interpolated left/right states before
solving the Riemann problems. Of course, the hydrodynamics is
also coupled to radiative physics and thermo-chemistry via the in-
ternal energy (or equivalently the pressure) of the gas: photo-heating
and cooling act as source and sink terms of this quantity and are
treated by the RT engine. Finally, the hydro-engine is able to han-
dle passive scalars that are being advected with the fluid. Among
such scalars, currently there is the hydrogen neutral fraction and in
forthcoming developments one can think of the metallicity.

2.2.3 Radiative transfer

Propagation of radiation is dealt with using a moment-based de-
scription: light is described as a fluid, where its phase space distri-
bution is averaged over velocities to focus on spatial fields. Among
this family of radiation descriptions, EMMA relies on the M1 approx-
imation (Levermore 1984; Gonzalez et al. 2007; Aubert & Teyssier
2008).

Taking the first two moments of the Liouville equation leads to
the conservation equations of the ionizing photon density N, (r, t)
and flux F,(r, 1), in each bin of frequency v:

oN, OF,

= Oy — N\n 1
o T ar TS Tk 19
o0F, ,0P, - 0)
c = —«pF,.
ot or F

Here, P,(r, t) stands for the radiative pressure tensor. This system
of equations being open, a closure relation is required to solve it.
The M1 closure relation is given by:

P, = D,N, (21)

3x — 1 1—y
D, = I
2 * 2

Here, D, stands for the Eddington tensor and its expression is set by
the value of the x quantity that varies between 1/3 for a diffusive
regime (i.e., F, < ¢N,) and 1 for a pure transport regime (i.e.,
F, ~cN,).

The quantities on the right-hand side of the conservation equa-
tions are the source of photons S,(r, t) (expressed in photons per
unit time per unit volume) and the two absorption terms, driven by
the absorption coefficients ky and «, considered equal in EMMA
with ky = co,ny. These terms couple the hydrodynamics and the
RT with gas absorption with nyy being the density number of neutral
gas and o, the photo-ionization cross-section at frequency v.

For multi-frequency transfer, photons are gathered in so-called
groups of frequencies and the flux and number densities of a given
group satisfy the above conservative equations. In practice, equa-
tions (19) and (20) can be integrated between two frequencies:

nxn. 22)

N + oF _ N (23)
or or o T covmin
oF , 20F F (24)
— +c"— = —co ,
o1 or . covm
with
v
N = N,dv (25)
Vi
V2
F = / F,dv (26)
Jvy
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)
S = / S,dv 27)

V|
1 [
oy = N /v] o, N,dv. (28)

Typical frequency groups have limits set by the ionization levels
of hydrogen and helium (even though Emma does not currently
handle helium chemistry), i.e., [13.6, 24.6, 54.4] eV or are chosen
to represent broad classes of different types of radiation such as UV,
X- and hard X-rays.

In practice, the updating of the radiative quantities is a two-
stage process: first, a conservative transport is performed, then
non-conservative contributions (source and sinks) are added within
a subsequent thermo-chemical solver (see Section 2.2.4). The set
of homogeneous (with zero right-hand side) coupled equations is
solved for U = (N, F) using fluxes F = (F, ¢>P) with a simple
explicit finite difference scheme (in 1D for simplicity):

At
UIP‘FI :Ulp"_B(]:i{l/z_*}—iil/Z)’ (29)
which must satisfy the usual Courant condition:
Ax
< —. 30
©= A1 G0

Here F/” | ,(U) represents the flux function at instant p measured at
the interface between cells i and i — 1. This intercell flux is obtained
by solving a typical Riemann problem at this interface: in EMMA,
this flux is given by the Lax—Friedrich formula:

Fi+ Fip Ui —U;

Fiv1p(U) = 7 —c 5 . 31

As in ATON, an implementation of the less diffusive HLL flux is
also on the way. At this stage, conservative transport is completed
and radiative quantities (N, F) are in an intermediate state, waiting
for the contribution of source and sinks to be taken in account, as
explained in the next section.

First, note that the Courant condition ensures the stability of the
scheme but imposes that the numerical sampling velocity Ax/At
must be greater than the speed of light. The cost of simplicity
provided by the explicit solver is therefore a very fine temporal
sampling, greatly enhancing the CPU cost of the RT. This stringent
constraint on the time step imposed by the Courant condition can be
circumvented in two ways. The first is simply by taking advantage
of hardware acceleration (as in ATON). In EMMA, this route is explored
with GPUs as accelerating devices and described in Section 4. The
second is to reduce the speed of light (Gnedin & Abel 2001; Rosdahl
etal.2013), taking advantage that in a large number of situations, the
effective propagation of radiative information is performed through
ionization fronts that propagate at smaller pace. This option can
also be set in EMMA, as done for instance in Section 6.6.1.

2.2.4 Thermal and chemical processes

The thermal and chemical processes encompass the atomic physics
that will affect the hydrodynamics and radiative quantities. Cur-
rently, EMMA handles only atomic hydrogen processes. They con-
tribute to changing the number density and flux of photons (source
and sinks), the ionization state of the gas and finally its internal
energy:

dN

o = S conmuN + (@a(T) = an(T)x*n;, (32)



dF F (33)
— = —coynyF,

ar NTUH

dny 2 2 .

= = @D = BT)x(1 = x)ng — cnyon N, (34
de

T =cnyXgN — A(ng, x, T), (35

where ny = (1 — x)p/m, = (1 — x)ng is the number density of
hydrogen atoms (with individual mass m,), x being their ionized
fraction and ny being the total number of protons (i.e., neutral
plus ionized hydrogen). The quantities os/z and B are, respec-
tively, the case A/B recombination and collisional ionization rates.
Equations (32) and (33) describe the influence of source and sinks
on the radiative quantities: in particular the last term in equation
(32) refers to the recombining ionizing radiation. Note that the on-
the-spot approximation can easily be applied by setting a4 = ap in
equations (32) and (34). Equation (34) details the competing effects
of recombination and ionizations on the number of neutral hydrogen
atoms. Equation (35) encodes the evolution of the internal energy
density of the gas e = p/(y — 1) due to atomic cooling (given by
the cooling rate A) and to the photo-heating above the ionization
threshold H = cnyN X . Here £y = (0 g(E) — o yE136) Where the
quantity o g is the energy averaged cross-section over the group of
frequencies of interest:

1 n
- N, hvdv, 36
op N(E) /U1 o vdv (36)
1™
B = / Ny 37)

where the latter quantity (E) is the average photon energy in the
same group.

For multi-frequency transfer, equations (32)—(35) are solved for
each frequency interval (i.e., group) [v;, viy] where i stands for
a group label. Within each frequency group i, the corresponding
photon density and fluxes (V;, F;) satisfy:

dn;

1t - Si - CONJ”HN[ ((XA(’I ) 058(7 ))Si.l;czll(z) (38)
Con.in i
lt N,i"'H

These equations depend on the group cross-section oy, ; and source
function S; obtained using equations (27) and (28) on the [v;, v; ;1]
interval. The number of radiative conservative updates therefore
scales as the number of frequency groups. The Kronecker symbol
8;.1 in equation (38) implies that the recombining radiation only
contributes to the first group of ionizing photons, the closest to
the hydrogen ionization frequency (see, e.g., Rosdahl et al. 2013).
Again, if the on-the-spot approximation is used, this contribution is
set to zero for all the groups. The thermo-chemical equations (34)
and (35) are also modified and the following expressions must be
replaced:

Ngroups

(;nHO‘NN —> Ccny Z O’N_,'N,', (40)
i=1
Ngroups

CnHZEN —> Cny Z EEJN,'. (41)

i=1
Ngroups stands for the total number of frequency intervals consid-
ered. Equations (40) and (41) depend on the group cross-sections
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and photon densities and effectively couple photons of different
frequencies that are otherwise transported without any interactions.

In practice, we solve the equations in the same order as above
by sub-cycling the dynamical step Ar with a chemical time step
At. During the latter, all quantities are updated from state p to
p + 1. At is first evaluated from the p state of the internal energy,
with §t = e” /(H” — A?). Then all the quantities are updated in the
following manner and in this order:

NP+ (S + @a(T) — ap(Tywng ) At

NPT = (42)
14 con(l —xP)ng
Frl Fro 43)
14 con(l — xP)ng
bl ax(TPxPngAt + 1 — x? 4
X =1-
1+ AT (B(TP)xPng + coy NP+
e’ = e + Ate(l — xP Hng NP s
— At A(ng, x"1, TP)). (45)

In this sequence, new information on a given quantity is immediately
used to compute a subsequent one. We follow Rosdahl et al. (2013)
and enforce that the internal energy must at most vary by 10 per cent
(relatively) during A, otherwise the set of equations is recomputed
with a time step divided by 2 until this condition is satisfied. In all our
experiments, this procedure has been found to be accurate and robust
enough. All the rates required to describe the atomic processes, such
as the recombination, the collisional ionization and the cooling, are
taken from the compilation of Theuns et al. (1998). Photo-ionization
cross-sections are taken from Hui & Gnedin (1997).

2.3 Time stepping

The organization of a time step is intimately constrained by the
multi-level structure of the data. A single-level time step is organized
in quite a usual fashion and described in Fig. 1. Coupling between
the different physics occurs at different levels, the most explicit ones
being:

(i) between gravity and hydrodynamics through the total matter
density and the gravitational force it creates

(i1) between radiation and hydrodynamics through the density
distribution or the gas temperature.

On top of this explicit coupling, detailed in the next section, implicit
ones also occur where, e.g., a photo-evaporating halo could in prin-
ciple affect the underlying DM distribution (in the same way that
supernova feedback could affect it, even though it is not explicitly
coupled, e.g., Pontzen & Governato 2012).

When mesh refinement is enabled, coupling between levels must
be taken into account with special care. In EMMA, updates are per-
formed level by level, each level being updated with its own time
step At,. Typically, At, ~ Aty X 2 (£ corresponding to a level
coarser than ¢ + 1). Advancing the solution on a level £ can be
expressed as the following recursive expression:

Ay = Re 1 PrAp UMy, (46)

where A, stands for advancing the solution at level €. R, is the
refinement operator (i.e., creating/destroying £ + 1 octs from ¢
cells). P; and U, are the operators for the Poisson resolution and the
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Figure 1. Flow of sequence for a time step at a given level (from top to
bottom). Side arrows describe the exchange of physical quantities between
different modules to emphasize the most important couplings. Green boxes
stand for modules that have been ported onto the GPU using CUDA. It is
assumed that A7y = 2Aty; and the £ + 1 level is advanced twice. This
sequence is repeated recursively for all the finer levels.

t t+dt
LevelL @& l3 >
3 . 6 .
Level L+1 @ o ] >®

Level L+2 & > & > > > 9
1 2 4 5

Figure 2. Time-step hierarchy of three levels of the AMR structure. The

coarse level ¢ is advanced from 7 to ¢ 4 dz, which implies partial advance and

temporary updates of fine levels £41 and ¢+2 until they are synchronized

with £. Arrows and numbers indicate the sequence of partial updates at

different levels to perform this full update of the three nested levels.

update (i.e., moving particles and updating Eulerian fields) at level
£. Finally, M, corresponds to the marking of the level £ cells for
future refinements. The recursion is stopped at the maximal allowed
level with Rymax = Miymax = Aemax+1 = 1. For instance, a simulation
with three resolution levels (e.g., £ = 5, 6, 7) will be fully updated
on Ats according to the following operations (Fig. 2 details this step
in a schematic manner):

As
A7 = P7U7P7U7 (47)

RsPs [Rs Ps [A7] UsMg] [Re Ps [A7] UsMs] Us M5
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Figure 3. Multi-level update of fluxes at the interface between two levels.
To perform an update from 7 to t + dz, fine level £ 4+ 1 must perform two steps
sub-cycled within a large step of the coarse level £. Updates are performed
according to the sequence 1, 2, 3: note how the middle coarse cell is updated
during the three steps with fine fluxes first and a final coarse flux, during the
level ¢ update.

Level
L+1

where we assumed that Ats = 2Ate = 4At;. More generally, the
time steps are constrained by:

At} + At} < Aty (48)

Once the level ¢ + 1 has been updated by Az}, | + ArZ, |, the value
At, is updated to synchronize the coarse level on the finer one.

As originally described by Khokhlov (1998), this nested hierar-
chy of time steps has some strong implications for the flux update
at interfaces between two levels. When conservative quantities are
updated on level £ + 1, adjacent ¢ cells must take into account the
fluxes produced during the sub-cycling of level £ 4 1. For instance,
if a conservative quantity U, and U, in two adjacent cells must be
updated on Afy, the following sequence must be obeyed (see also
Fig. 3):

(i) UL, is updated to U7/ using a flux F(U/,,, U}). Mean-
while U/ s temporarily updated using the same flux.

(i) U/ isupdated to U/ using aflux F(ULH?, UP). Again
U,Zp+1 is temporarily updated using the same flux.

(iii) Finally, U/ s fully updated taking into account the flux
created by adjacent cells of level €.

This partial update of coarse cells during fine time steps is one of the
reason for enforcing a maximal jump in resolution of unity between
two adjacent cells. Larger jumps would create a complex hierarchy
of partial updates of coarse quantities, which would be difficult to
handle properly.

The amplitude of time steps is set by physical temporal scales
that must be resolved to track properly their impact on the evolution
of quantities. EMMA being a multi-physics code, a whole list of
timescales is computed for all the cells of a given level and the
smallest sets its global time step:

(1) We follow Teyssier (2002), and limit the rate of change of the
cosmological expansion factor da(Atosmo)/a < €.

(ii) A particle cannot move on a scale larger than the size of a
cell: Atpic = € Axy/Vmax.

(iii) The local dynamical time must be resolved: Atyy, =
€/v/Gp.

(iv) The hydrodynamical Courant condition must be satisfied:
Athyg < Axg/ V), [see equation (16)].

(v) If light sources are present, the radiation Courant condition
must be satisfied: Af,g < Axg/c. It ensures that light propagation
is performed in a stable manner.

When full physics are included and effective, the most stringent
condition is usually provided by At,,q and by orders of magnitude



since usually ¢ > Vj,. This dominance can be reduced by setting
a reduced speed of light. Furthermore, as non-linearities increase
(and even more when strong shocks, such as induced by supernova
feedback, are included) the ratio Atnyq/Atryq tends to decrease.

3 COSMOLOGICAL SETTING

Cosmological experiments are implemented using the set of ‘super-
comoving’ variables suggested by Martel & Shapiro (1998). The
transformation from physical to super-comoving variables is given
by:

- r
r = ;, (49)
v= (50)
p= afp , (51)
5
a
p= pp, (52)
2
~ a
¢ = ¢¢, (53)
. dt
dt = e (54)
N =da’Nr} (55)
F = a*r’1,F, (56)

where starred quantities stand for normalization units with
r, = L (the box length), t, = 2/(Ho/SQm), Vs = Ii/ts, Py =
3HOZQ,,,/(871 G) and p, = p,v2. Hy and a(?) stand for the usual
current Hubble parameter and the time-dependent expansion factor.

With this set of transformations, it can be shown that almost all the
differential equations to be solved keep their standard expression for
ay =5/3 gas. The only notable exception is the Poisson equation,
which becomes:

A¢ = 6as, (57

where § = p/(p) — 1. Still, this equation remains typical of an el-
liptic equation that can be solved by all the methods already in place
for the Newtonian field equation. Overall, the use of such a trans-
formation greatly simplifies the implementation of cosmological
settings in this kind of simulation code.

4 PARALLELIZATION AND VECTORIZATION

EMMA is a parallel code, which includes two levels of multi-tasking.
The first is the standard multi-CPU mode, where the computational
domain is distributed among several processes that communicate
with each other via the MPI protocol. The second level of par-
allelism resides within an MPI process where the local load is
distributed among several threads of execution. For EmmA, this lo-
cal parallelization is performed on GPUs but could in principle be
extended to other modes of multi-threading such as local shared-
memory parallelism among multiple CPU cores or other hardware
accelerators. The second level of parallelism can be understood as a
vectorization, where arrays of data are processed in parallel through
the same set of instructions with minimal communications.
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With this two-level parallelism in mind, EMMA has been designed
to decouple as much as possible instructions that deal with the lo-
gistics of data from the ones that actually perform calculations.
Logistics operations are defined as operating directly on the AMR
tree, e.g., cell marking and refinement, tree management and inter-
process communications. These operations are handled by CPUs.
Computing functions on the other hand expect arrays of data to
be crunched, without any mention of tree-organized data or inter-
process parallelism and return, likewise, an array of results. The
physics solvers belong to this second category and are meant to
be processed by vector-based hardware, such as multi-core proces-
sors, GPUs or any other kind of co-processor. In between, a set
of interface functions must be developed to perform gather/scatter
operations from/to the AMR tree to/from the calculations arrays.
These aspects are developed in the next sections.

4.1 Distributed parallelism on multiple CPUs

Distributed parallelism is handled through a space-filling curve do-
main decomposition. Such a curve provides a 1D mapping of a
3D grid by assigning a unique key to each oct as a function of its
Cartesian position. The number 7, of parallel processes being de-
fined, the curve is split into n, successive parts with equal loads,
thus assigning a set of octs to each process. The number 7, can
thus be arbitrary and the 1D mapping alleviates the need to deal
with multiple boundaries along multiple directions. EMMA has been
implemented with both a Peano—Hilbert space-filling curve and a
slab-based key ordering for problems with unidirectional variations
(such as the shock tube or the Zeldovich pancake). Currently, the
domain decomposition is performed at the level £, corresponding to
the base resolution of the simulation: all the £, octs are distributed
among the processes, in such a way that each process possesses at
least one such oct. All octs created from a level £, cell are assigned
to the same process. At the current stage, EMMA does not perform
any kind of load-balancing that could be obtained by sliding the
limits of the 1D domains along the space-filling curve to optimize
the distribution of work among the processes.

It should be emphasized that the AMR structure can only be fully
exploited if it remains consistent: no holes, no level jumps greater
than 1 from one cell to another, pointers towards neighbouring cells
must exist, etc. Furthermore, a given process should be aware, at
least partially, of the AMR tree structure of the neighbour processes.
EMMA copes with these issues by employing the local essential tree
decomposition (Warren & Salmon 1993; Dubinski 1996): each pro-
cess, even though it has been assigned only a subset of the total
volume, is aware of the whole hierarchy of nested octs but only at
the levels relevant to its tasks (see Fig. 4). Neighbour cells directly
in contact with its domain bring their whole tree from £ = 1 to £y,
those being second-order neighbours are one level coarser and so
on. In practice, this local hierarchy is obtained at the initial building
of the oct tree: from the root £ = 1 oct, cells are refined down to the
coarse level if they belong to the sub-volume assigned to the current
processor or if they are direct neighbours of this sub-volume. This
produces naturally a local tree for each processor, individually fully
consistent and yet aware of the structure of the direct neighbours.

Communications are handled using the MPI protocol and if a
given process Py requires data present on other processes, it must
be performed explicitly by specifying which octs should come from
which other MPI process. This communication protocol in EMMA has
been written in the following fashion:
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Figure 4. An example of a sub-domain seen by a processor in the essen-
tial tree paradigm. The processor has been assigned the lower left corner
(shaded) but is aware of the whole computational domain. Distant regions
are coarsened relative to close ones.

(i) First, all processes P; build their own list of neighbour MPI
processes {P;} with i # j.

(ii) For each member of {P;}, a list of requests (i.e., of neighbour
octs) is established by P; by storing their space-filling curve keys.
This list of keys is sent from each P; to all its {P;}: P; acts as a
client sending requests to neighbour servers.

(iii) Likewise, each P; receives a list of requests from the same
sources: P; acts as a server to neighbour clients.

(iv) Each client key is processed by P; through a hash table to
relate the absolute key to a local pointer to an oct. The data are
gathered and sent back to the clients {P;}.

(v) Meanwhile, the data from the servers {P;} are received and
scattered back in the local tree by P;.

This set of instructions is performed level by level and called by
the Poisson, the hydrodynamics and the radiation solvers to up-
date border cells that belong to other processes and that have been
remotely modified: the flux of information can be considered as
outside in. However, there are situations where the information flux
is inside out: a process performed locally will directly affect a value
outside its domain. The first example of inside-out communication
is the CIC assignment, where local particles will contribute to an
adjacent domain. The second example is the conservative updates
due to hydrodynamics or radiative fluxes between cells at different
levels and belonging to different processes. Because this update is
asynchronous between levels, conservative values can be updated in
a neighbouring coarser cell and must be communicated to its home
process. In this case, the protocol is similar to the one described
above except that there is no request stage and the data are sent
directly from the server to the client.

Note that without load-balancing, the list of neighbours {P;} is
static for each P;. Hence, the first stage of the communication pro-
tocol has to be performed only once. However, the list of neighbour
octs is dynamic, because of mesh refinement. Therefore, for a given
pair, client/server P;/P;, the list of requests changes on the fly and
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should typically be recomputed any time octs have been created or
destroyed.

4.2 Local vectorization

Local parallelism relies on a vector-based strategy, where arrays of
data are processed through the same set of instructions and pos-
sibly on architecture with vectorization capability. The driver for
this choice of design is the recent emergence of multi-core pro-
cessors, GPUs or CPU-based co-processors, which all rely on this
programming paradigm to be fully efficient. For Emma, this kind of
parallelization focuses on the physics solvers (i.e., the relaxation
of the Poisson equation, the conservative update of hydrodynamics
and RT and the chemistry solver), which are fed with arrays of
initial states and evolve into arrays of updated values.

Relying on vectors presents several pros. First, it guarantees an
optimal data layout in general by ensuring that the data are ac-
cessed in a coalesced and aligned manner: computation directly on
tree-stored values would induce random and unpredictable memory
accesses, whereas an array-based organization ensures the proxim-
ity of successive or concurrent calculations thus providing optimal
performance. For GPUs in particular, enforcing this kind of memory
access is a requirement for obtaining the maximal throughput of the
devices. Furthermore, arrays are generic and simple structures of
data, which can be processed in a general manner: each element
of an array is computed like the others and the implementation
of this single-element flow of instructions can usually easily be
ported from one architecture to another or even from one language
to another. The difference usually arises in the details of the scan-
ning operation for all the elements: they can be parsed in sequence
for a scalar calculator or by launching multiple threads of a single-
element computation on a GPU or shared memory cores or by taking
advantage of the vector abilities of languages such as FORTRAN 90
and pyTHON. Overall, vectorization provides an easy opportunity to
choose a language or an architecture for the code computational
modules, without any consideration of the design and layouts of the
data structure. For instance, EMMA has been coded into both scalar
CPU and CUDA GPU versions of the Poisson, hydrodynamics and
RT solvers, both versions working in the same AMR framework. In
fact, upcoming developments may lead to changes in the way AMR
is handled but they would not impact the way the physical engines
are designed.

However, it becomes readily apparent that the AMR oct tree being
a non-vector-based way to store data, the latter must be converted
back and forth from a tree-based organization to an array-based one
(see Fig. 5). These gather and scatter operations are critical to the
performance of the code as they constitute bottlenecks to the over-
all code performance. Nevertheless, if the number of calculations is
large enough, the cost of these operations can be hidden by comput-
ing or by overlapping transfers and calculations. In practice in EMMA,
when data are gathered from the tree to update a value in a given
cell, all the necessary values from the neighbours are gathered too.
For instance, equation (3) requires seven values to update the po-
tential of a given cell (six from the cardinal neighbours and one for
the density). Their related gather operations, therefore, organize the
data in seven arrays of n, values, which are required to update
the potential in n, cells. Of course, since two adjacent cells share
some neighbours, the data in these arrays may be redundant. Sim-
ilarly, intercell fluxes (used during hydrodynamics and RT) are
computed twice for two adjacent cells. In principle, such overheads
could be avoided but at the cost of coding simplicity and at the cur-
rent stage the data or flux evaluation has been kept redundant. Gather
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Figure 5. Schematics of the conversion between oct tree data management
by the CPU for the AMR structure and array-based calculations, for instance
on a GPU. A back and forth flow of data is performed through gather/scatter
operations. Grey levels label different refinement levels, in both the tree and
the array.

operations are also in charge of dealing with resolution jumps: if a
given cell requests data from a neighbour at an unavailable resolu-
tion, it is interpolated linearly from coarse data at the position of the
fine virtual cell. Global boundary conditions are also dealt with by
these gathering operations. As said previously, boundary conditions
are periodic by nature: if transmissive boundaries are required, the
gather operation replaces the data from the periodic neighbour cell
with the data of the current cell. If reflective boundaries are set up,
the same operation is performed with an additional flux inversion.

5 COARSE RADIATIVE TRANSPORT
APPROXIMATION

Section 2 describes the standard methodology for coupling the dif-
ferent physics within an AMR code with adaptive time stepping.
Physical quantities and data structures are updated at the pace of
the fastest evolving dynamics among the collisionless, the hydrody-
namic and the radiative ones. This implementation has been proven
to be both accurate and practically sustainable (in terms of required
computing resources) for hydrodynamic codes in the past. However,
the inclusion of explicit radiative transport and out-of-equilibrium
chemistry severely impact the code’s efficiency as it must track
processes on timescales one or two orders of magnitude smaller
than the pure hydrodynamical case. Hence, an experiment cover-
ing a given physical duration must be sampled with a number of
operations one or two orders of magnitude greater, including not
only physical engines but also any kind of logistics functions or
overhead. As such, any deviation from a perfectly optimized set of
operations will see its magnitude multiplied by a factor of 100 and
reduces significantly code efficiency.

In this section, we suggest an additional level of approxima-
tion for the coupling between radiative processes and dynamics
(hydrodynamics plus collisionless). It can significantly reduce the
resources necessary for a simulation with radiation, at the cost of
a degraded (mostly spatial) resolution. It is summarized in Fig. 6
and relies on two sets of additional approximations compared to the
standard implementation of Section 2:

(i) Radiation transport and the associated thermo-chemistry are
explicitly decoupled from the dynamics (collisionless plus hydro-
dynamics). Hence, to advance the simulation, dynamical quantities
are updated first on all the AMR levels on a timescale constrained
only by the dynamics (usually set by the hydrodynamics Courant-
Friedrichs-Lewy (CFL) condition). Then, matter is considered as
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Figure 6. Comparison of the time stepping and multi-physics coupling in
the standard AMR approach (top, described in Section 2) and in the coarse
radiative transport approximation (CRTA) description (bottom, described in
Section 5). Thick black, thin red and dashed blue arrows stand, respectively,
for dynamics (collisionless plus hydrodynamics) operations, radiative trans-
port and thermo-chemistry. The thermo-chemistry is shown as a dashed line
to indicate that it is already sub-cycled with respect to the radiative transport.
In both cases, the simulation is updated by a dynamical time step (from left
to right), taken to be equal to 4 times the coarse radiative time step. Note
how the red arrows have the same length in both schemes, corresponding to
a coarse radiative transport time step. It is also assumed that two additional
levels of refinement are enabled (L + 1 and L + 2). In the standard case, such
an update takes four full updates of the AMR tree, because each update cov-
ers a radiative time step, resulting in a total of 83 engine calls. In the CRTA
case, the dynamics is updated first over a dynamical time step (seven calls)
and radiation plus thermo-chemistry is treated in a second stage (16 calls)
for a total of 23 calls. Note how the radiation transport is only performed at
the coarse level.

frozen and radiation is propagated within this static distribution for
the same duration. Since typical speeds encountered in dynamical
processes are of the order of the local sound speed or free-fall veloc-
ities, which are much smaller than ¢, such decoupling should remain
under control and provide results similar to the standard procedure.
Of course, radiation is subject to a stringent CFL condition, which
implies that radiative quantities are updated through an intensive
sub-cycling (typically 100—1000 cycles) of the dynamical time step
with small radiative timescales.

(ii) Additionally, radiative transport is only performed at the
coarse level. However, thermo-chemistry is still computed on re-
fined levels, but with a coarse-grained description of the radiation
field that is simply injected from the coarse to the fine levels. Not
only does it reduce the number of transport operations but it also
reduces significantly the number of thermo-chemistry steps: this
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engine is already sub-cycled even in the standard approach (see
Section 2.2.4) and can therefore operate on a large radiative time
step. Furthermore, if an equilibrium situation is encountered in a
given cell (a frequent situation in fully ionized regions for instance),
this thermo-chemistry sub-cycling can be reduced to a few cycles.

Fig. 6 provides a simplified comparison of the standard and the
coarse radiative transport approximation (CRTA) schemes. We ar-
bitrarily chose a situation where the coarse dynamical time step is
4 times larger than the radiative one at the coarse level. In the stan-
dard description, the time step is set by the radiative CFL condition
at all levels. Hence, for a situation with a coarse plus two refined lev-
els, as the one described in Fig. 6, the number of dynamics, radiative
transport and thermo-chemistry engine calls are identical and equal
to 28 (four on the coarse level and 24 on the refined ones) for a total
of 84 calls. In the CRTA case, it reduces to seven dynamics calls
(including six calls on refined levels) plus four radiative transport
calls at the coarse level plus 12 thermo-chemistry calls for a total 23
engine calls, i.e., a factor of 3 fewer operations. Bear in mind that
a realistic case rather involves a ratio of 100 to 1000 between dy-
namics and radiative time steps and 5—10 refinement levels: in such
cases, the CRTA essentially reduces the cost of the hydrodynamics
to zero and by neglecting transport on refined levels, it reduces the
cost of a radiative time step by a few tens. Additionally, AMR logis-
tics, communication set-up, analytics, etc. are performed only at the
dynamical time step and their costs are also essentially set to zero in
the CRTA approach. Incidentally, this technique also increases the
relative weight of physical engines over numerical overheads and
among the engines it increases drastically the weight of radiative
transport plus chemistry over the others: it turns out that the latter
engine is one of the most efficient in the use of vectorization (see
Section 4) and therefore in the use of hardware accelerators such
as GPUs. CRTA is expected to benefit more from such devices in
accelerating the code.

Of course, this increased efficiency comes at a cost. The most
evident one is the decreased spatial resolution for radiative trans-
port, even though the thermo-chemistry is performed at the highest
resolution available. It could be thought of as an intermediate ap-
proach between a homogeneous radiation field (as usually assumed
in non-RT cosmological simulations) and a full AMR description.
In the CRTA approach, spatial UV field fluctuations exist but are
coarsened. However, the impact could be limited. First, as shown
in Aubert & Teyssier (2010), radiation fields (radiative density and
flux) do not exhibit significant clumping factors compared to those
of the matter distribution and are relatively smooth even in highly
resolved simulations. In fact, the radiative densities span orders
of magnitude between sources and dark voids and are therefore
not very sensitive to local fluctuations. Furthermore, we use here
a highly diffusive scheme (based on a Lax-Friedrichs intercell flux
evaluation), which accentuates further the smooth aspect of radiative
fields. One could therefore argue that having a fine spatial descrip-
tion of radiative density fields is not absolutely necessary. The other
level of approximation is the imperfect coupling of radiation and
matter, the latter being considered as still when light is being cast.
Somehow, it relates to previous post-processing techniques but per-
formed on the fly at every dynamical time step. Post-processing is
known to provide satisfying results for large-scale experiments on
~50+4 Mpc scales, hence we can be confident that this imperfect
coupling can be controlled in such cases. On the other hand, it is
clear that some coupling between matter and radiation in highly re-
fined cells will be lost and it is difficult to evaluate this loss properly.
As shown in Section 6, the CRTA returns very satisfying results for
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Figure 7. Shock tube experiment. From top to bottom: refinement level,
density, velocity and pressure as a function of position. Points stand for the
simulation results and solid lines for analytic profiles.

the tests shown here but in general using CRTA would require an
additional level of convergence study to ensure that this imperfect
coupling is under control.

6 CODE VALIDATION

EMMA has been submitted to a series of tests to validate its implemen-
tation. For various combinations of simulated physics, documented
experiments are described here, as well as the code results.

6.1 1D hydrodynamics: shock tube

The shock tube is a 1D test where a Riemann problem is evolved by
a simulation. It focuses on the implementation of hydrodynamics
and the ability of the MUSCL scheme and HLLC Riemann solvers
to capture shock features. The initial conditions consist of a jump
at Xy = 0.3125 between two different states (o = 1,u; =0,p; =1
and p, = 0.125, u, = 0, p, = 0.1, taken from Toro 1997). The
solution to this Riemann problem is known and can therefore be
compared to the results delivered by EMMA.

The calculation has been performed using a £ = 6 coarse resolu-
tion with four additional levels of resolution, triggered by density
gradients satisfying Ap/p > 0.015. Even though the problem is
1D, the calculation has been performed in 3D with the jump oc-
curring along the x direction. Transmissive boundary conditions
were retained along the x direction and periodic ones along the two
others.

Fig. 7 shows the density p, the velocity along the x direction u,
the pressure p and the refinement level at # = 0.2. Also shown is the
solution of the Riemann problem, as a solid line. Clearly, the match
is satisfying with shocks being resolved on a few cells, thanks to both
the shock-capturing scheme and the improved resolution allowed by
the on-the fly refinement. It can also be noted that the contact wave



is also present near x = 0.5, even though some smearing can still be
present at this resolution. Overall, this standard test demonstrates
the ability of EmMMA to solve classic hydrodynamical problems at
high resolution.

6.2 1D gravity plus hydrodynamics: Zeldovich pancake

The Zeldovich pancake test (Zel’dovich 1970) tracks the evolution
of a single planar mode in an €2,, = 1 expanding Universe, where
the linear stages of the evolution can be analytically predicted. The
initial matter density is given by:

“e cos(2m x) (58)

1+
=1
p(x) +1+

1

whereas the initial velocity is given by:

l 1+ z¢
7 (14 z;)%?

Here the mode oscillates along the x direction. z; and z. stand for
the initial and collapse redshifts.

As in Section 6.1, this test case has been simulated with EMMA
in 3D as a planar experiment. Both the baryons and DM were
included with €, = 0.1. The base resolution is £ = 6 (i.e., 64°
cells) and the DM field is sampled with 64° particles. The initial
temperature is chosen to be arbitrarily small at 7 = 10 K and
velocities orthogonal to the x direction are taken to be zero. The
experiment has been conducted down to z = 0 with z; = 100 and
z. = 10. Two additional refinement levels were triggered on gas
density gradients Ap/p > 0.1. This tests the cosmological setting
and the coupling between DM and baryons. Linear stages were
compared to the analytic solution and were found to match at better
than the per cent level (not shown here) until the redshift of collapse.

Fig. 8 shows the z = 0 baryon density, velocity and pressure
as well as the DM phase diagram. Clearly, being way later than
the collapse redshift (z. = 10), it can be noted that several plane
crossings occurred with a significant number of foldings for the
DM phase space diagram. Baryons fell in the DM potential, creating
shocks and an inner increase of temperature (via the pressure) within
the collapsed region. In particular, note how the infall velocity of
the gas is strongly reduced as it enters the collapsed gas. Refinement
levels were triggered as expected, providing a better resolution of
the density peak and a smoother description of the phase space curve
of DM in the innermost regions. Finally, direct comparisons with,
e.g., Teyssier (2002), show that the results of EMMA are consistent
with other codes, even at these latest stages of the pancake collapse.

u(x) = sin(2m x). 59)

6.3 3D gravity plus hydrodynamics: Bertschinger’s
self-similar infall

This experiment aims at reproducing the calculation made by
Bertschinger (1985) in which a top-hat overdensity within an ex-
panding Einstein—De Sitter universe (£2,, = 1) collapses towards
a scale-invariant density distribution in a self-similar fashion. Pro-
vided that radii are rescaled to the turnaround radius A, this self-
similarity can be fully predicted analytically. In the original paper,
several configurations are explored and here we focus on the evo-
lution of an overdensity that includes baryons in a DM-dominated
potential. Compared to the test described in Section 6.2, the situation
here is 3D with a spherical symmetry.

In practice, we generated a regular lattice of 128% DM particles
starting at z = 1000 in a 1 Mpc box, with cosmological parameters
Q, =19, =001, Hy = 70 km s~! Mpc_'. Two types of DM
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Figure 8. Zeldovich pancake experiments with baryons (2 = 1 and
Qp = 0.01). From top to bottom: Dark matter velocity v, pm, gas pres-
sure pgas, velocity vy, gas and density pgas. All the quantities are shown as a
function of the position, at z = 0. The sine wave is initiated at z = 100 and
collapsed at z = 10. Note the increasing resolution towards the centre of the
caustic, from £ = 6to £ = 8.

particles co-exist: particles within a radius R; = 0.05 Mpc from
the centre were assigned a greater mass (equal to 7.89 x 10* M@p)
than particles at larger distance (with a 6.37 x 10* M mass), to
produce a central overdensity §; = 0.2. Also, an arbitrarily cold
and motionless gas has been sampled on a coarse grid of 128° (i.e.,
¢ = T), with the same central overdensity as DM: cells within a
0.05 Mpc radius were assigned a 797 M) mass and ones at greater
radii were given a 604 M) mass. Mesh refinement triggers when
the mass within a cell is greater than 8 times the mass of a low-mass
DM particle: this criterion is similar to the one used in cosmological
simulations to provide a quasi-Lagrangian strategy.

Fig. 9 shows the radial profiles of the DM and baryon densities as
well as the baryon radial velocity, for the simulation and compared
to the fits of the analytic solution provided by Bertschinger (1985).
Also shown is the spherical average of the refinement level. As
in Bertschinger (1985), the DM density Dy, the baryonic density
D, and the baryonic radial velocity V are expressed in units of
turnaround values:

Pdm

Dy = (60)
ta
D, = 2 ©1)
pb,la
Up
V=—, 62
o (62)

where p = (67 Gr>)~" and Pbia = b 1. Bertschinger (1985) gives
the evolution of the turnaround radius:

4t 8/9
rta(r>=(§) 8I3R;, (63)
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Figure 9. Self-similar 3D collapse of a top-hat density perturbation. Clock-
wise from top left: The radial profile of refinement level ¢, DM density Dgp,
baryon radial velocity V and density Dy, at a = 0.56. As in Bertschinger
(1985), these quantities are expressed in units of turnaround quantities.
Dots are for simulation results and lines stand for the analytic prediction of
Bertschinger (1985). Radii are in units of the box length.

where #;, 6; and R; are, respectively, the initial time, the initial over-
density and the initial overdensity radius, from which an expression
for the associated velocity can be obtained:

T'ta

Vo= . (64)

All the results are shown for a = 0.56. Clearly we manage to
reproduce the analytic solution, in particular the predicted inner
logarithmic slope of —9/4 for the DM density profile and the shock
positions. A small amount of diffusion can be seen in the innermost
regions in the baryon density. The velocity jump from the Hubble
flow to the shocked region is not as sharp as the predicted one, but
the overall features are well reproduced by our calculations and of
the same quality described for ART and RAMSES.

6.4 3D radiative hydrodynamics: growth of a H 11 region

This test consists of a corner source, powered by a 100 000 K
blackbody that sends photons into a surrounding homogeneous
hydrogen-only medium. It belongs to the suite proposed by Iliev
et al. (2006, 2009) and comes in two different versions. The first
version deals with a static and uncoupled gas (Test 2, Iliev et al.
2006): we obtained a very good agreement with EMMA (not shown
here), which does not come as a surprise since this test was also
successfully passed by AtoN and RAMSES-RT, which share a great
number of details with EMMA. Here we focus on the second version,
a coupled test known as Test 5. The UV photons ionize and heat up
the gas, leading to the creation of ionization fronts that propagate
inside out and put the gas into motion. This test couples RT and
hydrodynamics and has been performed by a whole series of codes
in Iliev et al. (2009).

A 100 000 K blackbody is located at the corner (x =y =z = 0)
of a 15 kpc box, emitting 5 x 10*® UV photons per second. We
sample the frequencies with the three groups of photons given in
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Figure 10. Expansion of a H i region. Top: logg of density map (in cm ™).
Bottom: AMR grid used for the computation. The coordinates are expressed
in units of the box length, which has a physical extent of 15 kpc. The source
is located at the bottom left corner and was ignited 200 Myr ago.

Section 2.2.3. The surrounding gas has a homogeneous number
density of 0.001 hydrogen atoms per cm®. The calculation is run
on a 64° coarse grid (¢ = 6), allowing for an additional level of
refinement (1283, i.e., £ = 7) to comply with the resolution require-
ments of Iliev et al. (2009). The refinement is simply triggered for
cells with ionized fraction 0.01 < x < 0.8: with the two-cell layer
of neighbours being also refined, it is simple to track the ioniza-
tion front. The boundary conditions are reflective for boundaries
adjacent to the source and transmissive otherwise.

Fig. 10 shows the baryon density in the z = 0 plane, as well as
the AMR structure that tracks the ionization front for = 200 Myr.
The source being in the bottom left corner, the distant cells remain
at the base resolution as the front has not yet progressed to these
regions. The cells close to the source are also at the base resolution:
this region has returned to low resolution as it does not contain an



z . X k . 0.4 N i
_[]III]II[IIIIIIIIIIIIIIIlII]IIIIII]IIIIIIHIl[IL_LUI[IIII|I[]I|I]II|IIIIIIIIIIIIIIIII[IllIIII[LLl:
== = i
?TE = 4 8
e = = = €
O, 30 o= -4 o
§ E: :EZ 24.0’_\|
— 35F = =4 X
()] = = - ~
o — = —
-4.0 Hit Tﬁ:FTI—IllIl[Ih[Il[IIIII II|II IlllllllllllllllllTﬁ_ 3.5
:LH LLI::LHIII|HII|I||||I|II|III||I|II|—l:
— OF =+ —o
X = :;///v\\\: )
I B == = Q@
- = - = —
g 2 = -2
S E == 5 =
o E = 3
O — —-4
E!‘1‘1I|IIII|IIII|lIII|IIII|IIII|lIII|IIII|I|II|II‘T1EE1'{’IIII|1III|IIII|IIII|IIII|IIII|’1E
0.2
r/LBox

Figure 11. Expansion of a Hmregion. Clockwise from top left: Gas density,
temperature, Mach number and ionized/neutral fraction. The coarse resolu-
tion is £ = 6 and refinement is triggered on the ionization front to £ = 7 in
accordance with the Iliev et al. Test 5. Red dashed lines stand for the radial
average taken 200 Myr after the source has been ignited. Blue lines stand
for the same calculation, but performed with the CRTA.

ionization fraction that satisfies the refinement criterion (chosen to
track front-like features).

Finally, between these two ensembles of coarse cells, one can
find the refined region at 1283 resolution, tracking the front. On the
top panel of Fig. 10, the number density field of hydrogen is also
shown, presenting a typical double peak structure encompassing a
void created by the energy injection by the corner source.

Fig. 11 shows the radial profile of the density at the same instant
(i.e., 200 Myr after the source ignition) as well as the temperature,
ionization/neutral fraction and the Mach number profiles. EMMA
recovers the typical features already obtained by most of the codes
of Iliev et al. 2009. The double peak is due to the presence of high-
energy photons in the spectrum of the 10° blackbody: these photons
with large mean free path can deposit energy behind the ionization
front, while lower energy photons deposit their energy at the base
of the front. The input of energy at larger radii is also at the origin of
the moderate temperature increase seen before its drop in the neutral
region. The effect of hard photons can also be seen in the extent
of the ionized fraction drop at the front, which would be much
sharper for a monochromatic incoming flux. Overall, that EMMA
reproduces these specific features seen by all other codes indicates
that the coupling between radiation and matter and the handling of
multi-frequency transfer is consistent with other implementations.

Figs 11 and 12 provide the different CRTA field profiles as well
as a comparison of the temporal evolution of the front position and
velocity (the front being defined as having a 50 per cent ionized
fraction) in both cases. Clearly CRTA provides the same results
as the standard calculation: in Fig. 11 the radial profiles taken at
t = 200 Myr are almost indistinguishable and in Fig. 12, the front
position and velocities of the CRTA calculation follow the ones
obtained from the standard procedure. The evolution is smooth
enough both spatially (with features sampled on ~15 fine cells
or seven coarse cells) and temporally (with terminal velocities as
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Figure 12. Expansion of a H 11 region. Front propagation predicted by the
standard AMR RT implementation (red line) and CRTA (dots). Top: Front
velocity. Bottom: Front position.

small as 0.1 per cent box lengths per million years) to ensure a good
convergence of the CRTA towards the standard case.

6.5 3D radiative hydrodynamics: photo-evaporation
of a dense clump

This situation has also been suggested by Iliev et al. (2009) and
consists of a dense cold clump irradiated by a planar UV front. As
the ionization front encounters the cloud, the high density will slow
down its progression, acting as a trap for the incoming photons. As
a side effect, a shadow will also be cast in the trail region of the
clump. Finally, the energy deposited in the clump will put the gas in
motion, leading to photo-evaporation by the incoming photon flux.

The set-up is given by Iliev et al. (2009): a spherical clump of
radius 0.8 kpc is centred on (5.4, 3.3, 3.3) kpc inside a 6.6 kpc
box. Outside the clump, the gas has a 8000 K temperature with
a density of 200 atoms m~3. The clump itself has a density of
40 000 atoms m~> and a temperature of 100 K. A UV flux with a
100 000 K blackbody spectrum is incoming from the x = 0 boundary
at a rate of 10'° photons m~2 s~!. In practice, the simulation is
performed on a 643 grid (¢ = 6) with one additional refinement
level to comply with the Iliev et al. (2009) recommended resolution.
Mesh refinement is triggered for cells with a density greater than
the background density. The x = 0 boundary is a source of flux of
the required rate, whereas the x = 6.6 kpc boundary is transmissive.
Boundaries in the two other directions are periodic.

Figs 13 and 14 show maps of the neutral fraction and gas density
atr = 10 and 35 Myr. In each figure, the top and middle rows were
obtained from 643 simulations with an additional level of refine-
ment, the top being obtained from the standard RT implementation
on AMR and the middle panel being obtained from CRTA simula-
tions.

Globally, a simple comparison with the results of Iliev et al.
(2009) demonstrates their consistency. In particular, the evapora-
tion is obvious with the expansion of the cloud limits due to the
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Figure 13. Photo-evaporation of a dense clump. Top: logo of the neutral
fraction along the plane of symmetry of the clump at 7 = 10 Myr, as predicted
by the standard AMR RT implementation (top) and CRTA (middle), both
assuming an £ = 6 base level plus one level of refinement. The bottom row is
the prediction of CRTA on a static £ = 7 grid. Bottom: The same quantities
at t = 35 Myr. Blue is for ionized and red for neutral matter.

energy injected by the UV front. However, clear differences can
also be noted: first the shadow behind the clump, albeit existent, is
much weaker than in other RT codes. This is not a surprise since
EMMA implements the global Lax-Friedrichs flux to compute inter-
cell exchanges and is known to be very diffusive. This, therefore,
prevents the creation of clear-cut shadows as a diffuse component of
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Figure 14. Same as in Fig. 13 but for the gas density. Underdense regions
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the flux eats the neutral gas in a direction orthogonal to the incoming
direction of the UV photons. The same effect was already noted for
ATON (Aubert & Teyssier 2008). Secondly, at late time, the contours
of the extended cloud are not as spherical as expected and present
significant fluctuations around a mean radius. These fluctuations are
artefacts of the initial cloud sampling on the coarse ¢ = 6 grid. The
same artefact can be seen, e.g., in the FLASH-HC results in Iliev et al.
(2009), which are also linked to the initial conditions. Comparing
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Figure 15. Photo-evaporation of a dense clump. Position (top) and velocity
(bottom) of the ionization front along the x-axis as a function of time. The
solid line stands for the standard AMR RT implementation results and blue
crosses stand for CRTA results. Both were obtained using an £ = 6 base
level plus one level of refinement. Red dots stand for CRTA results with a
£ =17 static grid.

standard RT and CRTA, it can be seen that the latter provides a
faster ionization of the clump. Looking at the Fig. 13, the shadowed
neutral clumps are systematically smaller in the CRTA regime. This
is not a surprise since the RT is performed at the base level only,
which increases artificially the extent of the UV flux penetration
into the clump and also increases the scheme diffusion. Fig. 15 pro-
vides a more quantitative insight on this aspect, describing the front
progression inside the cold clump and its velocity. The front posi-
tion is defined as corresponding with the position of the cell having
x = 0.5. At early stages (f < 7.5 Myr), CRTA and the standard de-
scription produce an identical front propagation. However, note that
CRTA presents a step-like progression due to the coarser resolution
of the RT, which translates into a coarser resolution of the ionized
front. Later, the front is pushed back by the expanding cloud in both
descriptions (as can be seen from the recessing velocities), but it
happens earlier for CRTA. Finally, the front cannot be tracked for
t > 38 Myr, as no cells with a neutral fraction greater than 0.5 can
be found any more. Let us mention that comparisons of the standard
calculations with the results presented in Iliev et al. (2009) confirm
the capacity of EMMA to track correctly the front propagation within
the clump. In particular, EMMA recovers, as the other codes, the
phase where the front is pushed back by the expanding cloud, when
t ~ 35 Myr. Globally a faster photo-evaporation of the cloud can
be detected in CRTA compared to the standard AMR description,
essentially due to the coarse description of the radiative fields.
Finally, we present in the lower panels of Figs 13 and 14 the
results of a CRTA calculation on a static £ = 7 grid. It allows us to
probe the separate effects of incomplete coupling between the dy-
namics and RT and of the coarse description of the radiation. In this
experiment, the CRTA is equivalent to a radiative post-processing
of the dynamics but performed on the fly, at the temporal scale of
dynamical times and without any impact of a coarsened RT. Com-
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pared to the standard treatment, RT is sub-cycled with respect to the
dynamics, leading to a large number of RT plus thermo-chemistry
calls per single gravity and hydrodynamics calculation. Clearly,
CRTA greatly reproduces the standard calculation in this case, both
in the neutral fraction and density maps and in the propagation of
the fronts. It confirms that the coarsened resolution is indeed the
reason for an accelerated photo-evaporation of the clump and that
radiation sub-cycling does not induce significant deviations from
the standard treatment.

6.6 Cosmological runs

6.6.1 Preliminary reionization simulations

Finally, we present the results of full simulations of cosmologi-
cal reionization. The focus is on hydrodynamical simulations with
radiative transport and on reionization-related quantities but addi-
tional tests on the DM halo mass function and energy conservation
are presented in Appendix A. We produced a set of four simula-
tions with four different specific emissivities for the sources. Each
simulation consists of a 4 Mpc h™! box sampled with 128 base
resolution cells and 128 DM particles. These simulations will be
referred to as X0.3, X1, X3 and X30. The X1 simulation is a fiducial
run with source emissivities that produce a reasonable ionization
history. The three additional cases use stars with boosted or de-
pleted specific emissivities by the corresponding factor, X0.3 and
X30 standing, respectively, for the dimmest and brightest source
models. Initial conditions were produced using MpGraFIC (Prunet
et al. 2008) with a Planck cosmology (Planck Collaboration XVI
etal. 2014) (2,, = 0.315, Q4 = 0.685, 2, = 0.049, n; = 0.96 and
Hy=67kms~! Mpc™!) starting at z = 80. Each DM particle weighs
4 x 10°M@. AMR is triggered using a quasi-Lagrangian strategy
and a cell is refined if it contains more than eight DM particles. RT is
run with three groups of frequencies ([13.6,24.6] eV, [24.6,54.4] eV
and [54.4,1000] eV), dictated by the ionization thresholds of hydro-
gen and helium.

In addition to the hydrodynamics and RT, we had to implement a
simple star formation recipe to populate the simulated volume with
the ionizing sources that drive the reionization process. This star
formation model is briefly described here and will be the subject of
a dedicated paper in the near future: its is widely inspired by Katz,
Weinberg & Hernquist (1996), Kay et al. (2002), Rasera & Teyssier
(2006) and Dubois & Teyssier (2008). A cell is said to be prone
to star formation if either its gas comoving density (n,) or its gas
density contrast (8,) are greater than user-set thresholds. Once a cell
is flagged to form stars, the number of stellar particles to be created
is drawn from a Poisson law with the A parameter given by:

Mecenl ﬁ

A=e (65)

my Iy
A corresponds to the average number of stars created during a time
step At within a cell that contains a mass of gas given by mice.
The star formation process is controlled by a typical star formation
timescale #, and an efficiency parameter €. The mass of a stellar
particle is given by m,, which depends on the level of the cell and
is equal to

my = ,bb(S*Ax3. (66)

The following results were obtained with §,, = 150 and ¢, /e =2 Gyr.
These values are considered as standard even though we do not
discuss them here. We will explore thoroughly the dependence of the
results on these values in a forthcoming paper. As shown hereafter,
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they nevertheless lead to a star formation and a reionization process
in reasonable agreement with the constraints. Each stellar particle
emits photons for 20 Myr, with a constant emissivity and assuming
a 50 000 K blackbody spectrum (see Baek et al. 2009). In practice,
the source emissivity has been tuned by trial and error to produce
a reasonable reionization history, complete at z ~ 6 and for the
fiducial X1 model, it results in an emissivity of 1.5 x 10'® ionizing
photons per second per stellar kilogram. Taking the calculation
of Baek et al. (2009) as a reference, which assumes a Salpeter
initial mass function and 1-100 M mass range, it corresponds
to a 15 per cent escape fraction. Again, X0.3, X3 and X30 use
emissivities multiplied by the corresponding factor, the X30 model
being clearly over-powered and merely used to probe the qualitative
behaviour of the code in the regime of strong radiation.

At the current stage we restrict ourselves to this simple model
that obviously lacks important ingredients. For instance, supernova
and active galactic nucleus feedback has not been implemented
yet, chemistry is limited to simple hydrogen and no modification
of the equation of state is assumed at very high densities. As a
consequence, the star formation rate (SFR) is essentially not regu-
lated in this cosmological toy model. Hence, the following results
should not be considered as definitive for what the code can do but
should be seen rather as tests of experimental configurations close
to production runs.

Figs 16 and 17 present the distribution of matter, AMR levels,
temperature and ionized hydrogen fraction in a 320 kpc h™! thick
slab of the X1 run at z = 6.8. Clearly, the matter on these scales is
already highly structured at z = 6.8, with regions having a density
contrast greater than 1000. These regions are effectively tracked
by the AMR grid and the overall distribution of high-resolution
grids follows the main features of the filamentary structure in this
simulated volume. Sources are created in the overdensities and their
radiation leads to large H 11 regions. Note how the fronts are locally
prevented to progress into the inter-galactic medium by filaments
and dense clumps, leading to complex features in their geometry. It
can also be seen that the ionization fronts present a certain extent
induced by the larger mean free path of high-energy photons. It
also leads to a preheating of the gas, behind the ionization fronts,
to temperatures close to a few thousand kelvins. Within the ionized
regions, a quasi-homogeneous temperature close to 10 000 K is
set by the UV radiation with local fluctuations correlated with the
density field. Some shock-heated gas (located at ~[2, 1.7] Mpc h™!)
with temperatures greater than 100 000 K can also be seen.

The fiducial model X1 presents a reasonable reionization history
and SFR, in broad agreement with observational constraints (see
Fig. 18). Compared to Fan et al. (2006), the ionization happens
slightly earlier than observed and correspondingly the photoioniza-
tion rate at z ~ 6 is overestimated compared to Calverley et al.
(2011). The cosmic star formation history is also in excess com-
pared to the observationally deduced rates given by Bouwens et al.
(2015). This fiducial model could have benefited from a slightly im-
proved calibration to reproduce the observed data points; however,
we consider that the current level of agreement is good enough at
this stage: recall, for instance, that these simulations lack supernova
feedback and the small simulated volume could also be inadequate
for making quantitative predictions on cosmic averaged quantities.
At this stage, we merely aim at looking for qualitative and not
quantitative clues of the impact of radiation within a cosmological
setting.

These clues can be obtained by comparing this fiducial simulation
with the three other models, X0.3, X3 and X30. As expected, these
models result in different reionization histories at earlier (respec-
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Figure 16. Structuration of matter in a cosmological RT run of a comoving
4 Mpc h™1/128° box, taken at z = 6.8. Top: Baryon overdensity map.
Bottom: AMR levels. The region shown has a thickness of 320 comoving
kpch~!.

tively, later) times for larger (respectively, lower) emissivities (see
Fig. 18). The SFR, however, remains essentially unaffected by the
change in emissivity, except at later times (z > 10) for the models
with the brightest sources (X30), leading to a depleted SFR.

Fig. 19 presents the baryon fraction and the instantaneous SFR
measured in the DM haloes found at z = 5.5 in the different models.
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Figure 17. Same experiment and region as in Fig. 16. Top: Temperature
map. Bottom: Map of fraction of ionized hydrogen.

At this redshift, the reionization is well advanced in most models
except in X0.3 where a 75 per cent ionization level is only achieved.
Haloes have been detected using the HOP halo finder (Eisenstein
& Hu 1998) and baryons are counted within Ry, i.e., the radius
of the spherical region around each halo with an average density
200 times greater than the average cosmic matter density. So far,
~450 haloes with a mass greater than 10% h™' M (corresponding
to 45 particles) have been found. Clearly a significant scatter can be
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Figure 18. Global evolution of the average volume weighted neutral frac-
tion (top), photoionization rate (middle) and star formation history (bottom)
in 4 Mpc/128> reionization simulations. The fiducial model is shown in
solid red (labelled as having an X1 emissivity) while simulations with dif-
ferent emissivities are shown in dashed blue (with an emissivity equal to
30 per cent of the fiducial one, X0.3), dotted black (X3) and dash-dotted
green (X30). Observational constraints from Fan et al. (2006) (top panel,
squares), Calverley et al. (2011) (middle panel, points) and Bouwens et al.
(2015) (bottom panel, blue shaded area) are also given.
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Figure 19. Top: Baryon fraction in DM haloes as a function of their mass at
z = 5.5 computed in the four models of emissivity. Small dots stand for the
values for each individual halo whereas large symbols stand for the average
baryon fraction within a bin of halo mass. Bottom: The same quantity but
for the fiducial model only (dots) compared to the Okamoto et al. (2008) fit.

found in the distribution of the baryon fraction but general trends
can nevertheless be observed in the data: haloes with a mass greater
than 10° M basically present a universal fraction whereas lighter
objects are more dominated by DM as expected. A comparison
of the fiducial model distribution to the fit provided by Okamoto,
Gao & Theuns (2008) shows a reasonable agreement with a correct
transition mass at M ~ 3 x 103 Mg, even though a significant
scatter is obtained. If all the models are considered, a clear trend
can be noted: the dimmest models (X0.3 and X1) share the same
global behaviour (or qualitative functional form) even though the
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Figure 20. Instantaneous SFR per DM halo mass for the four emissivity
models. Small dots stand for the values for each individual halo whereas
large symbols stand for the average baryon fraction within a bin of halo
mass.

fiducial model presents baryon-poor low-mass haloes. Meanwhile,
the brightest models can produce baryon fractions 10 times smaller
than the fiducial case with a different functional relation between
the baryon fraction and the halo mass. The impact of radiation
on this quantity seems, therefore, well established in this series of
models, where brighter sources have a strong impact on the gas
within shallow potentials.

Interestingly, this impact does not directly translate into a modi-
fied SFR inside the haloes (see Fig. 20). Again the scatter is quite
important and finite mass effects can be seen in haloes with small
formation rates and the interpretation can therefore be difficult.
Still, it appears that the three dimmest models (X0.3, the fiducial
X1 and X3) are not significantly different and present the same
mass dependence of the SFR within their haloes. Since we found
that the global baryon quantity is indeed affected, it seems to imply
that the star-forming baryons are unaffected by the source emis-
sivity and the presence of radiation. Only the most extreme case
of source emission shows a significant dip in the SFR of low-mass
haloes: in our simplistic model of star formation, a certain level of
gas depletion must be achieved to impact the production of stellar
particles.

As a final note, we present in Fig. 21 the halo baryon fraction
in the four models at the same cosmic average ionization fraction,
x = 0.75. Of course, this level of ionization is achieved at high
redshift (~10) for the brightest model and corresponds to the last
snapshot at z = 5.5 for the dimmest one. It can be easily seen that the
baryon fraction mass distribution is essentially identical in the four
models, taken at four different redshifts but at the same ionization
level. It could hint that an essential ingredient of the baryon deple-
tion is not only the source intensity but also the exposition duration
to the UV background. In the previous analysis at z = 5.5, not only
does the brightest model contain the brightest sources but it also
provided the longest duration over which haloes are in an optically
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Figure 21. Baryon fraction as a function of halo mass for the four different
models measured at the same ionization fraction x = 0.75. The corresponding
redshifts are given in the labels. The red line stands for the Okamoto et al.
(2008) fit taken at the redshift of the fiducial model (X1).

thin universe since such models provide an early reionization. Con-
versely, dimmer models produce a late reionization and therefore a
shorter exposition duration to the UV flux in a transparent universe.
It could impact the baryon fraction in low-mass halo measured at a
given time. At a given average ionization fraction, we somehow get
rid of the scatter in flux exposition and look at haloes from different
simulations at a similar stage of their universe ionization history,
with a similar structure for the UV field. And indeed, in our model,
it significantly reduces the differences observed previously.

Recall that several important ingredients are missing in our mod-
els, like supernova feedback, which may enhance the SFR sup-
pression in low-mass haloes, and the presence of H,, the fraction
of which can greatly differ from the baryon fraction. Hence, the
results presented in this section indicate in a qualitative manner
that EMMA is able to handle cosmological reionization simulations.
Further investigations and implementations are necessary to assess
quantitatively the subjects discussed here.

7 PERFORMANCE

7.1 Preamble

As a closing chapter to this description of EMMA, we now discuss
the performance of the code. As shown hereafter, the comparison
of performance on different architectures is a complex matter as
it depends on how architecture-dependent optimizations are imple-
mented. Such a comparison also depends on the context in which
it has been performed: as such it will evolve in time (as hardware
improves for instance) or in space (from one computer to another
at a given time). We nevertheless think that the following will shed
some light on how the code behaves and how this behaviour can
vary significantly depending on the compiler or the architecture.
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More generally, it is also an opportunity to demonstrate that code
performance should be carefully considered, and not only for EMMA.

In the following, the calculations were for a 4 Mpc h=!/1283 cos-
mological simulation with full physics and the same parameters and
simple star formation recipe as the ones described in Section 6.6.1.
They used CRTA with speed of light ¢/10, which should not affect
the discussion on raw performance and scaling issues. We compared
three types of EMMA binaries on the Curie-CCRT supercomputer hy-
brid nodes, compiled using single-precision arithmetic:

(i) A GPU binary produced by the NVCC compiler from the
CUDA 5.5 SDK with O2 optimization level, called gpu-O2. This
version runs the vectorized physical engines on M2090 Nvidia GPU
devices while still relying on a single core to perform the other tasks,
such as AMR logistics, vectorization, particle operations, etc. For a
multi-GPU run, each MPI process is attached to a single CPU core
associated with a single distinct GPU.

(i1) A CPU binary produced by GCC 4.4.7, called gcc-O2. This
version wholly runs on 2.7 GHz Sandybridge Westemere processors
and uses the standard O2 optimization level.

(iii) A CPU binary produced by ICC 14.0.3. with the same O2
optimization level, called icc-O2. Such EMMA binaries are usually
faster than those provided by GCC by a factor close to four: this
difference is essentially the result of optimizations on floating-point
operations that are enabled by default. Such optimizations can be
disabled by setting an additional fp-model=strict flagto pro-
duce EMMA binaries with performance reduced to the level of those
produced by gce (not shown here).

ICC is available in most supercomputing and institutional facilities.
GCC, on the other hand, is widely distributed and could be the only
option on small configurations (e.g., on laptops, desktop machines
or local shared memory calculators). Since they produce binaries
with different performance, the resulting GPU acceleration will also
depend on the CPU version taken as a reference.

Comparisons of GPUs and CPUs are done by considering one
graphics device against one CPU core. Obviously, this biases per-
formance in favour of GPUs, which are essentially parallel devices.
Nevertheless, we argue that this is the simplest way to do the com-
parison, since a given GPU can be associated with a variety of dif-
ferent CPU nodes with different numbers of cores. However, some
care must be taken when considering acceleration rates. If an ac-
celeration factor of x 80 is found, it should be seen as considerable
since 80 CPU cores per GPU is already a significant configuration
and codes do not usually follow strong scaling laws at such levels
of acceleration (i.e., a x 80 acceleration cannot be obtained using
80 cores). On the other hand, if a x 4 acceleration factor is found,
it should be considered as low since four cores are easily obtained
and x 4 strong scaling factors can usually be achieved. For Curie
hybrid nodes, one GPU is associated with four cores but other con-
figurations exist (e.g., Titan-ORNL associates 16 cores with one
GPU).

7.2 Computing time consumption

Fig. 22 presents the time spent by a calculation to reach a given
expansion factor in a cosmological simulation. Whichever code
version is considered, two major phases can be distinguished: for
an expansion factor a = (1 + z)~' < 0.065, the code achieves
a stable regime with small and regular time steps (given by the
slope of the Fig. 22 curves). At this stage, no source has been
created yet and no light has to be propagated: the radiative engine
(which also includes thermo-chemistry modules such as cooling
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Figure 22. Comparison of the cumulative time spent to reach a given ex-
pansion factor for a 4 Mpc h™1/1283 cosmological simulation of the reion-
ization. Times are given for a single computing device (i.e., one GPU or
one CPU core). The thick black dashed line stands for the GPU run per-
formed on a M2090 Nvidia GPU whereas the thin dashed blue line stands
for the contribution of RT to this cost. The black solid (respectively, dotted)
line stands for a single CPU core (2.7 GHz Sandybridge Westemere) using
the gcc-02 (respectively, icc-O2) binary. The symbols stand for a four-core
CPU calculation using icc-O2 on a Curie node.

processes) is not limited by the CFL condition and is called once
per dynamical time step. Furthermore, the non-linearities are small
and AMR has not been deployed yet, hence the work per coarse
cell is naturally close to balance. At a ~ 0.065, the first source
appears and radiative transport must be computed while satisfying
the stringent CFL condition. The number of RT calls per dynamical
time step increases to typical levels of 150 calls per step. In Fig. 22,
the time spent increases by orders of magnitude with a much greater
slope, i.e., a much greater time spent per time step. This contribution
of RT to the computing time is further emphasized by the dashed
blue line in Fig. 22, which stands for the RT-only contribution in
the gpu-02 calculation (similar curves are obtained for the CPU
calculation albeit not shown here): clearly the dramatic increase in
the computing time is driven by this specific module.

In the same plot, solid lines stand for the computing time required
for EMMA to reach a given expansion factor using a M2090 Nvidia
GPU device with gpu-O2 (black dashed line) and using a single
CPU core with gcc-0O2 (black solid line) and icc-O2 (black dotted
line) binaries. Comparing these different versions of EMMa, it can
be seen in Fig. 22 that for the gpu-O2 version, a = 0.07 is achieved
in 50 min, whereas 16 h are required for the gcc-O2 version, pro-
viding a x 16.9 acceleration factor. In the pre-source regime (for
a < 0.065), this acceleration factor drops to x 6.4: in this regime the
contribution of the RT engine is much smaller and so is the level of
potential acceleration. In the very first stages of the calculation, this
acceleration rate even drops further (to a factor close to x4) as the
cooling induced by dynamical effects is small and hence the need
for associated calculations that could have benefited from hardware
acceleration. If the GPU version is compared to the icc-O2 run,
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Figure 23. Cumulative time spent in the Poisson (red), hydrodynamics
(green) and RT (blue) physical engines as a function of the number of
calls. Solid lines stand for single-core CPU calculations on a 4 Mpc/128>
simulation using gcc-02, dotted lines stand for single-core CPU calculations
using icc-02 and dashed lines for calculations driven by a single M2090
GPU using gpu-02.

the maximal acceleration rate of the gpu-O2 code drops to x3.9.
Clearly the removal of strict value-safe floating-point operations
(which allows greater optimization from the CPU compiler) results
in a more competitive CPU code performance-wise. Moreover, note
that the current comparisons are for a GPU device against a single
CPU core as we argue that this provides the simplest comparison.
However, cores are usually part of multi-core nodes, connected to
one or two GPU devices. Hence, an acceleration rate of a few times
can be seen as not sufficient if it does not exceed the core per GPU
ratio. For instance, we show in Fig. 22 the time required for the
four cores of a hybrid Curie node to run the same test (symbols).
As can be seen here, the strong scaling behaviour of EMMa is suffi-
cient to improve further the CPU consumption by a factor of almost
4 and the parallel icc-O2 binary slightly outperforms gpu-02. As
described in the next section, this diversity of performance results
from the impact of CPU optimization and GPU acceleration, which
are not uniformly distributed among the different modules.

7.3 Detailed computing cost breakdown

For the same experiments, Fig. 23 presents the cumulative time
spent in the three principal modules (Poisson, hydrodynamics and
radiative solver) of EMMA as a function of the number of successive
calls made to these modules. Solid lines stand for the single-core
CPU calculation obtained with gcc-O2, dotted lines stand for single-
core CPU calculations produced by icc-O2 and dashed lines stand
for the GPU-driven experiments.

Focusing first on the gcc-02 results, it clearly appears that
hydrodynamics and RT calculations dominate the overall time
budget of Emma. Unsurprisingly, the Poisson solver only con-
tributes marginally to the overall cost: first, the amount of cal-
culation involved in this stage is small compared to the complex



Table 1. Typical time spent (in seconds) in the vectorization plus transfer
operations (VT) and in calculations (Cal) for the hydrodynamics (HYD)
and radiative transfer (RT) modules. Times are given for time step 10 of the
benchmark simulation described in Section 7, corresponding to a regime
without sources and without AMR.

HYD VT HYD Cal RT VT RT Cal
icc-02 1.2 26.4 0.9 13.1
gpu-02 1.76 0.69 1.66 0.85

hydrodynamical solvers or thermo-chemistry calculations. Sec-
ondly, it relies on an iterative solver, where the solution does not
evolve quickly from a time step to another or only in a few hyper-
refined cells, ensuring a rapid convergence and hence a low com-
putational cost. Also note that the hydrodynamics are the dominant
stage at early times, being overtaken by RT only as thermo-chemical
computations start to contribute and obviously at later time when
CRTA executes ~150 RT calls per hydrodynamics call. This ef-
fect due to CRTA is also evident in the number of RT calls, which
is much greater than the identical number of hydrodynamics and
Poisson calls.

Looking at the performance of the GPU-driven binaries gpu-0O2,
the time spent in the hydrodynamics and RT is reduced to the lev-
els of the Poisson solver: compared to gcc-O2, the RT module is
accelerated by a factor x32 and the hydrodynamics by a factor
x 14. Interestingly, we could not achieve any acceleration with the
Poisson solver on GPU architecture. The reason is the poor compu-
tation/transfer ratio for the Poisson solver: our measurements show
that gathering the data from AMR to the vector-like structure on the
CPU takes ~75 per cent of the time required by the Poisson solver.
The room for acceleration is therefore extremely small, whereas in
hydrodynamics and RT this gathering stage only represents ~5-
10 per cent of the computation. In general, the acceleration can be
efficient on computation-dominated modules, and in our implemen-
tation, the Poisson iterative solver does not belong to this family
of functions and represents, therefore, an intrinsic limit to EMMA’s
performance on GPUs.

Finally, dotted lines show the cumulative time per call of a given
module using icc-O2. No differences can be noted for the hydrody-
namics and Poisson solvers compared to the timings obtained for
gee-02, but the time spent in the RT module is greatly reduced.
This is easily explained by the important contribution of non-trivial
mathematical operations in cooling rates, cross-sections, ioniza-
tion rates, etc. in the thermo-chemistry operations handled by the
RT module. Such operations clearly benefit from the optimizations
made by the compiler. This is not the case for hydrodynamics: even
though a MUSCL scheme involves a great number of operations,
they essentially rely on simple arithmetic operations, which are less
prone to optimization. For hydrodynamics, gpu-O?2 still provides
a x 12 acceleration compared to icc-O2 but the RT acceleration
rate drops to x 5.5: since it is the dominant process, this strongly
affects the overall GPU acceleration.

The current limiting factor of GPU performance is the cost of
vectorization and data transfer to and from the device. In fact, the
near identical floor performance obtained by the three GPU modules
is due to the irreducible cost of these operations. In Table 1, we list
the time consumption for the vectorization/transfer stages as well as
for the actual computations, measured in a typical early-stage step
for icc-O2 and gpu-O2 binaries. The results for the Poisson solver
are not discussed as they are already dominated by vectorization
on the CPU. We find that for the hydrodynamics and RT, the cost
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Figure 24. The empty symbols are scaling curves for different loads per
process configuration using the icc-O2 binary, given as the CPU hours per
time step as a function of the total number of coarse cells. The black solid
line represents perfect CPU scaling (i.e., t ~ N& with o = 1) while the black
dashed line stands for the worst scaling law obtained here with o = 1.1.
Filled black symbols stand for the same measurements but made with the
gce-02 binary and a constant load of 1283 per process. Filled blue symbols
stand for the same measurements on GPUs (using gpu-O2 binaries) and a
constant load of 128> per process. The blue solid line stands for the perfect
scaling expected for a GPU whereas the dashed blue one stands for the
actually measurement with « = 1.05.

of these operations is close to 70 per cent on GPUs (see Table 1)
whereas they contribute to less than 10 per cent of the CPU calcu-
lation: the acceleration potential of calculations is thus almost fully
exhausted. Also note from Table 1 that these vectorization/transfer
steps are actually more expensive on a GPU because of the addi-
tional transfer of data from the CPU host to the GPU: the cost of
transfers is broadly equivalent to the vectorization. It doubles the
time spent in non-calculation operations, which end up dominating
the cost of the hydrodynamic and RT modules.

7.4 Parallel scaling

Fig. 24 shows the scaling properties for EMma, where a fixed load
per process is chosen and the number of processes is increased, thus
increasing the volume and total number of coarse cells or particles
handled by the code. For the gpu-O2 and gcc-O2 scaling measure-
ments, we stick to a load of 4 Mpc/128 x 128 x 128 coarse cells
per process, similar to the one used above. For the icc-O2 Intel
CPU scaling, we varied the load per core and used non-cubical
sub-domains. Configurations from 1 to 256 GPUs and from 1 to
2048 cores were used. Times were measured in the initial stages of
a cosmological run, during the first 20 steps. At these early stages,
the non-linearities are weak and AMR is not triggered: load im-
balance is minimal and therefore this allows a better estimation
of parallelism-induced deviations. It also corresponds to the epoch
where the acceleration is the weakest but it should not affect our
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conclusions regarding the scaling abilities of the code. Clearly the
(weak) scaling trends are satisfying with a CPU/GPU computing
time that scales as t ~ N!!"I'!l where N is the number of cells. In
fact, on a CPU the scaling is almost perfect in configurations with
a 128 x 128 x 128 load per process and drifts away for smaller
problems per process: this is a standard strong scaling issue, where
a smaller local load increases the weight of the overheads for par-
allelism. Furthermore, as the sub-domains become non-cubical, the
number of neighbours and therefore the amount of communication
varies from one process to another if a Peano—Hilbert segmentation
is used, leading to a small unbalance of communications between
processes. Nevertheless, the scaling of EMMA running on multiple
CPUs and GPUs seems satisfying, aside from load-balance issues
that will inevitably arise later as structures emerge. We plan to
implement balancing procedures in forthcoming developments.

7.5 Discussion

Overall, the performance achieved by GPU-driven calculations is
promising and acceleration rates greater than x16.9 can be ob-
tained, but such rates should be discussed as comparing perfor-
mance is complex. First the large acceleration rates are obtained
in the regime where CRTA is used and effective (i.e., after the
first star has appeared): CRTA is somewhat designed to favour
hardware accelerators as it increases the weight of pure and heavy
calculations on the overall budget of EMMA. Furthermore it remains
an approximation with a coarse description of radiative transport;
hence, it stands as a lower-order approximation compared to the
standard AMR coupling of radiation to matter. Note that even in
the CRTA regime, this standard coupling is naturally enforced in
the pre-source stages, and we demonstrated that only moderate
acceleration is achieved in this regime (x6.4). Secondly, we also
demonstrated that properly optimized CPU binaries may be only
a few times slower than GPUs. The overall code acceleration rate
drops then to x 3.9 even in the CRTA-dominated regime, as can
be seen by examining Fig. 22. Finally, the performance gap can be
reduced further by increasing the number of CPU cores used or by
using full node capacities.

Note that these acceleration are global, i.e., they rely on global
timings of EMMA where a significant number of modules remain to
be ported on GPUs. This is, for instance, the case for particle-related
operations, which are currently only handled by the CPU. Even if
they are sub-dominant, optimizing these tasks or porting them to a
GPU architecture could provide a moderate additional acceleration.

However, the most obvious way to increase the GPU accelera-
tion is to reduce the cost of vectorization and data transfer to the
device. The data transfer bottleneck is expected to evolve naturally
as new standards are being developed to increase the CPU to GPU
bandwidth* or by using architectures such as AMD’s Accelerated
Processor Units (APUs) in which the CPU and GPU share the same
memory, thus nullifying the cost of transfers. Note that thanks to
the vectorization strategy of EMMA, future ports to new architec-
tures should be of limited complexity. Regarding the cost of the
vectorization (driven by gather/scatter operations), note that this
operation is currently purely sequential and dealt with by the CPU.
Gather/scatter operations could in principle be parallelized to reduce
their imprint on the overall costs and to lower the intrinsic floor that
limits GPU performance. Such parallelization is limited by concur-
rent memory accesses but current CPU architectures designed with

4 http://www.nvidia.com/object/nvlink.html
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non-uniform memory access (NUMA) should, in principle, allevi-
ate this issue. Another option would be to deport the vectorization
to the parallel computing device (a GPU in our case): performance
gains are expected to be limited, since gather/scatter operations rely
on non-GPU-friendly tree-walk operations, but even a weak accel-
eration of the vectorization process would provide a welcome boost
to the calculation acceleration.

The tests presented here were made on CPU and GPU archi-
tectures of the same generation (M2090+2.7 GHz Westemere on
Curie), but newer hardware is and will be available and similar
tests will be necessary to reassess the results shown here. However,
preliminary tests on more recent devices show no significant im-
provement in performance (see Appendix B). This is not a complete
surprise since our GPU calculations are currently limited by vec-
torization and transfers and the more recent hardware has not made
significant progress for these.

On a broader perspective, the results presented here seem to make
a strong case for the full use of hybrid installations, where EMmMA
could distribute its different tasks/modules simultaneously on the
different types of hardware (multi-core CPU and GPU) available on
a node. For instance, gather/scatter operations on a CPU represent
typically 5-10 per cent of the time spent in a physics engine, hence
there is room for potential acceleration on a multi-core node through
OpenMP directives, probably of a factor of a few times, making it
competitive with current GPU accelerations. For instance, multiple
tasks could be done in parallel, such as, e.g., thermo-chemistry on
a multi-core CPU and radiative transport on a GPU so that current
performance could be increased by an overall factor of 2. Of course,
these estimates need to be confirmed by experience.

8 CONCLUSIONS

EMMA is a cosmological simulation code, which handles simultane-
ously gravity, hydrodynamics and RT on an adaptive grid that can
be refined on the fly (AMR). Written in C, this code is parallel (via
the MPI protocol) and can deploy its physics modules on GPUs
using CUDA. Designed to study the reionization epoch, EMMA is,
nevertheless, a versatile code for structure formation.

The code has passed a variety of test cases and can confidently
produce accurate and relevant simulations. A first comparison of
cosmological reionization simulations with different source param-
eters presents the expected qualitative behaviour of the physics at
play.

EMMA has been tested in a wide variety of parallel configurations
and it demonstrates satisfying scaling properties. It is able to use
GPUs to accelerate hydrodynamics and RT calculations. Depend-
ing on the optimizations and the compilers used to generate the
CPU reference, global GPU acceleration factors between x3.9 and
x16.9 can be obtained. Vectorization and transfer operations cur-
rently prevent better GPU performance, and we expect that future
optimizations and hardware evolution will lead to greater accelera-
tions. Overall we demonstrate that EMMA is able to cope efficiently
with a variety of hardware.

Aside from optimization to improve the performance of the code
and GPU-driven acceleration factors, additional features will be in-
cluded in EMMA in the near future. Among them, star formation and
supernova feedback are a major priority as they are an essential
ingredient for galaxy formation theories and models. Their imple-
mentation is on the way and will be the described in a forthcoming
paper. Molecular chemistry is envisioned too, as it is physically rele-
vant for understanding the formation of the first and smallest objects
during the reionization epoch (like mini-haloes with M < 10" M)



and also numerically interesting as such calculations can be easily
accelerated. Full documentation of the code is also on the way for
a public release of EMMA in a finite, maybe short, term.
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APPENDIX A: ADDITIONAL TESTS ON
COSMOLOGICAL SIMULATIONS

A1l Mass function in pure DM simulations

First, we try to recover the halo mass function in pure DM cos-
mological simulations. Initial conditions were produced with the
MPGrafic package (Prunet et al. 2008) for a 100 h~! comoving
Mpc box sampled with 256° particles. The gravitational potential
is computed on a 256° coarse grid (¢ = 8) and refinement up to
¢ =12 is triggered in a quasi-Lagrangian manner when a cell con-
tains more than eight particles. The spatial resolution is equivalent
to a 4096° grid. Cosmological parameters were taken from Planck
Collaboration XVI et al. (2014) (setting €2,, = 2.) and used as
inputs to the Eisenstein & Hu (1998) transfer function. The haloes
were detected using the HOP halo finder (Eisenstein & Hut 1998)
and their mass function is compared to the formulation of Sheth,
Mo & Tormen (2001). Only haloes with more than 10 particles were
kept, corresponding to a minimal mass of 5.2 x 10'* M.

Fig. Al presents the halo mass function obtained at different
redshifts, directly compared to Sheth et al. (2001). A good agree-
ment is obtained at all redshifts, with massive haloes kicking in
only at later time as expected. On the low-mass end of the mass
function, EMMA is complete for haloes with at least ~500 particles
and a factor of 2 below full completeness for haloes with ~100 par-
ticles. These numbers are standard for such AMR codes and overall
we can conclude that EMMA tracks correctly the assembly history of
DM haloes.
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Figure A1l. Halo mass function of a pure DM 100 h~! Mpc/256° cosmo-
logical run. Dots stand for the mass functions measured in the simulation

at z = 5.4, 3.3, 1.0 and 0.0 (from bottom to top). Lines stand for the Sheth
et al. (2001) expression for the halo mass function.

A2 Energy conservation in DM plus gas adiabatic simulations

In this section, we probe the energy conservation of an adiabatic
cosmological run (DM plus gas). In super-comoving variables, the
cosmic energy varies between expansion factors a; and a, according
to
S @
T+0+BlG = [ (AD)
aj
foray =5/3 gas. T, U and E stand for the total super-comoving
kinetic energy, potential energy and internal gas energy. Three
100 Mpc h=!/1283 (¢ = 7) simulations with £,,,, = 7, 8 and 10
were run, using the same cosmological parameters and refinement
strategy as in Section A 1. In the same spirit as Kravtsov et al. (1997),
we check equation (A1) against the change in potential energy, i.e.:
(T+U+E)2— [” Yda

error = _— L (A2)
Ula;

In Fig. A2, the error is shown for three maximum levels of re-
finement: £,,,x = 7 (i.e., no refinement), £, = 8 and £,,,x = 10.
The error is found to be under control at 2, 1.2 and 0.7 per cent,
respectively. Note how the three tracks diverge as refinement levels
are installed (e.g., a = 0.12 for £ = 8§ and a = 0.2 for £ = 9), pro-
viding greater resolution and smaller energy drifts. Overall, these
levels of error are consistent with, e.g., Kravtsov et al. (1997) and
Teyssier (2002).

APPENDIX B: PRELIMINARY COMPARISON
OF EMMA’S PERFORMANCE ON DIFFERENT
GPU DEVICES

We briefly describe the timings obtained by Emma on K20c devices,
which are more recent than the M2090 GPUs available on Curie.
K20c devices differ by the number and type of cores (2496 Kepler
cores versus 512 Fermi cores for the M2090), core clock (706 MHz
versus 1.3 GHz for the M2090), memory frequency (2.6 GHz ver-
sus 1.9 GHz for the M2090) and bandwidth (208 Gb s~! versus
177 Gb s~ for the M2090). In terms of single-precision floating-
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Figure B1. Comparison of the time step duration on two different kinds of
GPU device. Measurements were taken on the first 100 steps of a4 Mpc h™!
cosmological simulation with full physics with parameters similar to the
runs described in Section 3. The blue dashed line stands for M2090 timings
and the red solid line stand for timings on the more recent K20. The spikes
seen in both curve are due to input/output operations.

point operations, the theoretical peak performance of K20c is a
factor of 2 greater than the M2090.

We ran a 4 Mpc h™! cosmological simulation on a single GPU
with full physics over 100 time steps, with the same settings as
that chosen in Sections 3 and 4. Fig. B1 compares the duration of
the time steps obtained from two simulations made on these two



kinds of device. In both cases, the timings show the same global
evolution with spikes due to outputs of data and large jumps due to
AMR refinement. K20 performs marginally better than M2090, at
the 10 per cent level, despite its greater computing power. This is
expected since EMMA’s calculations on a GPU are already dominated
on M2090 devices by gather/scatter and transfer operations from

EMMA 1037

the host to the device. Future devices with greater bandwidth could
improve the situation, but in its current state, EMMA does not really
benefit from the greater computing power of more recent hardware.

This paper has been typeset from a TeX/IATEX file prepared by the author.
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ABSTRACT

We aim at investigating the role of stellar feedback in large scale cosmological simu-
lations of reionization, in the regime of kpc resolution. The link between star formation,
ionizing sources and supernovae feedback at high redshift is examined using EMMA , a radiative-
hydrodynamics (RHD) code with adaptive mesh refinement (AMR). We present a new super-
novae feedback model based on kinetic energy injection and compare this model to simple
thermal injection scheme. We show that this model is able to regulate star formation on a
wide range of halo masses. We compute the average velocity of galactic winds around halos
and we show that our feedback model is able to efficiently generate galactic outflows for halos
with masses between 108My and 10! M. We then investigate the influence of the various
feedbacks on the reionization process and show that an increase in the UV escape fraction
can compensate for a decreasing star formation rate in our models. As a result different star

formation histories can lead to similar evolutions for global reionizations.

Key words: cosmology: dark ages, reionization, first stars - methods: numerical

1 INTRODUCTION

Stellar feedback is a crucial ingredient in the process of galaxy for-
mation. By changing the state of the inter-stellar medium (ISM),
stellar feedback introduces a highly nonlinear coupling between the
accretion and outflow of gas material in dark matter haloes which
is regulating the star formation process in galaxies. Supernovae ex-
plode inside star-forming regions and blow away the gas that is
needed for the future generation of stars. Therefore, the more effi-
cient is the star formation process, the more efficient is the feedback
and the less efficient is the subsequent star formation. These effects
are especially important during the epoch of reionization when the
star formation process begins. Understanding the star formation
process is therefore crucial during this period in order to correctly
follow the build-up of the first generation of ionizing sources.

Supernova feedback was introduced in cosmological simu-
lations mainly for two reasons. First it has been implemented to
compensate the overcooling problem, leading to galaxies with far
larger baryonic masses compared to observed ones. Secondly, super-
nova feedback was studied to reproduce observed galactic outflows
(Veilleux et al. 2005) that have been found to be difficult to obtain
in simulations.

Even if supernova feedback has been extensively investigated
for more than two decades (starting with Katz (1992); Navarro &

* E-mail: nicolas.deparis @astro.unistra.fr

© 2016 The Authors

White (1993)), its numerical implications are still unclear (see e.g.
Rosdahl et al. (2016)). Different kinds of subgrid modelling have
been developped for the supernova feedback with different levels
of complexity depending of the spatial resolution of the simula-
tions (like e.g. thermal injection where energy is thermally dumped
into the gas(Katz 1992), kinetic feedback (Navarro & White 1993;
Dubois & Teyssier 2008) where momentum is explicitly transmitted
or delayed cooling (Stinson et al. 2006) which differ the effects of
cooling to prevent the energy to radiate away). A few projects have
been undertaken to compare the feedback implementations (Kimm
etal.2015; Rosdahl et al. 2016), but there is still no consensus about
the right way to deal with it in simulations.

In this work, we focus on the reionization epoch and we con-
sider that stars in star-forming galaxies are the main emitters of
ionizing photons'. It is still unclear how UV radiation can escape
the hosting dark matter haloes: the way photons propagate through
the gas is highly dependent to the local density which depends on
the stellar feedback. Therefore, there is a direct link between star
formation, stellar feedback and ionizing sources during the reioniza-

! Tt has been shown recently that accreting black holes in Active Galactic
Nuclei (AGNs) could contribute significantly to the UV photon budget (Gi-
allongo et al. 2015; Haardt & Madau 2012; Chardin et al. 2017; D’Aloisio
et al. 2016) However, star-forming galaxies are still the main candidates
(Bouwens et al. 2015)
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tion process. Understanding where and how stars form is primordial
to understand which radiative sources dominate the photon budget.

The main difficulty is the underlying multi-scale problem
where supernova explosion occur at sub-parsec scale while creating
gas outflow at scales up to several tens of kiloparsecs and Reioniza-
tion occurs on tens of Mpc scales. This is especially hard to tackle
in simulations of the Reionization process where we ideally want to
simulate a very large volume to correctly sample the cosmic vari-
ance : Iliev et al. (2014) have indeed shown that a volume of 50-100
cMpc is needed to correctly follow the reionization process. Con-
sidering such volumes and the current super-computing facilities,
simulations are still unable to resolve the formation and evolution
of individual stars while being able to model the large-scale reion-
ization. Recent state-of-the art examples include the CODA (Ocvirk
etal. 2015), the CROC (Gnedin 2014) or the upcoming CODA-AMR
(Aubert et al., in prep) simulations. All these projects aim at making
predictions on populations of galaxies at z > 6 during the Reion-
ization epoch and all this projects were massive high-performance
computing challenges, with number of resolution elements in the
1010 — 1o range. Such simulations are necessary to solve the ten-
sion that necessarily arises between the opposite requirements of
a large simulated volume and a decent spatial resolution. All the
aforementioned work used similar 64Mpc/h volumes with spatial
resolutions in the 0.1 — 1 kpc range: such spatial sampling is insuffi-
cient to model directly the in-situ impact of supernova feedback on
galactic gas and rely on subgrid modeling. Likewise, it is evident
that such simulations are unable to track the detailed structure of
galaxies at these epoch.

On the other hand, the inclusion of such feedback is necessary
as it impacts the gas properties (density, metallicity, kinematics) and
stellar formation processes on spatial scales that are being resolved
by these simulations. In addition, it has been found that popula-
tion properties, such as the luminosity functions can be properly
reproduced (Ocvirk et al. 2015; Gnedin 2014). Such studies cannot
compete in terms of resolution with well-resolved studies of isolated
objects (such as e.g. Wise & Cen (2009); Trebitsch et al. (2015);
Rosdahl et al. (2016); Kimm et al. (2017)) but their goal is not to
model the small scale physics at play but rather to be able to re-
produce population and large-scale reionization properties. For the
latter, the representativity of environments or the diversity of histo-
ries are expected to play a significant part (see e.g. Li et al. (2014)
) : these aspects require large volumes and can’t be described in
zoomed simulations of isolated galaxies.

As a consequence, it is important to understand how the dif-
ferent types of feedback interact in such kind of large-scale and
moderately resolved simulations. It’s notably important consider-
ing objects close to the resolution limit (108 — 109 M in our case)
: such halos are numerous, possibly affected by photo-suppression
((Ocvirk et al. 2015)) and susceptible to outflows and large ra-
diative escape fractions. Overall, their contribution to state-of-the
art Reionization simulations must be understood and in particular
the coupling between the diftferent types of feedback. This work is
presented in this perspective: using resolutions similar to the afore-
mentioned large scale simulations, we aim at understanding how the
global reionization properties and the galaxy populations produced
by such models are shaped by the different feedbacks (radiative and
supernova).

We introduce our models of star formation and feedback in
Sec. 2. We then briefly describe the impact of the different feedback
models on a single object in Sec. 3 and proceed to investigate how
global star formation and reionization histories are influenced by
the same models in Sec. 4. In Sec 5. we detail how the statistical

properties of halos are modified by the feedback with an emphasis
on the hydrodynamical and radiative outflows at the virial radius.
Conclusions and perspective are discussed in Sec. 6.

2 METHODOLOGY

In this section we describe our modeling of cosmic reionization with
the EMMA code. We will take particular care to explain our supernova
feedback implementation as well as our star formation prescription.
We will finally give our initial set-up and the description of the
different simulations studied in this paper.

2.1 Code description

We perform cosmological radiative hydrodynamic simulation with
the EMMA (Aubert et al. 2015) code, an Adaptive Mesh Refinement
(AMR) based code, designed to study the Epoch of Reionization
(EoR). The code follows the evolution of three distinct physics: the
colisionless Dark Matter (DM) dynamics, the gas dynamics, and the
radiative transfer of ionizing photons with all the different modules
self-consistently coupled to each other.

EMMA uses a fully threaded tree AMR description (Khokhlov
1998). The collisionless dynamics — dark matter and stars — use
a particle based representation (Hockney & Eastwood 1981). The
gravitational density field is determined from the particle using a
Cloud In Cell (CIC) projection. The Poisson equation is solved using
a multigrid relaxation method on the base level, and a Gauss-Seidel
relaxation on the sub levels. The hydrodynamics solver is based on
a piecewise linear method a la MUSCL-Hancock driven by HLLC
Riemann solvers (Toro 1997). Finally, the radiation propagation
is solved using a moment-based description, with the M1 closure
approximation (Aubert & Teyssier 2008; Aubert & Teyssier 2010).

2.2 Star formation

In the two following subsections, we introduce our star formation
and feedback models, as well as their free parameters. We are only
focusing here on the general model implementation and all details
about free parameters values used in this study can be found in Sec.
2.4.

To flag star forming regions, we use a simple over-density
criterion ¢ . For every cells above this threshold, we compute the
Star Formation Rate (SFR) :

. P
p=esp (M
5
with egr an efficiency parameter, pg the local gas density and 7¢ a
local free fall time expressed as :

3n
tg = s 2
f \’32Gpg @

This leads to the Schmidt law p oc plg'5 , close the deprojected
observed Kennicutt relation (Kennicutt 1998).

Based on this SFR, we express the total mass to convert from
gas to stars depending on the volume of the current cell dv and the
current timestep dz:

My =p-dv-dt. 3)
We then follow Rasera & Teyssier (2006), and define a stellar

MNRAS 000, 1-12 (2016)
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Figure 1. Kinetic energy injection scheme. No matter where the particle is
in the oct, the explosion occurs radially from the center of the oct.
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quantum mass of my. Using ny = ——, we compute an average
m

number 714 of stellar particles to creatgj We finally draw the final
number of particles Ny to inject in a Poisson law of parameter 7.

The star particles that are created are placed randomly in the
cell volume with a velocity corresponding to the local gas velocity
plus a component with a random direction and a random amplitude
bound by the local sound speed.

2.3 Supernovae feedback

In this section, we discuss how we implement two different feedback
methods. For both methods we dispose of a given amount of energy
Eg n toinject in the hydrodynamical solver changing either internal
or kinetic energy of the gas around the explosion.

2.3.1 Thermal feedback implementation

The thermal feedback model is the simplest way to inject energy
and is used here mostly for comparisons. Such an implementation
consists in the energy injection by modifying the local pressure:

Esn
AP=—""(y-1), 4
T )
where dV is the cell volume and the adiabatic index y = 5./3.
Once the energy injection has been done, a fraction f; of the

stellar particle mass is returned and put back into the cell.

2.3.2  Kinetic feedback implementation

Historically, kinetic feedback was developed after it has been shown
that thermal feedback suffers from high radiative losses and is ineffi-
cient to generate galactic outflows (Navarro & White 1993). Kinetic
feedback consists into modifying the velocity of the gas in cells
around the explosion instead of its internal energy. Its main advan-
tage is that it warrants a greater conversion of heat into motion at
our resolutions of interests.

But its main inconvenient its that it leads to a loss of resolution.
Indeed, when a thermal scheme can heat an unique cell, the kinetic
one needs to change the properties of the gas in a larger number
of cells to result in a spherical explosion. Moreover, the larger the
number of cells is, the more spherical the blast wave will be. On
an AMR grid, finding neighbors has a cost and the counter part
of a rounder explosion is that the numerical cost of finding the
considered cells will quickly rise. Furthermore, due to the parallel
nature of computations in EMMA , if an explosion occurs at an edge of
a processor domain, distributing the explosion along the cells will
result in costly communications. In our case, we limit the number
of cells in which the explosion occurs to 8 and thanks to the AMR

MNRAS 000, 1-12 (2016)
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Name esF  fesc Supernovae  espn
noFEED 0.5% 0 - 0
noSN/esy =0  0.5% 0.4 - 0
esy =0.1 0.5% 0.4 Kinetic 0.1

esy =0.5 0.5% 0.4 Kinetic 0.5
esny =1 0.5% 0.4 Kinetic 1
Thermal 0.5% 0.4 Thermal 1
Kinetic/SFO5 0.5% 0.4 Kinetic 1
SF2 2% 0.4 Kinetic 1
SF10 10% 0.4 Kinetic 1

Table 1. Simulations features investigated in this study. The parameters are:
the identification run name, the star formation efficiency €s -, photon escape
fraction fes¢, type of supernovae feedback method and the efficiency of
supernovae feedback e€g . All theses runs share the same initial conditions
described in Sec. 2.4.

oct-tree structure of EMMA, these eight cells share the same parent
oct. This almost reduces to zero the cost of the neighbor search, and
totally avoids communication between processors. Moreover, this
also allows us to be sure that cells where the feedback is computed
are all at the same level of resolution, which guarantees a certain
homogeneity in the explosion. A schematic view of our injection
scheme is given in Fig. 1.

We divide the total available energy, uniformly into these eight
cells, so each cell receives,

esn = Esn/8. )
Finally, esn is used to change the gas velocity of each cell,

2e
_— SN —
Avgas = pg.dV u, (6)

where 7 is the unit vector pointing radially from the center of the
oct. The mass is returned in the same way as for the thermal feedback
except that each cell now receives 1/8 of the total available mass.

2.4 Simulations parameters

Our stellar feedback model is intended to be used in large scale
reionization simulation like CODA (Ocvirk et al. 2015). Such sim-
ulations are unique (e.g. 64 - h~' comoving megaparsecs (cMpc)
cube , 40967 resolution elements for CODA) and cannot be used to
test the stellar feedback parameters: for this purpose, we produce
smaller boxes with equivalent resolutions. The goal of the set of sim-
ulations is to test our model and improve our understanding of the
effects of stellar feedback parameters in large-scale cosmological
simulations of the Reionization.

In the following, we consider a (8 - k=1 cMpc)? boxes
(= 12cMpc)?, resolved with 2563 dark matter particles. This leads
to a DM mass resolution of 3.4 - 10°Mg, and a spatial resolution of
46ckpc on the coarse grid. The mass resolution is then one level be-
low the resolution of the CODA simulation, but the spatial resolution
is improved by the AMR of EMMA . Initial Condition (IC) were gen-
erated with MUSIC (Hahn & Abel 2011) with a Planck Cosmology
(Planck Collaboration et al. (2015) : Q,, = 0.3175, Q,, = 0.6825,
Qp = 0.0490, Hy = 67.11, g = 0.830. The simulations start at
redshift z = 150 and share the same set of displacement phases. The
grid is refined according to a semi-Lagrangian scheme, i.e. the cell
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Figure 2. Our stellar model is calibrated with the Starburt99 model. The
Starburst99 run considers a 10° M population with a Top Heavy IMF and
a metalicity of Z=0.001. Our ionizing emissivity model (Fig. 2a) presents
two phases, a constant emissivity one, and a decreasing one. The transition
between theses two phases define the radiative lifetime #);.. Mass (Fig.
2b) and energy (Fig. 2¢) return from winds and supernovae are released
instantaneously at the same time 7gN.

is flagged for refinement if its dark matter or baryon mass exceed 8
times the equivalent mass of a coarse cell filled with the average dark
matter or baryon density. The refinement is not allowed if the spatial
resolution of the newly formed cells is under 500pc. In the goal to
reduce the computational cost, we use a reduced speed of light of
10% of the real one, coupled with the Coarse Radiative Transport
Approximation (CRTA) scheme implemented in the EMMA code (see
Aubert et al. (2015)). This reduced speed of light decreases the cost
of computation time by reducing the number of radiative time steps
while still capturing properly the propagation of ionization fronts.

This value has been shown to provide results similar to the one
obtained with the actual speed of light (e.g. Gnedin (2016) and also
Deparis et al., in prep). The CRTA scheme propagates radiation at
the coarse cell resolution (i.e. 46 comoving kpc in the current case)
but photo-chemistry is performed at the finest resolution available
(i.e. 500 pc in the current case). No additional UV background has
been used.

We use a star formation over-density threshold of 6 = 50
and star formation efficiency parameter egr = 0.5%. Our model
for the ionizing emissivity of the star particles is calibrated using
Starburst99 (Leitherer et al. 1999). Because our resolution does
not allow to track real individual star particles, we consider that
each star particle represents a stellar population of 7.2 - 10*Mg
with a Top-Heavy Initial Mass Function (IMF) (exponent 1.3 for
0.1 < m/Mg < 0.5 2.3 for 0.5 < m/Mg < 1 and 1.6 for
1 <m/My < 100 ) integrated from 0.1M¢ to 100M and with a

constant metallicity of Z = 0.001 = 0.05Z¢.

Since we are only considering hydrogen reionization, the Star-
burst99 spectrum is integrated on the energy range from 13.6eV
to infinity. The ionizing emissivity presents two regimes (See Fig.
2a) with a constant phase followed by a fast emissivity drop. Dur-
ing the constant emissivity phase, sources emit Sy = 1.55.1017
phot.sec_1 kg~!. We consider the radiative lifetime 7}z of sources
to be at the transition of theses two regimes: #jjfe = 3.67 X 106Myr.
After 17; 7., the sources still radiate with a number of photons that

is a decreasing power law as a function of time (S(;>7.) t‘4).
The calculations are done using a single photon group with a mean
energy of < hv >= 23.42 eV, an energy weighted cross section
of oo = 2.35.10722 m? and a number weighted cross section of
o =1.82.10722 m2.

Supernova feedback model are also calibrated using Star-
burst99 as it gives us access to the temporal evolution of the amount
of mass (Fig. 2b) and energy (Fig. 2¢) returned in the medium by
the considered stellar population. We choose to inject the totality
of the available energy instantaneously after a time zgn which is
defined as the time where 50% of all the energy from Starburst99
should be released. We use the total amount of energy released by
winds and supernovae during the whole lifetime of the population.
The quantity of energy injected in our model is regulated by an
efficiency parameter €5 . We return a mass fraction f;- of the total
particle mass when a supernova explodes. All the mass is released
instantaneously at the same instant as the energy. In practice, our
model parameters are: an injection time of rgNy = 17.7 Myr, a total
available energy of Egy = 2.47 - 10%2] .Mal and a mass return
fraction of f, = 52.6%.

Tab. 1 presents a summary of the different runs performed in
this study. It should be noted that we did not attempt to calibrate
the simulations to satisfy observational constraints (here the star
formation rate and ionization fraction history). The latter are given
to indicate that the runs deliver reasonable results but given the
small simulated volumes or the limited range of halo masses (the
most massive halo has M ~ 10! M), our simulations may lack
the statistical representativity of objects, scales or environments.
Enforcing an exact reproduction of observational constraints would
be of limited scope and we focus rather on differential comparisons
between runs using different physics.

MNRAS 000, 1-12 (2016)
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Figure 3. Most massive halo of the simulation (M~ 101" M) at redshift
z = 6. Average over a 7kpc thick slice of overdensity (left) and temperature
(right), without feedback (top), with thermal feedback (middle) and with
kinetic feedback (bottom). The black circle represent the Rag9 = 21kpc.
With the same quantity of energy injected, kinetic feedback can generate
much bigger hot bubble (7' > 10° K) around halo than thermal one.

3 TEMPERATURE AND DENSITY FIELDS AROUND
THE MOST MASSIVE HALO

Our first diagnostic is purely qualitative and consists in looking at
the density and temperature fields around a specific halo. We choose
the most massive halo in the noSN simulation, which has a mass
of M= 1.10 - 10'"M, corresponding to a Ry radius of 21kpc at
redshift z = 6. Fig. 3 represents a 214x214x6.5 kpc slice at redshift
z = 6, centered on this halo, for simulation without supernovae
feedback (first row), with direct thermal injection (middle row) and
with our kinetic model (bottom row).

The density map of the thermal run is a bit more fluffy around
the main over-densities (in red) than the one of the noSN run. A
thin concentric over-dense region (in white) appears around some
halos, for example in the top right filament or around the further
over-density in the bottom right filament. These shells are due to the
shock of the outflowing gas on the IGM. The main halo is able to
generate a bigger hot bubble (yellow region in temperature maps)
in the thermal run than in the noSN run. Differences are also clear

MNRAS 000, 1-12 (2016)
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on the bottom right filament where a hot bubble was almost absent
in the run without feedback.

If we now look at the kinetic run, we clearly see a more impor-
tant impact on both fields than with the thermal injection method.
Outflows are significantly stronger and shock shells appear around
the main halo with a radius of several Ry and a density of about
ten times the average density (in white). Furthermore, the hot region
is also wider and corresponds to the inner shock radius defined by
the shells in the density map.

The hot region (7" > 10°K) ina 5 x Ryo box around the halo
represents a volume fraction of fyy = 0.3% and a total mass of
Mpo: =19 - 109 My, for the noSN run, compared to fyy = 1.0%
and My, =4.2- 10° My, for the thermal run and fv =2.7% and
My, =7.3- 10 M, for the kinetic run. Around this specific halo,
the kinetic feedback can heat 2.7 times more volume and 1.7 time
more mass of gas. Despite our limited resolution and our reliance
on subgrid models to introduce stellar feedback, it is clear that it
has an impact on scales that are in turn resolved in our simulations:
its impact on predictions of the large-scale Reionization should
therefore be investigated further.

4 STAR FORMATION AND IONIZATION HISTORIES

We investigate the cosmic star formation rate and ionization fraction
history. We expect a direct link between ionization history and the
SFH as ionizing photons are mainly emitted by newly formed stars
(see our ionizing emissivity model on Fig. 2a) but we will see that
this link is not as direct as expected at the resolution of interests.

In this section we look at how a change in the energy injection
model, in the star formation efficiency or in the amount of energy
injected influence theses two observables.

4.1 Influence of radiative and supernovae feedback

We want to explore the influence of the energy injection method on
the regulation of star formation, so we compare three simulations,
one without feedback, one with thermal feedback , and one with
kinetic feedback. These three simulations are run with radiative
transfer and with the same initial setup. In addition to these three
simulations, we use a reference simulation without radiative sources
to measure the influence of radiative transfer feedback.

We observe on Fig 4a that the injection method significantly
changes the cosmic SFH. The Thermal run (in red) produces a
SFR slightly lower than the noSN run (in black), and as expected
is not as efficient as the kinetic model to regulate star formation.
With the same amount of injected energy by unit mass of formed
stars, at redshift z = 6 the SFR of the Kinetic run (in green) is
lowered by a factor ~ 3, compared to the noSN run (in black).
Star formation processes are dependent of the gas density, which is
itself strongly dependent on the resolution. The bump in the SFH
at redshift z ~ 10 is due to the creation of the last refinement level
Liax = 11 at redshift z = 10.6.

For each methods, the feedback decreases the SFR, so the total
number of emitted photons is not the same between simulations.
But we observe on Fig. 4b that the end of the Reionization occurs
almost at the same redshift in these 3 simulations. The small delay
between their reionization redshift is in accordance with their SFH,
ie a lower SFH leads to a later reionization. But this delay is smaller
than what we could expect just from the lowering of the photon
budget. Indeed, at redshift z = 8, the kinetic feedback decreases
the SFR by a factor ~ 3 and thus the number of emitted photon
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Figure 4. (a) Cosmic star formation histories and (b) volume weighted ionization (solid lines) and neutral (dashed lines) fraction function of redshift for
different feedback method. The introduction of radiation get a small impact on the cosmic SFH. The kinetic method get a significantly stronger effect on the
SFH than the thermal model. Reionization occurs almost at the same redshift independently of feedback scheme.

is also lowered by approximately the same factor : meanwhile, the
ionization rate (given by the slope of the ionization history curve) is
surprisingly unaffected. This point is investigated further in section
5.4.

If we only focus on radiative feedback effects, by comparing
the differences between the noFEED run and the noSN run, we
can quantify the influence of radiation on the SFH. On Fig. 4a we
observe that the noFEED run (in black dot) yields almost the same
SFH than the noSN run (in black). Obviously, the noFEED run
(black dotted curve on Fig. 4b) does not reionize and stays with
an jonization fraction only governed by collisional ionizations. The
fact that radiative feedback does not regulate cosmic star formation
history implies that it does not influence halos responsible of the
global SFH. We will see in section 5 that radiation has an impact
on low mass haloes, which are responsible only for a small part of
the global SFH.

4.2 Influence of the supernovae feedback efficiency
parameter

The supernovae feedback efficiency parameter €5 regroups all the
subgrid physics that we do not resolve, like radiative energy losses
on small scales, reducing the overall energy budget available to the
feedback. In practice, it can also act as a free parameter to mimic
the impact of IMF, by changing the fraction of stellar mass available
to explosions. Here we only explore efficiencies lower than unity,
but one could imagine higher ones to mimic unresolved effect that
prevent the gravitational collapse, such as turbulence.

We run four simulations with different feedback efficiencies
(GSN =0; ESN = 10%; ESN = 50% and ESN = 100%),andlookat
how cosmic star formation and ionization histories are impacted by
a change in the amount of energy injected. Resulting star formation
and ionization histories are presented on Fig. 5. As expected, the
more energy we inject, the more we reduce the global SFR (Fig. 5a).
Furthermore, we observe the same behavior as the previous section:
the regulation of star formation by supernovae feedback does not
significantly change the reionization history (Fig. 5b).

We note that the run with the egpn = 0.1 efficiency shows a

comparable SFH to the one of the Thermal run with 100% efficiency
(red curves in both Fig. 4a and Fig. 5a): at our resolution and in
this context, the thermal feedback scheme presents a 90% of losses
compared to the kinetic scheme.

4.3 Influence of the star formation efficiency parameter

We now explore the link between the star formation efficiency pa-
rameter €5y and the supernovae feedback. Indeed, increasing star
formation efficiency leads to transforming more gas into stars, and
thus increasing the amount of feedback, but increasing the feedback
results in decreasing the star formation rate. It is not clear how the
simulation will respond to a change in the star formation efficiency
with a given supernovae feedback.

We use the kinetic feedback scheme with an efficiency of
esn = 100% and run three simulations with star formation effi-
ciency of esr = 0.5%, esp = 2% and eg = 10%.

Fig. 6a presents the obtained star formation histories: increas-
ing star formation efficiency leads to first stars at higher redshift
and in greater quantity. Later on, the feedback becomes sufficiently
strong to change the shape of the SFH.

At high redshift, the SFH seems to be simply regulated by the
€5 parameters: the larger egr is, the more stars are being formed.
At later times, the amount of injected energy with high star formation
efficiency (egr = 10%, in blue) becomes sufficient to generate a
decreasing star formation history. As increasing feedback does not
just shift the whole SFH at lower values but significantly change its
shape, we conclude that we cannot fit any arbitrary large SFH, even
by increasing the star formation efficiency. It should be noted that
the actual efficiency turning-point value is likely to depend on the
simulations properties such as the box size and the abundance of
massive objects but similar effects were already observed in (Gillet
et al., in prep with RAMSES-CUDATON) at similar resolutions.

If we now pay attention to the ionization histories (Fig. 6b),
we observe a significant change in the reionization redshift. As
expected, the more efficient the star formation is, the sooner the
end of reionization happens. As stars appear sooner in the volume
with higher star formation efficiency, the medium starts to reionize

MNRAS 000, 1-12 (2016)
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Figure 5. (a) Cosmic SFH and (b) volume weighted ionization (solid line) and neutral (dashed line) fraction function of feedback efficiency parameter egn
for the kinetic feedback model. The regulation of star formation is directly linked with the quantity of energy injected in the medium. The ionization history is
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Figure 6. (a) Star formation and (b) volume weighted ionization histories for different star formation efficiencies €5 with high efficiency (es = 1) kinetic
feedback. Due to feedback, increasing star formation efficiency can lead to lower the SFR.

at higher redshift. But as the feedback needs time to be efficient at
regulating the SFR, it also needs time to regulate the ionization rate.

There is a small change in the slope of the SF/0 ionization
curve (in blue on Fig. 6b) after redshift z = 11, due to the decrease
of the SFR. But the effect of feedback does not seem to be sufficient
to stop the reionizing processes, at least in the range of parameters
we explore. However, it may be possible that the SFR cutout will be
sufficient to prevent the box from reionizing if we push the efficiency
further.

5 HALO-CENTRIC STUDIES
5.1 Halos mass function

We now focus on the properties of the halo population. Halos are
detected using the Friends-Of-Friends algorithm of PFOF (Roy et al.

MNRAS 000, 1-12 (2016)

2014) providing ~ 18000 objects with a least 10 particles and ~ 200
with at least 1000 particles (M ~ 3 x 10°Mo).

Stars are associated to a halo if they are within its Rpg. The
Ryq defined as the radius where the average density of the halo
correspond to 200 times the average dark matter density:

3-M fof 173

Ryoo = (47r—200,5) , (N
L 3H;] oo

with p = (Q, — Qb)ﬁ the average dark matter density in the
universe and My, s the halo mass given by PFOF. The z=6 halos
mass functions (HMF) are presented on Fig. 7. We observe no
measurable impact on the HMF function of the feedback type. The
mass function is typical of AMR code: it is complete for masses
> 10°Mo corresponding to ~ 300 particles and presents a factor
2 deficit for M ~ 3 x 103 (100 particles). At the high mass end,
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Figure 7. Cumulative halos mass function (HMF) for different feedback
types and 100% efficiency at redshift z=6.

some deficit in the number of massive halo can be seen from masses
> 1.5 x 1019M¢, due to the limited box size.

5.2 Star formation

The balance between star formation and feedback, functions of halo
mass, is not trivial. Indeed, low masses halos (M < 109M@) do
not form much stars and thus are not exposed to a large amount
of feedback. However if a stellar population forms in these light
halos, supernovae events can expel a significant part of the gas.
On the other side, high mass halos (M > 10'9M) host large star
formation events and are exposed to strong feedback processes, but
their gravitational potential is much more able to keep their baryons
trapped. Moreover low-mass halos (M < 10°Mo) are predominant
in number but they exhibit a lower SFR, so they do not host large
quantity of UV emitting stars. Conversely, high-mass halos do emit
astrong UV field but are far less numerous. What are the respective
contributions of each classes of masses on the photon budget and
how is this budget influenced by feedback?

We compute instantaneous star formation rate for each halo by
measuring the total stellar mass created within its Rygg during the
last 10Myr :

> My (r < R%‘Ol";t < IOMyr)

10Myr

SFRIgI = ®)

The correlation between the halo mass and its instantaneous
SFR is presented on Fig. 8a. In all cases, the introduction of feedback
leads to decreasing the SFR and changes the slope of this correlation.
Radiative (in plain black) and thermal feedback (in red) tend to be
more efficient at lowering the SFR for low masses halos (M <
10° M) while kinetic feedback (in green) tends to act on heavy
halos (M > 10'9M).

If we now look at SFRy,;,,, the total contribution of a class of
halos masses to the cosmic SFR:

SFRp;p = Z SFRICL (Mpiy < M0 < My, +aM), (9)
halo
presented on Fig. 8b, we see that smallest halos (M < 3 x 10° M)

do not dominate the global SFR at this time, even if they are the
most numerous. Meanwhile, halos with masses > 1010M@ are the
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Figure 8. Star formation rate averaged (a) and binned (b) by bins of halo
mass at redshift z=6 for different feedback methods.

main contributors of the cosmic SFR at z = 6. To alter the cosmic
SFH, a feedback scheme has to change SFR in the predominant
class of halos masses. We see from Fig 8a that kinetic injection is
the most efficient to regulate star formation in this range of masses
M > 1010M@), and thus the most efficient to regulate the global
SFR. As a corollary, it shows that halos under 3 x 10°Mg are
not the main contributors of the UV photon production (which is
dominated by newly formed stars). This production is dominated by
more massive objects which are the most sensitive to the feedback
: as seen previously, this sensitivity however do not translate into a
significant modification of the reionization history.

5.3 Average Ry flow speed

In this section, we investigate the evolution of the average radial
velocity of the gas around halos depending on the feedback scheme.
To compute these velocities, we draw a virtual sphere around each
halo with a given radius and centered on the center of mass of the
halo. The resulting velocities are a function of the distance from the
halo. Here we arbitrary take Ry as our reference radius.

MNRAS 000, 1-12 (2016)
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Figure 9. Average radial hydrodynamical flow speed at Ryqg function of injection method measured at redshift z=6. Blue dots represent halos with outflow,
red with inflow. Light dots represent halos without stars while dark dots stand for halos with stars. The dashed line represents + the escape velocity. Without
radiation there is almost no halo with a positive average speed (outflowing matter). The introduction of radiation leads to the apparition of a population of
starless low mass halos (M < 3 - 108 M) with outflow. Supernovae introduce a population of outflowing halos with stars. Kinetic feedback allows heavier

halos to get outflow than thermal feedback.

The general expression for the average radial velocity v, is:

$v-ds
$ds
with d¥ the surface element of the Rpgo sphere. Each sphere is

discretized with 3072 HEALPix elements of equal area (Gorski
et al. 2005), the average radial velocity becomes:

V=

(10)

1 N
= )i (an

i=1

with N the number of HEALPix points, v; the gas velocity of
the nearest cell of point i and the normal vector 7; oriented outward.

MNRAS 000, 1-12 (2016)

Therefore, positive values stand for outflow and negatives one for
inflow. Fig. 9 presents the resulting average velocities as a function
of halo masses for the different feedback schemes. Each halo is
represented by a dot, with a different color indicating if it has stars,
young stars (7« < f7;f.) or no star. The upper part of the diagram
represents outflows and the lower part represents inflows.

The dashed lines are defined by:

(12)

and represent the free fall velocity limit for the inflowing case,
and the escape velocity for the out-flowing case.
Without feedback (Fig. 9a) almost all halos are in the negative
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part of the diagram, they are all accumulating baryons. The corre-
lation between inflow speeds and halo masses is particularly sharp
with this run, and at this redshift (z = 6).

This free fall tendency tends to be an upper limit of the accre-
tion velocity, and only few halos have average inflow velocity with
an absolute value over this limit. Also, we note that the velocity
dispersion becomes wider as halos becomes less massive.

With the introduction of radiation (Fig. 9b), there is an in-
crease in the dispersion of velocity values. This increase is more
pronounced on halos lighter than 3 - 108 M and specially starless
ones (light red population) at a point that a part of this population
starts to get net outflows (in light blue). The fact that the major part
of this population does not have stars, indicates that theses outflows
are not due to internal feedback, and suggest an external effect. Our
interpretation is that these light halos are submitted to a UV field
created by surrounding halos massive enough to get a significant
amount of young stars. We are observing the effect of photo-heating
by radiative feedback, the gas heated by radiation expands and leaves
its host by dilution. Meanwhile, heavier halos can hold their baryons
thanks to their deeper potential.

With an average speed of ~ 0.5km.s™! theses outflows are
relatively slow and all velocities are below the escape velocity, so
baryon are still bounded to their host.

We show in Sec. 4.1 that radiation has a negligible impact on
the cosmic SFR, but we observe here that it can generate outflows
for low mass halos. These two points are not in contradiction, as we
show in Sec. 5.2 that these low mass halos represent a small part of
the global SFR in our simulations. So radiation does have an impact
on star formation but only on halos with a small contribution to the
global star formation.

There is also a small shift, present for almost all the halos mass
range, in inflowing speeds: inflows tend to be slightly slower due
to photo-heating. Radiation generates outflows and slows down
the collapse of gas, reducing the quantity of available star forming
material by limiting the accretion.

If we now focus on the two runs with supernovae feedback
(Fig. 9c and 9d), we clearly see that there is a new population of
halos with outflows and that almost all those halos have stars (dark
blue). Supernovae feedback also limits the accretion, the dispersion
of inflowing halos with stars (dark red) is significantly increased.
This idea is supported by the fact that the distribution of starless
halos stay mainly unchanged compared to RT only run (Fig. 9b).

The mean outflow speed is now close to 10km.s~' which
is twenty times greater than for the noSN run. Some light halos
(M < 10°Mg) present an average outflow speed greater than the
escape velocity: the feedback is able to disperse material out of these
objects. It seems that the feedback type does not change the maxi-
mum outflow speed (~ 60km.s~!), while only large halos present a
positive average speed. The most massive halo with outflow in the
noSN simulation weight 3.5 - 103Mg, 3.6 - 10° M, in the thermal
run and 6.3 - 10'9 M, in the kinetic run. Outflow velocities can seem
low compared to observed ones (between ~ 20 and ~ 2000Km.s ™!
according to Veilleux et al. (2005)) but we are considering averaged
values: locally on the virial spheres, velocities can be as high as
600km.s™! at the Ry level, and 1500km.s~! in a cell where the
explosion occurs, which is in the typical range of observed veloci-
ties.

5.4 Influence of supernovae feedback scheme on R\, halo
emissivity

Due to the moment based treatment of radiation, we can use a pro-
cedure similar to our hydrodynamical analysis (Sec 5.3) to compute
F>(0, the halo emissivity at Ry, by integrating the radiative flux
field ﬁmd for each halo:

Fy % = SER oo Fraa - ds. (13)
200

Also, in a similar way that in Eq. 9, we can sum these F>qg by
mass bins, and estimate the photon budget distribution:

Fpin = Z Fy8lo (Mpin < MM < My, +dM) . (14)
halo

These quantities measure the photons that escapes from halos
into the IGM, i.e. the effective contribution of halos or classes of
masses to the cosmic reionization. Fig. 10a presents Fp,;;,, the total
emissivity of halos in a range of masses for our three feedback
schemes.

First, it appears that there are two regimes in this diagram:
most massive halos represent the biggest part of the emissivity
while lightest ones contribute about ten times less. Also, it seems
that the total emissivity of heavier halos tends to decrease with
the halo mass, however it is not clear if it is a physical effect or a
statistical effect due to the box size we are considering (= 12 cMpc)?
and the low abundance of such massive haloes. We have to take
into consideration that we are using the Coarse Radiative Transport
Approximation (CRTA), ie the radiative transport computations are
only executed on the coarsest grid. At the scale of a coarsest cell, the
radiation field can be considered as a homogeneous UV background.
The dashed line represents M,,,;, = 3.3- 109M o, the mass of a halo
with Ry equals to the radiative transport resolution limit. As such,
fluxes vary slowly as a function of radius and F»q tends to scale
with the halo size.

Nevertheless, halos with masses over M,,,;,, are responsible of
the major part of the photon budget of our simulations. Approxi-
mately 80 % of photons are coming from these halos :

>N
with N the stellar particle emissivity belonging to the current halo,
and for those ones, the feedback scheme does almost not change
the total emissivity at the Ryqq level (Fig. 10a). We noted in Sec.
4.1 and more particularly on Fig. 4, that the feedback scheme did
not change reionization history : this is because feedback does not
change the halo F>y emissivity.

Moreover the order of these curves is in accordance with the
order found in Fig.4b: the F>o halo emissivity of the kinetic run
is slightly lower than the two other runs, and so its reionization
happens last.

If we finally compute the ratio of these F5(o halo emissivities
to N their internal radiative sources (directly linked to the integrated
SFR presented in Fig. 8b), we obtain a rough estimation of fec,
the photon escape fraction. The escape fraction is computed using
prescription of (Kimm et al. 2017), ie we consider the time needed
by photons to travel from the halo center to Ryq:

fesc =

~ 80%, (15)

Fao0
_ (16)
(-m)

Fig. 10b presents this averaged escape fraction as a function of halo
masses.
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the kinetic scheme.

For halos under M,,;,, the observed linearity of the relation
is due the limited resolution. For greater masses, we observe an
increase of the escape fraction for heaviest halos (M > 1010M®)
for the kinetic feedback scheme. This explains how the run with
kinetic feedback reionize as quickly as other runs, despite its lower
SFR: massive halos form less stars but they are more efficient at
releasing their photons into the IGM.

The increase of photon escape fraction by supernovae feedback
we measure confirm previous works such as eg Kimm & Cen (2014)
or Trebitsch et al. (2015).

6 CONCLUSION AND DISCUSSION

We discuss the impact of supernova and radiative feedbacks on sim-
ulations of the Reionization process. The level of approximation and
resolution envisioned here is the one used in large scale simulations
of the process : in-situ physics of the impact of feedback within
galaxies cannot be fully captured but the focus is put on the diver-
sity of situations with halo populations where e.g. environmental
effects are included such as the photo-suppression of star formation
by external radiation.

For this purpose, we present a simple scheme of supernovae
energy injection in AMR cosmological simulation of reionization.
We test this model by running a set of fully coupled radiative hydro-
dynamic simulations with kiloparsec resolution, similar to CODA
(Ocvirk et al. 2015), varying feedback implementation and model
free parameters. We show that this feedback scheme is able to reg-
ulate star formation and generate galactic winds on a wide range
of halo masses. We took the opportunity of this set of simulation
to assess the interplay between the different kind of feedbacks at
resolutions relevant to CODA-like runs. Here are our main obser-
vations:

e Even with a strong regulation of the SFR, and thus of the
number of emitted photons, this increase of the escape fraction
leads to a comparable number of photons reaching the IGM and
thus a similar reionization history. The expulsion of baryons by
feedback creates escape paths for the radiation.

e The escape fraction of photons of halos with masses over
10'9M is increased by a factor ~ 3 by our kinetic feedback scheme.

MNRAS 000, 1-12 (2016)

e As a consequence, we find that the photon budget is mainly
governed by massive halos (M > 109M@) (Fig. 10a).

e Runs with radiation produce a population of low mass (M <
10°Mg) halos with outflowing gas (Fig. 9b). We interpret this
population as being photo-heated, losing their baryons by photo-
evaporation.

Simulations with larger volume will be used to improve statis-
tics in the range of mass10'°Mg < M < 10" Mg and explore if
the decrease in photon budget for halos more massive than 1019 M,
observed in Fig 10a continues to higher masses. Meanwhile, the
small simulations studied here are often used for calibrations of
reionization histories of larger productions. Our results have some
impact on this aspect, with two opposite possibilities:

e our boxsize captured the most productive range of halo masses
and the contribution to the escaping photon budget of halos with
M > 10'9M¢ decreases. Such kind of simulations can be valuable
outside of pure comparative purpose for calibration of larger runs.

e our small boxes do not capture all the effective sources of reion-
ization and the escaping photon budget could be dominated by halos
beyond our most massive objects. Hopefully, there exists a larger
simulation scale where a high mass cutoft in the effective photons
contribution appears. However current grand challenge simulations
(CROC, CODA) are not much bigger ( 8 Mpc Vs 64 Mpc) than the
one used here, with similar resolution : if test simulations larger than
the one presented here are required, the relative cost of calibration
to production could become problematic.

Preliminary CODA analyses tend to be in favour of the first
scenario, and it seems that 64¢ M pe boxes also present a maximum
in the photon budget around a halo mass of 10'0M¢, (Lewis et al.,
in prep.).
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ABSTRACT

We run a set of radiative hydrodynamic cosmological simulations of reionization to
explore the link between the propagation of ionization and the reduced speed of light
approximation. We introduce a method to compute the ionization fronts speeds based
on the reionization redshift map a posteriori. We found that for a reduced speed of light
greater than ¢ = 0.05, the front speed is limited only at the end of the reionization.
In the case of a lower reduced speed of light, the RSLA leads to limited front speeds
during the whole reionization process.

Key words: cosmology: dark ages, reionization, first stars - methods: numerical

1 INTRODUCTION

A central process to consider when simulating the Epoch of
Reionization (EoR) is the light propagation through the Uni-
verse. As light is several order faster than hydrodynamical
processes generally considered in cosmological simulations,
introducing radiative transfer (RT) can be computationally
challenging.

There are two main families of RT codes in EoR simu-
lations:

e Ray tracing/Monte Carlo methods consider light as
group of photons (eg. CRASH Maselli et al. (2003), C>-RAY
Mellema et al. (2006)). Each source launches a given number
of photons along straight lines.

e Moment based methods consider light as a fluid (eg.
OTVET Gnedin & Abel (2001a), ATON Aubert & Teyssier
(2008)). Each source acts as a fountain where light flows out
according to conservation equations on radiative quantities.

Each family has its own pros and cons. The main draw-
back of the ray-tracing techniques is the computational cost
which is directly linked to the number of sources and can
be quite prohibitive in cosmological simulations. At the op-
posite, moment-based methods can be more inaccurate on
certain physical effects (e.g. the shadowing effect by dense
clump or the collisionless nature of light) but is independent
of the number of sources : for this reason it gained some
popularity in recent implementations of cosmological radia-
tive transfer. Another key difference is the way they treat
the speed of light : ray-tracing techniques usually assume an
infinite speed of light and photons packets/groups/density

* E-mail: nicolas.deparis@astro.unistra.fr

(© 2017 The Authors

are depleted from site to site along rays without including
any kind of delay. This assumption is reasonable as light
velocities are much larger than for any other processes.

Meanwhile, moment-based methods have to assume a
finite speed-of-light as they model the actual propagation
of radiation density. This is not without consequences, espe-
cially since this fluid description is often handled through an
explicit approach (even though implicit solvers do exist see
e.g. Gonzdlez et al. (2007)). The main constraint for explicit
moment-based solvers is due to the Courant-Friedrichs-Lewy
(CFL) condition. It imposes that the higher the velocity of
a process is, the higher the temporal resolution has to be
to accurately simulate its propagation. The time step At is
computed using:

At =Copy, - %, (1)
where Copr, < 1, Ax is the spatial resolution and v is the
speed of the considered process. As light has the highest
known velocity, it requires a small Ar and a large amount of
timesteps to follow its propagation on a given period.
Several methodologies have emerged to reduce this cost.
The first one consists in taking profit of the recent hardware
evolution: for example, using Graphical Processing Units
(GPUs) can divide the computational time by almost two
orders of magnitude due to their highly parallel capability.
The second method is the one we are looking at in this study,
the reduced speed of light approximation (RSLA) (Gnedin
& Abel 2001b; Aubert & Teyssier 2008). The main idea of
this technique relies on the fact that the speed of dynami-
cal processes (DM and gas) is several orders of magnitude
lower than the physical speed of light. As the light speed is
significantly greater than any other one, lowering its value
in a simulation should not have a significant impact on the
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results, while at the same time allowing a comfortable gain
on the computational cost.

The RSLA considers that the light evolves at a fraction
of its real speed:

v=_c_C-¢, (2)

where ¢ is the physical light speed and ¢ < 1 is the RSLA fac-
tor. If the reionization history stays the same between ¢ = 1
and ¢ = 0.1, we could gain a factor ten in the computation of
radiative processes, which is really appreciable as radiation
represents approximately 80% of the computational cost in
this kind of simulation when ¢ = 1.

In this study, we aim at investigating the validity of
this approximation and we explore how reducing the speed
of light influences the evolution of ionization fronts during
the reionization epoch. First we present a set of RHD simula-
tions with different RSLA and introduce a method to com-
pute the reionization fronts speeds using reionization red-
shift maps. Then, using different diagnostics (average ion-
ization history, ionization maps, fronts speeds), we quantify
the impact of reduced speed of light on the global reion-
ization. We briefly conclude with some implications of our
results.

2 METHODOLOGY

Simulations are produced with EMMA an AMR cosmologi-
cal code with fully coupled radiative hydrodynamic (Aubert
et al. 2015). The light is considered as a fluid, its propaga-
tion is tracked using the moment-based M1 approximation
(Levermore 1984; Gonzalez et al. 2007; Aubert & Teyssier
2008).

We run a set of small simulations at a similar resolu-
tion of production runs like eg CODA (Ocvirk et al. 2015)

or CROC (Gnedin 2014). We are considering (Sh_chpc)3
volumes, simulated from redshift z=150 to the end of the
reionization (5 < z < 6). Dark matter is resolved with 2567
particles with a mass of 3.4-10°Mg. Hydrodynamics and ra-
diation are simulated on a grid 2567 resolution elements for
a coarsest spatial resolution of 46 ckpc. The grid is refined
according to a semi-Lagrangian scheme and the refinement
is not allowed if the spatial resolution of the newly formed
cells is under 500pc. Our stellar mass resolution is set to be
equal to 7.2 - 10*Mg. We calibrate our emissivity model us-
ing Starburst99, with a population of 100M¢ having a Top-
Heavy initial mass function and a Z=0.001 metalicity. To
limit the number of unknowns, we do not consider super-
novae feedback here.

All simulations are run with the exact same parameters
(including star formation) and initial conditions, except for
¢, the ratio between the simulated speed of light over the
real light speed. We run a set of six simulations with ¢ = 1,
¢=0.3,6=0.1,¢=0.05, ¢ =0.02 and ¢ = 0.01.

3 RESULTS
3.1 Cosmic star formation and ionization histories

Fig la presents the cosmic star formation histories (SFH) as
a function of the RSLA. This measure shows that the RSLA
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Figure 1. (a) Cosmic star formation histories with observational
constraints from Bouwens et al. (2015) ; (b) volume weighted ion-
ization with observational constraints from Fan et al. (2006) (solid
lines) and neutral (dashed lines) fraction function of redshift for
different reduced speed of light. (c¢) Reionization redshift function
of RSLA.

does not change the cosmic SFH. And as ionizing photons
are emitted by newly formed stars, the photons budget is
not impacted of the RSLA.

Fig 1b presents the average volume weighted ionization
state as a function of time Xy (¢):

f )C(t) . dV
fav =~
with the local ionization fraction :

ng
X(p) = n[—1+ (4)

Xy (@) =

(3)

We observe a direct link between the ionization history and
the RSLA. The slower the light is, the later the reioniza-
tion occurs. We define the reionization redshift as the red-
shift when the volume weighted hydrogen neutral fraction
decreases below Xy = 1074, At these times the percola-
tion process of HII regions (also known as the overlap) is

MNRAS 000, 1-7 (2017)
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Figure 2. Stellar mass weighted average ionization rate as a func-
tion of redshift for different reduce speed of light.

complete. Fig 1c presents obtains reionization redshift as a
function of the reduced speed of light. Reionization redshifts
converges as ¢ is close to 1, There is a priori no reason for
reionization redshift to converge with ¢ = 0.1, but this ob-
servation may be a point in favour of infinite speed of light
techniques: the slope flattening indicates that any ¢ > 0.1
lead to the same instant of reionization, a condition triv-
ially satisfied with ¢ = co. Conversely, reionization redshifts
rapidly decline with ¢. For instance, ¢ = 0.1 presents a delay
of ~ 60 Myr and less than 0.5 in redshift but these values
are extended to ~ 425 Myr and almost 2.2 in redshift for the
¢ =0.01 run.

It is plausible that the faster the light is, the sooner the
photon could reach the under-dense regions, and then the
sooner the reionization can occur. But ionization processes
limit photon propagation : if this limit would lead to negligi-
ble speeds compared to the speed of light, one would expect
the RSLA to have no impact on the reionization history.
However this is not what is measured here and fronts speeds
have to be non negligible compared to speed of light : we
assess this point directly in the next sections.

3.2 Average ionization rate

From the previous section we observe that with the same
SFR, the ionization history change with the RSLA, so the
capacity of stars to reionize their environment is evolving
with the light speed. In this section we quantify this effect
by introducing a stellar mass weighted average ionization
rate.

First we define de the average ionization rate X (1) as the
temporal derivative of the ionization history.

dlX 1
X(t) = di = [ T ] (5)
By dividing the average ionization rate f((,) by the av-

1

erage star formation rate p’(‘t) in [M@ SyrT -ckpc‘3] , we
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quantify the ability of newly formed stars to ionize their
environment :

X(p*) = @ [CkpC3 . MEDI] (6)
P

It represents the amount of volume each solar masses
of stars, newly formed in the simulation, will reionize. The
resulting stellar mass weighted ionization rate computation
is presented on Fig. 2 as a function of redshift and RSLA.
Each run gets an almost flat ionization rate before redshift
z=8. In this phase the ionization rate is governed by the star
formation and tends to be independent of the RSLA for runs
with ¢ > 0.05, but is lowered for ¢ < 0.05.

During this flat phase, the average ionization rate before
z=8 are going from 5.1 -107% ckpc3.M51 for the ¢ = 1 run,
to 2.4-107% ckpc3.M5] for the ¢ = 0.01 run.

The main difference comes later for redshift z < 8, where
light reaches under-dense regions and ionized bubbles start
to merge. It becomes more difficult for the radiation emit-
ted by newly formed stars to ionize neutral medium as the
neutral gas is rarer. This transition happens almost instan-
taneously with ¢ = 1 and is more progressive with smaller
light speeds.

3.3 Ionization maps

Ionization redshift maps offer an insteresting tool to analyse
the whole reionization process using a single data field. Red-
shift maps are obtained by keeping in memory, for each cell,
the time when its ionization fraction pass a given threshold.
The computation is done during simulation runtime to get
the highest temporal resolution possible. In this study, the
cell reionization time is considered to be the first time when
the volume weighted ionization fraction passes through 50%.

Fig. 3 shows three maps of reionization redshifts for
three RSLA, and the reionization redshift probability den-
sity function (PDF) for all runs. Maps are one coarse cells
(46 ckpc) thick slices taken at the same coordinate in the z
axis for the three simulations. The slice is chosen to contain
the first cell to cross the ionization threshold in the ¢ = 0.1
simulation.

We observe a similar global behaviour between runs.
The sources are located at the same places independently
of the run, which is coherent with the fact that the ionizing
feedback does not significantly change global star formation
processes in our simulation (Fig 1a). Radiation escapes high
density regions in comparable butterfly shapes.

The ¢ = 0.1 run is quite similar to the the ¢ = 1. Dark
green isocontours (z ~ 6) are located at the same place and
have the same shape. The main difference between these
runs appears at low redshift when the light reaches the voids
(blue shades). Voids reionize a bit slower at ¢é = 0.1 than at
¢ = 1 due to the time taken by light to reach them. The
behaviour is even more pronounced for ¢ = 0.01 where the
voids reionization is clearly late compared to the two other
panels.

This is particularly clear regarding the redshifts PDF :
at high redshifts all PDF are similar, but the difference
slowly increases with time, and the cumulative effect leads to
a significant delay on the global reionization. This is in accor-
dance with the observations made on the volume weighted
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Figure 3. Maps and PDF of reionization redshifts for runs with different reduced speed of light.

ionization history (Fig. 1b), as the voids represent the ma-
jor part of the volume : runs with faster light reionize faster,
due to the ability of light to reach voids sooner.

3.4 Ionization fronts speeds

The reionization maps represent a time at each point of the
space. Considering the spatial gradient of this map, we ob-
tain the information of the time needed to reionize each cells.
We use a discrete gradient with the form:

o A+l -1

vi!

P
reio

(7)

24t (xi+1 _ xi—l)'

This gradient represents the time needed to ionize a given

distance (eg in [yr.pc™!]), the reverse of this gradient is ana-
logue to a velocity (eg in [pc.yr™!]) :

1

|6treio| .

(8)

Vieio =

Vyeio can be interpreted as an estimator to the speed of the
reionization front passing through the cell.

Fig. 4 shows maps of reionization front speed obtained
with this method for three runs with different reduced speeds
of light. Reionization speed can be greater than the speed
of light in the simulation, up to several time. This lim-
iting case occurs when neighbouring cells reionize at the
same timestep, their gradient became null and the associ-
ated reionization speeds become infinite. This can happen
in two cases:

MNRAS 000, 1-7 (2017)
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of the real speed of light.

e In over-dense regions, where adjacent cells have simul-
taneous star forming events.

e In under-dense regions, during the merging of two ion-
ization fronts.

These spurious speeds represents a small fraction of the
volume (with a fraction of 8 - 107> in the worst case).On
the PDF, we observe that limited light speeds do not avoid
the presence of fronts speeds over its value. For instance,
there are still front speeds of 107! when & = 1072 but the
probability to find such a speed in the volume is significantly
reduced. We found an average and most probable front speed
going from respectively ~ 2400km.s~! and ~ 1400km.s~! for
the @ = 1 run to ~ 1000km.s™! and ~ 800km.s™! for the

MNRAS 000, 1-7 (2017)

¢ = 0.01 run. It should be noted that this statistic is taken
on the full reionization history.

In the maps, the concentric 'rings’ with large and small
speeds fronts is induced by the consecutive events of star
formation. Reionization fronts can only expand if there are
internal radiative sources, but star formation is not contin-
uous and happens in a bursty manner. So fronts stop their
progress during the time between two consecutive star for-
mation events. The number of these concentric pattern de-
crease with the speed of light, With the ¢ = 0.01 run the
map is lot smoother than the ¢ =1 run.
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3.5 Speed of ionization fronts as a function of
redshift

We show in the last section that reducing the speed of light
in the simulation limit the probability to find a front speed
above this limit. In the two previous section we have asso-
ciated a redshift and a speed at each point of space. In this
section we analyse the evolution of the reionization front
speed as a function of redshift. Fig. 5 presents the distribu-
tions of fronts speed as a function of redshift, as well as the
evolution of the average fronts speed for different RSLA.

We first focus on the 2D histograms that show the red-
shift evolution of the front speeds distribution. In the ¢ =1
run, we observe that for z>8, the distributions of speeds are
always between ~ 107! and ~ 10*. This phase is then fol-
lowed by a quick acceleration peak or plume. We observe
a two stages process : first light escapes over-dense regions
at an average constant speed and second, the percolation
of ionized bubbles allows the light to reach under-dense re-
gions. In these regions, the fronts speeds are not limited
by the interaction with baryons. The light is free to fill the
voids and fronts speeds are able to reach the real speed of
light. After the reionization, when ionization bubbles have
collapsed, the probability to find an high speed front drops
suddenly, as the whole volume is ionized.

In the ¢ = 0.1 run, the first phase is not impacted by
the RSLA: even with ¢ = 1 the front speeds where already
lower than ~ 10!, The main difference appears in the second
phase: the z < 8 peak is reduced by the RSLA. With ¢ = 1
the fronts are able to reach speeds greater than 0.1c, by
setting ¢ = 0.1 velocities of this fronts are limited to ~ 0.1c
in an artificial manner : the end of the reionization is slightly
delayed.

In the ¢ = 0.01 run, the propagation of light is already
limited at the beginning of the reionization. In the two pre-
vious runs, fronts speeds where already greater than ~ 0.01¢
since the beginning of the reionization. This leads to an im-
portant cumulative delay in the reionization redshift. More-
over, the final peak is almost totally smoothed.

Looking now at the average fronts speeds as a function
of redshift, we clearly measure an almost constant value fol-
lowed by an acceleration for redshift z < 8. In the z > 8 con-
stant phase, the average front speed goes from 4.1 - 1073[c]
for the ¢ = 1 run to 2.2 - 1073[¢] for the é = 0.01 run. This
constant phase is the same that we observe on Fig. 2, the
ionization rate is constant when the fronts speed are con-
stants. In the constant phase, all runs with RSLA higher
than 0.05 have a similar average speed and ionization rate.
But for RSLA lower than 0.05 both are limited from the
beginning of the reionization. This link between ionization
rate and front speed is also visible on Fig. 3 : the PDF of
reionization redshift remains the same for redshift z > 8 if
¢ > 0.05, but presents a shift starting at redshift z ~ 14 for
¢ < 0.05. Meanwhile, the second-stage acceleration for red-
shifts z < 8 is significantly impacted by the RSLA. With a
large speed of light the box flashes faster at the end of the
reionization than with lower values. This final acceleration
correspond to the light reaching under dense regions and in
all cases the average front speed is limited by the RSLA,
even though ¢ = 0.3 is quite consistent with ¢ = 1. To sum
up reduced speed of lights ¢ > 0.05 present the proper be-

haviour for the first stage of the propagation of fronts but
will likely present a delay for the overlap if ¢ < 0.3.

4 CONCLUSIONS

We presented a method to compute ionization fronts speeds
a posteriori using reionization maps. With this method we
found that reducing the speed of light in our simulations
tends to impact the fronts and their propagation.

Analysing the average fronts speeds as a function of
redshift, we observe that the reionization happens in two
stages. First a constant speed phase, followed by a acceler-
ation phase. During the constant speed phase, the average
value do not depends of ¢ for ¢ > 0.05. In all case, the ac-
celeration phase is impacted by the choice of the RSLA, but
reasonable convergence can be achieved for ¢ > 0.1-0.3. Ob-
servations from e.g. Fan et al. (2006) impose time constraints
for the very end of the reionization. But we show that the
RSLA can significantly impact the speed of the reioniza-
tion especially toward the overlap. Its seems then difficult
to strictly conciliate RSLAs with a well timed reionization
by observational constraints.

In conclusion, the RSLA can be a good approximation
down to ¢ = 0.05, if the goal is to analyse dense regions
behaviour. Things are more complicated while considering
the ionization of cosmic voids, as in those ones the fronts
speeds can be as large as ¢, the RSLA is always a limiting
factor.
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ABSTRACT

Todays galaxies experienced cosmic reionization at different times in different locations, since reionization was
inhomogeneous. We show this by deriving the reionization redshifts of the intergalactic medium surrounding their
progenitors, using fully-coupled radiation-hydrodynamics simulation of galaxy formation and reionization at z ; 6,
matched to N-body simulation to z = 0. Constrained initial conditions were chosen to form the well-known structures
of the local universe, including the Local Group and Virgo, in a (91 Mpc)® volume large enough to model both
global and local reionization. Reionization simulation CoDa I-AMR, by hybrid CPU-GPU code EMMA, used (2048)3
particles and (2048)3 initial cells, adaptively-refined, while N-body simulation CoDa I-DM2048, by Gadget2, used
(2048)3 particles, to find these reionization times for all galaxies at z = 0 from 108 to 10 M.

Galaxies with M(z = 0) > 10" M reionized earlier than the universe as a whole, by up to 500 Myrs, with
significant scatter. For Milky-Way-like galaxies, reionization redshifts ranged from 8 to 15, while global reionization
ended at 6.1. Galaxies with M(z = 0) < 10 My, however, typically reionized as late or even later than global
reionization, in neighborhoods where reionization was completed by external radiation. The duration of reionization
was sometimes substantial, ranging as large as the range of reionization times. The Milky Way and M31 reionized
earlier than global reionization, neither dominated by external radiation; tracking their progenitors using either halos
or particles yielded z = 9.8 (MW) and 11 (M31) or z = 8.2 (both), respectively.
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1. INTRODUCTION

The emergence of a UV radiation field during the
Reionization sets the thermal and ionisation state of
the intergalactic medium. It also suppresses star for-
mation in the progenitors of galaxies through photo-
heating especially low-mass objects below 10°My. Ac-
cordingly, reconstructed star formation histories of the
faintest dwarf galaxies indicate that the Reionization
slowed down the build up of their stellar populations (see
e.g. Brown et al. (2014)). Likewise recent radiative hy-
drodynamics simulations could reproduce this suppres-
sion in large high resolution simulations (Ocvirk et al.
2016).

The Reionization is not a uniform and instantaneous
process: the structure of the density field translates into
an heterogeneous distribution of sources and absorbers.
Different patches and objects in the Universe do not
reionize at the same time, but have widely ranging reion-
ization redshifts.

The timing of the Reionization can have an impact on
e.g. the satellite populations of z=0 galaxies (see e.g.
Koposov et al. (2009); Busha et al. (2010); Ocvirk &
Aubert (2011); Iliev et al. (2011); Ocvirk et al. (2014);
Gillet et al. (2015)) and the assumption on extended or
instantaneous reionizations has a dramatic impact on
the stellar populations of satellite galaxies. In a global
context where the exact contribution of small galaxies
to the Reionization is debated (see e.g. Bouwens et al.
(2014); Finkelstein et al. (2015)), all these aspects push
for an improved description of the transition as seen
from the high-z galaxies.

In this letter, we want to determine the timings of
the Reionization as experienced by today’s galaxies and
probe the heterogeneity of process. The main chal-
lenge is to connect contemporary objects to the Epoch
of Reionization (EoR) : 13 billions years separate the
Reionization from today and given the variety of build-
up histories, it’s not an easy task to determine the
reionization context of a z < 6 galaxy. To assess
these questions, we combine for the first time a large
scale dark-matter-only CLUES simulation at z=0 with
a state-of-the-art AMR radiative hydrodynamics simu-
lation of the EoR, the CODA I -AMR simulation, that
self-consistently provides the reionization past of today
galaxies. Because they share the same set of initial con-
ditions (IC), these two simulations can be connected and
predictions on the time and durations of the Reioniza-
tion of z=0 galaxies can be made. Furthermore the ICs
were constrained to include analogs of the Local Group
(LG) in a realistic large-scale environment and allow us
to assess how representative is the LG, arguably the best
place to assess the past of small and old galaxies.

The work presented here follow the lines of previous
studies made by e.g. Weinmann et al. (2007) or Dixon
et al. (2017) who used radiative transfer post-processing
of pre-existing simulations. It also complements Alvarez
et al. (2009) and Li et al. (2014) who focused on scales
and masses relevant for massive galaxies or clusters, us-
ing a semi-numerical methodology: thanks to the scales
explored here (64h_1 Mpc box size sampled at a kpc
resolution) we focus on smaller objects with masses be-
tween 108My and 103 M. Our methodology is also
similar to Ocvirk et al. (2014) on the LG Reionization.
However, the current letter reassess this work by includ-
ing the LG environment and by comparing it to the full
population of galaxies.

We first present our set of simulations and the analy-
sis performed. We then describe the times and duration
of reionizations for our simulated population of galaxies
before discussing the case of the LG. Future investiga-
tions routes are then presented.

2. METHODS
2.1. Initial Conditions

The CLUES initial conditions used here assume a
WMAP 5 cosmology (£2,,, = 0.279,, = 0.721, Hy = 70
km/s/Mpec, Hinshaw et al. (2009)). They cover a 64
Mpec/h comoving volume with 20483 grid cells and par-
ticles. The initial phases were chosen to produce an ana-
log of the Local Universe at z=0 (see Gottloeber et al.
(2010),Iliev et al. (2011)) providing a Milky Way (MW)-
M31 pair with the right mass range and separation in
the proper large scale environment. These choices were
motivated by future comparisons with the CODA T sim-
ulation (Ocvirk et al. 2016) which used the same initial
conditions.

2.2. Simulations

The z > 6 predictions of this project were produced by
the AMR simulation code EMMA (Aubert et al. 2015).
It tracks the coupled collisionless dynamics, hydrody-
namics and radiative transfer and includes standard sub-
grid models for star formation and supernovae feedback
(Rasera& Teyssier (2006),Deparis et al. (2017), submit-
ted).

Space is sampled on a 2048 grid that gets refined
if it contains more than 8 DM particles. The grid is
prevented to refine to physical resolutions smaller than
500 pc, corresponding to 3 additional levels of refinement
by z=6 : the actual number of cells is then multiplied
by 2.1, i.e. 18 billions cells.

Star formation is triggered if the gas overdensity in a
cell is greater than 50, ensuring that first stellar particles
appears at z ~ 19: once enabled, the star formation pro-



REIONIZATION OF zZ=0 HALOS IN Copa I-AMR 3

ceeds according to a Schmidt-Kenicutt Law with an effi-
ciency of 1% (see Rasera& Teyssier (2006),Deparis et al.
(2017) subm.). The stellar particles mass is 7 x 10* M.
They produce ionizing photons according to a Starburst
99 population model (Leitherer et al. 1999) with a Top-
Heavy IMF and 0.05 Zg metallicity : the corresponding
emissivity is 1.5 x 1017 ionising photons/sec/stellar kg
for 3 x 10° years followed by an exponential decrease.
Furthermore, an in-situ 20% escape fraction is applied
to compute the actual number of photons released in
a simulation cell: it ensures a complete reionization at
z ~ 6. Radiation is propagated using the M1 radiative
transfer method with a reduced speed of light cgj,, = 0.1.
Mechanical feedback is enabled and a typical energy of
9.8 x 10! J/stellar kg is released in the surrounding gas
after 15 x 10% years: 1/3 via thermal energy, 2/3 via
kinetic winds. At z=6, 120 x 105 stellar particles are
present.

The CODA I-AMR simulation required 32768 CPUs
and 4096 graphics devices (GPUs) on the TITAN
(ORNL/DOE) supercomputer. The EMMA code uses
GPUs to accelerate the hydrodynamics and the radia-
tive transfer: these modules are respectively 25 and 15
times faster on GPU than a single CPU core.

The CODA I-AMR simulation reached z = 6: it
presents a reionization epoch consistent with CMB con-
straints (Planck Collaboration et al. 2015) but with a
residual neutral fraction at lower levels than expected
from quasars data (Fan et al. (2006), see Fig. 1). The
average star formation history is consistent with forma-
tion models obtained from the evolution of the high-z
UV luminosity function (Bouwens et al. 2014; Finkel-
stein et al. 2015).

The properties of z=0 halos are obtained from a pure
dark-matter Gadget simulation (Springel 2005), using
the same initial conditions. Halos were identified using
a FOF algorithm with a 0.2 linking length and mini-
mal number of particles of 10, leading to ~ 20 millions
structures identified at z=0. The smallest FOF objects
detected in the Gadget simulation weighs 2.4 x 107 M.
Merger trees were also produced to connect z=0 halos
to their progenitors during the EoR.

2.3. Reionization maps

Reionization maps are built from the ionisation state
of hydrogen : this quantity is computed self-consistently
in CODA I-AMR and we define the reionization time as
the instant when a cell crosses the 0.5 ionized fraction
threshold for the first time. The end result is a 3D field,
troion (T, Y, 2), sampled using 20483 pixels corresponding
to the base resolution of our simulations (see Fig. 2).
When compared to the Gadget halo distribution at z=6,
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Figure 1. The global average properties of the simula-
tions. From top to bottom : the volume averaged ioniza-
tion/neutral fraction history, the cosmic star formation rate
and the CMB thomson scattering optical depth.

a clear correlation can be seen with the CODA I-AMR,
reionization map : halos are found at the center of ion-
ization patches and their spatial distribution matches
the topology of tyeion(,y, 2).

This map is computed on the fly by EMMA with
a time resolution driven by hydrodynamical processes.
However due to memory management issues, this proce-
dure had to be stopped at z=8 and reionization redshifts
were computed from snapshots for the latest stages of
the Reionization. At worse the time resolution is 1.4
Myrs at z=6.

Because the simulations do not resolve scales that can
be self-shielded, 'galaxy reionization times’ should con-
servatively be understood as ’galaxy environment’ times
hereafter. Likewise assigning a t,ejon to a galaxy is in fact
assigning this value to patch surrounding this object.

2.4. Progenitor-based predictions

This set of predictions is obtained from merger-trees
of the DM-only simulation: they give access to z > 6
positions Zmm, of the most-massive (mm) progenitors of
z=0 halos. Starting from z = 20, we look for the earliest
step in the merger tree when the most massive progeni-
tor of a halo belongs to an ionized cell. This step has a
redshift zz and the reionization time of a z = 0 halo is
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Mpc/h

Figure 2. The projected spatial distribution of the 2000 most massive halos from the DM Gadget simulation at z=6 (symbols)
and the EMMA maximum value for the reionization redshift found along the projection axis.

given by
tprog = treion(fmmR)7 (1)

where Z,mRr is the center-of-mass position of the most
massive progenitor of this halo at z = zp.

A halo is assigned a Reionization time only if it has
a progenitor at z > 6: this is not the case for halos
that emerged after z = 6 or not detected by the FOF.
However this procedure guarantees that t,.., is set by
material already in place in the structure by z > 6.

2.5. Particle-based predictions

This set of predictions is based on the halo-membership
of each DM particle at z=0. Once the list of particles
that belong to a z=0 halo is established, their positions
at z > 6 can be traced-back from snaphots and each
particle is then being assigned a reionization time: it
is defined as the earliest time ¢(zg) at which a particle
belongs to an ionized cell in the reionization map . An

average particle-based (tpart) is assigned to each halo:

Ea’c‘poehalo treion(pr)
Zi‘poehalo 1 ’

where Z,g and Zpr are the z = 0 and z = zg particles
positions.

This procedure is more difficult to set up as it requires
to cross-match 8 x 107 DM particles with ~ 20 x 108 z=0
halos to assign particles to their halos. However this
technique assigns reionization times to all z=0 haloes,
even the smallest ones. On the other hand, these reion-
ization times drift to later times since diffuse material,
presumably reionized at later times and/or accreted af-
ter the Reionization, is taken into account.

(2)

<tpart> =

3. RESULTS
3.1. Reionization times

The Reionization times of z=0 halos are shown in
Fig. 3. Depending on the methodology used, galax-
ies with M._g > 10"'h~' M, reionize up to 500 Myrs
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earlier than the full volume. In this mass range, the
more massive the galaxies, the earlier they are reionized
as expected since they host intense sources or are close
to them in dense environments. At the lower masses

(M,—o < 10"™h~1Mg) the Reionization time becomes
typically consistent with the global one. The median
time is slightly later than the global one : objects among
this population are faint or even star-less and must be
externally reionized. Being dense, it takes more time to
reionize them than for the IGM. Nevertheless, the scat-
ter is significant from halo to halo (~ 250 Myrs 5%-95%
percentile).

The two methodologies return consistent results but
with differences. The progenitor-based technique guar-
antees that an object is already present at high z : it
returns the reionization redshift of the oldest material of
a z=0 halo, thus explaining why it consistently returns
lower tieion. On the other hand it requires that FOF
objects pre-exist at z > 6, biasing the sample of halos:
a 108h~1 Mg halo at z=0 must have peculiar accretion
rates to have a z > 6 progenitor and still be light at
z=0. The dip in reionization times at the low mass end
confirms this and by eye inspection, these objects are lo-
cated in high-density regions, thus explaining their low
treion- 1t could also indicate that these objects were more
massive in the past and were stripped : these low-mass
objects are being assigned t,eion typical of more massive
objects.

The particle-based methodology suffers less from this
bias because all z=0 halos are considered : the t,con dip
at the low-mass end disappears. It returns lower reion-
ization redshifts for M._y > 10" M, resulting from a
fraction of material in halos at z=0 that was part of the
diffuse matter in the IGM and was reionized at later
times.

Li et al. (2014) found that 10'2h~! M, galaxies tend
to reionize earlier than the IGM with Az ~ 1 +1
whereas we find earlier Reionization times for the same
class of objects with Az ~ 1.5 4+ 1.5 (particle-based) or
Az ~ 4.5 £ 3 (progenitor-based). The differences could
be related to methodologies : for instance they extrapo-
late reionization times using z=0 halos positions whereas
we use z > 6 progenitors or particle positions. While
their approximation is appropriate for halo masses with
> 10 My, we found that z=0 positions are a poor ap-
proximation of the actual halo position at high z when
less massive objects are considered. Their reionization
times closer to the global one could be a sign of ’signal
dilution’ at the lower-end of their probed range of halo
mass.

3.2. Durations of reionizations

Using the particles reionization times, we can inves-
tigate the intrinsic reionization duration At of t.eion
within halos : its dependance on halo mass is shown
in Fig. 3. Atg, is computed from the r.m.s of par-
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ticle reionization times within a halo, using Aty, =
(tpart) + ) = ({tpart) — 0)-

Aty, increases with the halo mass with typical val-
ues of ~ 120 Myrs for M,_o > 10"'h~'My. For
10'2h~ M, reionization durations as long as 180 Myrs
or as short as 60 Myrs can be found. Ocvirk et al.
(2014) made similar measurements on subhaloes of M31-
MW analogs and the current results are consistent with
their SPH model that shares a similar emissivity for
the sources: the 120 Myrs duration found here is typ-
ical of their Reionization in isolation models, where
an inside-out Reionization proceeds from the inner re-
gions of a galaxy to its outskirts. Meanwhile the short-
est Ato, = 60 Myrs values are typical of their exter-
nal reionization scenario, where a nearby bright source
'flashes’ the object. The scatter seen here would be a
reflection of diverse environmental properties.

For M.—y > 10"h~'Mg), the typical values found
for Aty, are comparable to the halo-to-halo scatter of
treion and are likely to be lower bound values since self-
shielding is not fully taken into account at our resolu-
tion. It’s consistent with findings of Alvarez et al. (2009)
and Li et al. (2014) for more massive objects. Within
a halo the Reionization is not instantaneous : it should
be accounted by any model that includes the impact of
local Reionization histories on stellar populations.

At low mass end, M,—g < 10''h~! Mg, objects have
Aty, ~ 0. Tt corresponds to the extreme case of fast ex-
ternal reionizations or objects small enough to fit within
a single cell of the Reionization map (the 30h~! comov-
ing kpc resolution corresponds to the virial radius of a
~ 10°27' Mg halo). The scatter increases toward the
low mass end but these objects sampled with a small
number of cells or particles (40 particles for 108h~1 M)
are poorly resolved by the AMR code. Their radiative
environment history is not fully captured, with greater
errors in the estimate of Ats,.

Note that Aty is an estimate of the duration to reion-
ize most of the particles but time differences within a
halo can be even greater.The time difference Atax—min
between the first and the last particle to reionize is also
given in Fig. 3. The most massive halos in our sample
can have Atpax—min = 600 Myrs and thus contain ma-
terial that saw its environment reionize at very different
stages.

Lighter haloes have shorter Atyax—min With Atmax—min ~

400 Myrs for 1012h~' My and Atmax min < 100 Myrs
for M < 10'°h=' M. For this lightest class of objects,
one can note that significant outliers are present, with
Atmax—min ~ 200 Myrs when the median value is closer
to 20 Myrs.

3.3. The case of the Local Group

16

14

12

Mpc/h

10

Mpc/h

Figure 4. The EMMA reionization map around the LG
(background field) and the location of GADGET halo pro-
genitors at z=10.8 for the M31 and MW analogs (symbols).
The size of the symbols are proportional to their masses. The
background colors encode the reionization redshift.

The CLUES ICs lead to an analog of the LG at z=0
with two galaxies similar to the MW (M,—o = 7.7 X
101 A= M) and M31 (M,—o = 1.7 x 10'?2A~1 M) in
the proper large-scale environment.

Fig. 4 shows the z=10.8 positions of their progen-
itors within the reionization map. The MW environ-
ment reionized in a compact fashion. Meanwhile M31
reionization pattern consists of several disconnected is-
lands, reflecting the complex and extended distribution
of progenitors at these times. Both objects reionized in
isolation relative to each other: the patches are easily
identified and disconnected. Ocvirk & Aubert (2011)
and Gillet et al. (2015) predicted that it should lead
to more extended radial distribution of satellites at z=0
compared to models without radiative transfer. The LG
also reionized in isolation relative to the large scale en-
vironment, as no front sweep the region.

In fig. 3, their reionization times and durations are
shown for each of the estimators. According to the
progenitor-based method, M31 environment reionized
earlier(z = 11) than for MW (z = 9.8), in accordance
with the measured trend where more massive haloes
start their reionization earlier. Meanwhile the particle-
based method indicates that both objects reionized at
the same time, at z = 8.2: since these two objects are
spatially close, it is not surprising that their lagrangian
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environments reionized simultaneously. For both esti-
mators, these two galaxies are typical of their respective
class of masses, albeit on the ’late reionization’ side of
the distribution.

Regarding durations, Ats, are typical of the global
distribution, between 100 and 150 Myrs. Atmaz—min ~
400 Myrs are similar for the two objects, an indication
that their environments share similar extreme values for
reionization times, presumably because of their close-
ness : it puts M31 reionization history among the most
compact ones of its class of masses, maybe due to the
proximity of the MW.

The particle-based durations and times are consis-
tent with the partially suppressed model of Dixon et al.
(2017) on the LG satellites, thus suggesting a mod-
est but non-nil contribution of the low mass galaxies
M < 10°h~'Mg to the Reionization in the CODA I-
AMR.

4. PROSPECTS

The CODA I-AMR simulation and its combination to
a CLUES DM simulation are the results of a long-term
development strategy and challenging productions runs.
Taken in conjunction with previous works, our results
establish further the picture of an early, diverse and not
instantaneous Reionization as seen by galaxies.

The models can be improved. For example, the in-
clusion of AGNs would lead to another sources of envi-
ronmental fluctuations (see e.g. Chardin et al. (2015)),
whereas models for star formation driven e.g. by molec-
ular or metal cooling (see e.g. Wise & Cen (2009)) could

modify the distribution of photons production among
the halo classes. Likewise the volumes probed here are
known to limit the representativity of HII regions sizes
(see e.g. Iliev et al. (2006)) and underestimate the spa-
tial fluctuation levels of Reionization fields. Also, the
LG members reionized in isolation but it can be tested
further using updated sets of constrained ICs (e.g. Car-
lesi et al. (2017)). These effects can modify our quan-
titative predictions, but we don’t expect them to alter
substantially our predictions.

Future investigations will include the environmental
dependence of our results, as we expect field galaxies to
experience the Reionization differently than members of
groups or clusters. We also aim at investigating the de-
tailed structure of the Reionization within haloes, with
a focus on the impact on LG satellites.
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STELLAR FEEDBACK DURING THE REIONIZATION WITH EMMA

N. Deparis!, D. Aubert! and P. Ocvirk!

Abstract. Stellar feedback during the epoch of reionization is a complex problem that is far to be fully
understood. The apparition of first stars in the Universe involves highly nonlinear processes that are studied
using numerical simulations. We present here a model of star formation, radiation and supernovae feedback,
implemented in a new AMR code with fully coupled radiative-hydrodynamic named EMMA. We present
a preliminary study concerning the flow of matter and radiation passing through the virial sphere of each
halos. We found a class of low-mass halo (less than 109M®) getting at the same time gas outflow and
radiative inflow, suggesting a photo-heating effect.

Keywords: cosmology: dark ages, reionization, first stars - methods: numerical

1 Introduction

Star formation and feedback involve some complex coupling between stars and the intergalactic medium (IGM).
By its presence, a star will modify its neighborhood, and then change the state of the medium where futures
generation of stars will born. To study this highly nonlinear coupling, we use numerical simulations. Different
ways has been explored to implement star formation and feedback (Springel & Hernquist (2003), Stinson et al.
(2006), Dubois & Teyssier (2008), Dalla Vecchia & Schaye (2012)). We present one model of star formation,
radiative feedback, and supernovae feedback implemented in EMMA (Aubert et al. 2015).

During our calibration process, we found that the mass of stellar particle has a drastic effect on how the
radiation escapes halos and thus on the reionization history of the simulation. This variation could totally
change our interpretation of the simulation, and with the introduction of radiation, we need to take some extra
precaution before making conclusions. We also investigate how stellar feedback influences the flow of matter
and radiation escaping or falling back around each halo.

2 EMMA

EMMA is written with the goal of studying the Epoch of Reionization. A full description of the code is given
in Aubert et al. (2015), but we briefly summarize it in this section. It follows the evolution of three distinct
physics: dark matter (DM), gas, and light in a fully coupled way.

EMMA uses a fully treated tree adaptive mesh refinement (AMR) description. Collisionless dynamics — dark
matter and stars — use a particle based representation. A cloud in cell (CIC) projection is used to determined
gravitational density field from particles. The Poisson equation is solved using a multigrid relaxation method
on the base level, and a Gauss-Seidel relaxation on the sub levels. Hydrodynamics solver is based on a piecewise
linear method a la MUSCL-Hancock driven by HLLC Riemann solvers. Finally, the radiation propagation is
solved using a moment-based description, with the M1 closure approximation. The chemistry module only
computes the cooling and ionization processes of atomic hydrogen in the current version.

1 Observatoire Astronomique de Strasbourg, CNRS UMR 7550, Universite de Strasbourg, Strasbourg, France
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3 Stellar formation and feedback model

The first part of the stellar models is the star formation process, which occurs in three steps. First, we need
to define which region are allowed to form stars, then quantify the amount of gas to convert into stars, and do
this conversion.

To flag stars forming regions, we use a simple density threshold.

Some authors use much more complex star formation criterion (see eg Kay et al. (2002) for a detailed
comparison about star formation criterion). After some tests, we conclude that at the considered scales (our
common resolution is around lkpc), other criteria (like Jeans unstable or convergent flow) do not make a real
difference. This behavior is not true anymore for simulations with sub-galactic scale resolution.

We then compute the star formation rate (SFR) of all the flagged region using a simple Schmidt-Kennicutt
observational law (Kennicutt 1998) based on the local gas density :

SFR o pl:2 (3.1)

gas*

We now have the amount of gas to convert into stars. This conversion consists of taking some gas on the
grid and convert it into a particle. A newly formed stellar particle can only have a discrete mass depending on
a user parameter. For numerical reasons, we use a quantum based description of stellar particles. To go from
the continuous process of star formation to a discrete one in the simulation, we draw the number of particles
to inject using a Poisson law (Rasera & Teyssier 2006).

Newly born stars will now start their radiative lives. To constrain the type and the amount of radiation stars
will emit, we use the Starburst99 model (Leitherer et al. (1999)). It gives us access to the emissivity spectrum
of a stellar population of a given initial mass function (IMF). In this study, we use a Top Heavy IMF and a
metallicity of Z=0.001.

During our calibration process, we observed a strong dependence of the stellar quantum mass on the reion-
ization history. We observe that injecting one unit of stellar mass if much more efficient — regarding ionization
processes — than injecting eight times one eighth of this mass. It seems that the radiation cannot escape from
cells containing low mass stars. We made the experiment of executing two runs, one with the recombination
processes shut down in cells containing stars, and another one where we let the recombination happen normally.
We do this experiment for different stellar masses and observe that for low stellar particle masses (103Mg),
reionization histories of runs with free recombination processes, are late compared to constrained one. There is
no difference for runs with high stellar masses (7.10*Mg). In this study, we choose to use heavy stellar particles
and let the recombination append normally.

After 17Myrs, stars explode in supernovae, injecting 9.7 - 10''J kg™ ", and returning 52% of his mass to the
IGM. We can either inject the available energy by heating the medium around the explosion or by modifying
its velocity. The thermal energy injection is known to be inefficient due to the efficiency of cooling processes.
So we developed a kinetic model which inject the energy by the intermediate of ejecta, and by computing the
momentum balance in the cell.

1

4 Halo flow

We develop a tool to analyze what is falling on halos and what is escaping from halos either baryonic matter
or radiation. For each halo, we draw a virtual sphere, discretized with Healpix, with a radius corresponding to
the associated virial radius and centered on the mass center. The net flow is then compute using :

i=1

with NV the number of Healpix point (3072 in this case), r; the radial unit vector at point ¢ and f; the flow of
the nearest cell. Normal is oriented outward, so positive values go for outflow and negatives one for inflow. The
motion of the center of mass of halos is compensated to reduce environmental effects.

4.1 Hydrodynamical flow

Fig. 1 present results for hydrodynamical flows in a 12 cMpc? simulation. This simulation run with a Planck
cosmology (Planck Collaboration et al. 2015), and use 256 dark matter particles for a mass resolution of
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Fig. 1. Hydrodynamical flow of halos at redshift 10 (left) and redshift 5 (right). Positives values are for outflow, dark
dots represents halos without stars, light dots represents halos with stars. There is much more low mass halos with gas
outflow at z=>5 than at z=10. Feedback push the baryon outside of lightest halos, who do not have enough gravitational
potential to keep their gas inside their virial radius.

3.4-10Mg. Mesh refinement is allowed until resolution reach 500pc. Stellar quantum mass is set to 7.2-10*Mg,
Results are presented at redshift 10 and 5. We see the apparition of a population of low mass halos that get
outflow at z=5. This population is not present at z=10. We see here the baryon escaping from low mass halos
that do not have enough gravitational potential to hold their gas, heated by radiation or pushed by supernovae
feedback. We made the same run excepting that source does not radiate, and this population was considerably
reduced (not shown here). We conclude that this effect is at least partially due to radiative feedback. Moreover,
this effect became much stronger after the reionization. So, it suggests an outside-in effect. Galaxies get internal
radiative sources, even after the end of the reionization, so if the apparition of this population was due to an
inside-out effect, it should be present even before the end of the reionization.

4.2 Radiative flow and escape fraction

The left panel of Fig. 2 present the radiative flow obtain in a 12 cMpc? - 256% simulation at redshift 5. We see
a relation between halo masses and outflow quantities: the more the halo is massive, the more it will emit light.
Surprisingly, we see a population of halos without stars, with radiative outflow. We are not able to explain
it at this time. However, there is a population of halos less massive than 10'°Mg with radiative inflow. The
majority (60%) of theses get stars, but still get more radiation from outside sources than from their inner one.
Moreover, there is no halos of more than 10'°M, with net inflow.

Knowing the age of stars belonging to a halo, we can compute the number of photons produced within its
virial radius. Right panel of Fig. 2 present the ratio between the number of photons passing through the R200
over the number of photons injected in the halo by stars. To do this computation for each halo, we only get
positives value, corresponding to outflow, on its respective Healpix sphere.

We see that the observed escape fraction tends to be low for low mass halos, presents a maximum for halos
around 10'°Mg,, and decrease for heavier halos. The peak value seems to be at the same mass independently
of considered redshift. Halos around the peak value, tend to have an escape fraction increasing with time. It
may be due to the increasing ionization fraction around halos, letting the radiation escaping.
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Fig. 2. Radiative flow function of halo mass at redshift 5 (left) and escape fraction function of halo mass function of
redshift (right). Dark dots represents halos without stars, light dots represents halos with stars.; We observe a population
of low mass halos with radiative inflow and a maximum in the escape fraction for halos around 10'°M,.

5 Perspectives

We began to compare halo that get hydrodynamical outflow, and the ones with radiative inflow, to explore the
link between theses two populations. The goal is to understand if the photo-heating effect can reduce the SFR
in low mass halo by pushing baryons out of their virial radius. This study will also be executed on more resolved
boxes to increase the resolution of low mass halos, and on bigger boxes to study the influence of bigger halo.

The momentum based method used for supernovae feedback in this study is revealed to be inefficient to
regulate star formation. We are currently working on implementing an other scheme for kinetic energy injection,
using winds instead of ejecta. This new scheme can change the interpretation of our results has it can modify
the amount of gas outflowing from halos and change the way radiation escapes.
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Abstract.  The immersive-3D visualization, or Virtual Reality in our study, was pre-
viously dedicated to specific uses (research, flight simulators, etc.) The investment in
infrastructure and its cost was reserved to large laboratories or companies. Lately we
saw the development of immersive-3D masks intended for wide distribution, for exam-
ple the Oculus Rift and the Sony Morpheus projects. The usual reaction is to say that
these tools are primarily intended for games since it is easy to imagine a player in a
virtual environment and the added value to conventional 2D screens. Yet it is likely
that there are many applications in the professional field if these tools are becoming
common.

Introducing this technology into existing applications or new developments makes
sense only if interest is properly evaluated. The use in Astronomy is clear for education,
it is easy to imagine mobile and light planetariums or to reproduce poorly accessible
environments (e.g., large instruments). In contrast, in the field of professional astron-
omy the use is probably less obvious and it requires to conduct studies to determine
the most appropriate ones and to assess the contributions compared to the other display
modes.

1. Introduction

We began our work by looking for interesting use cases. We used the first version of the
SDK Oculus Rift to achieve the first prototypes to gain the necessary experience with
such tools. We have developed both with a framework, Unity in C#, with the Irrlicht 3D
engine in C++ and directly with the Oculus libraries in C++ (OpenGL skills needed).
This allowed us to assess the benefits in development time with frameworks but also
to measure their limitations. As it was something completely different from our other
developements, it was necessary to start with a study to select a few use cases and to
answer a few questions: which audience?, which kind of data ?, which application?,
how to use the Oculus ?, etc. It had to provide a benefit compared to a 2D or a 3D
visualization on a 2D screen. To learn how the Oculus Rift works you can refer to
<http://www.oculus.com/>. We also conducted a development around SkyBot3D
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(Berthier et al. 2006), a tool to explore the Solar System in 3D. We will explain how
we have proceeded. We will present a review of this work both in terms of results and
human investment in the project. This work is ongoing in the frame of our R&D actions
(Schaaff et al. 2014).

2. Which audience ?

The expectations and the constraints are not the same for general public or education,
and astronomers. In the first case, the immersive experience is already fun by itself
with pretty images, it is not mandatory to respect scales, it is easy to find a compromise
between performance and features, and at least it is a way to learn with fun. In the
second case it must be relevant and bring an added value compared to another 2D/3D
visualizations, the performances must fit with the needs (volume of data for example).
It is better to find the right use cases and to focus on them. Our experiments dealt with
both the two cases.

3. Which kind of data ?

In the professional field, visualization of data cubes (Fig. 1) appeared to us as an ideal
candidate. The idea was to study what the navigation in this datasets could bring to the
astronomers. The 2D visualization is poor, the 3D-like is better so what’s the advantage
for an immersive-3D? We worked with data cubes from High-resolution simulations of
re-ionization of an Isolated Milky Way-M31 Galaxy Pair (Ocvirk et al. 2013). A 2D
display hides a large part of the information; a 3D display (e.g., with Yorick) can bring
a highlight of several details. Immersion in 3D with the ability to navigate in the cube
offers new perspectives of interpretation. In the coming years the visualization of large
datasets (volume and multi-dimensional) and the capacity to discover and understand
from these datasets will be a real challenge (Donalek et al. 2014).

Figure 1.  High-resolution Simulations of the Reionization of an Isolated Milky
Way-M31 Galaxy Pair

4. Visualization of data cubes and performances

We have worked with 64% and 128> datacubes. In 2 to 3 years we should be confronted
to 10243 and even 81923 for some parts of the simulation. And the multi-dimensional
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aspect (temperature, density, velocity vector, ionized fraction, etc.) will also become
crucial.

The volume to visualize becomes quickly a bottleneck and it is necessary to find
solutions to keep a smooth navigation in the data. A common solution is to divide it
with the Octree method. The scene to visualize is put in a cube which is divided in eight
cubes which are also divided in eight cubes, etc. (Fig. 2). With this approach it is not
necessary to manage everything; it becomes possible to visualize only the cubes which
are really visible.

Figure 2.  Octree principle (Credit: Wikipedia)

The Fig. 3 shows an example (a flat view and a view for the Oculus Rift) using the
Octree method with a special rendering to show the cubes.

Figure 3. Simulation data visualization applying the Octree principle

5. Introducing the Oculus technology in existing applications

Figure 4.  Skybot3D

An other side of our experiment was the introduction of the immersive-3D visual-
ization in an existing application. The first step was to find the right application with
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a possible added-value. An application using OpenGL was a plus. Skybot3D (Fig. 4)
is an extension of the SkyBot service which contains the ephemeris of all the known
solar system objects (more than 630,000 in Apr. 2014). The high accuracy ephemeris
provided by Skybot3D makes it perfect for scientists to get quickly a snapshot of the
solar system at a given epoch. In this application the visualization is based on OpenGL.
The immersive-3D visualization allows the user to navigate into the solar system as
on-board a spacecraft, to learn the 3D structure of the small solar system objects, and
to visualize the various population classes of asteroids (e.g., NEAs, Trojans, Centaurs,
KBOs, etc.) and comets. It took about four weeks of developer’s time to add support
for the Oculus in Skybot3D.

6. Conclusion

As we have developed prototypes both with a framework (Unity) and directly in C++,
we have a few remarks concerning the skills needed to work in this domain. With an
integrated framework it is relatively easy to develop quickly a prototype but it is limited
because it is not easy to use it for dynamic visualization of the data. It is difficult to
model the simulation as it will evolve depending on several parameters (e.g., time). In
the second case, it is necessary to learn how to use OpenGL because it is the heart of
the immersive-3D visualization. It is possible to develop quickly simple visualizations
for Education or for the outreach of a project with a framework. We are continuing to
work on the improvement of the performances and the strategies to be able to manage
larger cubes of data. Concerning the visualization of data for astronomers it seems that
it is better to develop directly in C++ with the Oculus libraries and with good skills in
OpenGL. It becomes then possible to implement methods (like the Octree) to improve
the capacity of large dataset visualization. Another important point is the ability to
enrich this display by adding information (text display, highlighting specific areas, etc.).
In addition to these early developments, we are continuing the study on the potential
contributions in other fields (HEALPix surveys (Goérski et al. 2005), catalogues, etc.).
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Résumé

L'époque de réionisation (EoR) est une phase de grands changements gu’a subit I'Univers dans son
premier milliard d’années. Suite a l'apparition des premiéeres étoiles et a I'émission de photons
énergétique par ces derniéres, I'hydrogéne a été réionisé. Cette transition a eu un impact sur la
formation des galaxies.

J'ai activement participé au développement d’EMMA, un code de simulation numérique aillant pour
objectif d’étudier les processus a I'ceuvre durant I'EoR. J'ai développé et implémenté un modeéle de
formation et d’évolution stellaire. Ces travaux ont contribué a la réalisation d’'une simulation dédiée a
I'étude de 'EOR parmi les plus grosses réalisées a I'heure actuelle. J’ai contribué au développement
d’outils dédiés a I'exploration de simulations de ce type.

Jai étudié la facon dont le rayonnement s’échappe des galaxies en fonction des parameétres du
modeéle stellaire, et montré que les supernoveae peuvent augmenter la fraction de photons libérés.

J'ai également étudié la propagation des fronts d’ionisation et montré qu’il était possible de réduire la
vitesse de la lumiére par trois (et ainsi diminuer le temps de calcul du transfert du rayonnement par
3), tout en conservant des résultats corrects.

Mots clefs : Cosmologie, age sombres, réionisation, premieres étoiles, méthodes numériques.

Abstract

The epoch of reionization (EoR) is a phase of big changes in the first billion years of the Universe
history. After the apparition of the first stars and the emission of energetic radiation by thoses ones,
the hydrogen was reionized. This transition has an impact on the galaxies formations.

| was part of the development team of EMMA, a numerical simulation code who aimed to study the
processes happening during the EoR. | developed and implement a stellar formation and evolution
model. These works contributed to the realisation of one of the biggest simulation dedicated to the
study of the EoR yet. | contribute to the development of a tool dedicated to the exploration of this
kind of simulations.

| study how the radiation escaped the galaxies as a function of the parameters of the stellar model,
and showed that supernovae could increase the ratio of escaping photon.

| also studied the ionization fronts propagation and showed that the speed of light could be reduced

by a factor 3 (and then divide the computational cost of the radiative transfer by 3), while keeping
corrects results.

Keywords : Cosmology, dark ages, reionization, first stars, numerical methods




