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Résumé

L’objectif de la thèse est la simulation des spectres de photo-absorption au seuil L (2p) des ions

moléculaires de silicium SiH+
n (n= 1, 2, 3) et au seuil K (1s) des ions moléculaire de l’oxygène

OH+
n (n= 1, 2) et du carbone CH+

n (n=1, 2). Ce travail s’inscrit dans le cadre du labex plas@par

de Sorbonne Universités. L’intérêt porté sur ces petites molécules ioniques est double, à la fois

dans le domaine de l’astrophysique et de la microélectronique.

En effet, généralement le domaine de longueur d’onde des radiations interstellaire se trouve

au-dessous de 13.6 eV ce qui, conjointement à la large abondance d’atomes d’hydrogène, implique

qu’une grande quantité d’éléments se trouvent sous forme d’ions moléculaires, en particulièr

d’ions chargés protonés. Leur présence dans le milieu interstellaire (ISM) joue ainsi un rôle

très important dans la description de l’évolution des nuages interstellaires. La présence des

ions moléculaires de carbone dans l’ISM est connu depuis longtemps, la première identification

datant de 1937 . En revanche, l’observation des espèces à base d’oxygène et de silicium est

plus récente. L’intérêt des deux premières classes d’ions est lié à leur capacité à former des

hydrates de carbone, c’est à dire de petits acides organiques ainsi que des molécules d’eau,

respectivement.

En outre, les ions moléculaires de silicium jouent un rôle crucial aussi dans la composition

des plasma de laboratoire et conditionne leur application dans la ”plasma-enhanced chemical

vapour depositions” (PECVD) utilisées pour le dépôt de couches minces de silicium à partir de

silane (SiH4). Le dépôt de couches minces de silicium utilisant les réacteurs de type PECVD

à partir de silane est en effet une clé technologique dans la fabrication des semi-conducteurs,

utiles pour la micro-électronique, et la conception de films minces pour l’industrie des cellules

photovoltäıques, à base de silicium. Une connaissance précise et détaillée de la croissance de ces

films minces et en particulier le rôle joué par les espéces SiHx (x =1-3) et (SiH+, SiH+
2 , SiH+

3 )

est reconnu comme un préalable à l’optimisation de la croissance de films minces

5



Résumé 6

Un des voies de caractérisation est l’utlisation de techniques spectroscopiques dans le

domaine des rayons X. En effet, parmi l’ensemble des spectroscopies existantes, les disposi-

tifs expérimentaux utilisant le rayonnement électromagnétique dans le domaine des transitions

X (de quelques centaines à plusieurs milliers d’electron-Volts) présentent un certain nombre

d’avantages. Tout d’abord, la longueur d’onde des radiations X est comparable aux distances

interatomiques, ce qui la rend particuliérement bien adaptée pour caractériser la structure d’un

matériau, via les méthodes de diffraction des rayons X. Un autre avantage, et non des moin-

dres, est la sélectivité des spectroscopies X vis à vis des éléments chimiques. L’examen d’un

échantillon par son spectre X d’absorption ou d’émission nous renseigne sur sa composition

chimique puisqu’il met en évidence les éléments chimiques qui le composent. Citons quelques

techniques de caracteérisation aux différents acronymes (XPS,NEXAFS, EXAFS, RIXS, etc..).

L’XPS ou ESCA (Electron Spectroscopy for Chemical Analysis) permet notamment l’analyse

de la structure électronique d’un matériau à partir de la mesure de l’énergie d’ionisation des

couches internes. La caractérisation de l’énergie de liaison des électrons de coeur est fonda-

mentale puisque sa valeur dépend, entre autres effets, de l’environnement chimique de l’atome

émetteur, signature de ce que l’on appelle communément le déplacement chimique. Elles sont

également sollicitées pour l’étude de la dynamique de systèmes moléculaires ou la caractérisation

de matériaux solides complexes (supra-conducteurs, composants du manteau terrestre, adsorp-

tion moléculaire sur semi-conducteurs, etc..). La spectroscopie X a réalisé dans ce domaine

d’énormes progrès grâce aux avancées technologiques apportées par les nouvelles générations de

sources de radiation X. Il est aujourd’hui facile de disposer de lumière hautement monochroma-

tique, polarisée, de très haute intensité, avec une résolution spectrale pouvant aller jusqu’à moins

de quelques milli-électron volt (meV). Le rayonnement synchrotron produit par les anneaux de

stockage permet d’accéder à cette excellence. Grâce à ce bond technologique, il est possible de

mettre en évidence la structure vibrationnelle associée. C’est donc un domaine de compétences

qui accompagne les progrès technologiques réalisés dans le développement de sources de lumière

à haute résolution et qui trouve un écho dans la communauté scientifique autour des nouveaux

centres synchrotron.

Mon travail théorique a été réalisé en collaboration étroite avec un groupe expérimental

installé au synchrotron SOLEIL (J-M Bizau, D. Cubaynes) et une équipe de l’Université de

Dublin (E. Kennedy, J. P. Mosnier, P. Van Kampen) travaillant sur la production de ces espèces

au sein d’un plasma chaud de molécules de silane, de méthane ou d’eau dans une source ECR

(electron cyclotron resonance). L’apport majeur des expériences réalisées par les équipes de

SOLEIL et Dublin est de pouvoir combiner ici la production d’ions hydrures chargés et pouvoir
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sonder dans le même temps la structure électronique de ces espèces au seuil K, L avec une haute

résolution grâce à l’utilisation du rayonnement synchrotron de 3eme génération (ligne Pléiade

de SOLEIL). Toutefois, l’interprétation des spectres des niveaux de coeur de ces espèces est

délicate pour plusieurs raisons. En effet, (i) les spectres obtenus présentent un grand nombre de

structures correspondant à des transitions électroniques vers des états de valence (localisés) ou

de Rydberg (états diffus) enrichis des effets de couplage spin-orbite (seuil L), (ii) la température

(élevée) au sein du plasma autorise la population d’états excitées de valence dont la multiplicité

de spin peut être différente de l’état électronique fondamental, (iii) enfin, suite à l’excitation

par le rayonnement X, ces différents systèmes évoluent suivant plusieurs voies de recombinaison

électronique (ex: fluorescence, X, effet Auger). De plus, de large déformations géométriques

(jusqu’à la dissociation moléculaire) sont mis en jeu. L’interprétation des mesures nécessite

donc l’appui de simulatons numériques réalisées à un niveau DFT et post Hartree Fock.

Les modèles théoriques mis en place ont permis de calculer avec une relative bonne

précision les surfaces d’énergie potentielle des états électroniques engagés dans une gamme

d’énergie couvrant plusieurs dizaines d’eV. En outre, la dynamique des noyaux et des électrons

ont des constantes de temps caractéristiques différentes en raison de leurs masses très différentes.

Le mouvement des électrons est à l’échelle de quelques centaines d’attosecondes, tandis que le

temps de vibration des noyaux est supérieur à la femtoseconde. Pour cette raison, on est amené à

considérer que les électrons répondent presque instantanément aux déplacements des noyaux, ce

qui permet de séparer les degrés de liberté électroniques et nucléaires. C’est l’approximation de

Born-Oppenheimer. La probabiliteé de transition est alors déterminée dans l’approximation de

Franck-Condon par le recouvrement des fonctions d’onde vibrationnelles entre l’état fondamen-

tal et l’état excité. La fenêtre de probabilité (dite ”zone de Franck-Condon”) est essentiellement

conditionnée par la largeur de la fonction de probabilité vibrationnelle des noyaux dans l’état

fondamental. C’est l’essence même du principe de Franck-Condon qui stipule que les positions

des noyaux (lents) restent inchangées lors de la transition électronique (rapide). Autrement dit,

les noyaux étant considérés comme immobiles lors de l’excitation électronique, la molécule se

retrouve dans un ou plusieurs états vibrationnels de l’état électronique après l’excitation. Le

nombre de ces états vibrationnels dépend de la largeur de la fenêtre de Franck-Condon, et du

profil de la surface de potentiel de l’état excité. L’excitation électronique se répartie donc sur

plusieurs nombres quantiques : c’est la progression vibrationnelle.

Le but principal de cette thèse a été de développer des protocoles numériques permettant

de calculer avec une précision raisonnable les spectres d’absorption au seuil K et L en combinant

des méthodes de structures électroniques et de propagation de paquet d’ondes.
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La thèse présente deux parties principales: une description des techniques et modèles

théoriques utilisés est tout d’abord détaillée. Ensuite une partie dédiée à la discussion des

résultats est présentée. Dans la première partie sont exposés les principaux concepts des spec-

troscopies utilisant le rayonnement X ainsi qu’une présentation de la notion de section efficace,

discutée dans une approche dépendante et indépendante du temps. Dans cette première partie,

les différentes approches de calcul utilisées pour la description des systèmes excités en couche in-

terne sont décrites. En particulier, une présentation des méthodes de chimie quantique utilisées

au cours de ce travail est donnée. Un des problèmes majeurs rencontré au cours de ce travail a

été de traiter des états excités de nature très différentes.

Dans le cas de l’oxygène ou du carbone, l’excitation de coeur a lieu en couche 1s ce

qui nécessite la prise en compte essentielement de la relaxation électronique. Pour le silicium,

élément plus lourd, l’excitation étudiée a lieu en couche 2p. Dans ce cas, l’interaction spin-orbite

joue un rôle déterminant en contribuant notamment à une complexité accrue (multiplication

des bandes) du spectre d’excitation. Pour mener à bien ce travail, les calculs ont été réalisés en

utilisant des codes disposant de méthodes ab-initio à un niveau post Hartree-Fock ou/et DFT.

L’utilisation de ce type d’approches est justifiée par le grand nombre de raies d’absorption

sur une large gamme spectrale (20-30 eV). Nous avons fait le choix en particulier d’utiliser la

méthode d’Interaction de Configurations réduite aux simples excitations (CIS) pour le calcul des

surfaces d’énergie potentielle et des moments de transition permettant d’accéder aux intensités

absolues des raies observées avec une relative bonne précision. Nous avons établi que la prise

en compte des effets de relaxation suite à la creation d’un trou localisé en couche interne est

essentiel. Le calcul de surface d’énergie potentielle a été réalisé en utilisant les spin-orbitales

optimisées pour un système excité en couche interne, afin d’inclure la relaxation électronique

dans nos simulations. Différentes façon de prendre en compte la relaxation électronique ont été

étudiées et sont présentées en détail.

Les surfaces d’énergies potentielles ainsi que les moments de transitions dipolaires ont

été utilisés pour calculer les sections efficaces absolues d’absorption, à l’aide d’une méthode

de propagation de paquet d’ondes nucléaires. Compte tenu de la production probable d’ions

moléculaires dans une configuration excitée de valence au sein des sources plasma, ces calculs

ont été réalisés à la fois pour l’état fondamental et le premiers état excité métastable de valence

de chaque espèce. Afin de déterminer semi-quantitativement la proportion des ions moléculaires

métastables dans la source de plasma utilisée par nos collègues experimentateurs, nous avons

cherché à optimiser les populations relatives de l’état fondamental et de l’état métastable par

une méthode de moindres carrés afin de reproduire les résultats expérimentaux.
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La seconde partie de cette thèse présente un analyse détaillée des résultats théoriques

obtenus, ainsi qu’une comparaison de ces résultats avec les expériences menés sur synchrotron.

Le protocole de calcul des sections efficaces a été testé sur les systèmes mono-protonnés, CH+

et OH+. Ces tests sont présentés en détail. Les spectres ainsi obtenus sont comparés avec les

mesures expérimentales. Les résultats des simulations montrent un très bon accord avec les

mesures, comme le montre la Figure 1. De plus, à partir de nos simulations nous avons estimé

que pour CH+ le rapport entre la population dans l’état fondamental et excité de valence est de

9 pour 1 alors que pour OH+ seul l’état fondamentale est peuplé dans la source ECR utilisée.

Une fois le protocole de calculs bien établi, nous l’avons appliqué pour le calcul des spectres

de CH+
2 et OH+

2 . Cependant, les données expérimentales sont pas disponibles actuellement.
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Figure 1: Comparaison entre les résultats des simulations et les données expérimentales. En bas:

spectres théoriques des ions moléculaires CH+ (a) et OH+ (b). En haut: spectres expérimentaux des

ions moléculaires CH+, OH+.

Dans la suite du manuscrit, l’étude des systèmes à base de silicium excités en couche



Résumé 10

L est présentée. Pour cette étude, nous avons pris en compte explicitement l’interaction spin

orbite en utilisant l’opèrateur de Breit-Pauli, ce qui alourdit notablement les calculs. Afin de

pouvoir traiter les systèmes multiprotonés (SiH+
2 et SiH+

3 ), nous avons étudié l’effet des différents

termes de l’opérateur de Breit-Pauli sur le spectre de SiH+. Nous avons montré que les termes

monoélectroniques de cet opérateur sont les plus importants. En effet, les sections efficaces

d’absorption de SiH+ changent peu lorsque l’on néglige les termes bi-électroniques, ce qui rend

les calculs beaucoup plus rapide, et faisable pour SiH+
2 et SiH+

3 . Comme pour les molécules de

carbone et d’oxygène, nous avons calculé les spectres pour les états excités métastables.

Les temps de calculs étant élevés pour les systèmes à base de silicium, la simulation des

spectres d’absorption avec la méthode de propagation du paquet d’onde n’était pas possible.

Afin toutefois de prendre en compte la dynamique nucléaire, nous avons utilisé la méthode du

couplage linéaire (Linear Coupling Model) qui est beaucoup moins couteuse.

Dans la dernier partie des résultats, les spectres sont comparés aux données expérimentales.

Nous avons aussi évalués les populations de l’état fondamental et de l’état métastable de chaque

espèce dans la source ECR ,en utilisant la méthode de moindres carrés. Le résultats pour les ions

de silicium sont présentés sur la Figure 2. La procédure de ”fit” suggère que pour SiH+, SiH+
2

et SiH+
3 les populations relatives de l’état fondamental sont 50%, 85% et 20%, respectivement.
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Figure 2: Comparaison entre les résultats des simulations et les données expérimentales. En bas: spec-

tres théoriques des ions moléculaires SiH+ (a), SiH+
2 (b) at SiH+

3 (c). En haut: spectres expérimentaux

des ions moléculairesSiH+, SiH+
2 at SiH+

3 .
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En conclusion, au cours de cette thèse nous avons développé un protocole basé sur des

méthodes de structure électronique combinées avec des approches de propagation de paquet

d’onde afin de simuler, interpréter et prédire les spectres d’absorption du rayonnement X d’ions

moléculaires. Nous avons proposé deux protocoles différents pour l’absorption au seuil K d’ions

contenant des éléments de la deuxième ligne du tableau périodique et au seuil L pour des éléments

de la troisième ligne. L’étude de ces systèmes pour lesquelles les données expérimentales sont

disponibles montre un très bon accord expérience/théorie.
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Introduction

The Interstellar Medium (ISM) is constituted of gas in various stages of ionization and it contains

both atomic and molecular species, as well as dust particles [1]. The regions of the ISM are

classified according to the temperature and the density of the matter. The phases are classified

as

• cold phase characterized by low temperature (< 100K) and high density (102 - 106 cm−3).

In this region the species present are molecules or neutral gas.

• warm phase which has temperature of 103−4K and density lower than the first one (1 -

104 cm−3). Both neutral and ionized gas are found in this phase.

• hot phase having temperature higher than 106K and very low density (10−3 cm−3). It is

characterized by ionized gas.

The study of the atomic and molecular systems in the ISM provides information on the

physics and chemistry of astrophysical objects (stars, molecular clouds, galaxies, etc...). Chem-

ically speaking, the size of the species in the ISM is between 2 and 13 atoms. An half of

the detected molecules includes water, ammonia, fomaldehyde and small alcohols (methanol,

ethanol) while the remaining are positive molecular ions (e.g. H+
3 , HCO+, H3O+), radicals

(CnH), isomers (e.g. HNC, HCCNC, HOC+) and unusual triatomic rings (e.g. C3H, C3H2).

Molecule and molecular ions containing elements of the second row as silicon and chlorine are

also abserved [2].

The hydrogen, H, represents the most abundant element since it constitutes 70% of the

whole chemical composition. The remaining percentage is constituted by Helium (28%) and

other “heavier” elements (2%) [3]. The first two are formed in a process called primordial

nucleosynthesis while the heavier elements originates from the evolution of the stars [1]. Due

to the H abundance, the protonated species coming from reactions of H with heavier elements

13
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(C, N, O, S, ...) are the first products formed in the ISM. They can be in the form of the

neutral molecules (i.e. CH, NH, OH, OH2) and molecular ions (i.e. CH+, OH+, H2O+, ...).

The investigation of molecular ions has therefore an important role in the study of the stellar

evolution [4, 2].

The identification of CH+ in the interstellar medium is dated to 1937 and was one of the

first molecular ion detected [5, 6, 7]. Molecular ions containing oxygen have been detected in

the last decade [8] both in the monoprotonated [8, 9] and multiprotonated forms [10], OH+ and

OH+
n (n=2-3), respectively. Also monoprotonated molecular ions containing heavier elements

such as sulphur (SH+) [11, 12] and chlorine (HCl+)[13] were detected in the same periods. The

silicon monohydride molecular ion, SiH+ was first detected in the solar photospheric spectrum

in the ’70s [14]. Its presence in the ISM was predicted by Almeida et al. soon after [15] but,

until now, it has not been detected.

The spectroscopic techniques used to probe the chemical composition of the ISM are

various: they include rotational, rotovibrational, infrared and X-ray spectroscopies. The latter

is used to investigate the hot phase region since, during the cooling process, X-ray emission

occurs. This phase is characterized by the so-called astrophysical plasma.

The molecular ions are also present in the laboratory plasma. The melthylidine molecular

ion, CH+, is important in magnetic fusion plasma [16] and in the production of carbon nanocone

array [17] and carbon nanotubes [18] when plasma technique such as Plasma Enhanced Chemical

Vapour Deposition (PECVD) are used. Plasma techniques are also used in silicon nanocrystal

formation [19] and in the functionalization [20] and deposition of silicon on surfaces [21, 22, 23].

The production of silicon molecular ion in the silane plasma is well known. As reported in Fig.

I.1, in microwave plasma the silane can dissociates to its radicals (SiH3, SiH2, SiH, Si) and its

molecular ions (SiH+
3 , SiH+

2 , SiH+, Si+) [24]. The silane molecular ion, SiH+
4 is an unstable

species and undergoes to predissociation forming the SiH+
2 ion [25].

As illustrated above, the study of molecular ions is important both on the astrophysical

and laboratory plasma.

Different techniques are suitable for the study of the molecular ions and among them we

can find the X-ray spectroscopies. These techniques can be used both to the characterization of

the solid state structure (X-Ray diffraction) and to probe the chemical composition due to its

element specificity. The X-ray radiation covers a wide energy range, between 100 and 5×105 eV,

and it permits to study sample containing different elements and their chemical environment.

It can be used in the absorption or emission regime according to which we can define different
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Figure I.1: Fragmentation pathways of silane molecule, SiH4, in microwave plasma (from ref. [24])

techniques such as X-ray Absorption Near Edge Structure (XANES), X-ray Phtotoelectron

Spectroscopy (XPS) or X-ray Fluorescence spectroscopy (XFS).

There are different X-ray sources (tube, laser, synchrotron) which may be classified ac-

cording to their brightness. The synchrotron radiation provides an excellent X-ray source since

it has high brightness, monochromatization and spectral resolution (in the order of meV).

The scope of this thesis work is to study theoretically the X-ray photoabsorption spectrum

features of Carbon, Oxygen and silicon protonated molecular ions generally labelled as XH+
n (X

= C, O, Si; n = 1, 2, 3). The ground and valence excited states properties have been studied

[26, 27, 28, 29] but up to now neither theoretical nor experimental works have been reported on

the core-excited states.

This thesis work was carried out in collaboration with two experimental groups in Uni-

versity of Paris-Sud (J.-M. Bizau, D. Cubaynes, S. Guilbaud) and Dublin City University (E.

Kennedy, J.-P. Mosnier, P. Van Kampen). These teams study on the production of atomic

and molecular ions through the use of an Electron Cyclotron Resonance Ion Source (ECRIS).

Characterization of these species is done with X-ray absorption spectroscopy. The experimental

data were recorded using the Multi-Analysis Ion Apparatus (MAIA) set-up (Fig. I.2) [30] which

is permanently installed on the Pléiades beam line at the synchrotron facility of SOLEIL in St.

Aubin (Paris, France) [31].

A detailed description of the experimental set-up goes beyond the scope of this thesis but

can be found in ref. [32]. In general, the molecular ions were produced in the ECRIS source



Introduction 16

(ECRIS in Fig. I.2). Neutral molecular gas CH4, H2O and SiH4 were used to form in the source

the C, O and Si molecular ions, respectively. The molecular ions are produced via ionization

dissociation pathways such as the one reported in Fig. I.1 for SiH4. After the ECRIS source,

one particular molecular ion can be selected by the magnets present in the MAIA analyser

(Magnet 1 in Fig. I.2). The selected molecular ion is then driven in the Interaction Region

(IR in Fig. I.2) where the interaction with the synchrotron radiation takes place. After core-

excitation in this region, the excited system undergoes to Auger decay (de-excitation process)

which generally leads to the fragmentation of the molecular ion. The experimental set-up was

calibrated in order to detect the double charged atomic ion (X2+). Assuming that this is the

only product of the fragmentation, absolute cross sections can be deduced. The experimental

cross section is therefore determined by the quantification of photoions X2+ detected (Detector

in Fig I.2) with respect to the parent ions.

Fragmentation of the neutral molecules in the ECRIS source leads to the formation of

radicals (non-detectable in MAIA apparatus) and cations. The latter can be in their ground

state or in the lowest valence excited state having a different spin multiplicity than the ground

state, also referred as metastable states. Generally these metastable states present lifetimes in

the order of ms (10−3 s) [33, 34]. They are therefore detectable in MAIA since the time-of-flight

between the ECRIS source and the interaction region is in the order of µs (10−6 s).

Figure I.2: Scheme of Multi-Analysis Ion Apparatus (MAIA) set-up from ref. [30]. ECRIS: Electron

Cyclotron Resonance Ion Source, E: einzel lens, St: set of vertical and horizontal steerers, FC: Faraday

cups, S: collimating slits, ED: electrostatic deflector, IR: interaction region, EQ: electrostatic quadrupole,

SR: synchrotron radiation, PD:calibrated photodiode
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The main goal of this thesis is to develop theoretical protocols which provide X-ray pho-

toabsorption spectra at different edge (1s and 2p shell) by combination of electronic structure

and nuclear wavepacket propagation techniques. Given the possibility to produce metastable

states in the ECRIS source, it was necessary to find a procedure to include them in the theo-

retical approach.

The thesis is divided into two parts: theoretical background and results and discussion. In

Chapter 1 a description of the core shell phenomena is provided (core-excitation and resonant

Auger decay) and the concept of photoabsorption cross section is introduced.

In Chapter 2, the formula to compute cross sections in the time independent and time

dependent approaches is presented. Starting from the Time-Dependent (TD) Schrödinger equa-

tion, the Time-Independent (TI) Schrödinger equation is derived. The Born-Oppenheimer ap-

proximation (BOA) and the Potential Energy Surface (PES) are then introduced. The Chapter

proceeds with the discussion of the equivalence between the photoabsorption cross section com-

puted in the TI and TD approximation.

In Chapter 3, the electronic structure methods used as tools throughout the works are

presented. The chapter starts with the description of the Hartree-Fock theory for closed and

open shell systems. The reader is then driven up to the more correlated methods such as

Configuration Interaction (CI) and Multi-Configurational Self Consistent Field (MCSCF).

In Chapter 4, the application of the electronic structure and wavepacket propagation

methods to the calculations of core-excited spectra is presented. The X-ray photoabsorption

spectra of the 1s and 2p shell, also labelled K and L respectively, present different problems and

then have to be treated separately. First, a detailed description of the protocols used in the

simulation of the photoabsorption spectra on the K-shell is reported where the simple system

CH+ was used as case study. The choice of the best set of spin-orbitals and the dynamics of

the excited states were investigated using different approaches. In the following, the L-shell

protocol was optimized working on the case study SiH+. For this edge, it is crucial to take into

account the spin-orbit coupling interaction but the computational resources to include it are

not negligible. To this purpose we investigate the best balance between the spin-orbit coupling

operator and the number of active electrons to be explicitly considered. The development of an

effective Hamiltonian for the calculation of the 2p ionization threshold is also presented, even if

this work is still on going.

The results and discussion of the calculations of the K- and L-edge X-ray photoabsorption

spectra are discussed in Chapter 5 and 6 respectively. The calculations of the L-shell ionization
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threshold for the silicon molecular ions are reported in Chapter 7.

Finally, conclusions are drawn and perspectives for future works are envisaged.
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Theoretical background





“Explain it! The most important thing is, that you are able to explain it! [...]

So learn to explain it! You can train this by explaining to another student, a colleague.

If they are not available, explain it to your mother - or to your cat!”

— Rudolf Ludwing Mössbauer - 1984





1

∣∣∣∣ Core shell spectroscopy

In this Chapter are presented the fundamental principles of the X-ray absorption spectroscopy.

Section 1.1 gives a general introduction on the spectroscopic techniques. The X-ray photoab-

sorption process is described in detail in section 1.2, the concept of cross section is presented

and it will be extensively discussed later in the next chapter. Finally in section 1.3 the processes

following the excitation are illustrated focusing in particular on the resonant Auger effect since

it is explicitly taken into account in our calculations.

1.1 Spectroscopic techniques

Spectroscopy is the branch of science that studies the interaction between radiation and matter.

Depending on the energy of the incoming radiation, which are shown in Fig. 1.1, we distinguish

different type of spectroscopic tools. The incoming radiation is characterized by its wavelength

λ or frequency ω which are related to the energy E as follow

E =
hc

λ
= }ω (1.1.1)

The Infra-Red (IR) spectroscopy uses low energy photon (Fig. 1.1), thus it is able to

excite the molecules vibrationally. The IR spectroscopy is generally used for the identification

of molecules because it permits to study the vibrational motion of the systems. In order to

produce electronic excitations, one needs higher energy. For example, the Ultra Violet - Visible

(UV-vis) region corresponds to valence excitation while X-ray photons allows the promotion

of the core electron to empty levels. The former type of spectroscopy gives information about

the bond structure of the molecules (e.g. presence of double bonds) while the latter provides

information about the chemical environment of a selected types of atoms in molecules. This

25
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permits to obtain information about a specific atomic site and, for example, it allows the study

of a wide range of systems from free molecules with different size containing different sites [35,

36, 37] to solid state systems [38, 39].

Figure 1.1: The electromagnetic spectrum.

In what follow, we will focus on X-ray spectroscopy which, as seen in the previous chapter,

is a powerful tool for the investigation of laboratory and astrophysical plasma. It is in this last

case that this thesis takes place.

The range of the X-ray radiation covers energies between 100 and 5×105 eV which can be

divided into soft and hard X-ray region below and above the 1000 eV, respectively. Depending

on the energy of the incoming X-ray photon, different processes can occur. Two scenarios are

possible : (I) the energy of the incoming photon is higher than the Ionization Potential (IP) of

the core electron, which allow to eject the latter in the continuum or (II) the incoming photon has

a energy such that the electron is resonantly excited to an unoccupied orbital. The two processes

are called photoionization and photoexcitation, respectively, and are schematically shown in Fig.

1.2.A and 1.2.B, respectively. The electron involved in the photoionization or photoabsorption

process is labelled according to its principal quantum number. Thus we distinguish K or L-shell

excitation. The energy required to excite or ionize the electron depends on the atomic number

Z of the studied atom and this make the technique atom specific. For example, the K-edge of

the lighter elements (Be - Ne, Z 6 10) as well as the L-edge for the third/fourth row elements

(Na - Cu, Z < 29) occur below 1000 eV. [40]

1.2 The X-ray photoabsorption process

In the photoabsorption process an electron is promoted from a core to an unoccupied Molecular

Orbital (MO) by the energy of the X-ray photon. The transition probability per unit of time
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Figure 1.2: Representation of the X-ray photoionization (A) and photoexcitation (B) processes.

(Pi→f ) between the initial state i and the final state f is given by the Fermi’s Golden rule [41]

:

Pi→f =
2π

}
|〈f |M̂|i〉|2δ(}ω + Ei − Ef ) (1.2.1)

where |i〉 and |f〉 are the wavefunction of the initial and final state, respectively, M̂ is the

operator that describes the interaction between the radiation and the system, }ω is the energy

of the incoming photon, Ei and Ef are the energies of the initial and final states, respectively

and their difference Ei − Ef is defined as ωif .

In the dipole approximation [42] the matrix element Mfi can be written in terms of linear

momentum operator of the electrons p = meṙ

Mfi =
i

}
〈f |ε̂ · p|i〉 =

ime

}
ε̂ 〈f | ṙ|i〉 (1.2.2)

where me is the mass of the electron. In Eq. 1.2.2, ε̂ is the polarization vector of the electro-

magnetic wave. Applying the Heisenberg equation of motion to the operator ṙ

ṙ =
1

i}
[r, H0] (1.2.3)

where r is the position vector and H0 is the unperturbed Hamiltonian of the system, we obtain

〈f |ṙ|i〉 =
1

i}
(Ei − Ef )〈f |r|i〉 = iωifr (1.2.4)

which is true if |i〉 and |f〉 are eigenstates of H0. Thus the matrix element Mfi can be rewritten

as

Mfi = −
meωfi

}
〈f |ε̂r|i〉 =

meωfi
}e
〈f |ε̂µ|i〉 =

meωfi
}e

ε̂〈f |µ|i〉 (1.2.5)
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where the operator µ is the electric dipole moment operator in the length gauge.

The absorption cross section σ(ω) for the system (atoms or molecules) is equal to the

number of excited electrons per unit time divided by the number of incident photons per unit

time per unit area [43, 42]:

σ(ω) =
4π2 }2α

m2
e ωfi

|Mfi|2δ(}ω + ωif ) (1.2.6)

where α = e2/}c is the fine structure constant (' 1/137), the δ function ensures energy con-

servation (i.e. Ef = Ei + }ω). The cross section is usually given in units of cm2 or in barn (

1 cm2 = 1024 barn).

1.3 The Resonant Auger effect

The X-ray photoabsorption is generally followed by two de-excitation processes: resonant Auger

decay (non radiative) and fluorescence (radiative) with rates ωA and ωF , respectively [43, 44].

The yield of the above presented phenomena depends strongly on the atomic number Z and the

general trend for the de-excitation processes with respect to Z [40] is reported in Fig. 1.3. The

Auger decay channel is dominant in the case of K-shell excitation of the lighter atoms (Z < 10)

and L-shell excitation of atoms with Z < 90[45].

Generally, both the resonant Auger effect and the fluorescence contribute to the line

broadening of the photoasbosrption cross section. Lines in the absorption cross-section appear

as a Lorentzian distribution L(ω; Γ) with a Full Width at Half Maximum (FWHM) Γ.

σ(ω) =
4π2 }2α

m2
e ωfi

|Mfi|2 L(ω; Γ) (1.3.1a)

=
4π2 }2α

m2
e ωfi

|Mfi|2
1

π

1
2Γ

(ω − ωfi)2 + (1
2Γ)2

(1.3.1b)

Γ is inversely proportional to the core-hole life time

Γ =
1

τ
=

1

τA
+

1

τF
(1.3.2)

where τA and τF are the contribution to the core-hole life time from the resonant Auger effect

and fluorescence, respectively.
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For the lighter atoms, the core-hole life time is mainly due to the Auger decay and its

magnitude is on the femtosecond time scale (∼ 10−15s) [45] which produce a broadening of the

spectral line shape of the order of 100 meV.

In the Auger process, the promoted electron can de-excite resonantly or participate or

not to other decay pathways. In the last two cases it is called participator Auger electron and

spectator Auger electron, respectively. In other channels, the excited electron can be ejected

in the continuum or further excited to a level with higher or lower energy [46]. These three

process are labelled shake-off, shake-up and shake-down, respectively. All the possible processes

are illustrated in Fig.1.4.
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Figure 1.3: Fluorescence and Auger yield for atoms with Z < 120 (from ref. [45]).
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Figure 1.4: Schema of the photoabsorption process followed by the possible de-excitation ways.



2

∣∣∣∣ From the Schrödinger equation

to the photoabsorption cross sec-

tion

In this Chapter is presented the relation between the photoabsorption cross section and Schrödinger

equation both in the time dependent (TD) and the time independent (TI) pictures. A general

picture of the Schrödinger equation is presented in Section 2.1 where it is introduced in the time

dependent and time independent forms. In Section 2.2, the time independent picture is treated

in details. The concept of potential energy surface which appears in the Born-Oppenheimer ap-

proximation (BOA) is presented in Section 2.2.1 with a focus on its expression in the Harmonic

Approximation (HA). In Section 2.3.1 and 2.3.2 are illustrated the way to take into account

the nuclear dynamics in the TI and TD regime, respectively. Finally, the calculation of the

photoabsorption cross section is elucidated in Section 2.4.

2.1 The Schrödinger Equation

The properties of a system can be studied through the resolution of the differential equation

called Time-Dependent Schrödinger Equation (TDSE)

i}
∂

∂t
|Ψ〉 = i}|Ψ̇〉 = Ĥ|Ψ〉 (2.1.1)

where Ĥ is the Hamiltonian operator

31
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Ĥ = T̂ + V̂ (2.1.2)

where T̂ is the kinetic energy operator and V̂ is the potential energy operator which does not

depend on time in the approximation reported here.

Generally the wavefunction depends on the system coordinate r and the time t. For a one-

dimensional system r can be replaced by one spatial coordinate x. This simplification permits

to better explain the resolution of the TDSE by variable separation. This technique leads to a

particular solution of the equation that can be used to predict the time dependent observables.

The wavefunction Ψ(x, t) can be expressed as the product of two functions depending

separately on coordinates and time, ψ(x) and ϑ(t) respectively.

|Ψ〉 = |ϑ〉|ψ〉 (2.1.3)

Introducing this wavefunction expression in Eq. 2.1.1 we obtain

i}
|ϑ̇〉
|ϑ〉

= Ĥ
|ψ〉
|ψ〉

(2.1.4)

The two sides of Eq. 2.1.4 must be equal to the same constant, the energy E.

i}ϑ̇(t) = Eϑ(t) (2.1.5)

Ĥ|ψ〉 = E|ψ〉 (2.1.6)

Eq. 2.1.6 is the Time-Independent Schrödinger Equation (TISE). It is an eigenvalue equation

where ψ(x) is the eigenfunction related to the eigenvalue E.

The Eq. 2.1.5 has an analytical solution

|ϑ〉 = |ϑ0〉e−
i
}Et (2.1.7)

The solution of the TDSE, called particular solution, can be written as follow

|Ψ〉 = |ψ〉|ϑ0〉e−
i
}Et (2.1.8)

where ϑ0 is a constant and it can be included in ψ(x). Its magnitude is determinated in the

TISE and it is chosen in order to fulfil the normalization condition

〈Ψ|Ψ〉 = 1 (2.1.9)
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2.2 Time-Independent Schrödinger Equation and Born - Op-

penheimer approximation

The energy of a system of N nuclei and n electrons can be reached solving the TISE using the

Hamiltonian operator described by the position vectors of the electrons r and nuclei R. The

Hamiltonian operator has the form

Ĥ =
n∑
i=1

−
}2∇2

e,i

2me
+
∑
i

∑
j>i

e2

|ri − rj |
−

N∑
I=1

}2∇2
N,I

2MI
+
∑
I

∑
J>I

ZIZJe
2

|RI −RJ |
−
∑
i

∑
I

ZIe
2

|ri −RI |
(2.2.1)

where me and M are the electron and nuclei masses, Z is the atomic number of the nuclei and

∇e,i and ∇N,i are the Laplacian operators associated to the electronic and nuclear coordinates,

respectively. The first two terms are the kinetic energy operator for the electrons (T̂e) and

the electron-electron repulsion potential operator (V̂e) , respectively. The third and fourth

terms describe the kinetic energy operator for the nuclei (T̂N ) and the nucleus-nucleus repulsion

potential (V̂N ) operators, respectively. The last term of the Eq. 2.2.1 represents the electron-

nuclei attraction (V̂eN ).

The Hamiltonian can be rewritten in terms of electronic and nuclear Hamiltonian

Ĥ = Ĥelect + Ĥnucl (2.2.2)

where

Ĥelect = T̂e + V̂e + V̂eN (2.2.3a)

Ĥnucl = T̂N + V̂N (2.2.3b)

In the Born-Oppheneimer approximation (BOA) the wavefunction can be expressed in

terms of full adiabatic wavefunction ϕ(r; R)φ(R) where ϕ(r; R) and φ(R) are the electronic

and nuclear wavefunctions, respectively.

Inserting this ansatz in the TISE and projecting on φ(R) we obtain an eigenvalue equation

which gives the electronic energy of the system

Ĥelectϕ(r; R) = Eelect(R)ϕ(r; R) (2.2.4)

Similarly, integrating over the electronic degrees of freedom (dof) we obtain
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ĤBOA(R)φ(R) = (Eelect(R) + V̂N + T̂N )φ(R) (2.2.5)

The Hamiltonian operator in Eq. 2.2.5 is called adiabatic Hamiltonian where the total

energy is expressed as sum of the electronic energy and a constant potential of the nuclei. The

aforementioned approximation is called Born-Oppenheimer approximation (BOA) or adiabatic

approximation. In such approximation, we assume that under normal conditions the electronic

motion is much faster than the nuclear ones because the mass of the nuclei are much heavier

than electrons. In this condition, the electronic rearrangement arises almost instantaneously

compared to the nuclear motion.

The resolution of the TISE (Eq. 2.1.6) is one of the big challenge in quantum chemistry

and, to this purpose, different methods have been developed. The electronic problem will be

treated more deeply in the next chapter.

2.3 Potential energy surface approximation

The calculation of the total energy as function of the nuclear positions leads to the potential

energy surface (PES). For a general system A - B, we can have different types of PES. Those

who have a minimum are labelled bound otherwise they are called dissociative. In the first case

(Fig. 2.1 - bottom), the minimum of the PES is at the equilibrium distance and the molecule

is stable in this electronic configuration. In the second case, the molecule is unstable and it

undergoes dissociation (Fig. 2.1 - top).

For a system of N atoms, the PES depends on the 3N Cartesian coordinates labelled x.

In case of the ground state PES, the potential can be approximated by a Taylor expansion

V (x) = V (x0) +
∑
k

(xk − x0)
∂V

∂xk
+

1

2

∑
k,l

(xk − x0)(xl − x0)
∂2V

∂xl∂xk
+ · · · (2.3.1)

where V (x0) is the potential energy at the equilibrium geometry, the second term is the gradient

of the energy along the xk coordinate and the third term is the second derivative with respect to

the coordinates xk and xl. The first-order term is zero as the expansion is performed around the

minimum of the potential. The terms above the second-order are small enough to be neglected

as long as we are interested to the region around the equilibrium geometry and we can work
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Figure 2.1: General example of PESs with and without a minimum, bottom and top respectively.

in the so-called harmonic approximation (HA). In Eq. 2.3.1 the second derivative is usually

written as a matrix called Hessian which has a dimensions 3N × 3N .

Hess =



∂2V
∂x21

∂2V
∂xk∂xl

· · · ∂2V
∂xk∂xN

∂2V
∂xl∂xk

∂2V
∂x2l

· · · ∂2V
∂xl∂xN

...
...

. . .
...

∂2V
∂xN∂xk

· · · · · · ∂2V
∂x23N

 (2.3.2)

The Eq. 2.3.1 can be rewritten as follow:

V = V0 +
1

2
xT Hess x (2.3.3)

where the vector x is the displacement of the coordinates x.

The diagonalization of the Hess matrix gives the eigenvalues λN and eigenvectors P.

Using the eigenvectors of Hess it is possible to define a new set of coordinates corre-
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sponding to the projection of the atomic positions on a new set of axes. These new coordinates

are called normal coordinates Q. The eigenvalues λk are the force constant associated to the

normal mode Qk and are related to the normal mode frequency ωk

ωk =

√
λk
µk

(2.3.4)

where µk is the reduced mass associated to the normal mode.

The normal modes are independent of each other and each mode acts as a simple harmonic

oscillator, which simplify considerably the problem.

Molecules have 3N normal modes. For linear molecules three of them are the coordinates

for the motion of the center of mass and two are the rotational angle, the last one are three

for non linear molecules. The vibrational normal modes for linear and non linear molecules are

thus 3N − 5 and 3N − 6, respectively.

In this thesis work, we defined the PES of excited states in this normal coordinates. For

bound excited states we keep the three terms in Eq. 2.3.1 while only the first two terms are

used for dissociative states.

2.4 Cross section

2.4.1 Cross section in the time-independent approach

As previously shown in the time independent approach, the transition dipole moment integral

can be written as

Mfi =
meωfi
}e

ε̂〈f |µ|i〉 (2.4.1)

Within the BOA, each wavefunctions can be factorized as product of electronic and nuclear

wavefunction ϕ(r; R) and φ(R), respectively. Moreover, the dipole moment operator can ex-

pressed as the sum of the electronic and nuclear components

µ =µe + µN (2.4.2a)

=− e
∑
i

ri + e
∑
I

ZIRI (2.4.2b)

Applying these approximations, the Eq. 2.4.1 becomes
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Mfi =

∫ ∫
dR dr φ∗f (R)ϕ∗f (r; R)µeϕi(r; R)φi(R) (2.4.3a)

+

∫ ∫
dR dr ϕ∗f (r; R)φ∗f (R)µNφi(R)ϕi(r; R) (2.4.3b)

where the two integrals are on the nuclear and electronic degree of freedom. As µN acts only on

the nuclear coordinates, the Eq. 2.4.3b goes to zero because of the orthonormality of the initial

and final electronic wavefunctions. The Eq. 2.4.3a can be rewritten as follow

Mfi =

∫
drϕ∗f (r; R)µeϕi(r; R)

∫
dRφ∗f (R)φi(R) (2.4.4)

From the first integral, we obtain the electronic dipole moment transitions

µfie (R) =

∫
drϕ∗f (r; R)µeϕi(r; R) (2.4.5)

Applying the Condon approximation [47, 48, 49], we can neglect the dependence of the electronic

dipole moment on the nuclear coordinates. Thus, Eq. 2.4.5 can be approximate to the value

of the electronic dipole moment transition at the equilibrium distance µe(Req). Within these

approximation, Eq. 2.4.4 can be rewritten as

Mfi = µfie (Req)

∫
dRφ∗f (R)φi(R) = µfie (Req)〈φf |φi〉 (2.4.6)

In Eq. 2.4.6, the square of the overlap integral 〈φf |φi〉 is named Franck-Condon (FC) factor.

In Fig. 2.2a, it is presented a pictorial representation of the vibrational levels for an

harmonic oscillator where the vibrational wavefunctions for electronic initial and final states

are labelled νi and ν ′i, respectively. The initial nuclear wavepacket is centered around the

equilibrium internuclear distance Req and the PES region involved in the vertical transition is

called Franck-Condon region. The PESs of initial and final states may not be parallel and it

follows that the transition with the higher intensity is the one which has the largest overlap

with φνi . The resulting FC factor distribution is reported in Fig. 2.2b.

Let us consider here a general case of the A-B system with only one normal mode (3N−5 =

1). Using the FC approximation, the spectrum for the transitions from the ground ν0 to the

excite ν ′ vibrational state is proportional to the absolute square value of the FC factors (Eq.

2.4.6). It can be simulated using a Voigt’s profile which takes into account of the natural and

experimental broadening in the Lorentzian and Gaussian part, respectively.
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Figure 2.2: a. Vibrational levels ν of potential energy surfaces of ground and excited states in the

harmonic oscillator approximation. The prime labels the vibrational levels of the excited state and the

grey zone is the Franck-Condon region. b. Franck-Condon factor for the transitions between ν0 and ν′n

( n ≥ 0 ) in Fig. 2.2a

σ(ω) =
4π2}2α

m2
eωfi

1

3
µ2
fi

∑
ν′

|〈φν′ |φν0〉|2
∫
e−4ln2(E−ω+(ωfi+∆ν))2/ξ2

2ξ

1

π

1
2Γ

[E − ω + (ωfi + ∆ν)]2 + (1
2Γ)2

dE

(2.4.7)

where ω is the photon energy, ξ and Γ are the FWHM of the Gaussian and Lorentzian profiles,

respectively. ωfi = Ef−Ei is the energy difference between the final and initial electronic states

(vertical energy) and ∆ν = Eν′ − Eν0 is the energy difference between the excited and ground

vibrational levels. The factor 1/3 takes into account the rotational averaging of the system.

In case of the nuclear dynamics is negligible (|〈ν ′0|ν0〉|2 ≈ 1), the photoabsorption cross

section can rewritten as
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σ(ω) =
4π2}2α

m2
eωfi

1

3
µ2
fi

∫
e−4ln2(E−ω+ωfi)

2/ξ2

2ξ

1

π

1
2Γ

[E − ω + ωfi]2 + (1
2Γ)2

dE (2.4.8)

2.4.2 Cross section in linear coupling model approximation

The linear coupling model (LCM) provides a very simple but approximate technique to study

the nuclear dynamics of excited states in the TI approach.

The Franck-Condon factor are evaluated in function of coupling constant which is related

to the gradient associated to the normal mode of the interested PES [50, 51]. The gradient

along the normal mode k is

∂E

∂Qk
=
∑
l

∂E

∂xl

Alk√
ml

(2.4.9)

where Alk is the component associated to the unitary transformation between normal and

Cartesian coordinates and l is the sum over the Cartesian coordinates.

In case of PESs which have, for a given normal mode k, same frequencies in the ground

and excited states ωk = ω′k, the displacement δq along the normal mode k can be evaluated as

follow

δqk =
1

ω2
k

∂E

∂Qk
(2.4.10a)

=
1

ω2
k

∑
l

∂E

∂xl

Alk√
ml

(2.4.10b)

From Eq. 2.4.10a, it is possible define the expression of the coupling constant Sk

Sk =
ωkδq

2
k

2}
(2.4.11a)

=
1

2}ω3
k

[∑
l

∂E

∂xl

Alk√
ml

]2

(2.4.11b)

For a system which presents only one normal mode (k = 1), the FC factors in the LCM

are expressed as

|〈φν′ |φν0〉|2 =
Sν
′

ν ′!
e−S (2.4.12)
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For a multidimensional system (k > 1), the excited state vibrational wavefunction can be

rewritten as

|φν′〉 =
∏
k

|φν′k〉 (2.4.13)

and Eq. 2.4.12 can be rewritten as

|〈φν′ |φν0〉|2 =
∏
k

S
ν′k
k

ν ′k!
e−Sk (2.4.14)

When the FC distribution of the transitions toward the excited state is large the vibra-

tional progression can be simulated using a Gaussian profile with FWHM related to the normal

slope of the involved normal mode

ξk = 2
√
ln2 ak

[
√
µk

∂E

∂Qk

]
(2.4.15)

where µk is the reduced mass associated to the kth normal mode and ak (=
√
}/µkωk) is the

width of the ground state nuclear wavefunction. In general, this case occurs when the excited

state is dissociative.

For a system with m excited electronic states, the cross section expression can be generally

written as follow

σ(ω) =
bound∑
m,ν′

4π2}α
m2
eωmi

1

3
µ2
mi|〈φν′m |φν0〉|

2

∫
e−4ln2(E−ω+(ωmi+∆ν)2/ξ2

2ξ

1

π

1
2Γ

[E − ω + (ωmi + ∆ν)]2 + (1
2Γ)2

dE+

(2.4.16a)

diss∑
m

4π2}α
m2
eωmi

1

3
µ2
mi

∫
e−4ln2(E−ω+ωmi)

2/ξ′2

2ξ′
1

π

1
2Γ

[E − ω + ωmi)]2 + (1
2Γ)2

dE (2.4.16b)

where the two sum are over the excited state with bound and dissociative character, respectively.

ξ′ takes into account whether the broadening related to the experimental band pass and the one

from the normal slope (Eq.2.4.15) and ωmi = Em−Ei is the energy difference between the mth

and initial electronic states.
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2.4.3 Cross section in the time-dependent approach

In the time dependent and weak field regime, the transition between two states can be described

using the first-order perturbation theory [52]. The Hamiltonian in the BOA is then expressed

Ĥ = ĤBOA + Ĥ1(t) (2.4.17)

where ĤBOA is the Hamiltonian in the BOA approximation and Ĥ1 is the perturbing term. In

the same way, the nuclear wavepacket is defined as

ψ(t) = ψ(0)(t) + ψ(1)(t) (2.4.18)

where ψ(0) and ψ(1) are the zeroth and first perturbed order nuclear wavepacket.

In the description of the radiation-matter interaction, the perturbing term Ĥ1 has the

form µε(t) where µ in the transition dipole moment and ε is the field dependent in time (Eq.

1.2.5). In this process the vector character of the transition dipole moment is neglected.

Within the BOA, for a two state system the unperturbed Hamiltonian can be written as

ĤBOA =

(
Ĥi 0

0 Ĥf

)
(2.4.19)

where Ĥi and Ĥf stand for the Hamiltonian of the initial and final state, respectively. The

perturbing term can be written as

Ĥ1 =

(
0 −µifε∗(t)

−µfiε(t) 0

)
(2.4.20)

In the TD approach, the nuclear wavepacket ψ is function of the nuclear coordinates R

and time t. Before the excitation, there will be no amplitude in the final electronic state and

all the amplitude will be in the initial electronic state

ψ(t = 0) = ψ(0)(t = 0) =

(
φν0

0

)
(2.4.21)

Combining Eq. 2.4.19, 2.4.20 and 2.4.21, the wavepacket at te first order perturbation
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theory is given by

ψ(1)(t) =
1

i}

∫ t

0
e−

i
} Ĥ

BOA(t−t′)Ĥ1(t′)e−
i
} Ĥ

BOA(t′)ψ(t = 0)dt′ (2.4.22a)

=
1

i}

∫ t

0

(
e−

i
} Ĥi(t−t

′) 0

0 e−
i
} Ĥf (t−t′)

)(
0 −µifε∗(t′)

−µfiε(t′) 0

)

×

(
e−

i
} Ĥi(t

′) 0

0 e−
i
} Ĥf (t′)

)(
φν0

0

)
dt′ (2.4.22b)

=

(
0

1
i}
∫ t

0 e
− i

} Ĥf (t−t′){−µfiε(t′)}e−
i
} Ĥi(t

′)φν0dt
′

)
(2.4.22c)

The vector notation in Eq.s 2.4.22b-2.4.22c can be rewritten as

ψ(1)(t) =
1

i}

∫ t

0
e−

i
} Ĥf (t−t′){−µfiε(t′)}e−

i
} Ĥi(t

′)φν0 dt
′ (2.4.23)

The meaning of Eq. 2.4.23 is reported in the following. At time t = 0 (Fig. 2.3a), before

the perturbation, the amplitude ψ is on the initial potential defined by Ĥi and it evolves on

it up to the time t′. A t = t′, the electric field ε(t′) interacts with the system. The transition

dipole moment leads the amplitude to the final potential defined by Ĥf (Fig. 2.3b). Thus the

wavepacket will evolve on Ĥf in the time t′ < t as a coherent wavepacket (Fig. 2.3c).

The wavepacket in the initial state is an eigenvector of Ĥi and it can expressed in terms

of νth vibrational level. In that condition, we have Ĥiφν0 = Eν0φν0 and φν0 in Eq. 2.4.23 can

be replaced by e−
i
}Eν0 t

′
φν0

ψ(1)(t) =
1

i}

∫ t

0
{ε(t′)e−

i
}Eν0 t

′}e−
i
} Ĥf (t−t′){−µfiφν0}dt′ (2.4.24)

The term {µifφν0} = ζν0 represents the initial wavepacket which evolves on the excited

state potential Ĥf and Eq. 2.4.24 can be rewritten in term of ζν0

ψ(1)(t) = − 1

i}

∫ t

0
{ε(t′)e−

i
}Eν0 t

′}e−
i
} Ĥf (t−t′)ζν0dt

′ (2.4.25)

We further assume that the initial vibrational state φν0 is vertically excited by a delta

function

ε(t′) = δ(t′ − t1) (2.4.26)
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(a) (b) (c)

Figure 2.3: Evolution of the nuclear wavepacket ψ. A t = 0 the nuclear wavepacket is in the on the

initial potential Hi (a). The nuclear wavepacket is excited on the Hf potential by the interaction with

the electromagnetic field (b) and it evolve on Hf (c).

and the initial state on the excited potential will be its replica. Substituting Eq. 2.4.26 in Eq.

2.4.25 we obtain

ψ(1)(t) = − 1

i}
e
−i
} Ĥf (t−t1)e−

i
}Eν0 t1ζν0 (2.4.27)

For t′ = t1, in the excitation time, the wavefunction φν0 is transferred on the excited state

Ĥf and propagates on it. While the ground vibrational state is an eigenvector of Ĥi, it is not

anymore of Ĥf . Hence following the excitation, it evolves as coherent wavepacket (Eq. 2.4.23).

In a simple picture, two different scenarios are possible depending whether the potential

is bounded or dissociative. In the first case, the wavepacket will first leave the FC region and

then return after reaching the classical turning point for a complete (or partial) recurrence. In

case of unbounded PES, the wavepacket will evolve towards the asymptotic region leaving the

FC region.

The overlap between the wavepacket ψ and the wavefuction of the vibrational ground

state φν0 gives the correlation function

C(t) = 〈φν0 |ψ(1)(t)〉 (2.4.28)
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The spectrum can be reached via the Fourier transform (FT) of the correlation function

C(t)

σ(ω) =
4π2}2α

m2ωfi

1

2π

∫ ∞
−∞

C(t)eiωte−Γtdt (2.4.29)

where the term e−Γt takes into account the de-excitation (Auger) phenomena. The correlation

function C(t) and the spectrum σ(ω) are Fourier transform pair.

2.4.4 Equivalence between the time dependent and independent approach

The expression of the spectra in the TI and TD regime are presented in Eq. 2.4.7 and Eq.

2.4.29, respectively and they are equivalent.

The wavepacket in the initial state is a wavefunction of this state (φν0) and it can be

rewritten in terms of superposition of vibrational excited states

|ψ(1)(t)〉 = µfi
∑
ν′

cν′e
− i

}Eν′ t|φν′〉 (2.4.30)

where the coefficients are defined as

cν′ = 〈φν′ |φν0〉 (2.4.31)

Eq. 2.4.31 means that we can express the initial wavefunction as projection on the excited

state ν ′.

Substituting Eq. 2.4.30 in the expression of the correlation function we got

C(t) = 〈φν0 |ψ(1)(t)〉 = µfi
∑
ν′

〈φν′ |φν0〉e−
i
}Eν′ t〈φν0 |φν′〉 (2.4.32)

Applying the FT of Eq. 2.4.32, the spectrum computed in the Condon approximation for
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a system with m excited states is

σ(ω) =
∑
m

4π2}2α

m2
eωmi

1

3
µ2
mi

∑
ν′

〈φν′m |φν0〉〈φν0 |φν′m〉
∫
ei(ω−

E
ν′m
} )te−iΓtdt (2.4.33a)

=
∑
m

4π2}2α

m2
eωmi

1

3
µ2
mi

∑
ν′

〈φν′m |φν0〉〈φν0 |φν′m〉L(ω − Eν′m ; Γ) (2.4.33b)

=
∑
m

4π2}2α

m2
eωmi

1

3
µ2
mi

∑
ν′

|〈φν |φν′m〉|
2L(ω − Eν′m ; Γ) (2.4.33c)

where L(ω − Eν′m ; Γ) stands for the Lorentzian profile. In Eq. 2.4.30c, one recognizes the sum

over the FC factors which is equivalent to Eq. 2.4.7.
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3

∣∣∣∣ Electronic structure calculations

In this chapter are presented the quantum chemistry methods used to solve the TISE in our

work. First, in Section 3.1 are described the properties that the electronic wavefunction must

satisfy. After, in Section 3.2, the Hartree-Fock method is presented paying attention on the

treatment to the resolution of the equations for both closed and open-shell systems, respectively

in Section 3.2.1 and 3.2.2-3.2.3. In Section 3.3, following an introduction about the concept of

the correlation energy, post Hartree-Fock methods (Configuration Interaction and Multi Con-

figurational Self Consistent Field) are presented. The Chapter ends with an overview on the

Density Functional Theory.

3.1 The wavefunction approximation and Slater determinant

The TISE can be solved analytically only for few one-electron systems, such as Hydrogen,

Hydrogen-like atoms and diatomic H+
2 molecular system. To solve it for multi-electron systems,

it is necessary to introduce an approximate expression of the wavefunction. However, this

expression must preserve some properties that are illustrated in the following [53].

For a fermionic system, having N particles, the simplest approximate wavefunction can

be expressed as a Slater determinant

|ψ〉 = |χ1χ2 · · ·χN | =
1√
N !

∣∣∣∣∣∣∣∣∣∣∣

χ1(x1) χ2(x1) · · · χN (x1)

χ1(x2) χ2(x2) · · · χN (x2)
...

...
. . .

...

χ1(xN) χ2(xN) · · · χN (xN)

∣∣∣∣∣∣∣∣∣∣∣
(3.1.1)

where 1√
N !

is the normalization condition and χN (x) are spin - orbitals. The Slater determinant

47
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ensures the condition of antisymmetry of the wavefunction and thus satisfies the Pauli’s principle

[53, 54].

A spin-orbital χ (Eq. 3.1.2) is given by the product of two function depending on spatial

coordinates ϕ̃(r) and spin σ($), the last one describes the spin of the electron and α and β

stand for spin up and down, respectively.

χ(r) =

ϕ̃(r) α

ϕ̃(r) β
(3.1.2)

As well as the exact wavefunction, {ψ} has to be antisymmetric respect to the permutation

operation, square integrable and hence normalized (Eq. 3.1.3) and eigenfunction of the total

and projected spin operators (Eq. 3.1.4a).

〈ψ|ψ〉 = 1 (3.1.3)

S2ψ = S(S + 1)ψ (3.1.4a)

Szψ = MSψ (3.1.4b)

3.2 The Hartree-Fock method

The Hartree - Fock (HF) equation transforms the many-electron problem into N one-electron

problems. Its resolution depends on the spin orbitals of the others electrons thus the Fock

operator depends on from its solutions and it must be solved iteratively using the Self Consistent

Field (SCF) method 1 [54]. The solution of the HF equations leads to a set of spin-orbitals {χk}
with energies {εk}.

The Hartree-Fock equation

As previously introduced, the HF theory is a one-determinant theory. In order to solve the HF

equations we have to find the set of spin-orbitals {χa} which represent the best approximation

1In the SCF method, a set of orbitals is used as initial guess to solve the HF equation and compute the average

field for each electron. The new set of spin orbitals is then used to solve again the equation. The operation is

repeated until the self-consistency is obtained.
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of the ground state N-electrons system. Within the variational principle, the best spin-orbitals

are the ones which minimize the electronic energy

EHF = 〈Ψ|Ĥ|Ψ〉 (3.2.1a)

=
∑
a

〈a|h|a〉+
1

2

∑
ab

〈ab||ab〉 (3.2.1b)

where a and b are the spin-orbitals. In Eq. 3.2.1b, the first term is the one-electron integral

and the second term is the compact form of the two-electrons integrals. This last is defined as

follow

〈ab||ab〉 =〈ab|ab〉 − 〈ab|ba〉 (3.2.2a)

=

∫
dri

∫
drjχ

∗
a(i)χ

∗
b(j)

1

rij
χb(j)χa(i)−

∫
dri

∫
drjχ

∗
a(i)χ

∗
b(j)

1

rij
χa(j)χb(i) (3.2.2b)

where the two integrals are called Coulomb and Exchange integral, respectively.

The HF equation can be rewritten in terms of the following eigenvalue equation

h(i)χa(i) +
∑
b 6=a

[ ∫
drjχ

∗
b(j)

1

rij
χb(j)

]
χa(i)−

∑
b 6=a

[ ∫
drjχ

∗
b(j)

1

rij
χa(j)

]
χb(i) = εaχa(i) (3.2.3)

where the three operators are called Hartree h(i), Coulomb Jb(i) and exchange operator Kb(i),

respectively.

The Coulomb operator is a local operator representing the instantaneous interaction be-

tween the electron i and j through the two-electrons potential r−1
ij . It describes the average

local potential on χa at the position dri arising from the electron that occupies the spin orbital

χb. The exchange operator is a non-local operator arising from the antisymmetric nature of the

wavefunction and it involves the exchange between the electrons i and j. It is defined non-local

because it is not possible to define a unique potential Kb(ri) at a local point in the space ri.

The result of Kb(i)χa(i) depends on the χa(i) values throughout the entire space.

Solving the Hartree-Fock equation

The HF method is variational and its solution leads to a set of orthonormal orbitals such that

minimize the energy, this process is carried out using the Lagrange’s method.
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The total energy of a system E0 is a functional of the spin orbitals {χa} and it is neces-

sary minimize it with respect to the spin orbitals. Furthermore, we want to keep the orbitals

orthogonal to each others

∫
driχ

∗
a(i)χb(i) = δab ⇒

∫
driχ

∗
a(i)χb(i)− δab = 0 (3.2.4)

where the overlap integral can be rewritten in a more compact form as Sab

The Lagrange’s function can be written as

L [{χa}] = E0[{χa}]−
N∑
a=1

N∑
b=1

εba(Sab − δab) (3.2.5)

where E0 is the expectation value for the single determinant wavefunction and εba are the

Lagrange multipliers.

Applying an infinitesimal variation such that χa → χa + δχa, the first variation of the

Lagrange’s function is

δL = δE0 −
N∑
a=1

N∑
a=1

εbaδSab (3.2.6)

where

δSab =

∫
dxiδχ

∗
a(i)χb(i) +

∫
dxiχ

∗
a(i)δχb(i) (3.2.7)

and the first variation in E0 is

δE0 =

N∑
a=1

δhaa +
1

2

N∑
a=1

N∑
b=1

(
δJab − δKab

)
(3.2.8)

which is the sum of the first variation of the Hartree, Coulomb and exchange operators having
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the following form

δh =

∫
dxiδχ

∗
a(i)h(i)χa(i) +

∫
dxiχ

∗
a(i)h(i)δχa(i) (3.2.9a)

δJab =

∫ ∫
dxixjδχ

∗
a(i)χa(i)

1

rij
χ∗b(j)χb(j) +

∫ ∫
dxixjχ

∗
a(i)δχa(i)

1

rij
χ∗b(j)χb(j)

+

∫ ∫
dxixjχ

∗
a(i)χa(i)

1

rij
δχ∗b(j)χb(j) +

∫ ∫
dxixjχ

∗
a(i)χa(i)

1

rij
χ∗b(j)δχb(j) (3.2.9b)

δKab =

∫ ∫
dxixjδχ

∗
a(i)χb(i)

1

rij
χ∗b(j)χa(j) +

∫ ∫
dxixjχ

∗
a(i)δχb(i)

1

rij
χ∗b(j)χa(j)

+

∫ ∫
dxixjχ

∗
a(i)χb(i)

1

rij
δχ∗b(j)χa(j) +

∫ ∫
dxixjχ

∗
a(i)χb(i)

1

rij
χ∗b(j)δχa(j) (3.2.9c)

Substituting the Eq. 3.2.9a - 3.2.9c in Eq. 3.2.8 and then in Eq. 3.2.6 we obtain

δL =

N∑
a=1

∫
dxiδχ

∗
a(i)

[
h(i)χa(i)+

N∑
b=1

(Jb(i)−Kb(i))χa(i)−
N∑
b=1

εbaχb(i)

]
+complex conjugate = 0

(3.2.10)

In order that Eq. 3.2.10 is satisfied, the quantity in square bracket must be zero then we

obtain

[
h(i) +

N∑
b=1

(Jb(i)−Kb(i))

]
χa(i) =

N∑
b=1

εbaχb(i) (3.2.11)

Eq. 3.2.11 is the Fock equation and it can be rewritten in a more compact form as

f |χa〉 =

N∑
b=1

εbaχb(i) (3.2.12)

where f is the Fock operator.

The Eq. 3.2.12 does not have the canonical form of the eigenvalue equation and its form

arises from the single determinant nature of the wavefunction then the expectation value of the

energy does not change when the spin-orbitals are mixed. To obtain an eigenvalue equation as

that seen previously, it is necessary to operate an unitary transformation to the spin orbitals

such that
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χ′a =
∑
b

χbUba (3.2.13)

hence it must exist a spin orbitals set {χ′a} such that the Lagrange multipliers matrix is diagonal

f (i)|χ′a〉 = ε′a|χ′a〉 (3.2.14)

The set of spin orbital {χ′a} reached from the eigenvalue equation are called canonical

spin orbitals and the prime can be dropped. Eq. 3.2.14 says that εa is the energy associated to

the spin orbital |χa〉. For a general N-electronic system, the N/2 spin orbitals with the lower

energy are called occupied while the rest are called unoccupied or virtual. The first ones are

labelled as a, b, c, . . . and the other as r, s, t, . . ..

The Fock equation can be rewritten using the bra-ket notation

〈χb|f |χa〉 = εa〈χb|χa〉 = εaδab (3.2.15)

then

εa = 〈χa|f |χa〉 (3.2.16a)

= 〈χa|f +
∑
b

(Jb −Kb)|χa〉 (3.2.16b)

= 〈a|h|a〉+
∑
b 6=a
〈ab|ab〉 − 〈ab|ba〉 (3.2.16c)

where the Coulomb and exchange integrals are written in the more compact form previously

presented. The exchange integral is non zero only for spin orbital with parallel spin.

In a similar way, it is possible to define the energy for the virtual orbitals as

εr = 〈r|h|r〉+
∑
b

〈rb|rb〉 − 〈rb|br〉 (3.2.17)

The resolution of the HF equation depends on whether the system is closed or open-shell

as illustrated in the following section.
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3.2.1 Application of the Hartree Fock method

3.2.1.1 The Restricted Hartree-Fock method

For a molecular closed-shell system, the Fock equation can be solved with a standard matrix

technique, this method was first introduced by Roothaan [55]. For this purpose the spin orbitals

are replaced by a Linear Combination of Atomic Orbitals (LCAO)

χa =
∑
g=1

Cgaφg
a = 1, 2, 3, · · · ,K
g = µ, ν, σ, · · ·

(3.2.18)

where g is a general indice for the basis function. Notice that here φ is used to indicate the

atomic orbitals. Inserting Eq. 3.2.18 in the general Hartree-Fock equation we obtain

f (i)
∑
ν

Cνaφν(i) = εa
∑
ν

Cνaφν(i) (3.2.19)

multiplying this equation by the conjugate complex φ∗µ(i) and integrating over the coordinates

of the ith electron it follows that

∑
ν

Cνa

∫
driφ

∗
µ(i)f (i)φν(i) = εa

∑
ν

Cνa

∫
driφ

∗
µ(i)φν(i) (3.2.20)

Eq. 3.2.20 permits to define the overlap and Fock matrices respectively in Eq. 3.2.21 and

3.2.22

Sµν =

∫
driφ

∗
µ(i)φν(i) (3.2.21)

Fµν =

∫
driφ

∗
µ(i)f (i)φν(i) (3.2.22a)

=

∫
driφ

∗
µh(i)φν(i) +

N/2∑
a=1

∫
driφ

∗
µ

[
2Ja(i)−Ka(i)

]
φν(i) (3.2.22b)

that lead to the Roothaan’s equation in the matrix form

FC = SCε (3.2.23)
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where C is the coefficient matrix and ε is the diagonal matrix containing the energy εa associated

to the molecular orbitals ψa. Once obtained the molecular orbitals, it is possible to compute

the probability density distribution for a closed-shell system

ρ(r) = 2

N/2∑
a

|χa(r)|2 (3.2.24)

where N/2 is the number of occupied MOs and the factor 2 is the number of electrons by MOs.

Eq. 3.2.24 describes that probability to find one electron in the volume element dr. It can

be rewritten in term of density matrix Pµν using the molecular orbital expression seen in Eq.

3.2.18

ρ(r) = 2

N/2∑
a

∑
ν

C∗νaφ
∗
ν(r)

∑
µ

Cµaφµ(r) (3.2.25a)

=
∑
µν

Pµνφµ(r)φ∗ν(r) (3.2.25b)

where Pµν is

Pµν = 2

N/2∑
a

CµaC
∗
νa (3.2.26)

We can express Eq. 3.2.22 in function of the density matrix on the atomic orbital repre-

sentation and rewrite it as

Fµν = Hµν + Pµν
∑
λσ

[
(µν|σλ)− 1

2
(µλ|σν)

]
(3.2.27)

where the last two integrals represent the two-electron part of the Fock matrix

In order to solve the Eq. 3.2.23 into a form of usual eigenvalue problem we need to work

with orbitals that are orthonormal. It is necessary carry out a orthonormalization procedure

on the orbitals reached by solving the Roothaan’s equations. The set of orbitals not orthogonal

{φµ} gives a overlap matrix S (Eq. 3.2.21) and it is possible to define a new set of orbitals {φ′µ}

φ′µ =
∑
ν

Xνµφµ (3.2.28)

that gives
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∫
drφ′∗µ (r)φ′ν(r) = δµν (3.2.29)

To carry out normalization, we can define a transformation matrix

X = U S1/2 (3.2.30)

such that it permits to eliminate the overlap matrix in the Roothaan’s equation and gives new

normalized coefficients matrix C

X†SX = 1; C = XC′ (3.2.31)

Substituting Eq. 3.2.30 and 3.2.31 in the Roothaan’s equation (Eq. 3.2.23), we obtain

F′C′ = C′ε (3.2.32)

which is called transformed Roothaan’s equations. Solving Eq. 3.2.32, from the diagonalization

of F′ we obtain the coefficient C′. Through this last one, we can solve the Roothan’s equation.

The Roothaan’s equations are solved iteratively using the SCF procedure depicted in Fig.

3.1. The procedure is ended when the energy and density convergence is reached.

3.2.1.2 The Unrestricted Hartree Fock method

For open shell systems, the simple way is to introduce in the spin orbitals the dependence of

the spatial part on the spin. It follows that we can define two sets of LCAO χαa and χβa with

general form

χ%a =
K∑
µ=1

Cµaφµ(r)% % = α, β (3.2.33)

and the Fock equations become

f (i)χ%a(ri)% = ε%aχ
%
a(ri)% (3.2.34)
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Figure 3.1: Scheme of the Self Consistent Field (SCF) procedure used to solve the Hartree-Fock

equation.

where ε%a is the energy of the spin orbital ψ%a(ri)% with % = α, β. Multiplying for %∗($i) and

integrating over the spin, we obtain two different Fock operators for the spin α and β

f α(i)χαa (i) = εαaχ
α
a (i) (3.2.35a)

f β(i)χβa(i) = εβaχ
β
a(i) (3.2.35b)

corresponding to the following matrix form

FαCα = SCαεα (3.2.36a)

FβCβ = SCβεβ (3.2.36b)
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called Pople-Nesbet equations [56]. As well as for the RHF, it is necessary to compute the

density matrix associated to the basis, in this case the total density matrix P Tµν depends on the

two density matrices Pα(r) and P β(r)

Pαµν =

Nα∑
a

Cαµa(C
α
νa)
∗ (3.2.37a)

P βµν =

Nβ∑
a

Cβµa(C
β
νa)
∗ (3.2.37b)

P Tµν = Pαµν + P βµν (3.2.37c)

and it follows that the expression of the P Tµν appears in both expression of the Fock operator

Fαµν = Hα
µν +

∑
λ

∑
σ

P Tλσ(µν|σλ)− Pαλσ(µλ|σν) (3.2.38a)

F βµν = Hβ
µν +

∑
λ

∑
σ

P Tλσ(µν|σλ)− P βλσ(µλ|σν) (3.2.38b)

and the two equations must be solved simultaneously.

The problem with the Unrestricted Hartree-Fock (UHF) method is that the wavefunction

is not an eigenfunction of S2 (so-called spin contamination). For this reason the UHF wave-

function does not represent a good guess for the calculation of correlated systems or excited

states and the Restricted Open shell Hartree-Fock (ROHF) is preferable.

3.2.1.3 The Restricted Open-shell Hartree Fock method

The problem of spin contamination, seen previously, may be solved by defining an unique Fock

matrix [57, 58]

Fµν =
∑
ν

aνHµν +
∑
µν

aνaµ(2bνµ〈µν|µν〉 − cνµ〈µν|νµ〉) (3.2.39)

where bνµ and cνµ are the coupling coefficients and aν and aµ are the orbitals occupancy. These

can have different values of 1, 1/2 and 0 whether the orbital is doubly occupied (c), singly

occupied(o) and virtual orbitals (v) respectively. The Roothaan’s effective Fock operator is

then defined in the MOs basis and it has the following form
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F =


Pcc Fβ

co Fcs
cv

Fβ
oc Poo Fα

ov

Fcs
vc Fα

vo Pvv

 (3.2.40)

where Fα and Fβ are the UHF Fock matrices and Fcs = (Fα + Fβ)/2. The diagonal terms P

are the density matrix chosen arbitrarily for a set of A and B parameters

Pcc = AccF
α
cc +BccF

β
cc (3.2.41a)

Poo = AooF
α
oo +BooF

β
cc (3.2.41b)

Pvv = AvvF
α
vv +BvvF

β
cc (3.2.41c)

different values of A and B have been proposed in different works [57]. After a basis transfor-

mation, the matrix in Eq. 3.2.40 is solved within the same procedure presented for the RHF

method. The ROHF wavefunction does not suffer of spin contamination.

3.3 The post Hartree-Fock methods

The lack of correlation of the HF method brings to the definition of correlation energy as the

difference between the exact non-relativistic energy E and the energy at the HF limit EHF

Ecorr = E − EHF (3.3.1)

The limits of the HF method are reflected also in the bond description in particular regions

of the PES or for systems to whom the one-determinant wavefunction does not provides a good

description. To go beyond the HF limit and recover the correlation it is necessary to turn to

methods that use a multiconfigurational wavefunction as the Configuration Interaction (CI) or

the Multi Configurational Self Consistent Field (MCSCF). To this purpose, these methods are

presented below.

3.3.1 Configuration Interaction method

In the CI method, the wave function is expressed as a linear combination of Slater determinants

where the determinants are expressed according to the number of ”excitations”. Considering
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ψ0, the HF determinant, as a good approximation of the wavefunction, we can write a linear

combination of new determinants as follow

|ΨCI〉 =
∑
i

Ci|ψi〉 (3.3.2a)

= c0|ψ0〉+
∑
ar

cra|ψra〉+
∑
a<b
r<s

crsab|ψrsab〉+
∑
a<b<c
r<s<t

crstabc|ψrstabc〉+ · · · (3.3.2b)

where the determinant |ψra〉 is obtained by exciting one electron in |ψ0〉 from the occupied orbital

a to the virtual r, in the same way the determinant |ψrsab〉 is obtained by exciting two electrons

from the occupied orbitals a and b to the virtual orbital r and s and so on. These terms are

called “configuration” while the Configuration State Functions (CSF) are linear combinations

of Slater’s determinants that are also eigenfunctions of the spin angular momentum operator

Ŝ2.

The coefficients in Eq. 3.3.2 are determined by variational procedure intended to minimize

the expectation value of the energy for the eigenvalue equation

H C = ECIC (3.3.3)

where C is the vector containing the coefficient values obtained by diagonalizing the Hamiltonian

matrix H. Using the CI method, the optimization is performed only on the coefficient in Eq.

3.3.2 and not on the orbitals. The solving procedure is called “full CI” (FCI) when all possible

CSF are used.

The structure of the Hamiltonian matrix has the following form

H =

〈ψ0|
〈ψra|
〈ψrsab|
〈ψrstabc|
〈ψrstqabcd|

...



〈ψ0|H|ψ0〉
0 〈ψra|H|ψra〉

〈ψrsab|H|ψ0〉 〈ψrsab|H|ψra〉 〈ψrsab|H|ψrsab〉
0 〈ψrstabc|H|ψra〉 〈ψrstabc|H|ψrsab〉 〈ψrstabc|H|ψrstabc〉 · · ·
0 0 〈ψrstqabcd|H|ψ

rs
ab〉 〈ψ

rstq
abcd|H|ψ

rst
abc〉 〈ψ

rstq
abcd|H|ψ

rstq
abcd〉

...
...

...
...

...


(3.3.4)

where the elements 〈ψ0|H|ψra〉 are zero as consequence of the Brillouin’s theorem and the other

zero-value matrix elements came from the fact that matrix elements between two determinants
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differing by more than two excitations are zero. As consequence of the Brillouin’s theorem,

the reference energy is not affected by the single excited determinant directly and the coupling

between reference and single excitation is indirect. On the contrary doubly excitation CSFs

couple directly with the reference [54].

Performing a FCI calculation is unworkable for most of the system of interest because the

size of the CI matrix depends on the number of CSF. For a system with N electrons and M

orbitals the number of possible CSF is

NCSF =

(
M

N

)
=

M !

N !(M −N)!
(3.3.5)

It follows that the size of the CI matrix scales factorially with the number of electrons and the

orbitals [59]. It is thus necessary to truncate the expansion. The method is named Configuration

Interaction Singles (CIS), Configuration Interaction Singles Doubles (CISD) or Configuration

Interaction Singles Doubles Triples (CISDT) if the truncation is operated on the first, second

or third excited terms of Eq. 3.3.2b, respectively.

In order to make CI calculations more affordable, the frozen core approximation was

introduced [60, 61, 62]. Within this approximation the lowest lying molecular orbitals are

forced to be doubly occupied in all CSF hence it permits to reduce considerably the size of the

CI matrix.

The inclusion of more excitation is not workable for large systems making the CIS the

only CI method usable. In order to improve the results, it is possible to make the wavefunction

more flexible using extended basis set and allowing the mixing of CSF corresponding to different

excitations ??. This makes the energies obtained within truncated CI sensitive to the set of

used guess orbital.

Configuration Interaction for the excited state calculations

The CI method can be used to compute the energies of the excited states of a system and for

extended systems with large basis the most convenient is use CIS method [63]

|ΨCIS〉 =
∑
ar

Cra|ψra〉 (3.3.6)

The CI coefficient in Eq. 3.3.6 are computed through the matrix elements [54]
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〈ψra|H|ψsb〉 = [EHF + εr − εa]δrsδab − (rs|ba) + 2(ra|bs) (3.3.7)

where εa and εr are the energy for the molecular orbitals a and r and (ra||sb) are the two

elecrons integral in the MO basis. The eigenvalue ECIS is the total energy of the chosen excited

state.

The wavefunction and the energies obtained can be used to compute different properties

among which the dipole moment transition

µLM = e〈ψCISL |
∑
i

ri|ψCISM 〉 (3.3.8)

where L and M generally indicate two states.

3.3.2 Multi Configurational self-consistent field method

In order to have a good description of the dissociation limit it is necessary to go to multiconfig-

urational methods presented in the next section. The MCSCF method is a flexible method that

can be used for the study of systems both in ground and excited states. Unlike what we have

seen so far, the wavefunction is written as

|ψMCSCF 〉 = e−κ̂
∑
i

Ci|ψi〉 (3.3.9)

where e−κ̂ is the operator that carries out an unitary transformation between the MOs and Ci

are the coefficients of the expansion. The MCSCF method is variational and throughout the

minimization procedure both κ and C are modified. As a consequence, the MCSCF method

optimizes the coefficient and the molecular orbitals of the system. The MCSCF method coincides

with the HF method if only one determinant is used.

The configurations of the MCSCF are selected using an occupancy 0 (not occupied), 1

(singly occupied) or 2 (doubly occupied) within the selected space. We can distinguish three

different spaces: inactive, active and secondary (or virtual) orbitals. The active and inactive

orbitals are respectively doubly occupied and unoccupied in all possible configurations. If all

possible configurations of the orbitals in the active space are scanned, this method is called

complete active space SCF method

A special case of the MCSCF method is the Generalized Valence Bond (GVB) approach.

In this method, two orbital are used to describe each pair of electrons using a wavefunction
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expressed as Slater’s determinant. As all the method presented up to now, also the GVB is a

variational method.

The GVB wavefunction is written in terms of composite wavefunction in terms of doubly

and singly occupied MOs and orbitals in pair [64, 65]. The procedure to solve the GVB is more

complicated than the others presented before and an extensive description can be found in the

paper of Langlois et al. [66].

The GVB is able to treat properly the dissociation of a molecular system in its open-shell

fragments.

3.4 Density Functional Theory

In the methods presented up to now the energy of a system is computed as expectation values

of the wavefunction. In the Density Functional Theory (DFT) the energy is expressed as a

functional of the electronic ground state density as defined from the first theorem of Hohenberg-

Kohn [67]. The energy EDFT of a N−electrons system is a unique functional of the electronic

density of the ground state

EDFT [ρ] =

∫
ρ(r)VNedr + FHK [ρ] (3.4.1)

where VNe is the attraction potential between the nuclei and the electrons and FHK [ρ] is the

Hohenberg-Kohn functional defined as

FHK [ρ] = T [ρ] + J [ρ] + En−cl[ρ] (3.4.2)

where T [ρ] is the kinetic energy functional, J [ρ] is the Coulomb functional and Enon−cl[ρ] is

the energy functional describing the non classical electron-electron interaction. If the density is

exact and the form of the Eq. 3.4.2 is known, the DFT provides the exact energy for the ground

state. Unfortunately the exact form of FHK [ρ] is unknown then the computed energy strictly

depends on the chosen functional.

To compute the DFT energy, it is necessary to use the Kohn-Sham equations as follow

fKSφa = εaφa (3.4.3)
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where φi are the Kohn-Sham spin-orbitals related to the electronic density of the system and

fKS is the monoelectronic Kohn-Sham operator, the two are defined as follow

ρ(r) =

N∑
a

|φa(r)|2 (3.4.4)

fKS = −1

2
∇2 +

∫
ρ(rj)

rij
−
∑
J

ZJ
riJ

+ VXC(ri) (3.4.5)

where VXC is the exchange-correlation operator. The KS equations are solved using the Lagrange

method presented before.

Different approximations of the exchange-correlation operator have been proposed: local

density LDA, local spin density LSDA, generalized gradient GGA approximation and hybrid

functional. Development of more accurate functionals is still on going.
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4

∣∣∣∣ Computational protocols

In this Chapter we report the key aspects of the development of the protocols to the calculations

of core excited spectra. The main goal is to provide a set of methods which can be applied both

to the K- and L-shell excitation through the methods presented in the previous chapters.

States corresponding to the aforementioned absorption thresholds have significantly dif-

ferent characteristics. In particular, L-shell excited states exhibit strong spin-orbit couplings.

For this reason, it is necessary to propose two different protocols.

In the first Section is presented the development of the protocol for the 1s excited systems.

The CH+ molecular ions was used as case study throughout the choice of the basis set, the set

of spin orbitals and the method to take into account the dynamics in the excited states (time

independent or time dependent).

In the second Section, the techniques used to compute the 2p core excited spectra are

presented. We study the importance of the number of active electrons and the spin-orbit coupling

operators used in the calculations of the core-excited state. In the second part of the section,

the spin orbit coupling interaction was included explicitly in the calculations of the 2p ionization

potential through the use of an effective Hamiltonian.

The Chapter ends with the computational details used in our calculations.

4.1 K-shell protocol

The carbon K-shell excitation spectra have been studied for the last three decades both on

gas [68, 69, 70] and condensed phases [71]. The simulation of the spectra throughout quantum

chemistry techniques invoke the use of different methods such as the DFT [72, 73] as well as

65
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post-HF methods such as Coupled Cluster (CC) [74, 75] and Symmetry Adapted Cluter (SAC)

- CI [76].

The CI method was successfully used for the simulation of resonant inelastic X-ray scat-

tering (RIXS) and photoelectron spectra on the K-shell of chlorine [77]. In this work we want

to develop a CI based method to the calculations of the photoabsorption spectra at the K-edge

of light elements (C, N, O, etc.). The different aspects evaluated are reported in the following.

4.1.1 Development of the protocol

A general scheme of the protocol is presented in Fig. 4.1. In our calculations we want to account

for relaxation effects upon the hole creation in order to achieve the best set of spin-orbitals to

use in the PESs calculations. The PESs and dipole moments are then used as input for the

nuclear dynamics simulations.

In the following subsections the aspects of each step of the calculations are reported

separately.

Geometry optimization and ionization potential

The first step of the calculations is to obtain the equilibrium geometry of the systems both

on the ground and metastable states. In the field of the molecular ions, the geometry data

are not always available. We used the DFT method to find the equilibrium geometry of the

systems considered in this work since it provides a good method for the geometry optimization

[78, 79]. Nevertheless, when available, the computed data were compared to the experimental

ones. Since the molecular ions are produced in a ECRIS source, it is important to compute

the energy difference between the ground and valence excited states. We have evaluated it at

the equilibrium geometry and at the same level of theory. Furthermore, the K-shell IP must be

determined in order to set the upper limit of the X-Ray Absorption Spectroscopy (XAS).

Once computed the equilibrium geometries, we evaluated the energy gap between the

ground and metastable states.

∆EMS−GS = EMS − EGS (4.1.1)

where EGS and EMS are the energy at the equilibrium geometry for the ground and metastable

state, respectively.
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Figure 4.1: Scheme of the calibration of the K-shell protocol

The K-shell ionization potential (IP) was computed through the ∆SCF method

IP = [EKS(X+)− EKS(X)] + ∆SO (4.1.2)

where EKS(X+) and EKS(X) are the Kohn-Sham total energies of the ionized and ground state

system, respectively and ∆SO is a corrective term for the spin-orbit coupling interaction. This
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interaction is not important for the K-shell IP of light elements and then was neglected.

Optimization of the guess and active space choice

The creation of a core hole leads the higher orbitals to relax around the hole because of strong

changes in the potential felt by the outer electrons.

As described in the previous Chapter, the CIS method provides a simple and relatively

cheap technique for the calculations of the excited energies. However, such a simple expansion

cannot recover the strong electronic relaxation. It is therefore necessary to use a set of orbitals

which take into account the relaxation. For a generic system with 6 electrons, as i.e. CH+, the

ground state and unrelaxed wavefunction can be written as

|ψ0〉 = |a2 b2 c2 r0 s0 t0 . . .〉 (4.1.3)

In order to include the relaxation we tested sets of orbitals optimized for three possible

configurations which involve a hole in the core orbital

|ψCIon〉 = |a′1 b′2 c′2 r′ s′ t′ . . .〉 (4.1.4a)

|ψTCE〉 = |a′1 b′2 c′2 r′1 s′ t′ . . .〉 (4.1.4b)

|ψSCE〉 = |a′1 b′2 c′2 r̄′1 s′ t′ . . .〉 − |ā′1 b′2 c′2 r′1 s′ t′ . . .〉 (4.1.4c)

where |ψCIon〉, |ψTCE〉 and |ψSCE〉 are core ionized, triplet core-excited and singlet core-excited

determinant, respectively. The bar over the spin-orbitals indicates electrons with spin β. In

the determinants presented in Eq. 4.1.4a - 4.1.4c, the single Slater’s determinant of the ground

state (Eq. 4.1.3) was used as guess for the spin-orbital optimization through a variational SCF

procedure fixing the occupancy of the 1s orbital to one. In the next chapter, we show that

the set of spin-orbitals optimized for the lowest triplet core-excited CSFs (Eq. 4.1.4b) is more

adapted for the calculation of the XAS spectrum.

Furthermore, the computational cost of the CIS calculation increases with the number of

orbitals and excited states required. In order to reduce this cost, we searched for the optimal

size of active space (i.e. number of orbitals included in the calculations). We found that

it is possible reduce the size of the active space discarding the MOs having energies above the

ionization threshold without losing of informations from the photoabsorption spectrum (Chapter

5.1.2) and this makes the calculations three times faster.
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Potential energy surfaces and dipole moment transitions

The core-ionized or excited wavefunctions (Slater’s determinant) presented above are used as

reference for the generation of the CSFs of CIS level of theory calculations. The latter provides

the dipole moment transitions (Eq. 1.2.5) and the potential energy surfaces.

In the following chapters, we employ the Taylor expansion to approximate the bounded

(harmonic approximation) and dissociative PESs as explained in Chapter 2. In order to verify

the validity of this approximation, we computed also the complete PESs.

Nuclear dynamics

The PESs and dipole moment transitions precedentely presented are input data for the nuclear

dynamics simulations. The latter provides the cross sections (Eq. 2.4.26).

In order to probe the loss of informations which occurs when the harmonic approxima-

tion (HA) is introduced we compared the Frank-Condon (FC) factors computed with different

approximation of the PESs. Furthermore, the role played by the electronic correlation in the

calculations is investigated. First, we used the CISDT method to compute the complete PESs

(ND-I.A). Within the same method, we used the HA to study the effects of the PESs approxima-

tion on the FC factors (ND-I.B). In the last, the HA was used to simulate the PESs computed

at CIS level (ND-II) in order to investigate the effects of the less correlated method. The three

methods are summarized in Table 4.1.

ND-I A PES computed at CISDT level

B PES computed at CISDT level using HA

ND-II PES computed at CIS level using HA

Table 4.1: Summary of the techniques used to take into account the nuclear dynamics of the core

excited states.

Comparison with the experimental data

The spectra obtained with the aforementioned approaches are then compared with the experi-

mental data. In order to evaluate the presence of metastable species and the ratio between the

ground and metastable molecular ions, a comparison with the experimental cross sections was

performed using a least-square best fit procedure
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σ(ω) = pGSσGS(ω) + pMSσMS(ω) (4.1.5)

where pGS and pMS are the weight coefficients corresponding to the population in the ground

and metastable state, respectively.

4.2 L-shell molecular ions

For silicon based molecular ions, we investigated the L-shell excited states. This choice is

dictated from the fact that the L-edge provides a complementary method to the K-edge since

it permits to explore core-excited states which cannot be explored using the latter due to the

dipole moment transition selection’s rules. Furthermore, the 2p excitation energies are around

100 eV falling into the soft X-ray region (as well as CH+
n and OH+

n ) while the 1s shell needs

higher energies in the order of 1800 eV [40].

The principal problem to work at the L-shell threshold is the non-negligible Spin Orbit

Coupling (SOC). On this subject, an extended theoretical work was carried out on molecule

containing chlorine whether on the photoabsorption [80, 81, 82] or on photoionization spectra

[83].

In the first part of this section, we focus our attention on the XAS of the different proto-

nated silicon molecular ions SiH+
n (n = 1 - 3) using, as done before for the K-shell, the simplest

one as case study to establish the protocol. In the second part of the section, we consider the

spin-orbit effects in the calculations of the 2p ionization potential.

4.2.1 Photoabsorption spectra

The flowchart presenting the protocol for the L-shell excited systems is reported in Fig. 4.2.

After the geometry optimization and the L-shell IP calculations, we compute the transition

dipole moments with the CIS method using the orbitals optimized for the lowest triplet core-

excited state, as in the K-shell protocol. In this last step, we have performed a study on the

effects of the active electrons included in the CIS expansion. The calibration of the XAS protocol

at the 2p excitation threshold was carried out for SiH+ molecular ion as case study.
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Geometry optimization and ionization potential

As for the K-shell photoabsorption spectra, the equilibrium geometries for the molecular ions

were computed using the DFT method. The energy gap between the molecular ion in the ground

and metastable states was computed through Eq. 4.1.1. Furthermore, the ionization potentials

were evaluated using Eq. 4.1.2 without taking into account the spin-orbit correction.

Potential energy surfaces, spin orbit coupling and dipole moment transitions

The orbitals relaxed for the first core-excited state were used as starting point to compute the

PESs and the dipole moment transitions using CIS method. The harmonic approximation was

used since the SOC calculations are highly time demanding. In those calculations, the active

space contains orbitals having energy up to 150 eV which is slightly higher than the 2p ionization

threshold computed without spin orbit correction.

The spin-orbit coupling effects were taken into consideration through the Breit-Pauli op-

erator which has the following form

ĤSO =
α2

2
{
Nel∑
i=1

Natoms∑
I=1

ZI
|(rj −RI)|3

[(ri −RI)× pi] · Si −

Nel∑
i=1

Nel∑
j 6=1

1

|ri − rj |3
[(ri − rj)× pi] · [Si + 2Sj ]} (4.2.1)

where α is the fine structure constant, ZI are the nuclear charges, ri and RI are the electron and

nuclear coordinates, respectively, pi is the electron momentum operator and Si is the electron

spin operator. In Eq. 4.2.1, the first double sum is also known as one-electron (1e) SOC

operator while the second double sum is the two-electrons (2e) SOC operator.
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Figure 4.2: Scheme of the calibration of the L-shell protocol

Fedorov et al. [84] implemented in the GAMESS-US package [85] the Breit-Pauli operator

such that it is possible to include the spin orbit corrections separately for the one and two-

electrons operators (1e and 2e) and through an intermediate partial two electrons contribution

(2ep). Then the SOC Hamiltonian can be rewritten in term of three different contributions
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〈ΨS,MS
|ĤSO|ΨS,MS

〉 = Ĥ1e
act−act + Ĥ2e

core−act + Ĥ2e
core−core (4.2.2)

where “core” and “act” is referred to the frozen and active electrons, respectively. The methods

1e, 2ep and 2e presented before are generally defined as follow:

1e 〈ΨS,MS
|ĤSO|ΨS′,M ′S

〉 = Ĥ1e
act−act (4.2.3a)

2ep 〈ΨS,MS
|ĤSO|ΨS′,M ′S

〉 = Ĥ1e
act−act + Ĥ2e

core−act (4.2.3b)

2e 〈ΨS,MS
|ĤSO|ΨS′,M ′S

〉 = Ĥ1e
act−act + Ĥ2e

core−act + Ĥ2e
core−core (4.2.3c)

A deep and exhaustive algebraic treatment of Eqs. 4.2.3a - 4.2.3c can be found in ref. [84] and

the details go beyond the scope of this discussion. Nevertheless, it is important to know that

in the 1e method the neglected two-electron term is approximatively replaced by semiemprical

effective charge, ZIeff .

The evaluation of the SOC matrix represents the most time-consuming step because the

evaluation of the Breit-Pauli matrix elements of the two-electron integrals. Therefore the im-

plementation of the 1e and 2ep methods introduces the possibility to reduce the time and space

disk requirements. In this work, we studied the best balance between the number of excited

electron included in the CIS calculation using the frozen core-approximation and the different

methods for the evaluation of the spin orbit couplings.

Nuclear dynamics

The PESs were computed within the harmonic approximation. For SiH+, the core-excited states

dynamics was probed with the nuclear wavepacket propagation. This method was not affordable

for the SiH+
n (n = 2, 3) molecular ions for two reasons 1) since the molecular ions in the ground

and metastable configuration present very different geometries, it is necessary to compute the

PESs beyond the HA approximation but 2) the computational cost of a single point calculation

is too high. It takes 26 hours for SiH+ and more than 90 hours for SiH+
2 and SiH+

3 (on Intel

Xenon 3 GHz processors). The X-ray photoabsorption cross sections were therefore computed

with the LCM presented in Chapter 2.
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Comparison with the experimental data

The comparison with the experimental data provided the population of the ground and metastable

states throughout Eq. 4.1.5.

4.2.2 L-edge ionization potential

The 2p ionization energies are affected by the chemical environment and the spin orbit coupling.

For a given atom, the creation of a new bond lifts the degeneracy of the 2px,y,z atomic orbitals

(Fig. 4.3), this effect is called molecular field (MF). Moreover, for the 2p orbitals, the spin

orbit interaction is non-zero and a further contribution to the splitting has to be taken into

consideration.

Figure 4.3: General scheme of the lift of degeneracy in the 2p orbitals with the introduction of the

molecular field. a the 2p orbitals are completely degenerate, b and c the molecular field lift partially and

completely the degeneracy, respectively

The SiH+
n molecular ions provide an example of the combination between the MF and

spin-orbit coupling interaction. They provides two different pictures: the 2px,y orbitals are

degenerate (Fig. 4.3.b) and the degeneracy is completely lifted (Fig. 4.3.c).

As seen in the previous section, the SOC interaction can be included in the calculation

through the Breit-Pauli operator but the high time consuming does not permit to include the

correlation effects through the inclusion of higher excitations in the CI method (CISD, CISDT,

...). The derivation of an effective Hamiltonian can permit to bypass the Breit-Pauli operator

and compute ionization threshold with more correlated methods in order to better compute

absolute and relative energies.
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The effective Hamiltonian for the spin-orbit couplings can be generally written as

ĤSO =

nel∑
i=1

P̂2p(Ωl̂iŝi)P̂2p (4.2.4)

where P̂2p is the projection operator on the 2p orbitals of silicon, l̂i and ŝi are the angular and

spin operator and Ω is the spin orbit coupling parameter associated to the silicon 2p shell. Ω is

a constant that can be positive or negative and that we consider positive for convention.

In the case of closed shell system where the 2px,y orbitals are degenerate (Fig.4.2b) the

ionized final state, generally labelled 2p−1, has doublet spin multiplicity. This leads to have six

wavefunction characterized by values of angular l, magnetic ml and spin ms quantum number

as reported in Table 4.2.

2p−1 state l ml ms

2pαπ+

1

+1 1/2

2pβπ+ +1 −1/2

2pασ 0 1/2

2pβσ 0 −1/2

2pαπ− -1 1/2

2pβπ− -1 −1/2

Table 4.2: Relativistic states for core ionized state (2p−1) with doublet spin multiplicity.

For this system, effective spin-orbit matrix has the following form

HSO(2p−1) =



E(2π+) + Ω/2 0 0 0 0 0

0 E(2π−)− Ω/2 0 0 0 Ω/
√

2

0 0 E(2σ) Ω/
√

2 0 0

0 0 Ω/
√

2 E(2π+)− Ω/2 0 0

0 0 0 0 E(2π−) + Ω/2 0

0 Ω/
√

2 0 0 0 E(2σ)


(4.2.5)

The details concerning the derivation of the matrix in Eq. 4.2.5 from Eq. 4.2.4 are

provided in Appendix A. The eigenvalue of the 2p−1 states obtained by diagonalization of the
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matrix in Eq. 4.2.5 are reported in the follow

1 Eπ± +
Ω

2
(4.2.6a)

2

[Eπ± + Eσ − Ω
2 ]±

√[
Eπ± − Ω

2 + Eσ

]2

− 4

[
Eπ± +

(
Eσ − Ω

2

)
− Ω2

2

]
2

(4.2.6b)

Since Ω is an unknown constant, it was evaluated finding the best value which reproduces

the relativistic energies computed trough the Breit-Pauli operator at CIS level. Once we eval-

uated Ω, we used the CISDT method to compute the energies in Eq. 4.2.5 and diagonalize the

matrix in order to obtain more accurate SOC energies.

A system which has 2p−1 final state with singlet or triplet multiplicity posses 12 wave-

function and the derivation of the effective matrix is more tedious. This work is under progress.

For the silicon molecular ions different cases are possible: closed-shell case, SiH+
n (n=1,

3), where 2px,y are degenerate (Fig. 4.2b) and the open-shell case, SiH+
2 , where the degeneracy

is completely suppressed owing to MF (Fig. 4.2c). In Chapter 7, the results of the XPS spectra

of SiH+ and SiH+
3 are presented. The vibrational analysis of the spectrum was carried out using

the LCM afore presented.

A general scheme of the calculation of the core binding energies is reported in Fig. 4.4.

4.3 Computational details

The electronic structure calculations were carried out with the quantum chemistry package

GAMESS-US [85]. For all calculations, a aug-cc-pvQz basis set [86] was used on all atoms and

7s,6p,5d,3f diffuse functions were added on the elements involved in the excitation to improve

the description of the Rydberg transitions.

The equilibrium geometries as well as the energy gap between the ground and metastable

molecular ions were computed using the Becke three parameter hybrid exchange [87] and the

Lee-Yang-Parr gradient-corrected correlation functional [88, 89].

The RHF orbitals obtained for the ground state of each species were used as guess for the

ROHF (or GVB) optimization of the orbitals when the 1s or 2p hole is created. The relaxed

orbitals are then used to compute the PESs and the transition dipole moments on the length
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gauge. The vertical cross sections were computed using a Voigt’s profile (Eq. 2.4.5).

Figure 4.4: Scheme of the calculation of photoelectron spectra

Energies at the CISDT level were obtained with the Occupation Restricted Multiple Active

Space (ORMAS) method [90] implemented in GAMESS-US package. It should be noticed that

within the ORMAS method it is not possible to compute the dipole moment transitions.

The wavepacket propagation calculations were performed using a code developed in our

group. The Auger decay widths for all systems were taken from literature [91, 92] and were

assumed to be independent on both the core-excited electronic states and internuclear distance.

Their values were fixed at 109 meV (6 fs), 160 meV (4 fs) and 45 meV (15 fs) for CH+
n , OH+

n and

SiH+
n , respectively. The cross sections were computed as Fourier transform of the autocorrelation

function (Eq.2.4.26) including the convolution with the Gaussian profile in order to include the
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experimental band pass.

Molecular ion Core-hole lifetime (fs) Broadening Γ (meV) Experimental band pass (meV)

CH+
n 6 109 280

OH+
n 4 160 200

SiH+
n 15 45 80

Table 4.3: Core hole lifetime and experimental band pass for the XH+
n ( X = C, O, Si — n= 1, 2, 3)

molecular ions
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Results and discussion





“You can only analyze the data you have.

Be strategic about what to gather and how to store it”

— Marie Skldowska Curie





5

∣∣∣∣ X-ray absorption spectra of CH+
n

and OH+
n molecular ions

In Chapter 5 are presented the results of the calibration of the protocol for the K-shell molecular

ions and its application to the study of the X-ray photoabsorption spectra of Carbon and Oxygen

based molecular ions CH+
n and OH+

n (n=1-3).

The Chapter is divided in three main sections. In Section 5.1 is presented the study

concerning the development of the protocol for K-shell excited molecular ions using CH+ as

case study. Point by point, the different aspects presented in the previous Chapter are analysed:

starting from the equilibrium geometry and IP calculations going then deeply in the X-ray

photoabsorption spectra calculations. We investigate the effects of the spin-orbitals relaxation

and the importance of the nuclear dynamics in the core-excited state. Finally, the comparison

with experimental data is carried out.

In Section 5.2 and 5.3, the chosen methodology is applied to CH+
n and OH+

n molecular

ions (n = 2, 3), respectively. In these cases, results from the experimental set-up, presented in

the Introduction, predict a nearly zero XAS in disagreement with our calculations. Reasons for

this discrepancy are discussed.

83
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5.1 CH+ as case study to the calibration of the method

5.1.1 Geometry optimization and ionization potential

In the ground state CH+ is a closed shell system with electronic configuration of (1sσ)2 (2sσ)2

(3σ2). It is termed 1Σ+ and 3Π in ground and valence excited states, respectively. The energy

gap between the two was computed at DFT/B3-LYP level and it is estimated to be 0.927 eV

close to the value computed by Green et al. [93] (1.14 eV).

The computed internuclear distance for CH+ ground state is 1.135 Å which is good agree-

ment with the theoretical literature value of 1.130 Å [93]. For this molecular ion no experimental

bond distance are available in literature. However, the bond length of CH+ can be compared

to that of the neutral species CH since the difference between the bond distance for the neutral

XH and ionized species XH+ for X = B, N, O are small [94, 95]. The CH bond length is 1.131

Å which is close to the value we obtained for CH+. The computed ionization threshold for the

1s electron of the Carbon is 312 eV at DFT/B3-LYP level.

5.1.2 Optimization of the spin-orbitals and the active space choice

The photoabsorption spectrum for CH+ was computed using three different sets of spin-orbitals:

optimized for the core ionized CIon and lowest triplet TCE and singlet SCE core-excited states.

Using the ground state orbitals computed at RHF level as guess, the ROHF method was used

for the optimization of the first two while the lowest singlet core-excited state was optimized

through the GVB method. This step of the study was carried out using a aug-cc-pvQz basis

set.

For the three sets we use the complete active space (i.e. all spin-orbitals available) or

a smaller set of it. In the latter we kept all orbitals with energy lower than 350 eV which

corresponds to energy slightly greater than the K-shell ionization energy. This permits to

reduce the active space from more than 200 MOs to 52 and with it the computational cost.

In Table 5.1, we compare the energy position and oscillator strength of the lowest (and

most intense) transition at the equilibrium distance obtained with the different approaches.

The energy position of this transition is compared to the more accurate values obtained at the

CISDT level using the singlet core-excited set of spin-orbitals. At CISDT level, the values of

the energy transition are 285.86 eV for the complete active space calculations and 285.65 eV for

the reduced active space ones.
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Guess reference
Transition
involved

Active
Space E transition (eV)

Oscillator
strength ∆E

Core ionized 1s→ π
Complete 284.74 0.10870 1.12

Reduced 283.23 0.11636 2.42

Singlet core excited 1s→ π
Complete 285.91 0.14762 0.05

Reduced 283.31 0.15049 2.34

Triplet core excited 1s→ π
Complete 285.49 0.13805 0.37

Reduced 283.84 0.14699 1.81

Table 5.1: Energy and oscillator strength associated to the lowest transition (1s → 1π). ∆E is the

energy difference between the first transition computed at CIS level and the energy difference computed

at CISDT level.

The energy position is best described when the spin-orbitals optimized for the singlet core-

excited orbitals are used with complete active space. The difference with the CISDT calculations

is only 0.05 eV. However, when the active space is reduced the best choice is the set of spin-

orbitals optimized for the triplet core excited reference. The oscillator strength changes by at

most 50% depending on the choice of the initial guess of spin-orbitals.

We further study the effects of the chosen set of spin-orbitals and active space on the

higher transitions. In Fig. 5.1 are reported the simulated spectra for the different optimized

spin-orbitals and actives spaces. The spectra were simulated using a Voigt profile (Eq. 2.4.5)

using a FWHM of the Gaussian profile equal to 200 meV which corresponds to the experimental

band pass [32]. For comparison, all spectra were shifted such that the first transition matches

that obtained at the CISDT level.

The Fig. 5.1 shows that the global shape of the spectra and the electronic transitions

involved in the excitation are invariant with respect to the choice of the spin-orbitals and active

space. This is better shown in Fig. 5.2 where the simulated spectra are reported in logarithmic

scale.

In Fig. 5.3 are reported the principal orbitals involved in the electronic transition. The

most intense peak corresponds to the transition from the 1s toward the first two π MOs that

are degenerate and the second is assigned to the 1s→ 1σ∗ transition. Absorption lines at higher

photon energy correspond to transitions towards Rydberg states.
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Figure 5.1: Simulated photoabsorption spectra of CH+ at CIS levell with the three different sets of

spin-orbitals: singlet core excited (green), triplet core excited (blue) and core ionized (red) spin-orbitals

for the complete active space (black dotted line) and the reduced active space (full color line).
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Figure 5.2: Simulated photoabsorption spectra of CH+ in logarithmic scale. The spectra were com-

puted at CIS level with the reduced active space for the three different sets of spin-orbitals: singlet

excited (green), triplet core excited (blue) and core ionized (red) reference.
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1π 2π 1σ∗

Figure 5.3: CH+ molecular orbitals involved in the electronic transition.

For the peak at 285.65 eV, it should be noted that for the core excited set of spin-orbitals,

we optimize the orbitals fixing the electron in one of the first two π orbitals which slightly lifts

the degeneracy, especially for the singlet core excited spin-orbitals. It results in a broader and

less intense peak.

As discussed above, the overall shape of the spectra is weakly dependent on the choice

of the spin-orbitals and active space. However, the gap between the first two peaks depends

significantly on the choice of the spin-orbitals. The core-excited spin-orbitals predict an energy

gap of about 13.5 eV while the latter obtained with core-ionized spin-orbitals is only 11.02 eV.

In order to determine which set of spin-orbitals provides the best estimate we have calculated

this energy difference at CISDT level with the complete active space. The computed energy gap

is 11.22 eV which shows that the core excited spin-orbitals overestimate the energy gap by about

2 eV. As shown by Ågren et al [96], spin-orbitals optimized for core-excited state systematically

predict larger energy difference between the lowest core-excited state and states in the Rydberg

region because of the limited penetration of the latter in the core region. It should be noted that

the reduction of active space does not lead to significant changes in the spectra. As shown in

Table 5.1, it only introduces a global shift. However, the gain in computational time compared

to the complete active space calculations is remarkable (3 times faster).

5.1.3 Nuclear dynamics results

The effects of the dynamics in the core-excited state were evaluated using three different ap-

proaches:

• Using the complete PESs computed at CISDT (ND-I.A) level (Fig. 5.4)
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• Using the harmonic approximation at CISDT level (ND-I.B)

• Using the harmonic approximation at CIS level (ND-II)

In these calculations we augmented the basis set with 7s, 6p, 5d, 3f diffuse functions in

order to improve the description of the Rydberg region. It should be noticed that the dipole

moment transitions used in the following were computed at CIS level since they are not available

in the package used to the CISDT calculation (ORMAS).

In Table 5.2 are reported the energies and FC factors for the transitions from the funda-

mental vibrational level ν0 towards the first five vibrational levels ν ′n (n = 0− 4) of the lowest

core-excited state computed using the three methods.

Frank - Condon factor

ν0 − ν ′0 ν0 − ν ′1 ν0 − ν ′2 ν0 − ν ′3 ν0 − ν ′4
ND-I.A E 287.26 287.62 287.94 288.26 288.55

FC factor 0.7773 0.2077 0.0145 0.0002 < 10−6

ND-I.B E 287.28 287.71 288.12 288.52 288.90

FC factor 0.6730 0.2002 0.0829 0.0277 0.0102

ND-II E 283.61 283.94 284.26 284.58 284.88

FC factor 0.4831 0.3726 0.1204 0.0214 0.0023

Table 5.2: Energies and Franck-Condon factors for the transition ν0− ν′n (n = 0− 4) computed within

the methods ND-I.A, ND-I.B and ND-II.

Comparing the results of the CISDT calculations, we notice that the introduction of the

HA does not affect strongly the distribution of the FC factor but influences the vibrational

frequencies. Conversely, the comparison between the CIS and the CISDT calculation within the

HA shows a strong difference in the FC factor distribution. This effect is probably related to

the location of the minimum in the ground and core-excited state which is better described in

the CISDT calculation.

Comparing the results reported in Table 5.2 and the vertical energy computed at CISDT

level, we observe that the CISDT calculations using the triplet core-excited spin-orbitals over-

estimate the first transition energy while the CIS calculations underestimate it. This behaviour

could be attribute to the fact that the CI method has a slow energy convergence [97] and then

the introduction of the triple excitations could not be enough to recover all the correlation
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and get the correct transition energies. Nevertheless, we chose to use the CIS since it is less

time-demanding.
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Figure 5.4: Potential energy curves of CH+ : ground state and relative wavefunctions in blue, first

and second core excited state with non zero dipole moment in red and orange, respectively.
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Figure 5.5: Computed Lorentzian spectra within the methods ND-I.A, ND-I.B and ND-II.

We now investigate the effects of the nuclear dynamics on the absorption spectrum com-

paring in Fig. 5.6 the results from the vertical spectrum (Eq. 2.4.5) and the ones obtained

with the nuclear wavepacket propagation (Eq. 2.4.26). The potential energy curves and dipole

moment transitions were computed at CIS level with the triplet core excited reference and re-
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duced active space were used. The first line centered at 285.65 eV is splitted into three peaks

corresponding to transition to the three lowest vibrational levels of the 1, 2π core-excited state,

as seen before. The energy differences between the successive vibrational levels are larger than

the lifetime broadening such that with sufficient resolution it is experimentally possible to re-

solve these structures. On contrary to the first line, the intensity of the second peak (≈ 299 eV)

is significantly decreased and broadened over more than 3 eV. This is a demonstration of the

dissociative nature of the potential energy curve corresponding to this core-excited state. For

higher lines, we see alternance of dissociative and bound states. Owing to small energy sepa-

ration between the electronic states in this region it is not possible to resolve the vibrational

levels of each bound state.
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Figure 5.6: Comparison of simulated photoabsorption spectra of CH+ with and without nuclear

dynamics, respectively in filled curve and full line.

The X-ray photoabsoption spectrum of the metastable state presents the same character-

istic of the ground electronic state.

From the above presented results appear the important role of the nuclear dynamics. In

order to have a good representation of the spectral features, it is necessary to include it in

particular when dissociative states are present.
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5.1.4 Comparison with experimental data

The comparison between the results from the nuclear wavepacket propagation and the experi-

mental data is reported in Fig. 5.7.

The results of the population fit suggests that 90% of the population is in the ground

electronic state and the remaining percentage is in the valence excited state. A global shift of

2.9 eV on the CIS transition energies was applied corresponding to an error of the 1% on the

energy position.

The vibrational progression of the main peak at 286.84 eV is experimentally observed since

the spacing between ν0−ν ′0 and ν0−ν ′1 is 241 meV, just above the experimental resolution of 200

meV. The agreement between computed and theoretical oscillator strength of the vibrational

progression is not perfect (Table 5.3). The experimental oscillator strength distribution is closest

to the one computed at CISDT level (Table 5.2) indicating that it is important to take into

account the correct displacement of the core excited PESs. The assignment of the transitions

toward the 1σ∗ and Ryberg states in the experimental spectrum is difficult to perform because

the low photoabsorption cross sections in this region.

According to our simulation, the peak at 283.4 eV in the experimental spectrum is due

to the metastable state.

Transition Etheory (eV) Eexp (eV) ftheory fexp

ν0 − ν ′0 286.60 286.84 0.48 0.80

ν0 − ν ′1 286.95 287.24 0.38 0.23

Table 5.3: Energy E and oscillator strength f for the 1s→ π transitions

In conclusion, the results presented above show that spin-orbitals optimized for the first

triplet core-excited state represent a good reference to the CIS calculation. Nevertheless, it

is necessary to include in the calculation the nuclear dynamics effects in order to describe the

dynamics of the excited state especially for core-excited states with dissociative character. Then

this protocol was used to compute the photoabsorption spectra of the CH+
n (n=2, 3) and OH+

n

(n=1, 2, 3) molecular ions.
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Figure 5.7: Comparison between theoretical (bottom) and experimental (top) results. In the theoretical

data, the red and blue filled curve are the computed spectra for the ground and metastable state,

respectively and the dashed line is the sum of the two.
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5.2 Calculations of the photoabsorption spectra of CH+
n

In the chosen methodology, the geometry optimization and the K-shell IP calculations are

performed with the DFT/B3-LYP method. The spin-orbital relaxation is carried out for the

lowest triplet core-excited state. The energies and dipole moment transitions are computed at

CIS level. The CH+
n spectra were compute neglecting the nuclear dynamic effects.

Experimental spectra for CH+
2 and OH+

2 are shown in Fig. 5.8. They are nearly zero.

Spectra for CH+
3 and OH+

3 are not available. As presented in the Introduction, in the exper-

imental set-up, upon the core-excitation, the double charged atomic ion X2+ (X = C, O, Si)

formed after Auger decay is detected. Then the low cross sections in Fig. 5.8 correspond to

the lack of production of the X2+ species. Two hypothesis are moved forward: either for the

XH+
n (X= C, O; n=2,3) systems the electronic transitions present a very low cross section or

these molecular ions follow fragmentation pathways that are not detectable in the experimental

set-up.
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Figure 5.8: CH+
2 and OH+

2 experimental spectra.

In the following sections the photoaborption spectra of XH+
n (X= C, O; n=2,3) in the
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a11 b1 a1

Figure 5.9: CH+
2 molecular orbitals involved in the electronic transition.

ground state are simulated in order to exclude one of the two possibilities.

CH+
2

The methylene cation, CH+
2 in its ground state is a doublet spin system with C2v symmetry and

electronic configuration 1a2
1 2a2

1 1b2
1 3a1

1. The computed IP for the Carbon 1s shell is 307.5 eV.

The geometry and IP data for the CH+
n molecular ions are summarized in Table 5.4. As can be

observed from this Table, the addition of a proton leads to a lowering if the K-shell potential of

4.5 eV.

Bond distance C—H (Å) (exp) θH2−C−H1 (exp) IP (eV)
1CH+ 1.135a — 312
2CH+

2 1.09638a 140.47 (144.6b) 307.5
1CH+

3 1.0980a 119.9 306.6

a experimental data not available

a data from Ref. [27]

Table 5.4: Geometries and K-shell ionization threshold for CH+
n (n=1, 2, 3) molecular ions.

In Fig. 5.10 is depicted the computed spectrum for CH+
2 . It was shifted with respect to

the value of the first transition computed at CISD level (E1s→a11 = 281.7 eV). The spectrum has

the same features seen before for CH+: a main peak centered at 281.7 eV which involves the

transition 1s→ 3a1 and 1s→ 2b1. The peak at 295.8 eV corresponds to the transitions 1s→ 3b2

state while the region above corresponds to the Rydberg transitions. The MOs involved in the
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excitation are reported in Fig. 5.9.
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Figure 5.10: CH+
2 computed X-ray photoabsorption spectrum.

CH+
3

The CH+
3 molecular ion has a trigonal planar geometry with point group D3h and it has electronic

configuration 1a′21 2a′21 1e′4. As reported in Table 5.4, the K-edge IP is computed to be 306.6

eV.

The computed spectrum is shown in Fig. 5.11. The first transition computed at CISD

level has value of 280.08 eV therefore a shift of 0.92 eV was applied to the CIS spectrum. Unlike

what we saw before for CH+ and CH+
2 , the spectrum presents two peaks at 280.08 eV and 293.28

eV with comparable photoabsorption cross section. The former corresponds to the transition

towards the 1a′2 molecular orbitals while for the second one the assignment of the electronic

character was not possible since the CI state presents a strong CSF mixing.
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Figure 5.11: CH+
3 computed X-ray photoabsorption spectrum.

5.3 Calculation of the photoabsorption spectra of OH+
n

OH+

Conversely to CH+, OH+ in the ground state is a triplet spin system (3Σ−) and its electronic

configuration is (1sσ)2 (2sσ)2 (2σ)2 (1π)1 (2π)1. The ground (3Σ−) - metastable (1∆ )energy

gap was computed first at the DFT/B3LYP level and it has the value of 2.91 eV. For this

system, the energy gap, measured through the photoelectron spectrum [98] is 2.19 eV.

The computed ground state equilibrium internuclear distance is 1.024 Å which agrees well

with the experimental value (1.029 Å [95]). Its K-shell ionization potential is found at 555.9 eV.

Geometries and K-shell IPs for the OH+
n (n=1,2,3) molecular ions are summarized in Table 5.5.

In Figure 5.12 is reported the comparison between the absorption spectra computed at

CIS level with and without nuclear dynamics. The spectra were shifted by 1.68 eV according

to the first transition energy value computed at CISD level (E1s→1πCISD= 527.44 eV). Unlike

CH+, the main peak corresponds to the 1s → 1π transitions toward the singly occupied MOs

and no vibrational progression is present. The higher transitions are toward Rydberg states.
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In particular, the core-excited transitions at 543.3 and 546.4 eV involve states with dis-

sociative character since the peaks spread over 8 eV.

Bond distance O—H (Å) (exp) θH2−O−H1 (exp) IP (eV)
3OH+ 1.025a (1.029) — 555.9
2OH+

2 1.0048b 109.8b 555.1
1OH+

3 0.9793c (0.976) 112.9a (111.3) 551.8

a data from Ref. [99]

b experimental data not available

c data from Ref. [100]

Table 5.5: Geometries and K-shell edge ionization potentials for OH+
n (n=1,2,3) molecular ions.
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Figure 5.12: OH+ computed spectrum, comparison between the vertical and nuclear wavepacket results

respectively in full line and filled curve.

The results from the nuclear wavepacket propagation were then compared with the ex-

perimental ones as reported in Fig. 5.13. The fit of the population suggests that for this system

the molecular ions are in the ground state. This ratio was recovered shifting the computed

spectrum of 2.7 eV respect to the CIS vertical transition. The lack of vibrational progression of
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the 1s→ 2pπ transition as well as the broad peak around 545 eV are seen in the experimental

data. Fig. 5.13 shows a very good agreement between the computed and experimental data.
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Figure 5.13: Comparison between the theoretical (bottom) and experimeltal (top) spectrum of OH+.

OH+
2

Similarly to CH+
2 , the diprotonated oxygen molecular ion OH+

2 posses C2v symmetry with

electronic configuration 1a2
1 2a2

1 1b2
1 3a2

1 2b1
1. Its K-shell IP is computed to be 555.1 eV (Table
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5.5).

In Fig. 5.15 is reported the computed spectrum for OH+
2 , the spectrum is shifted by 1.65

eV with respect to the transition computed at CISD level (ECISD1s→2b11
= 525.42) The main

peak at 525.42 eV corresponds at the transition towards the singly occupied MOs (Fig. 5.14).

Compared to OH+ and CH+
2 , the OH+

2 computed spectrum presents more transitions in the

region above 535 eV. Transitions through the 3b1 and 4a1 molecular orbitals characterize the

family of peaks between 538 and 544 eV. Transition in higher photon energy are toward Rydberg

states.

2b1 4a1 3b1

Figure 5.14: OH+
2 molecular orbitals involved in the electronic transition.

OH+
3

In its ground state, the hydronium cation OH+
3 belongs to the C3v point group with electronic

configuration 1a2
1 2a2

1 1e4 3a2
1. The oxygen K-shell IP is computed to be 551.8 eV. Conversely

to what observed before, the addition of the H leads to a lowering of 3.3 eV of the 1s shell IP.
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Figure 5.15: OH+
2 computed X-ray photoabsorption spectrum.

The computed spectrum (Fig. 5.17) was shifted of 1.41 eV with respect the computed

transition at CISD level (ECISD1s→4a1 = 533.74 eV)

As can be seen from pictures Fig. 5.17, the OH+
3 has significantly different features. The

energy difference between the first peak and the IP (also named term value) is sensitive lower

than OH+ and OH+
2 . It goes from 28.5 and 29.7 eV for OH+ and OH+

2 , respectively, to 18.1 eV

for OH+
3 . Furthermore, the first transition have very low intensity.

4a1 2e 2e

Figure 5.16: OH+
3 molecular orbitals involved in the electronic transition.
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Figure 5.17: OH+
3 X-ray photoabsorption spectrum.

The change in the trend can be explained looking at the MOs characteristics, in the

previous cases the first transition involves MOs which have a contribution from the 2p orbitals

of the excited atom. Conversely in this last case the 2p orbitals are filled by the bonding electrons

and the empty MOs are placed at higher energy.

The above discussed data of XH+
n (X= C, O; n=2,3) molecular ions show that all the

systems present a very well defined spectrum with photoabsorption cross sections higher than

10 Mb. Then the hypothesis of the negligible dipole moment transitions for this system is

discarded and the fragmentation pathways for these molecular ions have to be investigated.

Such studies are under progress.
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∣∣∣∣ X-ray absorption spectra of SiH+
n

molecular ions

In this Chapter are reported and discussed the results of the calibration and application of the

protocol for the calculations of X-ray photoabsorption spectra on the L-edge of silicon molecular

ions. As introduced in Chapter 4, we used SiH+ as case study. The protocol was then applied

to SiH+
2 and SiH+

3 .

The first Section is dedicated to SiH+ molecular ion. First, the ground state properties are

presented. The choice of spin-orbit coupling operator and the active space are then discussed.

The Section continues with the discussion of the nuclear dynamics results by comparison of the

results from the nuclear wavepacket propagation and linear coupling model. It ends with the

comparison with the experimental results.

In Section 6.2 and 6.3, the SiH+
2 and SiH+

3 results are reported within the same framework

of the first Section.

In Section 6.4, the Infrared spectroscopy (IR) is proposed as diagnostic method to probe

the production of metastable states of SiH+
2 and SiH+

3 in the ECRIS source.

6.1 SiH+

SiH+ in the ground state has (1sσ)2(2sσ)2(2pπ)4(2pσ)2(4σ)2(5σ)2 electronic configuration and

it is termed 1Σ+. The bond distance is computed to be 1.514 Å which is in good agreement with

the experimental data (1.504 Å[95]). The bond distance for the metastable state was computed

to be 1.5469 Å, slightly greater than in the ground state.

103
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The ionization threshold for the 2p shell is 119.5 eV, the calculations were carried out

neglecting spin orbit coupling effects. The L-shell IP is the same for the valence excited state.

The energy gap between SiH+ and its valence excited state, 3SiH+, computed at the

DFT/B3-LYP level is 2.29 eV (Fig. 6.9).

6.1.1 Spin Orbit Coupling operator

As presented by the previous Chapter, the relaxation effects upon core-excitation are taken

into account optimizing the spin orbitals for the first triplet core-excited state within a ROHF

procedure. In the case of the 2p excitation, fixing the occupancy of one of the 2px,y,z orbitals

to one, leads to a preferential direction. To avoid it, we performed the optimization in the 2s

shell which is close in energy to the 2p shell.

For all the calculations, the active space was restricted from 220 to 100 MOs which

corresponds to discard the spin-orbitals with energy above 154 eV, slightly higher than the

L-shell IP.

As previously introduced, we computed the spectra using the one-electron 1e, two-electrons

2e and partial two-electrons 2ep method. For each of them, we studied the effect of the inclusion

of the valence excitations. The 1s and 2s orbitals are always inactive (or frozen) while the 2p

electrons are always active. In the following, we applied a labelling according to the number

of valence MOs : 3/nval/100 where 3 and nval indicate the number of active 2p and valence

orbitals, respectively and 100 represents the number of orbitals in the active space. A general

picture is presented in Fig. 6.1.

In Table 6.1 are reported the energy values of transition computed for the different SOC

operators and active spaces. From these data, it is possible observe that for a given number

of excited electrons the excitation energy at CIS level is nearly the same for all three SOC

operators. For example, for the calculation with the 3/2/100 active space the energy change of

0.03 eV going from the 1e to the 2e operator.

In Figure 6.2 are reported the spectra for the different type SOC operator and active

space. On the top panel, it is possible to observe that, going from 3/2/100 to 3/0/100 active

space even if the number of active electrons is increased the features of the spectra do not

undergo any changes. Therefore, when the of the valence excitation are included the Ĥ1e
act−act

operator compensates the Ĥ2e terms.
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Figure 6.1: Scheme of active orbitals in the calibration of L-shell protocol

SOC operator Frozen Orbitals Energy CIS (eV)

1e

3/2/100 97.62

3/1/100 97.35

3/0/100 98.08

2ep

3/2/100 97.64

3/1/100 97.38

3/0/100 98.10

2e

3/2/100 97.65

3/1/100 97.40

3/0/100 98.16

Table 6.1: Values of the first excitation energy (1s→ 1π∗) computed at CIS level with the one-electron

1e, two-electrons 2e and partial two-electrons 2ep operators and CISD level without spin-orbit coupling.

This compensation is lost when the valence orbitals are inactive and, as we can see from

the bottom panel in Fig 6.2, the spectra computed within the different SOC operator present

different profiles. This can be associated to the fact that when the active electrons decrease the

Ĥ2e terms became more important.

The results show that including all the valence excitations in the calculations, we can
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reliably use only the 1e term in the calculation of the XAS spectra.
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Figure 6.2: Simulated spectra for the different SOC methods: 1e (red line), 2e(blue line) and 2ep (green

line) with different number of excited electrons. In bottom panel are reported the spectra computed

exciting only 2p electrons, in the middle and top panels are reported the spectra computed allowing the

excitation of the excitation from one and two valence orbitals, respectively

Furthermore, we analysed the CPU-time for the spin-orbit coupling calculations with the

different terms. In Fig. 6.3 is reported the time (in hour) for the different SOC method and
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active space. The calculations carried out using the full Breit-Pauli operator are the most time

expensive ones. As we can see from Fig. 6.3, within the 3/2/100 active space the calculations

for a single point using the 2e method is 16 times longer than the 1e method. Since the 3/2/100

active space provides results independent from the chosen spin-orbit operators, we decided to

perform the calculations using this active space and the one-electron term for all the systems.

370 380 390 400 410 4200 10 20 30 40 50

Time (h)

1e and 2e SOC operator
Partial 2e and full 1e SOC operator
1e SOC operator

418

3/2/100

3/1/100

3/0/100

49

26

26

11

6

26

6

0.5

Figure 6.3: CPU-time for the SOC calculations. In red and blue are reported,respectively, the time

for the calculations with complete Breit-Pauli operator and the partial 2e and full 1e operator. The time

consuming for the calculations with the monoelectronic SOC operator is shown in green.

6.1.2 Electronic transitions analysis

The analysis of the electronic transitions for the L-shell excited systems is more complicated

due to the high number of transitions upon spin-orbit interaction. In the simplest case, SiH+

in its ground state, the electronic transitions arising from the spin orbit-coupling interaction

are around 1900, this scenario makes a detailed analysis not feasible. In order to identify the

electronic characteristics of each region, we compared the spectra with and without spin-orbit

coupling (Fig. B.1a in Appendix B) and then for each family of peaks we analysed the electronic
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π∗ π∗ σ∗

δ∗ δ∗ π∗

Figure 6.4: Molecular orbitals involved in the electronic transitions of SiH+

structure of the most intense transitions without SOC. The same treatment has been done for

the spectrum of the metastable state.

In the ground state SiH+, the first transitions occur toward the 1−2π∗, Fig. 6.4a and 6.4b,

in the region at 99-104 eV. These transitions exhibit really low cross sections (below 0.02 Mb).

In the region between 105 and 109 eV, the transitions 2p−1 → σ∗ take place (Fig. 6.4c). The

family of very intense peaks at 109-113 eV corresponds to states with nδ∗ and nπ∗ characters

(Fig. 6.4d, 6.4e and 6.4f). Rydberg states are implicated in the region above 113 eV.

For 3SiH+, the first transitions towards the singly occupied MO having π character occur

below 98 eV. The spectrum above 98 eV presents the same electronic characteristics of the

aforementioned ground state.

6.1.3 Nuclear dynamic simulation

As introduced in Chapter 4, the core-excited state nuclear dynamics of the 2p-excited system

was carried out using the nuclear wavepacket propagation and the linear coupling model (LCM).

Furthermore, we used the HA to approximate the PESs because the long CPU-time of the

SOC calculations. We computed three points around the equilibrium geometry using 3/2/100
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Region FWHM (eV) Region FWHM (eV)
1SiH+ I < 102 eV 0.08 3SiH+ I < 99.0 eV 0.08

II 102 - 108.2 eV 1.28 II 99.0 - 104.0 eV 0.08

III > 108.2 eV 0.08 III 104.0 - 108.0 eV 2.11

IV > 108.0 eV 0.08

Table 6.2: Full width at half maximum (FWHM) in eV for the different region of ground and metastable

states of SiH+, respectively 1SiH+ and 3SiH+.

active space and one-electron spin-orbit coupling operator. The nuclear wavepacket was per-

formed using a core hole lifetime of 45 meV.

For the linear coupling model, the vertical spectrum without SOC was divided in three

regions according the involved electronic transitions. The gradient was computed for represen-

tative core-excited states, i.e. those with higher photoabsorption cross section. In Table 6.2

are reported the FWHM of the Gaussian broadening (Eq. 2.4.12) used in the simulation of the

spectrum. More details about the complete procedure can be found in Appendix B.

In Fig. 6.5 is shown the comparison between the vertical spectra computed with the LCM

and the nuclear wavepacket propagation. The region strongly affected by the dynamics is the

one located around 107 eV due to the dissociative character of these states. The LCM predicts

for these transitions a Gaussian broadening with FWHM of 1.28 eV which reproduces well the

broadening obtained with the nuclear wavepacket simulation. Moreover, the last method shows

that the peaks between 108 and 112 eV undergo only small changes in the photoabsorption

cross sections.

The same treatment was carried out for the metastable state spectrum. According to the

transitions features, the spectrum was divided in four regions as reported in Table 6.2. Only

the Region III presented a large vibrational distribution and a Gaussian broadening of 2.11 eV

was used in the simulation. The comparison between the spectra computed within the vertical

approximation, LCM and nuclear wavepacket propagation is reported in Fig 6.6. The LCM is

able to reproduce well the broadening over 2 eV in Region III. In Regions I and III, the nuclear

wavepacket propagation leads to a larger FC distribution which makes the peaks in those regions

broader and less intense.
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Figure 6.5: Spectra computed with vertical approximation (bottom), linear coupling model (middle)

and nuclear wavepacket propagation (top) approaches for ground state SiH+ molecular ion.
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Figure 6.6: Spectra computed with vertical approximation (bottom), linear coupling model (middle)

and nuclear wavepacket propagation (top) approaches for metastable state SiH+ molecular ion.

6.1.4 Comparison with experimental data

The comparison with the experimental data was performed using both the results from the LCM

and the nuclear wavepacket propagation.

The results from the nuclear wavepacket propagation are compared with the experimental
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data in Fig. 6.7. The spectrum was obtained from the fitting procedure which suggest that 56%

of the ground state and the 44% of the metastable state contribute to the spectrum. A global

shift of 2.5 eV was applied to the spectrum computed at CIS level.

The comparison permits to assign the electronic structure and contributions in the exper-

imental spectrum. In the region below 100 eV, the experimental data presents a cross section

lower than 1 Mb and the theoretical data overestimate the cross section in this region. Only

the metastable state contribute to this part of the spectrum. In the rest of the spectrum, the

contributions from 1SiH+ and 3SiH+ are comparable. The family of peak between 109 and 114

eV has a structure formed by two main peaks having maximum at 111.0 and 112.4 eV which

can be attributed to the triplet and singlet states, respectively.

The simulations of the experimental spectrum from the LCM and nuclear wavepacket

calculations are compared in Fig. 6.8. The LCM was shifted in order to have a direct comparison

with the last one. The LCM method overestimates the region below 100 eV of a factor of 2.

The peaks distribution in the nδ∗ − nπ∗ region (108 - 112 eV) is not well reproduced. Because

within the LCM method only few representative states were considered, the width of the peaks

is underestimated. The fit procedure on the results from the LCM indicates a contribution of

the 66% from the ground state and of 34% from the valence exited state. The spectrum was

shifted of 2.0 eV. The electronic structure of the spectrum is the same as discussed before.

Furthermore, the 1SiH+/3SiH+ distribution computed within the LCM method differs

slightly from the one computed with the nuclear wavepacket propagation method. Nevertheless

its simplicity permits to adopt it to probe the dynamics for bigger systems where the the

computational cost spin-orbit interactions does not allow to perform the PESs calculation and

the wavepacket propagation.
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Figure 6.7: Experimetal (top) and theoretical (bottom) spectra photoabsorption cross section for SiH+

molecular ion
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Figure 6.9: Ground state - metastable state energy gap for SiH+
n (n= 1, 2, 3) molecular ions.

6.2 SiH+
2

SiH+
2 in the ground state has a doublet spin multiplicity with electronic configuration 1a2

1 2a2
1

1b2
1 1b2

2 3a2
1 4a2

1 2b2
1 5a1

1 belonging to the C2v point group, as shown in Figure 6.10. The geometry

optimization indicates a very different geometry for the system in the ground and mestastable

state without changing in the point group. The 2SiH+
2 /4SiH+

2 energy gap is computed to be

3.7 eV. The bond distance in the ground and metastable states are, respectively, 1.4828 Å and

1.6043 Å. The valence excitation strongly affects the H2−Si−H3 angle with a decreasing from

119.49◦ in the ground state to 69.02◦ in the metastable state. The geometries data are reported

in Table 6.3. Experimental data about the geometries are not available for SiH+
2 .

∆E (eV) Bond distance Si-H (Å) θH2−Si−H3 Ionization Potential (eV)

2SiH+
2 3.7

1.48275 119.49 116.8

4SiH+
2 1.6043 69.02 115.9

Table 6.3: Geometry data for the ground state and the mestable state of SiH+
2 molecular ion.

The bond distance and angle for SiH+
2 were compared with the ones for the neutral silicon
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dihydride, SiH2 [101]. It has bond distance and H2 − Si − H3 angle of 1.514 Å and 92.0◦,

respectively. The removal of on electron leads to the enhancement of strength of the Si - H

bond with a shorter bond length. On the contrary the H2 − Si − H3 angle is larger in the

molecular ion.

The IP was computed for both systems neglecting the spin-orbit couplings, the values are

116.8 and 115.9 eV for 2SiH+
2 and 4SiH+

2 , respectively (Table 6.3).

(a) (b)

Figure 6.10: Geometry of 2SiH+
2 (a) and 4SiH+

2 (b).

The electronic transition analysis was performed on the vertical spectrum of 2SiH+
2 and

4SiH+
2 . For the ground state system, the first region is located between 95 and 102 eV and is

characterized by transitions toward the singly occupied MO. Two families of peaks are present

between 102.0 and 107.0 eV which correspond to transitions toward a1 orbitals (Fig. 6.11b and

6.11c). Next, transitions up to 112 eV involve a2 and b1 orbitals. The Rydberg transitions take

place in the rest of the spectrum.

The metastable spectrum has five different regions characterized by transitions with the

same nature of the ground state spectrum.
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b1 a1 a1

b1 a2 a2

Figure 6.11: Molecular orbitals involved in the electronic transitions of SiH+
2 ground state

a1 b2 b1

a1 a1 b2

Figure 6.12: Molecular orbitals involved in the electronic transitions of SiH+
2 metastable state
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Region FWHM (eV) Region FWHM (eV)
2SiH+

4 I 95.0 - 102.0 eV 1.58 4SiH+
4 I 95 - 100 eV 1.31

II 102.0 - 105.5 eV 1.18 II 98.8 - 103.2 eV 0.9

III 105.5 - 107 eV 1.58 III 103.2- 107.3 eV 2.93

IV 107 - 120 eV 0.08 IV 107.3 - 120 eV 0.08

Table 6.4: Full width at half maximum (FWHM) in eV for the different region of ground and metastable

states of SiH+
2 , respectively 2SiH+

2 and 4SiH+
2 .

As for SiH+, we identified the most intense peaks in the spectrum without SOC. These

peaks are used as representative in the LCM for the entire region.

For the ground state molecular ion, the spectral regions above 107 eV were joined and

the nuclear dynamics was not probed because the high number of transitions involved and the

strong CSF mixing of many of them. The values of the Gaussian FWHM for both states are

reported in Table 6.4.

In Fig. 6.13, the vertical spectrum of 2SiH+
2 is compared with the one obtained with the

LCM. The broadening in the Region I and III of 2SiH+
2 is due to the activation of the bending

vibrational mode while the symmetric stretching is activated in Region II.

The spectrum resulting from the LCM of 4SiH+
2 is reported in Fig. 6.14. For the valence

excited state, in Region I both the bending and symmetric stretching are activated. Conversely,

in Region II the broadening is due to the asymmetric vibrational mode. The large vibrational

progression in Region III is caused by the concerted activation of all three normal modes (details

in Appendix B).

The spectra obtained from the LCM simulations were used for the comparison with the

experimental data. The population fitting process suggests that the molecular ions are mainly in

the ground state (85%). The weighted spectrum was shifted by 0.7 eV The theoretical spectrum

agrees well with the experimental one. The broadening regions at 98-102 and 103-107 eV are

well reproduced but in the second one the photoabsorption cross section is overestimated.
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Figure 6.13: Comparison between the spectra computed within the vertical and linear coupling model

for 2SiH+
2
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Figure 6.14: Comparison between the spectra computed within the vertical and linear coupling model

for 4SiH+
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Figure 6.15: Experimetal (top) and theoretical (bottom) spectra photoabsorption cross sections for

SiH+
2 molecular ion

As can be observed in Fig. 6.15, the experimental data were recorded starting from 97 eV,

from our calculations we found that the metastable state exhibits transitions at lower energies

then for this system the extension of the experimental set up to lower energies could provide

a way to estimate the production of the metastable state and quantify the ground/metastable

state ratio.
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6.3 SiH+
3

SiH+
3 in the ground state has 1a′21 2a′21 1a′22 1e′43a′21 2e′4 electronic configuration within the D3h

point group. The metastable state has Cs symmetry (Fig. 6.16) and it is triplet spin system.

The energy gap between the 1SiH+
3 and 3SiH+

3 is 3.02 eV (Fig 6.9).

The geometries and relative data are reported in Figure 6.16 and Table 6.5, respectively.

Geometries data are not available for SiH+
3 but we compared the system with the neutral species

SiH3 [102]. The Si-H bond distance for the neutral and the ground state molecular ion are 1.468

Å and 1.467 Å, respectively. The angle between the H atoms is slightly changed being 110.5◦

and 120.0◦ for the sylil radical and cation, respectively. Unlike what seen for the other molecular

ion, the removal of one electron does not affect the bond distance but the point group changes

from C3v to D3h

The L-shell thresholds computed without spin orbit coupling are 116.9 and 116.8 eV for

the ground and metastable state, respectively.

Bond Distance(Å) Angle IP (eV)

∆E (eV) Si-Hx (x = 2, 4) Si-H3 θH3−Si−Hx (x=2,4) θH2−Si−H4

1SiH+
3 3.02

1.467 1.467 120.0 120.0 116.9

3SiH+
3 1.713 1.490 105.4 20.0 116.8

Table 6.5: Geometry data for the ground state and the mestable state of SiH+
3 molecular ion.

(a) (b)

Figure 6.16: Geometry of 1SiH+
3 (a) and 3SiH+

3 (b).



6 - X-ray absorption spectra of SiH+
n molecular ions 122

The SiH+
3 ground state spectrum is characterized by two regions, the first between 96.0

and 106.5 eV and the second one above 106.5 eV, characterized by transitions toward a′1 (Fig

6.17a) and e′ orbitals, respectively (Fig. 6.17b - 6.17c ).

For the 3SiH+
3 , the first region, below 98 eV, involves the singly occupied MOs (Fig.

6.18a). The photon energy up to 107 eV excite the 2p electron toward the a′ and a′′ MOs.

Higher transition are difficult to identify because the strong CSFs mixing.

a′1 e′ e′

Figure 6.17: Molecular orbitals involved in the electronic transitions of SiH+
3 ground state

a′′ a′ a′′ a′

Figure 6.18: Molecular orbitals involved in the electronic transitions of SiH+
3 metastable state

As seen previously for the SiH+
2 case, the nuclear wavepacket propagation is not applicable

and the cross sections were obtained using the LCM (details provided in Appendix B).

As can be seen in Fig. 6.19, for the ground state the LCM affects only in the first region.

There, core-excitation activates the vibrational mode associated to the symmetric stretching

(ν4) by producing a broadening of 1.01 eV, as reported in Table 6.6.

Spectrum for 3SiH+
3 exhibits more transitions, many leading to large vibrational deforma-
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tion after core-excitation as seen in the results from LCM. Following the electronic transition

analysis, the vertical spectrum was divided in four regions: 96 - 98.8 eV , 98.8 - 103.2 eV, 103.2

- 107.3 eV and 107.3 - 120 eV. The dynamics effects in the region above 107.3 eV were neglected

since the strong CSFs mixing and the large numbers of transitions makes a correct analysis not

possible. The comparison between the vertical and LCM spectrum is reported in Fig. 6.20.

The regions I - III present a large vibrational progression which were fitted using a Gaussian

FWHM of 1.31, 0.73 and 2.99 eV, respectively. In the former region, the wagging (ν1) and the

twisting (ν2) vibrational mode of atoms 2 and 4 are activated. In Region II, a second wagging

(ν3) vibrational mode is activated in addition to the two presented before. The excitations in

Region III activate, further the modes ν1 and ν2, the asymmetric stretching (ν5) is activated.

Details about the vibrational modes can be found in Appendix B.

Region FWHM (eV)
1SiH+

3 I 96 - 106.5 eV 1.01 3SiH+
3 I 96 - 98.8 eV 1.23

II 106.5 - 120 eV 0.08 II 98.8 - 103.2 eV 0.68

III 103.2- 107.3 eV 2.91

IV 107.3 - 120 eV 0.08

Table 6.6: Full width half maximum (FWHM) in eV for the different region of ground and metastable

states of SiH+
3 , respectively 1SiH+

3 and 3SiH+
3 .

The comparison between the theoretical and the experimental spectra is reported in Fig.

6.21. The fit of the population suggests a ratio between the ground and metastable state

of 2:8 with a global shift of 3.7 eV. This behaviour is very different from the ones seen in

the previous cases, two hypothesis can be proposed: whether a higher percentage of metastable

state is produced in the ECRIS source or the fragmentation pathway for the ground and valence

excited state leads to different products (Si2+ would be the most abundant product only for the

last one).
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6.4 Infrared spectroscopy for the study of silicon milecular ions

As seen in the previous sections, our results suggest different ratios of ground/metastable state.

This trend does not follow the energy gap between the states. Indeed, we could expect that a

changing in the ratio from ∼ 60% to ∼ 85% is reasonable going from SiH+ to SiH+
2 since the

energy gap increases (Fig. 6.9) the presence of the metastable species decrease. The results of

SiH+
3 provide a completely different scenario: even if the energy gap decreases again the ground

state is present only for the 20%. Using the Boltzmann distribution, we obtain temperature in

the order of 2 · 103 K for the first two systems and 2 · 104 K for SiH+
3 . The use of a population

distribution more suitable for the complex plasma sources are more complicated and go beyond

the scope of this thesis.

In order to estimate the population ratio between the ground and metastable states,

without requiring the fit employed so far, we proposed to use the IR spectroscopy.

We compute the IR spectra as follow. The vibrational frequencies and intensities were

computed at Møller-Plesset second order perturbation (MP2) theory and the IR spectra were

computed with a Lorentzian profile with FWHM of 35 cm−1.

In Fig.6.22 are reported the IR spectra for the ground and metastable states of SiH+. The

two species present only one vibrational modes but the energy and intensisty for the ground

and metastable state are different. The peak for the two systems are far apart 134 cm−1 which

permit to identify separately the different states.

The xSiH+
2 (x= 2, 4) IR spectra are shown in Fig. 6.23 and the different vibrational

modes are reported in Appendix B. Since the two systems present very different spectra, we can

identify each species.

In a similar way, the IR spectra of xSiH+
3 (x= 1, 3) are shown in Fig. 6.24 and the

vibrational modes are reported in Appendix B. Differently from the SiH+
2 molecular ions, the

ν4 − ν6 vibrational modes of the ground state molecular ion have zero or very low intensities.

Furthermore, because of the high symmetry of the 1SiH+
3 , the ν4 mode (corresponding to the

symmetric stretching) has zero intensity. The ν5 and ν6 modes (asymmetric stretching vibra-

tional modes) have very low intensity and do not appear in the spectrum. Once again, we can

recognize regions characteristic of one of the two systems, i. e. in the region above 1500 cm−1

only transitions of the metastable state are present.
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In conclusion, the characteristics of the IR spectra presented above suggest that this

spectroscopy could provide a powerful method to probe, in complement to x-ray absorption

spectoscopy, the production of the metastable state in the ECRIS source.
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Figure 6.22: Simulated Infrared spectra of SiH+ in the ground (red line) and metastable (blu line)

state.
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∣∣∣∣ Spin-orbit coupling correction to

the 2p ionization potential of Sil-

icon molecular ions

In this Chapter are reported the results concerning the spin-orbit correction of the silicon 2p

ionization threshold through the use of an effective Hamiltonian. As reported in Chapter 4, we

derived the matrix elements of the effective Hamiltonian for systems which present a doublet

spin multiplicity in the core-ionized final state. Therefore, the ionization potential for SiH+ and

SiH+
3 have been computed.

In Section 1 are discussed the results for the SiH+ molecular ion. Firstly, the ground

state properties and the binding energy using the Koopman’s theorem are presented. Then the

relaxation effects are taken into account and the effective spin-orbit constant is computed. Fi-

nally, using the effective Hamiltonian, the binding energies were computed including correlation

effects with the CISD method. The SiH+ results are compared to the benchmark molecule HCl

and the prototype molecular ion HCl4+.

The SiH+
3 results are presented in Section 2 following the same pathway.

7.1 SiH+

As seen in the previous Chapter, the silicon monohydrated cation has (1sσ)2(2sσ)2(2pπ)4(2pσ)2

(4σ)2(5σ)2 electronic configuration where the (2pπ) and (2pσ) are the 2px,y and 2pz silicon

orbitals, respectively.

129
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In the HF calculations, the 2px,y orbitals lie 30 meV lower than the 2pz one. This order is

inverted with respect to other linear molecules such as HCl (see in the following). The binding

energies computed within the Koopman’s theorem, e.g. −εx,y and −εz are 125.15 eV and 125.12

eV, respectively.

As seen before in Chapter 6, the relaxation effects due to the core-hole creation were taken

into account by optimizing the orbitals for the 2s−1 core ionized state. The choice of this shell

is dictated by the aim to avoid a preferential 2p sub-shell direction.

Using the relaxed orbitals, the 2px,y - 2pz separation of the core ionized final states was

computed within the 3/0/0 active space at CIS level. The energy values are respectively 118.650

eV and 118.55 eV with a splitting of 100 meV. Thus these energies were used to compute the

value of Ω which permits to recover the energies computed using the Breit-Pauli 2e operator

(Eq. 4.2.1). We found a good agreement between the energies using the Breit-Pauli operator

and the effective Hamiltonian for Ω = 0.407 eV. The spectra simulated within the two methods

are reported in Fig. 7.1 (left) and they are in excellent agreement. The photoelectron spectrum

presents two main bands the first of which presents a fine structure. The band at lower energy

is formed by two sub-components corresponding to the 2pMJ=1/2(2Σ+
1/2) and 2pMJ=3/2(2Π3/2)

final states. The second band is due to the 2pMJ=1/2(2Π1/2) final state. The estimated LII,III

spin-orbit splitting of the Si was found in the order of 0.08 eV. As can be seen in Fig. 7.1, the

branching ratio (peaks height) is ≈ 1.51, clearly different from the atomic case (ratio of 2).

The results discussed above show that the effective Hamiltonian can replace the Breit-Pauli

operator and then permits to include the SOC in CI calculations including higher excitations.

Correlation effects were included through the CISD calculations allowing the excitation

from the outermost electrons (3sσ2)(3pσ2) in the extended active space 3/2/150. The intro-

duction of correlation effects leads to a 2px,y - 2pz separation of ≈ 373meV . The energy of the

states from the CIS-3/0/0 and CISD-3/0/150 calculations accounting the SOC are reported in

Table 7.1 and the related spectra are shown in Fig. 7.1 left and right panel, respectively.

The results from the CISD-3/2/150 calculations change both the absolute and relative

positions of the peaks. The spectrum is red-shifted by 0.65 eV and the fine structure presents

a larger gap, as can be seen from Table 7.1. The energy difference between the first two peaks

goes from 0.07 for the 3/0/0 active space to 0.65eV for the 3/2/150 active space.
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Config.

CIS-3/0/0 CISD-3/2/150

E (eV) Composition Splitting E (eV) Composition Splitting

2px 2py 2pz 2px 2py 2pz
2Σ+

1/2 118.37 13.3 13.3 73.3 — 117.72 6.12 6.12 87.5 —

2Π3/2 118.45 50.0 50.0 0.0 0.08 118.07 50.0 50.0 0.0 0.65
2Π1/2 119.03 36.6 36.6 26.7 0.58 118.59 43.7 43.7 12.5 0.52

Table 7.1: SiH+ 2p−1 relativistic states computed with the CIS-3/0/0 and CISD-3/2/150 methods
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methods
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The vibrational progression was accounted for the binding energy spectrum through the

LCM. We observed that the peaks present a shoulder due to the transition toward the ν ′1

vibrational excited states.

The above presented method was tested on the benchmark molecule HCl since its photo-

electron spectrum was studied from the theoretical and experimental point of view [83]. Then

the prototype molecular ions HCl4+ was used to have a direct comparison with SiH+ because

it belongs to the C∞v point group and is isoelectronic to SiH+.

HCl has electronic configuration (1sσ)2(2sσ)2(2pσ)2(2pπ)4(3σ)2(4σ)2(2π)4 where the (2pσ)2

and (2pπ)4 are essentially the z and 2px,y of the chlorine. The bond distance and frequency

were computed at DFT/B3LYP level of theory. The computed values are 1.2804 Å and 2923

cm−1, respectively, and they are in good agreement with the experimental data (1.275 Åand

2990.9 cm −1 [103]).

In the ground state, the 2pz orbital is 40 meV below the 2px,y ones. This splitting is in

the same order of magnitude of the one computed for the SiH+ molecular ion but the 2p orbitals

order is inverted. The energy binding computed with the Koopman’s theorem are 218.78 eV

and 218.82 for the 2px,y and 2pz, respectively.

The binding energy spectrum computed at CIS-3/0/0 level is reported in Fig. 7.2. Using

the effective Hamiltonian the ΩCl2p value was found to be 1.08 eV, which agrees with the

parameter determined both theoretically [83] and experimentally [104]. The fine structure of

the first peak is due to the 2Π3/2 and 2Σ+
1/2 state which have inverted order with respect to the

SiH+ case. As reported in Table 7.2, the energy splitting between these states is found to be 45

meV underestimating the experimental value (85 ± 6 meV [83]).

Correlation effects were accounted for by computing the non relativistic energies with the

CISD method and the 3/4/150 active space. The resulting energy values and the ΩCl2p were

used to diagonalize the effective Hamiltonian matrix and to obtain the relativistic energies. The

calculations lead to an enegy splitting 2Π3/2 - 2Σ+
1/2 of 78 meV which is in good agreement with

the experimental value of 86±6 meV [83].

As can be seen from Table 7.2 and Fig. 7.2, the introduction of correlation effects play

a role in the absolute and relative position of the peaks. The absolute energy of the first band

is shifted to lower energy and the fine structure of the first peak presents a larger splitting, the

separation between the 2Σ+
1/2 and 2Π1/2 remains almost unchanged.
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Config.

CIS-3/0/0 CISD-3/4/150

E (eV) Composition Splitting E (eV) Composition Splitting

2px 2py 2pz 2px 2py 2pz
2Π3/2 207.024 50.0 50.0 0.0 206.554 50.0 50.0 0.0
2Σ+

1/2 207.069 17.6 17.6 64.8 0.045 206.662 18.4 18.4 63.3 0.078

2Π1/2 208.660 32.4 32.4 35.2 1.591 208.200 36.8 36.8 26.7 1.538

Table 7.2: HCl 2p−1 relativistic states computed with the CIS-3/0/0 and CISD-3/2/150 methods
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methods

In the CISD-3/4/150 calculations, the vibrational effects were included throughout the
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LCM (Fig. 7.2,right panel. The spectrum exhibits a weak shoulder, experimentally observed

[83].

It should be mentioned that HCl4+, which is isoelectronic to SiH+, presents the same

orbitals ordering than the latter. The 2p−1 ionization potential computed with the Koopman’s

theorem areare 277.68 and 277.16 eV for the 2px,y and 2pz state, respectively. The energy gap

is thus 68 meV.

The comparison between SiH+, HCl and HCl4+ is qualitative and based on the electronic

structure of the systems in their ground state. As well as SiH+, the isoelectronic HCl4+ exhibits

the same 2pz-2px,y inversion with respect to the benchmark molecule HCl. Our suggestion is

that the order of the 2p orbitals is strictly related to the 14 electrons of the linear molecules

which leads to an incomplete filling of the MOs corresponding to the 3p level of the central

atom. In order to elucidate the particular behaviour related to this electronic configuration, a

deeper analysis of these systems is ongoing.

The above illustrated method to the calculations of the binding energy spectrum was

applied to the SiH+
3 molecular ion.

7.2 SiH+
3

As presented in Chapter 6, the SiH+
3 molecular ion has a planar geometry and it belongs to

the D3h point group with electronic configuration 1a′21 2a′21 1a′22 1e′43a′21 2e′4. The 1e′4 and 3a′21

correspond to the 2pz and 2px,y orbitals of the silicon and, unlike SiH+, the 2pz orbital lies 84

meV lower than the 2px,y. The 2px,y and 2pz binding energies computed within the Koopman’s

theorem are 124.22 eV and 124.31 eV, respectively.

The 2pz - 2px,y splitting of the core ionized final states computed at the CIS level within

the 3/0/0 active space leads to a non-relativistic energy splitting of≈ 150 meV. These states have

binding energy of 116.90 eV and 117.50 eV, respectively. The 2p splitting is strongly increased

with respect to the one computed within the Koopman’s approximation. Once that the spin-

orbit coupling interaction is explicitly taken into account three different peaks appear and are

termed respectively 2Π3/2, 2Σ+
1/2 and 2Π1/2. The energies including the SOC were computed

with the 3/0/0 active space using the effective Hamiltonian and then they were compared with

the results from the Breit-Pauli operator (2e method). As shown in Fig. 7.3 (left), the spectra

resulting from the two methods are nearly identical. The relative positions were computed at

116.75 eV and 116.80 eV for 2Π3/2 and 2Σ+
1/2 states and 117.9 eV for the 2Π1/2 state.
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The correlation effects were included through CISD calculations with the 3/3/150 active

space and the SOC is taken into account through the effective Hamiltonian. The IPs are reported

in Fig. 7.3 (right). As seen before for the SiH+ case, the introduction of correlation effects has

two different effects: a red shift of the first peak and a larger energy splitting between the 2Π3/2

and 2Σ+
1/2 states.

Config.

CIS-3/0/0 CISD-3/3/150

E (eV) Composition Splitting E (eV) Composition Splitting

2px 2py 2pz 2px 2py 2pz

I,II 116.69 50.0 50.0 0.0 — 116.23 50.0 50.0 0.0

III,IV 116.79 22.7 22.7 54.6 0.10 116.79 28.5 28.5 42.9 0.56

V,VI 117.36 27.3 27.3 45.4 0.57 116.97 21.9 21.9 57.1 0.18

Table 7.3: SiH+
3 2p−1 relativistic state computed with the CIS-3/0/0 and CISD-3/2/150 methods

In conclusion, we computed the binding energy spectra for SiH+ and SiH+
3 molecular ions.

The calculations were carried out at CIS-3/0/0 level with both the effective Hamiltonian and

Breit-Pauli operator. The results shown that the effective Hamiltonian reproduces the energies

obtained from the Breit-Pauli operator. The computed value of the SOC constant Ω for the

Silicon is 0.407 eV. Unlike the computationally expensive Breit-Pauli operator, the effective

Hamiltonian permits to include correlation effects in the SOC calculations leading to a better

description of absolute and relative energies.
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∣∣∣∣ Conclusions and perspectives

In this thesis work the X-ray photoabsorption spectra of various protonated molecular ions of

C, O and Si generally labelled XH+
n (X= C, O, Si; n= 1, 2, 3) have been investigated. We used

a combination of electronic structure and nuclear dynamics methods to study the electronic

properties of the systems. The protocols have been developed separately for the K and L-shell

excitation edge since the states involved have different characteristics.

The most important accomplishments and perspective for the K-shell systems are sum-

marized in the following points.

• The K-shell photoabsorption spectra were calibrated using the simplest molecular ion,

CH+ as case study. The optimal size of the active space and the spin-orbitals optimization

were evaluated. The use of an active space reduced to spin-orbitals having energy up to

the 1s ionization threshold permits to reduce by 3 the time of the calculations. Within this

smaller active space, the set of spin-orbitals optimized for the lowest triplet core-excited

state provides the best reference for the PESs and transition dipole moment calculations.

Furthermore, we have shown that the harmonic approximation allows to reduce further

the cost of the computations while keeping accurate spectra.

Using this protocols, we computed the XAS spectra for CH+ and OH+in their ground

state but also in their lowest metastable state. We have demonstrated that, in the ECRIS

source used by our colleagues experimentalist, a significant account of molecular ions are

in the latter state. The comparison between theory and experiment allowed to estimate

the population ratio.

• The K-shell protocol was applied to the CH+
n and OH+

n (n = 2, 3) molecular ions. The

experimental data for diprotonated systems suggest low cross sections (below 1 Mb). Two

137
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hypothesis have been put forward: either for these systems the electronic transitions indeed

present a very low cross section or these molecular ions follow fragmentation pathways that

are not detectable in the experimental set-up (final product different from X2+). Results

show that the XAS exhibit intense transitions (cross sections higher than 10 Mb). The

second hypothesis must be investigated.

As perspective of this work, we would like to study of the fragmentation pathways. The

Auger decay will be probed through the FANO-CI method [105]. The subsequent frag-

mentation states will be investigated via a combination of quantum chemistry (MCSCF)

and surface hopping ab-initio molecular dynamics methods [106, 107].

The achievement and perspective arising form the development of the L-shell protocol are

reported in the following point.

• Computing L-shell XAS is much more demanding than the corresponding K-shell spectra

owing to the strong spin-orbit coupling. Therefore we studied this effects by evaluating the

inclusion of the valence orbitals and different spin-orbit coupling operators. The dynamics

of the core-excited states was probed both with nuclear wavepacket propagation and the

linear coupling model. We observed that, even if the linear coupling model is rather simple,

it represents a good method to probe the dynamics for bigger systems.

• In the last part of this thesis work, we derived a simple approach for the accurate calcula-

tions of ionnization potential which includes explicitly the spin-orbit coupling without the

need of the Breit-Pauli operator. This method includes the use of an effective Hamiltonian

and permits to include the correlation effects since it requires only the accurate energies

without spin-orbit coupling.

The matrices for the effective Hamiltonian have been derived only for system which present

a singlet spin multiplicity in the ground state. Therefore, it was applied to the SiH+ and

SiH+
3 molecular ions.

As perspective of this work, we want to develop the expressions to the effective Hamiltonian

for all the possible cases where 2px, y, z or only 2px, y are degenerate and where the

degeneracy is lifted.



Appendix





Appendix A:

Effective Hamiltonian derivation

In this appendix the details concerning the derivation of the effective spin-orbit Hamiltonian

presented in Section 4.2.2 are reported.

Effective Hamiltonian derivation

The effective spin-orbit Hamiltonian can generally written as

HSO =

nel∑
i=1

P̂2p(Ωl̂iŝi)P̂2p (A.1)

where P̂2p is the projection operator on the 2p orbitals of the silicon, l̂i and ŝi are the angular

and spin operator and Ω is the spin orbit coupling parameter associated to the silicon 2p shell.

Being l± = lx ± ily and ψml the electronic wavefunction characterized by the magnetic

quantum number ml we obtain the following equations

lz|ψml〉 = }ml |ψml〉 (A.2)

l±|ψml〉 = }
√
l(l + 1)±ml(ml ± 1)|ψml+1〉 (A.3)

In a similar way, for a wavefunction characterized by spin s with ms spin quantum number

we have

141



- Appendix A 142

sz|ψms〉 = ms|ψms〉 (A.4)

s±|ψms〉 = }
√
s(s+ 1)±ms(ms ± 1)|ψms+1〉 (A.5)

The l̂ŝ coupling for the ith electron is

l̂iŝi =

(
1

2
l+,is−,i +

1

2
l−,is+,i + lz,isz,i

)
(A.6)

For a system which is closed-shell in the ground state, the 2p−1 ionized state has a doublet

spin multiplicity, this is the case of SiH+ and SiH+
3 systems. The results of Eq. A.3 and A.5 for

this final states are reported in Table A.1 and A.2 respectively.

l ml l+ l−

1 -1 }
√

2|0〉 0

0 }
√

2|1〉 }
√

2| − 1〉
1 0 }

√
2|0〉

Table A.1: Eigenvalue of l̂i, the mli is contained in the ket notation

s ms s+ s−
1
2

1
2 0 }|β〉
-1

2 }|α〉 0

Table A.2: Eigenvalue of ŝi, the msi is contained in the ket notation where α and β stand for spin ”up”

and ”down”

The final relativistic final states for the different values of ml and ms are reported in Table

A.3

Applying Eq. A.6 on the 2p−1 wavefunctions, 2pα,βπ+ , 2pα,βπ− and 2pα,βσ using the eigenvalue

in Tables A.1 and A.2 we obtain

H2p
SO2pαπ+ =

}2

2
2pαπ+ (A.7)
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Relativistic state l ml ms

2pαπ+

1

+1 1/2

2pβπ+ +1 −1/2

2pασ 0 1/2

2pβσ 0 −1/2

2pαπ− -1 1/2

2pβπ− -1 −1/2

Table A.3: Relativistic states for the possible ml and ms quantum number.

H2p
SO2pβπ+ =

}2
√

2

2
2pαπσ −

}2

2
2pβπ+ (A.8)

H2p
SO2pαπ− =

}2
√

2

2
2pβπσ −

}2

2
2pαπ− (A.9)

H2p
SO2pβπ− =

}2
√

2

2
2pβπ− (A.10)

H2p
SO2pασ =

}2
√

2

2
2pβπ+ (A.11)

H2p
SO2pβσ =

}2
√

2

2
2pαπ− (A.12)

Projecting on the states we obtain the coupling matrix

HSO(2p−1) =



E(2π+) + Ω/2 0 0 0 0 0

0 E(2π−)− Ω/2 0 0 0 Ω/2

0 0 E(2σ) Ω/2 0 0

0 0 Ω/2 E(2π+)− Ω/2 0 0

0 0 0 0 E(2π−) + Ω/2 0

0 Ω/2 0 0 0 E(2σ)


(A.13)

where the energies on the diagonal are the non-relativistic energies of the 2p states. From the

diagonalization of the matrix in Eq. A.13, the relativistic energies of the 2p states are obtained.
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Appendix B:

Application of the linear coupling model

to the SiH+
n (n=1,2,3) molecular ions

In this Appendix are reported the details of the calculations on the linear coupling model are

applied to SiH+
n (n= 1 - 3) molecular ions.

For the di- and tri-protonaetd silicon molecular ions, the evaluation of the core-excited

state dynamics through the nuclear wavepacket propagation is not affordable. The reasons lie

in the very different equilibrium geometry of the ground and metastable state which make the

HA not sufficient to explore the minimum of the PESs and in the high computational cost to

carry out complete calculations, i.e. about 20 days for SiH+
2 for a single point calculation. For

these reasons, we choose to use the linear coupling model, which is presented in Chapter 4. The

results are then compared with the experimental data and are presented in Chapter 6.

The LCM was applied as illustrated in the following points:

1. The most intense transitions were identified from the calculation without SOC.

2. The spectrum with SOC was divided in different regions accordantly to the transitions

identify in 1.

3. For each transition, we compute the coupling constant of each normal mode. The vi-

brational distribution is thus obtained. When the number of vibrational level popullated

was large, the corresponding region was convoluted with a Gaussian profile (Eq. 2.4.10)

otherwise a Voigt’s profile was used. In the formar case the Gaussian FWHM was the

sum of the experimental band pass (200 meV) and the results of the calculations.
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In the following sections the results for each molecular ion are presented separately.

SiH+

The monoprotonated molecular ion SiH+ is a singlet spin system in its ground state and triplet

in the metastable state. It belongs to the C∞v point group and it has only one normal mode.

Frequency and reduced masses both ground and metastable state are reported in Table B.4.

Molecular ion
Frequency (cm−1) Normal mode

Reduced mass (a.m.u.) ν1

1SiH+
ω 2233.4

µ 1.04278

3SiH+
ω 2161.9

µ 1.04278

Table B.4: Normal modes xSiH+ (x = 1, 3)

In Fig. B.1 are reported the spectra for 1SiH+ and 3SiH+ without and with spin-orbit

coupling. The ground state spectrum was divided in three regions, the first, below 102 eV,

corresponds to the transition toward the 1π state, the second one located between 102.0 and

108.2 eV and corresponds to the 2p−1 → nπ∗ states. The region above is characterized by

transition to nδ∗, nπ∗ and Rydberg states. The last region presents high density of transition

and the presence of states with strong CSFs mixing does not permit to have a clear picture of

the electronic transitions. The dynamics was neglected. As reported in Table B.7, the Region

II is affected by the excited state dynamics and for this transitions convoluton with a Gaussian

of a FWHM of 1.28 eV was applied.

The vertical spectrum for 3SiH+ was divided in four regions. The first one below 99 eV

corresponds to the transitions toward the singly occupied MOs. The other transitions have the

same characters of the 1SiH+. As well as for the ground state, the region which presents a large

vibrational progression is the one involving the 2p→ nπ∗ transition between 104 and 108 eV.

The vibrational distribution for a representative of each region for 1SiH+ and 3SiH+
3 are

given in Tables B.7 and B.8, respectively. The comparison between the spectra with and without

nuclear dynamics is reported in Section 6.1.3.
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Figure B.1: Vertical X-ray photoabsorption spectra of 1SiH+ (top) and 3SiH+ (bottom)
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SiH+
2

SiH+
2 is a doublet spin system in the ground state and a quadruplet in the metastable state.s

Both state belong to the C2v point group. It has three vibrational modes represented in Fig.B.2

and B.3 for the ground and valence excited state, respectively.

For both states, frequencies and the reduced masses associated to the vibrational modes

are reported in Table B.5.

Molecular ion
Frequency (cm−1) Normal mode

Reduced mass (a.m.u.) ν1 ν2 ν3

2SiH+
2

ω 967. 2313 2380

µ 1.059 1.025 1.060

4SiH+
2

ω 692 744 1710

µ 1.080 1.020 1.064

Table B.5: Normal modes xSiH+
2 (x = 2, 4)

For both systems the spectrum computed within the vertical approximation was divided

in four parts (Fig.B.4) but the dynamics effects were considered only in the first three for the

same reasons previously described for SiH+.

For SiH+
2 ground state, the evaluation of the vibrational distribution suggests that the

transition ivolved in the Region I - III presents important nuclear dynamics. The photon

absorption in Regions I and II activates of the bending normal mode, ν1 in Fig. B.2. Differently,

the broadening in Region II is due to the symmetric stretching vibrational mode, ν2 in Fig. B.2.

The picture is different for 4SiH+
2 where the broadening in Region I -III has a different

nature. The excitation below 100 eV causes the concomitant activation of the bending and

symmetric stretching modes, ν2 and ν3 in Fig. B.3, while Region II actives the asymmetric

stretching modes. All vibrational modes are responsible of the large FC distribution in the

third region.

The FC distribution for the ground and metastable state are reported in Table B.9 and

B.10, respectively.
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ν1 ν2 ν3

Figure B.2: 2SiH+
2 normal modes.

ν1 ν2 ν3

Figure B.3: 4SiH+
2 normal modes.
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Figure B.4: Vertical X-ray photoabsorption spectra of 2SiH+
2 (top) and 4SiH+

2 (bottom)
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SiH+
3

The Sylil cation, SiH+
3 in its ground state belongs to the D3h point group while it has Cs

symmetry in the valence excited state. It has 6 vibrational normal modes which frequencies and

reduced masses are reported in Table B.6.

The photoabsorption spectrum for the ground state appears quite simple. It was divided

in two regions according to the involved electronic transitions, as shown in Fig. B.7a. Only

the first region presents a large FC distribution which is associated to the vibrational mode ν4

(symmetric stretching), represented in Fig. B.5.

As can be seen from Fig. B.7b, the vertical spectrum of the metastable state is more

complicated and presents a high number of transitions. It was divided in four regions but the

vibrational study was carried out only for the first three regions. In Region I, the vibrational

modes ν1 and ν2 in Fig. B.6 are activated, they can be attributed to the wagging and twisting

of atoms 2 and 4, respectively. In addition to these, a second wagging ν3 in Fig. B.6 is activated

in the second region. In Region III, the modes ν1 and ν2 the asymmetric stretching (ν5 in Fig.

B.6) leads to a broad FC profile.

The FC distribution for the ground and valence excited state are reported in Table B.11

and B.12, respectively.

Molecular ion
Frequency (cm−1) Normal mode

Reduced mass (a.m.u.) ν1 ν2 ν3 ν4 ν5 ν6

1SiH+
3

ω 906. 1000.7 1000.7 2377. 2441. 2441

µ 1.1124 1.05526 1.05526 1.0078 1.05983 1.05983

3SiH+
3

ω 642. 677 829 1361 2335 3575

µ 1.0151 1.0931 1.0419 1.0109 1.04353 1.00836

Table B.6: Normal modes xSiH+
3 (x = 1, 3)

In Fig. B.5 and B.6 are reported the vibrational normal modes for the ground and

metastable state, respectively.
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ν1 ν2 ν3

ν4 ν5 ν6

Figure B.5: 1SiH+
3 normal modes.

ν1 ν2 ν3

ν4 ν5 ν6

Figure B.6: 3SiH+
3 normal modes
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3 (bottom)
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