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Abstract

Mineral surfaces are thought to be of importance to prebiotic chemistry due to their catalytic properties, which include a strong electric field at the interface. In this work the electric field at the surface of MgO and at the interface of MgO and water is studied through ab-initio molecular dynamics. The spontaneous electric field from the surface is found to be local and intense, on the order of V/Å, even when completely covered with water. A model prebiotic reaction is then studied on the model MgO surface: carbon monoxide and water yielding formic acid. Using metadynamics, reaction pathways were found with no a priori knowledge of the transition states, and umbrella sampling was then used to compute free energy landscapes to about 5 kcal/mol accuracy. The presence of the mineral surface was found to stabilise formic acid by at least 15 kcal/mol compared to the bulk case. The reaction was also studied in solution with an applied electric field of 0.3 V/Å, in order to estimate the impact of the surface electric field on the free energy landscape. The field is also found to stabilise the product, and formic acid is found to have a preferred orientation in the direction of both the applied electric field and the surface electric field. This work shows that near surface conditions (without direct adsorption) can significantly alter the free energy landscapes of chemical reactions, in a way which could be of importance for prebiotic chemistry.
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Chapter 1

Introduction

This study is motivated by two main points: there is a local electric field at the surface of minerals, and strong electric fields can significantly alter both the thermodynamics and kinetics of chemical reactions, such as prebiotic reactions. Although both mineral surfaces and electric fields can have a role in reactions leading to the building blocks of life, in ways which are outlined in this chapter, neither the surface electric field nor the strong fields present during the discharge in the Miller experiment [1] have been very much studied in this context, until recently [2]. The aim of this work is to identify links between prebiotic chemistry, a mineral surface and its electric field.

Figure 1.1: Diagram of prebiotic molecules on a mineral surface. The electric field is represented by yellow arrows.

The work is done using computer simulations, with specific methods briefly described in chapter 2. A model mineral surface was chosen, and the surface electric field was studied both in vacuum and in water, as detailed in chapter 3. The investigation of how the field from the model surface may influence a prebiotic reaction is presented in chapter 4. Finally, conclusions on the work and some perspectives are given in chapter 5.
1.1 Prebiotic Context

The question of how life came to be is one that has been repeatedly asked in many contexts. From a scientific point of view there are puzzles to be solved at every level of complexity, from the formation of the first amino acids and sugars, to oligomerisation and polymerisation of organic molecules, to the emergence of self-replicating systems all the way to the evolution of complex single and multicellular beings. The first step of this complexity ladder is known as prebiotic chemistry, which spans chemical reactions that took small molecules readily found in the interstellar medium or on the early earth to larger organic molecules and oligomers. Darwin, although he was reluctant to make this public [3], was one of the first to put forward the idea of the primordial soup in which these molecules could have first formed, but it wasn’t until the Miller-Urey experiment [1] that the feasibility of this was verified experimentally. In the original Miller experiment an electric discharge, analogous to lightning on the early earth, was applied on a type of primordial gas mixture, consisting of water, methane, ammonia and hydrogen, which yielded various organic compounds such as amino acids and sugars. Since then pre-biotic theories have multiplied, and even though the precise composition of an early earth atmosphere is not completely agreed upon, variations of the Miller-Urey experiment have similarly been conducted with similar results – the atmosphere may have contained carbon mono- and dioxide, water, and nitrogen [4].

Figure 1.2: Illustration of possible prebiotic scenarios on the early earth, taken from [5]

The composition of the atmosphere is only one of the key questions in prebiotic chemistry. As summarised in figure 1.2, many prebiotic scenarios are possible,
and may or may not have occurred simultaneously, or in sequence throughout earth’s early history. Extraterrestrial delivery scenarios postulate that prebiotic compounds are formed in outer space on asteroids or in the interstellar medium. Ribose may be synthesised from ultraviolet irradiation of interstellar ices [6] and the recent detection of amino acids and phosphorus on comet 67P/Churyumov–Gerasimenko by the Rosetta mission [7] adds weight to the extraterrestrial source of the building blocks of life. Such molecules could even have been synthesised during impact events on the early earth [8]. Other possible scenarios include hydrothermal synthesis with iron sulfide catalysts near deep ocean vents [9], and interfacial chemistry, in which wetting and drying cycles may have lead to accumulation and polymerisation of monomers [10]. In these examples and in many more not mentioned here, mineral surfaces hold a key role be it for their potential catalytic or confinement properties.

1.2 Mineral Surfaces and Confined Water

Many types of mineral surfaces have a key role in prebiotic chemistry scenarios. The surface of clay minerals are thought to aid in the polymerisation of amino acids, which is thermodynamically unfavourable in water alone [11, 12]. Clays as lamellar crystals can be hydrated, and the water confined therein is known to have special dielectric properties [13], as well as nucleation properties [14]. Anatase (TiO$_2$) is also a popular mineral in prebiotic chemistry, as it is photoactive and may have been abundant on the primitive earth. Coupled with shockwaves from meteoritic impacts, amino acids and sugars may have been formed on such surfaces [15]. Iron sulfides such as pyrite (FeS) [16] and greigite [9] could be of importance to prebiotic chemistry in the iron-sulphur world hypothesis, which is that the first autocatalytic metabolic precursors appeared on these minerals in hydrothermal conditions [17]. It has even been postulated that the enantiomeric nature of chiral molecules in living things today may be partly linked to the slight excess of one type of chiral quartz crystals with respect to the other on earth [18].

Aside from specific chemical or templating effects of mineral surfaces, the environment at mineral surfaces in general has been shown to differ greatly from the bulk, and this may result in catalytic properties. On surfaces in vacuum or in contact with a gas, molecules may adsorb and react on the surface, resulting in new species being formed. In the field of prebiotic chemistry this can result in formation of amino acids [19]. When the mineral is in contact with water, other special properties can be noticed. The first layer on the surface is often more dense than in the bulk, be it on graphene [20], BaF$_2$ [21], or oxides such as MgO [22], TiO$_2$ [23] and undoubtedly others. Furthermore, the dielectric properties
of confined water have very recently been found to differ from the bulk, even at a flexible surface [24]. This leads us to think of a general surface effect, not completely dependent on the specific chemistry, which may be due to the mere confinement and electrostatic properties at the interface. Confined water is known to freeze more easily [25, 26] and has in general different solvation properties than bulk water. In these examples, neither chemisorption nor physisorption is directly involved, and solvated molecules experience the surface effects by means of the confinement properties of the surface. As will be shown in chapter 3 these confinement properties may be partly reproduced by an appropriately shaped electric field, mimicking the lateral, coarse grained, electrostatic properties of a ‘non-chemical’ surface. In doing this we can hope to elucidate general effects of a surface electric field which is proxy to confinement and some of the special properties of near surface conditions. Thus, in this work special focus is given to the spontaneous electric field at the surface, and the reader may be surprised by this choice which seems to ignore specific chemical effects. Indeed these obviously cannot be completely put aside, and the idea is to gauge to what extent the surface electric field can influence prebiotic reactions.

1.3 The Electric Field

It is known that an applied electric potential can modify reaction rates. Oriented electric fields at an STM tip have recently been shown to accelerate the formation of carbon-carbon bonds [27] thus expanding the field of electrostatic catalysis to beyond redox systems. Water structure is drastically modified when a strong external field is applied [28], and water molecules dissociate from fields of about 0.35 V/Å [29]. Furthermore, strong electric fields can modify reaction pathways and transition states, and new molecular species may be stabilised due to the rearrangement of valence electrons [30, 31, 32]. Enzyme catalysis has been shown to depend strongly on the high electric fields generated at the catalytic sites, which are on the order of V/Å [33]. These orders of magnitude for electric fields are too high to be applied uniformly to a macroscopic system, for example in a capacitor, because of dielectric breakdown resulting in a spark, or discharge across the medium. Nevertheless, on short scales, several V/Å is the order of magnitude that atoms and molecules feel locally from each other, and is definitely enough to cause rearrangement of valence electrons and strong polarisation. To forcibly apply such strong fields to a system one must use sharp electrode like in the setup of reference [34], or between a metallic surface and electrode tip like in reference [27]. Indeed, this is referred to as electrocatalysis, and is a form of heterogeneous catalysis where a surface potential can be tuned to get the desired catalytic properties. The experiment in reference [34] is particularly interesting
because the electric field at the tip induces crystallisation of proteins in solution, thereby showing that the electric field, as well as being important on the free energy of chemical reactions, clearly induces order due to it being a vector field.

The spontaneous electric field at an insulating surface cannot be modulated like at a metal surface. However, as has been shown in the literature before and as is shown in chapter 3, local fields at the surface are indeed very high and comparable to the field at the surface of enzymes for example. Recently, a ‘spontelectric’ phase of matter has been proposed [35], in which a high spontaneous electric field is maintained in thin films of solid carbon monoxide, which are known to exist on the surface of interstellar grains. Prebiotic chemistry may happen at the surface of such grains in the interstellar medium [6].

The electric double layer (EDL) models [36] describe solid-liquid interfaces by electrostatics. Two distinct examples of a double layers are shown schematically in figure 1.3, where we can see the electrostatic potential drop at the interface on the left panel, and the orientation of the dipoles of relevant water molecules in shown in the right panel. In the first case, the surface charge is positive, and in the second case it is negative, however in either case the double layer is formed by attraction of counter ions to the charged surface. If the surface is an electrode, the surface charge can be modulated however, in the case where the surface is an insulator, the surface charge is uniquely defined for specific surfaces depending on the pH of the solution. The point of zero charge (PZC) is the pH at which the surface is neutral and differs according to the surface type [37]. The double layer refers to the Stern layer, which is on the order of Å, and the diffuse layer in which the potential decays exponentially. The diffuse layer may extend nm to µm beyond the surface, depending on the ions in the electrolyte. Even without the presence of dissolved ions, water can act as an electrolyte due to its dipole moments and because on an oxide surface, depending on the PZC, either OH\textsuperscript{−} or H\textsuperscript{+} may adsorb on the surface. The electric double layer is a simple example of how the spontaneous surface electric field may act, even in solution. In practise, the Stern layer can be simulated using molecular dynamics, including ions and counter ions [38, 39]. In the following work, ions are not included in the system and all calculations are run at neutral pH. This is in part due to the limited system size. Nonetheless, a steep potential drop in the Stern layer was reproduced, resulting in an electric field, as will be explained in detail in chapter 3.
Figure 1.3: Diagrams of the electric double layer. Left shows the electrostatic potential profiles and the distribution of ions in the diffuse layer. Taken from [36]. Right shows water dipoles as arrows and included a specifically adsorbed anion [40].
Chapter 2

Theoretical Background

To model systems at the atomic level, molecular dynamics (MD) uses the atomic positions, forces given by atomic or molecular potentials, and the equations of motion (section 2.1.1). MD was performed with QUANTUM ESPRESSO [41], which uses density functional theory, DFT (section 2.1.2) to calculate electronic properties of materials as well as atomic and molecular potentials. Ab-initio molecular dynamics (AIMD) is the result of coupling MD and DFT — we calculate potentials through DFT rather than using empirical potentials. This is more costly in terms of computation time, but has the advantages of being a first-principles method and is able to account for dissociation and polarisation of molecules. An efficient way to use DFT with MD was devised by Car and Parrinello (section 2.1.3) which reduces the computation time significantly in certain cases, such as when applying an electric field through the modern theory of polarisation (section 2.1.4). The full vector electric field is accessible through analysis of the charge distribution, and various electric field profiles were obtained for the surface calculations, as outlined in section 2.2.

Enhanced sampling techniques were then used to induce reactions which are not accessible on an ab initio timescale. The reaction is described in terms of path coordinates explained in section 2.3.1 and exploratory metadynamics (section 2.3.2) was applied to get a reaction pathway involving solvent molecules explicitly. Finally umbrella sampling was used to obtain a precise free energy landscape. The umbrella sampling and weighted histogram analysis methods are outlined in section 2.3.3.


### 2.1 Ab Initio Molecular Dynamics

#### 2.1.1 Molecular Dynamics

Molecular dynamics works by solving the many-bodied problem numerically, by integrating Newton’s equation for each atom at each time step. We have for the \( i \)th atom:

\[
a_i = \ddot{R}_i = \frac{F_i}{m_i}
\]  

(2.1)

\( R_i \) being the atomic positions, \( m_i \) the respective masses and \( F_i \) the forces. A simple and effective way to integrate this numerically over a given timestep \( \Delta t \) is the Verlet algorithm. Assuming we can at each moment compute a potential \( V(\mathbf{r}) \) representing the interactions between particles, and that we have ion positions and velocities at time \( t \), \( \{R_i(t); \mathbf{v}_i(t)\} \), the forces, the ion positions and ion velocities at the next timestep \( t + \Delta t \) can be computed in the following way [42]:

\[
F_i(t) = -\nabla V(R_i(t))
\]  

(2.2)

\[
R_i(t + \Delta t) = R_i(t) + \mathbf{v}_i(t)\Delta t + \frac{1}{2m_i}F_i(t)\Delta t^2
\]  

(2.3)

\[
F_i(t + \Delta t) = -\nabla V(R_i(t + \Delta t))
\]  

(2.4)

\[
\mathbf{v}_i(t + \Delta t) = \mathbf{v}_i(t) + \frac{1}{2m_i}[F_i(t) + F_i(t + \Delta t)]\Delta t
\]  

(2.5)

In classical MD the inputs are the initial position and velocities of the molecules, as well as empirical potentials used to calculate forces between molecules. A famous example of such a potential is the Lennard-Jones potential, which approximates the interaction between two neutral atoms. Empirical potentials used in MD are usually more complex than this simple model, because they include parameters which have been fitted to experimental data, or to first-principles calculations. As well as modelling pair interactions potentials used in classical MD can include parameters for many-body interactions, and also parameters which control intramolecular degrees of freedom such as stretching and twisting.

#### Temperature Control

All MD in this work has been performed with a fixed number of atoms \( N \) in a box of a fixed volume \( V \). In the microcanonical NVE ensemble, the temperature is not controlled and the total energy \( E \) is a constant of motion. Temperature is defined as by the average kinetic energy of the atoms:

\[
KE_{\text{avg}} = \frac{3}{2}k_B T = \left\langle \frac{1}{2}m\mathbf{v}^2 \right\rangle
\]  

(2.6)
thus the most simple way of controlling temperature is velocity rescaling – that is, if the instantaneous temperature $T_{\text{inst}}$ defined above differs from the target temperature $T$ the atomic velocities can be rescaled in the following way:

$$v_{\text{new},i} = \tilde{\lambda} v_i$$

(2.7)

where $\tilde{\lambda} = \sqrt{\frac{T}{T_{\text{inst}}}}$. The rescaling method is straightforward, however, in the limit where we rescale at every timestep, the statistical fluctuations of the microcanonical ensemble are not reproduced. In practice we can rescale at set time intervals, or when $T_{\text{inst}}$ goes beyond a certain range of the targeted temperature. In this last case the rescaling will be applied often at the beginning of the simulation, but eventually the system will gather the right amount of potential energy so that its temperature does not fluctuate past the rescaling threshold. This is known as equilibrating the system. Indeed, starting from a correctly equilibrated configuration at a given temperature, we can begin dynamics with random velocities following the Maxwell-Boltzmann distribution at the correct temperature, and in principle run an NVE simulation which should result in a relatively constant temperature. In practice, even after thermalisation the system will eventually be dissipative due to numerical accuracy issues, and we can maintain the rescaling threshold which will effectively act at rare occasions. This is the protocol that has been applied throughout this work, and although there are much more sophisticated thermostats for MD, the NVE from a thermalised configuration followed by rare rescaling has proved to be sufficient in this case.

MD methods can be coupled to \textit{ab-initio} calculations when the potential used in equation 2.2 is computed from first principles at each time step, using density functional theory. This is quite computation time demanding and cannot be used for large systems as with classical MD, but first principles methods allow for treatment of complex chemical events such as dissociation or forming of molecules. Furthermore, empirical potentials are often tuned to experimental results in a particular case, and can be inadequate when applied to different conditions. \textit{Ab-initio} potentials are, in theory, adaptive to any chemical environment.

\subsection*{2.1.2 Density Functional Theory}

Density Functional Theory (DFT) is widely used in condensed matter physics to calculate the band structure of solids and electronic properties. It is an \textit{ab-initio}, or first-principles method because it follows from the Schrödinger equation, here given for $N$ electrons:

$$H\Psi(\mathbf{r}_1, \cdots, \mathbf{r}_N) = e\Psi(\mathbf{r}_1, \cdots, \mathbf{r}_N)$$

(2.8)
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Where $H$ is the system Hamiltonian and $\Psi(\mathbf{r}_1, \cdots, \mathbf{r}_N)$ is the many electron wavefunction, with $\mathbf{r}_i$ the spacial coordinates. In this framework nuclei are considered classical, that is, only the electron wavefunction is calculated. The Hamiltonian is given as the sum of the kinetic energy, the external potential (including Coulomb interaction with the nuclei, here referred to as $V_{\text{ext}}$) and the Coulomb potential between electrons:

$$H = \sum_{i=1}^{N} \left[ -\frac{\hbar^2}{2m} \nabla_i^2 + V_{\text{ext}}(\mathbf{r}_i) \right] + \frac{1}{4\pi\varepsilon_0} \sum_{i<j} \frac{e^2}{\mathbf{r}_i - \mathbf{r}_j}$$  \hspace{1cm} (2.9)

This can be solved approximately using the Hartree-Fock formalism by writing the many-electron wavefunction as a Slater determinant \[42\]:

$$\Psi(\mathbf{r}_1, \cdots, \mathbf{r}_N) \approx \Psi_{\text{HF}}(\mathbf{r}_1, \cdots, \mathbf{r}_N) = \frac{1}{\sqrt{N!}} \left| \begin{array}{cccc} \phi_1(\mathbf{r}_1) & \phi_2(\mathbf{r}_1) & \cdots & \phi_n(\mathbf{r}_1) \\ \phi_1(\mathbf{r}_2) & \phi_2(\mathbf{r}_2) & \cdots & \phi_n(\mathbf{r}_2) \\ \vdots & \vdots & \cdots & \vdots \\ \phi_1(\mathbf{r}_n) & \phi_2(\mathbf{r}_n) & \cdots & \phi_n(\mathbf{r}_n) \end{array} \right|$$  \hspace{1cm} (2.10)

Where $\phi_k$ are solutions to the single electron Hamiltonian. Taking the Slater determinant mixes the states while ensuring an anti-symmetric wavefunction. This method has the advantage that electron exchange is taken into account, however electron correlation is not fully described. Several post-Hartree-Fock methods exist to deal with this problem. These methods however are computationally expensive in that they require to keep track of the full many-body electron wavefunction.

Hohemberg and Kohn (H–K) \[43\] proved that the electron density uniquely determines the system Hamiltonian (and vice-versa), or in other words, that two different Hamiltonians cannot have the same ground state density for a system of $N$ electrons. This is the basis for density functional theory (DFT). The Hohemberg and Kohn theorems also state that the energy is a unique functional of the electron density $E[n] = E_{\text{known}}[n] + E_{\text{XC}}[n]$, which is minimised when $n(\mathbf{r})$ is the ground state density.

We can define the electronic density by:

$$n(\mathbf{r}) = \int d\mathbf{r}_2 \cdots \int d\mathbf{r}_N |\Psi(\mathbf{r}, \mathbf{r}_2, \cdots, \mathbf{r}_N)|$$  \hspace{1cm} (2.11)

The great advantage is that instead of solving for $\Psi(\mathbf{r}_1, \cdots, \mathbf{r}_N)$ depending on $3N$ variables, we now solve for $n(\mathbf{r})$, the electron density, which depends only on the three spacial variables. This means that using DFT as opposed to Hartree-Fock decreases the computation time significantly to treat many electron systems. We
2.1 Ab Initio Molecular Dynamics

Arrive at an effective independent-particle Schrödinger equation, which we write here in Hartree atomic units:

\[
\left[-\frac{\nabla^2}{2} - \sum_i \frac{Z_i}{|\mathbf{r} - \mathbf{R}_i|} + \int \frac{n(r')d^3r'}{|\mathbf{r} - \mathbf{r}'|} + V_{\text{XC}}[n](\mathbf{r})\right] \psi_k(\mathbf{r}) = \epsilon_k \psi_k(\mathbf{r})
\] (2.12)

where the first term is the kinetic energy, the second term is the Coulomb potential between the electrons and the nuclei, and the third term is the electron-electron interaction. This is an independent particle representation which has the same electron density as the many electron wavefunction, however the orbitals \(\psi_k(\mathbf{r})\) do not correspond to the ‘real’ electrons, which is why there is an extra term \(V_{\text{XC}}[n]\). This is the so-called exchange correlation potential, that is the energy coming from the fact that the electrons are not in fact independent particles. We note that the Hamiltonian depends on the electron density, which itself depends on the atomic orbitals:

\[
n(\mathbf{r}) = \sum_{k=1}^{N} |\psi_k(\mathbf{r})|^2
\] (2.13)

Equations 2.12 and 2.13 are thus solved self-consistently.

Although the H–K theorem states that it exists, the unique energy functional is not known, and in particular the exchange-correlation potential and energy terms:

\[
V_{\text{XC}}[n] = \frac{\delta}{\delta n(\mathbf{r})} E_{\text{XC}}[n]
\] (2.14)

where \(\frac{\delta}{\delta n(\mathbf{r})}\) expresses the functional derivative. Physically, this exchange correlation term accounts for the interaction between electrons as quantum particles. Various approximations for the energy functional exist, the most widely used being the Local Density Approximation (LDA), and Generalised Gradient Approximation (GGA):

- LDA makes the approximation that even if the electron density is not uniform in space, we can take the system to be a sum of small cells each with a uniform electron density. In the case of a homogeneous electron gas it is known that the exchange correlation energy per electron depends only on the mean value of the density, we write it as \(E_{\text{HEG}}^{\text{HEG}}(\bar{n})\). By replacing the mean density \(\bar{n}\) with the local density \(n(\mathbf{r})\) and summing over the volume we get the exchange correlation term:

\[
E_{\text{HEG}}^{\text{LDA}}[n] = \int n(\mathbf{r})E_{\text{HEG}}^{\text{HEG}}(n(\mathbf{r}))d^3r
\] (2.15)

\(^1\)distances are in Bohr, masses are in electron mass units, charges in electron charges and the energy is in Hartrees.
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- GGA is a correction to LDA. Because a real electron system is not homogeneous we need to take into account the density variations through functional dependencies on the gradient of the density:

\[
E_{xc}^{GGA}[n] = E_{xc}^{LDA}[n] + \int e_{xc}^{GGA}(n(r), \nabla n(r)) d^3 r
\]  

\hfill (2.16)

there are several expressions possible for \(e_{xc}^{GGA}(n(r), \nabla n(r))\). For this work the Perdew, Burke and Ernzerhof (PBE) GGA functional was used [44].

To gain computation time, usually only the valence electrons are taken into account when performing DFT. This is through a method where the core electrons are approximated as a static potential around the ion position, called the pseudo-potential. This potential is a simplified version of the real core-electron potential which is identical to it on the 'outside', that is, after a certain distance away from the ion position. With the pseudo-potential method, equation 2.12 includes only valence electron wavefunctions, the ionic charge \(Z_i\) refers to the total charge of the nucleus and core electrons, and the pseudo-potential term is added [45].

Plane waves and periodic boundary conditions

When dealing with periodic systems such as crystals, DFT is usually based on a plane-waves basis set, whereby the electron wavefunctions are Bloch waves:

\[
\psi(r) = e^{i \mathbf{k} \cdot \mathbf{r}} u(r)
\]  

\hfill (2.17)

where the plane wave is multiplied by the function \(u(r)\) which has the same periodicity as the crystal. This proves to be efficient for periodic systems as from the Bloch theorem all states may be described in the first Brillouin zone in reciprocal space. This reciprocal space is sampled by the use of a \(k\)-point grid, which can be more or less dense depending on the required precision. If precision is required to calculate energies and electronic structure, the plane-wave basis can be expanded (increase of the ‘cut-off’ energy of the plane waves) and more \(k\)-points can be sampled. The size of Brillouin zone corresponding to a supercell is small in the case where the supercell is large. Thus in this work and many other AIMD studies, large supercells mean that only the highest symmetry point, called the \(\Gamma\) point, is enough to correctly sample the reciprocal space. Throughout this work the plane waves basis set was used, with single \(\Gamma\) \(k\)-point sampling.

Born–Oppenheimer MD

Standard DFT assumes the Born–Oppenheimer approximation, which states that the motion of the nuclei can be separated from that of the electrons. Thus
the electron are said to follow the nuclei adiabatically, that is they remain in their ground state as the atomic nuclei are moving. The approximation is valid due to the great difference in mass between the nuclei and the electrons. Forces may be obtained as minus the derivative of the energy, which according to the Hellmann–Feynmann theorem is the same as the derivative of the expectation value of the system Hamiltonian. Thus for each component of \( \mathbf{R} := \{X, Y, Z\} \)

\[
F_X = -\frac{\partial E}{\partial X} = -\left\langle \psi \left| \frac{\partial \hat{H}}{\partial X} \right| \psi \right\rangle
\]

(2.18)

Thus, during Born–Oppenheimer MD, the self-consistent DFT energy is calculated at each time-step, corresponding forces on ions are computed using 2.18, and the positions are updated according to the Verlet algorithm in equations 2.2.

2.1.3 Car-Parrinello Molecular Dynamics

Car and Parrinello proposed a molecular dynamics method which couples the ionic and electronic degrees of freedom at each time step, with both parts following classical dynamics [46]. In comparison with the previous MD method, where a full self-consistent calculation of the ground-state electronic orbitals is required at each step, the Car-Parrinello (CP) method lets the electronic wavefunctions evolve according to the equations of motion simultaneously with the ions. The method propagates ions of masses \( M_n \) positions \( \mathbf{R}_n \), and electron wavefunctions \( \psi_k \), according to the classical Lagrangian [42]

\[
L(\{\psi_k\}, \{\mathbf{R}_n\}) = \mu \sum_k \dot{\psi}_k^2 + \sum_n M_n \dot{\mathbf{R}}_n^2 - E_{\text{tot}}(\{\psi_k\}, \{\mathbf{R}_n\}) + \sum_{kl} \Lambda_{kl} (\langle \psi_k | \psi_l \rangle - \delta_{kl})
\]

(2.19)

In this equation \( \mu \) is some small mass-like parameter, referred to as the fictitious electron mass, \( E_{\text{tot}} \) is calculated using the energy functional, and \( \Lambda_{kl} \) is the Lagrange multiplier matrix ensuring that the atomic orbitals \( \psi_k \) are orthonormal.

From equation 2.19 we can write the following equations of motion:

\[
\mu \ddot{\psi}_k = -\frac{\partial E_{\text{tot}}}{\partial \psi_k} + 2 \sum_l \Lambda_{kl} \psi_l(\mathbf{r})
\]

(2.20)

\[
M_n \ddot{\mathbf{R}}_n = -\frac{\partial E_{\text{tot}}}{\partial \mathbf{R}_n} + \sum_{kl} \Lambda_{kl} \frac{\partial \langle \psi_k | \psi_l \rangle}{\partial \mathbf{R}_n}
\]

(2.21)

Using these equations and the Verlet algorithm we propagate the electronic wavefunctions according to classical dynamics at the same time as the ions.

The important parameter here is \( \mu \). This is a mass parameter for the electronic degrees of freedom, which needs to be chosen small enough for the electrons to fol-
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low this ionic motion adiabatically. The problem is that the smaller the chosen \( \mu \), the smaller the vibrational frequencies of the electronic degrees of freedom in the motion and so, the smaller the time step needs to be to get accurate trajectories. The choice of the fictitious mass \( \mu \) is thus a compromise between adiabaticity and computation time. CP molecular dynamics is faster than the approach presented in the previous section because the actual ground state is not computed through a time consuming self-consistent cycle at every time step. However, the time step itself needs to be a lot smaller as the fictitious electronic motion needs to be accurately sampled. So, in most cases the CP technique proves to be equivalently as time-consuming as the ground state calculation approach.

The electron mass parameter \( \mu \) is somewhat arbitrary, and results in fictitious electron dynamics which needs to be monitored throughout the simulation. If the electrons are not following ions adiabatically the fictitious kinetic energy of the electrons will rise because of an irreversible transfer of energy from ions to electrons, so watching this energy is a good way to control the simulation for loss of adiabaticity. Taking the total energy of the system \( H \) as the sum of the kinetic energies and the energy functional value, we write:

\[
H = K_f + K_I + E[n]
\]  

where \( K_f \) denotes the fictitious electron kinetic energy, \( K_I \) the ionic kinetic energy, and \( E[n] \) the energy due the instantaneous electron density. \( H \) has no physical meaning, because \( K_f \) is fictive, but it is conserved during the motion. However \( H_I = K_I + E[n] \) should also be conserved, so we require \( K_f \ll H_I \), that is we require that \( K_f \) does not rise to be comparable to the other energy values of the system. The monitoring of the CP MD simulation is thus done by checking that \( K_f \) does not rise too rapidly, and also that there is no significant drift in \( H \), the constant of motion [47].
2.1.4 Applying an Electric Field via The Modern Theory of Polarisation

To perform AIMD calculations in an electric field it would seem that we only need to add an electric potential into the calculation of the force. However we have:

\[ \vec{E} = -\nabla V_E(r) \]  

(2.23)

which means that to apply a constant electric field in a given direction we need a linear potential, which is not periodic. The problem is that in our framework the Hamiltonian needs to have the same periodicity as the system. We can therefore only apply saw-like potentials, which have the right periodicity but which represent unrealistic, discontinuous electric fields. The solution is to include an electric field term in the energy functional. We obtain the new energy functional [48]:

\[ E^\vec{E}[[\psi_k]] = E[[\psi_k]] - \Omega \vec{E}P[[\psi_k]] \]  

(2.24)

where \( \Omega \) is the unit cell volume, and \( P[[\psi_k]] \) refers to the polarisation in the direction of the field, as given by the modern theory of polarisation explained briefly below. The sole dependency on the electronic density is lost because the polarisation is calculated using a quantum phase of the wavefunction, requiring information which cannot be obtained from the density alone.

The macroscopic polarisation, also referred to as polarisation density \( \mathbf{P} \), is a vector quantity which expresses the electric dipole moment per unit volume of a material. This notion is useful to describe the response of materials to an electric field, such as inducing a switch of polarisation in ferroelectric materials. The microscopic description of polarisation is not as obvious. The historical Clausius-Mossotti model defines the macroscopic polarisation \( \mathbf{P}_{\text{CM}} \) in a periodic solid as the sum of the dipole moments in a given cell divided by the volume of the cell. This definition implies that we can use the electronic density \( n(r) \) to find areas of more positive or more negative charge densities to define dipole moments within a unit cell. In reality this is problematic because even if there are well defined areas of higher and lower charge density in a material, the choice of the unit cell is arbitrary and can lead to different values of \( \mathbf{P} \). This point is illustrated in figure 2.1.

The modern theory of polarisation is a framework which provides a consistent microscopic description of polarisation [49]. In this theory, the polarisation is not described in terms of charge density but in terms of charge flow, through a quantum phase of the wavefunction called the Berry phase. It can be noted that
Figure 2.1: Illustration explaining why the Clausius-Mossetti model is misleading. We see that for the same periodic electron density we can arrive at different polarisations. The red spots represent zones of low electron density and the blue spots represent higher electron density. In real systems the electronic density is continuous making this definition of polarisation impossible to apply.

experimentally, the polarisation is almost never measured directly but arrived at by measuring values which are derivatives of the polarisation, such as the permittivity or the piezoelectric tensor. For ferroelectric materials, the value measured experimentally is $2\mathbf{P}$, the change in polarisation during the switch between $-\mathbf{P}$ and $\mathbf{P}$. The polarisation is then deduced by symmetry. In this respect the modern theory of polarisation draws a parallel between experiment and microscopic theory. The main idea is that the meaningful value is not the ‘absolute’ macroscopic polarisation $\mathbf{P}$, but the change in polarisation $\Delta \mathbf{P}$ occurring during the adiabatic turning on of an external electric field. The change in polarisation is defined in terms of the current across a unit cell induced by the switching on of a field:

$$
\Delta \mathbf{P} = \int dt \frac{1}{V_{\text{cell}}} \int_{\text{cell}} d\mathbf{r} \mathbf{j}(\mathbf{r}, t)
$$

(2.25)

Where the integral is over one cell volume, and $\mathbf{j}(\mathbf{r}, t)$ is the charge flow across the cell. In a quantum mechanical description of the electronic system, information about current flow is retained in the phase of the wavefunction. This information however is not present in the electronic density $n(\mathbf{r})$ which only depends on the modulus of the wavefunction.

The Berry phase formalism [50] uses the Bloch states

$$
\psi_{nq}(\mathbf{r}) = e^{i\mathbf{q} \cdot \mathbf{r}} u_{nq}(\mathbf{r})
$$

(2.26)
which are eigenfunctions of the one electron Hamiltonian

\[ H = \frac{\hat{p}}{2m} + V(r) \]  

(2.27)

This Hamiltonian has a reciprocal space equivalent, with eigenfunctions in \( \mathbf{q} \) space \( |u_{nq}\rangle \):

\[ H(q) = e^{-i\mathbf{q} \cdot \mathbf{r}} e^{i\mathbf{q} \cdot \mathbf{r}} = \left( \frac{\hat{p} + \hbar \hat{q}}{2m} \right)^2 + V(r) \]  

(2.28)

We introduce the vector known as ‘Berry connection’ or ‘gauge potential’

\[ \mathbf{A}(q) = i\langle u_{nq}|\nabla_q|u_{nq}\rangle \]  

(2.29)

whose integral over a closed manifold, for example the Brillouin zone, is called the Berry phase. This phase shift is inaccessible from the electronic density alone.

Applying perturbation theory, during the adiabatic switching on of the field the wavefunctions corrected to first order are given by:

\[ |u_{nq}\rangle - i\hbar \sum_{n' \neq n} \frac{|u_{n'}\rangle\langle u_{n'}|\partial u_n/\partial t}{E_n - E_{n'}} \]  

(2.30)

Now applying the first order correction and the quantum mechanical definition of current, equation 2.25 becomes

\[ \frac{\partial \mathbf{P}}{\partial t} = \mathbf{j} = e \sum_n \frac{\mathbf{q}}{(2\pi)^3} \int_{BZ} i \left\{ \left( \frac{\partial u_n}{\partial \mathbf{q}} \right| \frac{\partial u_n}{\partial t} - \left( \frac{\partial u_n}{\partial t} \right| \frac{\partial u_n}{\partial \mathbf{q}} \right\} \]  

(2.31)

(full derivation in reference [50]). We integrate over time to get the electronic contribution to the polarisation, and add the ionic contribution:

\[ \mathbf{P} = \mathbf{P}_{el} + \mathbf{P}_{ion} \]  

\[ = \frac{e}{(2\pi)^3} \text{Im} \sum_n \int_{BZ} d\mathbf{q} \langle u_{nq}|\nabla_q|u_{nq}\rangle + \frac{e}{\Omega} \sum_i Z_{ion}^i \mathbf{R}_i \]  

(2.32)

This gives the polarisation needed in the new functional 2.24. Computing the Berry phase requires the wavefunctions and so the energy is no longer a functional of the density alone, which increases computation time. Typically when applying a field in this way using a fully converged ground state calculation at each time step, as in Born-Oppenheimer MD, the computation time increased by about an order of magnitude due to the functional having to be evaluated at each iteration of the self-consistent cycle in order to be minimised. Using Car-Parrinello MD, the time only increased about threefold.
2.2 Accessing the Electric field

In a general context for any charge distribution, Poisson’s equation holds, and more specifically in the 1D case for a charge distribution $\rho(z)$ we have:

$$\frac{\partial^2 V}{\partial z^2} = -4\pi \rho(z) \quad (2.34)$$

In atomic units, where $V(z)$ is the electrostatic potential.

We place ourselves in the case where there is an interface. We have a constant value of the potential at $-\infty$ and another constant value at $+\infty$ (eg: a potential barrier between two semiconductors, or a semiconductor/vacuum interface. See figure 2.2). We then have the condition:

$$\frac{\partial V}{\partial z}(-\infty) = \frac{\partial V}{\partial z}(\infty) = 0 \quad (2.35)$$

In this case we can give the corresponding expression for the 1D electrostatic potential (and check that its second derivative gives back equation 2.34):

$$V(z) = -2\pi \int_{-\infty}^{+\infty} dz' |z - z'| \rho(z') \quad (2.36)$$

$$\frac{\partial V}{\partial z} = -2\pi \int_{-\infty}^{+\infty} dz' \frac{\partial}{\partial z} |z - z'| \rho(z') \quad (2.37)$$

$$= -2\pi \int_{-\infty}^{+\infty} dz' \left[ \Theta(z - z') - \Theta(z' - z) \right] \rho(z') \quad (2.38)$$

$$= -2\pi \int_{-\infty}^{z} dz' \rho(z') + 2\pi \int_{z}^{+\infty} dz' \rho(z') \quad (2.39)$$

$$\frac{\partial^2 V}{\partial z^2} = -4\pi \rho(z) \quad (2.40)$$
Finally we can express the electric field in terms of the electrostatic potential and in terms of the charge:

\[ E(z) = -\frac{\partial V}{\partial z} = 2\pi \int_{-\infty}^{z} \rho(z') - 2\pi \int_{z}^{\infty} \rho(z') \]  

(2.41)

### 2.2.1 Application to a model surface

To simulate an MgO surface, we use a supercell with slab geometry. The (100) direction is the \( z \) direction, and the slab is a stacking of 6 MgO layers followed by an equivalent distance of vacuum. During what follows we will look at the planar averages of the charge and electric field. For a physical quantity \( f(x, y, z) \) the planar average is:

\[ \bar{f}(z) = \frac{1}{\Omega ||} \int_{||} f(x, y, z) dxdy \]  

(2.42)

Where \( \Omega || \) is the surface area of the unit cell, and the integration is done along the directions parallel to the surface.

We first obtain the total charge along \( z \). Available to us is the electron charge density \( \rho_e(x, y, z) \) and the ionic potential \( V_I(x, y, z) = \sum V_{\text{pseudo}} \). We can then plot \( \bar{\rho}_e(z) \) the planar average of the electron density. We can define a ‘pseudo’ ionic charge:

\[ \rho_I(x, y, z) = \nabla^2 V_I \]  

(2.43)

and plot the planar average \( \bar{\rho}_I(z) \). The electron and pseudo ionic charges are plotted in figure 2.3.

We define the macroscopic average of a physical value by filtering \( \tilde{f}(z) \) through a one-dimensional convolution [51]:

\[ \tilde{f}(z) = \frac{1}{b} \int_{z-b/2}^{z+b/2} \tilde{f}(z')dz' \]  

(2.44)

Where \( b \) corresponds to the periodicity in the \( z \) direction, in this case the spacing between planes which corresponds to the lattice parameter \( a \). Using this we can obtain a flat value in the bulk and have a clear indication of where the interface lies. This is how we can relate the specific case to the general 1D picture presented above.

We can now define a total ‘macroscopic’ charge with which we will calculate the electric field. In figure 2.4 we can see the sum of the macroscopic electronic and pseudo-ionic charges. There is an excess of positive charge on the inner side of the interface and an excess of negative charge on the outer side. This is known
Figure 2.3: Planar average of charges at the MgO(100)/vacuum interface. The red (blue) dotted line represents the planar average of the ionic charges, $\bar{\rho}_I(z)$ (electronic charges, $\bar{\rho}_e(z)$). The black line is the sum of the two, $\bar{\rho}(z)$, the total charge. There are six layers of MgO stacked along $z$, as can be seen in the profile, with the surface layer being at 20 Bohr. This lateral profile is dominated by the oscillations in the bulk, and properties of the surface layer are difficult to see.

Figure 2.4: Macroscopic average of charges at the MgO(100)/vacuum interface. The red (blue) dotted line represents the macroscopic average of the ionic charges, $\tilde{\rho}_I(z)$ (electronic charges, $\tilde{\rho}_e(z)$). The black line is the sum of the two, $\tilde{\rho}(z)$, the total macroscopic charge. There are six layers of MgO stacked along $z$, with the surface layer being at 20 Bohr. This lateral profile no longer displays the oscillations in the bulk, so that the surface dipole becomes apparent.
2.2 Accessing the Electric field

Figure 2.5: Electric field at the MgO(100)/vacuum interface. The layers of MgO are represented by brown lines. The purple line is the macroscopic average of the absolute value of the electric field. The blue line is the derivative of the macroscopic electrostatic potential, and the red line is the integral of the macroscopic charge distribution. As expected, these two profiles are equal.

as the surface dipole. We can now numerically calculate the value of the electric field in the $z$ direction using equation 2.41, replacing the $\pm \infty$ limits with $z$ values around the interface in which the average charge is zero. The result is shown in figure 2.5, converted in units of V/Å. In this approach we have made apparent the surface dipole and thus the intuitive origin of this electric field.

In practice the field can also be obtained by taking the negative gradient of the electrostatic potential:

$$
\mathbf{E}(\mathbf{r}) = -\nabla V(\mathbf{r})
$$

The electric field is a vector field, with the three components:

$$
E_x = -\frac{\partial V}{\partial x}, \quad E_y = -\frac{\partial V}{\partial y}, \quad E_z = -\frac{\partial V}{\partial z}
$$

Here we can note that the derivative commutes with the aforementioned planar and macroscopic averaging techniques. Therefore, in practice, we can apply the macroscopic average on the electrostatic potential and then get the $z$ component of the field, or obtain the full vector field and then apply the averages on the $z$ component.

In this work, $z$ component profiles are presented in the surface normal direction, and profiles of the absolute value of the field are also presented. Figure 2.5 shows that at the surface vicinity the electric field is largely in the surface normal
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direction. Fields close to atoms are extremely high, and often not comparable to fields applied to a system for example in electrochemical setups. The profile at the electric double layer for example, has rarely been presented, and the question of coarse graining to obtain macroscopic electric field profiles from microscopic charge distribution is still not completely solved.
2.3 Enhanced Sampling Techniques

The AIMD framework requires a large amount of computational resources as a trade-off for accuracy in the description of polarisation and making and breaking of bonds in complex environments, such as the oxide/water interface which is studied in this work. However this means that within the available computational resources today, systems studied in this framework may contain at most several hundreds of atoms, with trajectory lengths of several tens of pico-seconds. These small sizes and time-scales make it impossible to correctly sample the thermodynamics of a system, without resorting to some clever tricks known globally as enhanced sampling techniques. Many of these techniques are available in the literature, we focus here only on the ones used in this work – metadynamics and umbrella sampling. The choice of the reaction coordinate is also important, as is outlined below.

2.3.1 Parametrisation of the Free Energy Landscape

A free energy landscape can be described in one-dimension if the reaction going from state $A$ to state $B$ has a clear reaction coordinate. The reaction coordinate can be defined in terms of the positions of the atoms in the system; it could be a physical distance between atoms, an angle, torsional angle, or any combination of these things. However such a reaction coordinate is not always obvious to find, and in complex cases can lead to restricting the system to follow a strict path in configuration space, which may not necessarily reflect the path of lowest free energy.

Path collective variables (pathCV) are a way to parametrise the free energy landscape according to configurations along a reaction path, and using these variables we can also define a second reaction coordinate in which the system may stray from the path. If we call the set of coordinates describing a state in the transition $\mathbf{R}$, the vector describing the path is a set of $\mathbf{R}_k$ where the first ‘frame’ $\mathbf{R}_1 = \mathbf{R}_A$ is the initial state and $\mathbf{R}_N = \mathbf{R}_B$ is the final state. From this definition we can introduce variables $s$ and $z$ [52]:

$$s(\mathbf{R}) = \frac{1}{P-1} \frac{\sum_{k=1}^{N} (k - 1)e^{-\beta (\mathbf{R} - \mathbf{R}_k)^2}}{\sum_{k=1}^{N} e^{-\beta (\mathbf{R} - \mathbf{R}_k)^2}}$$  \hspace{1cm} (2.47)

$$z(\mathbf{R}) = -\frac{1}{\beta} \log\left( \sum_{k=1}^{N} e^{-\beta (\mathbf{R} - \mathbf{R}_k)^2} \right)$$  \hspace{1cm} (2.48)
where \( s(\mathbf{R}) \) is the progress the system has made in the direction of the path and \( z(\mathbf{R}) \) can be seen as the distance strayed from the path. Using the variables \( s \) and \( z \), we can represent the high dimensional ensemble of atomic configurations \( \mathbf{R}(t) \) in two dimensions. \((\mathbf{R} - \mathbf{R}_k)^2\) is effectively a mean squared displacement, and \( \lambda \) is chosen such that it is comparable to the inverse of this (see ref. [52] for more details). Other metrics can also be used in place of the mean squared displacement in the definition of \( s \) and \( z \). In the present work the metric used is the same as in [53], and defined in terms of coordination numbers. Thus for atomic configurations \( \mathbf{R}_1, \mathbf{R}_2, \ldots, \mathbf{R}_N \) defining the reaction path, we define a distance between the atomic configuration at a given time \( \mathbf{R}(t) \) and the atomic configuration on the \( k \)th frame \( \mathbf{R}_k \) as:

\[
D(\mathbf{R}(t), \mathbf{R}_k) = \sum_{l,s} [C_{l,s}(t) - C_{l,s}^k]^2
\]  

(2.49)

with \( C_{l,s}(t) \) \((C_{l,s}^k)\) referring to the coordination number between atom \( I \) and all atoms of type \( S \) at time \( t \) (at frame \( k \)). \( C_{l,s} \) is the following switching function:

\[
C_{l,s} = \sum_{J \in S} \left[ 1 - \left( \frac{R_{IJ}(t)}{R_{SS}^0} \right)^N \right] \left[ 1 - \left( \frac{R_{IJ}(t)}{R_{SS}^0} \right)^M \right]
\]  

(2.50)

where \( R_{IJ} \) is the distance between atoms \( I \) and \( J \), \( R_{SS}^0 \) refers to the characteristic bond length between atoms of type \( S \) and \( S' \). Full details of the parameters are given in the appendix. Figure 2.6 shows an example where \( N = 2 \) (there are two frames) with frame 1 referring to formamide and frame 2 referring to carbon monoxide and ammonia. The nearest integer coordination numbers are given in the figure to illustrate how this definition of path variables can be applied.

Using \( D \) we can define the two orthogonal variables \( s \) and \( z \):

\[
s(t) = \frac{\sum_{k=1}^{N} k e^{-\beta D(\mathbf{R}(t), \mathbf{R}_k)}}{\sum_{k=1}^{N} e^{-\beta D(\mathbf{R}(t), \mathbf{R}_k)}}
\]  

(2.51)

\[
z(t) = -\frac{1}{\lambda} \log \left( \sum_{k=1}^{N} e^{-\beta D(\mathbf{R}(t), \mathbf{R}_k)} \right)
\]  

(2.52)

Describing the system in this way means we can efficiently sample the configuration space using enhanced sampling techniques such as metadynamics (metaD) and umbrella sampling (US) which are briefly explained below. The use of this metric enables us to map separate simulations to the same configuration space – for example, the near surface simulation can be directly compared to the bulk simulation, or the bulk to the bulk with an external electric field, as will be demonstrated in chapter 4.
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Figure 2.6: Illustration of the type of collective variables used in this work. Figure from [53] where the reaction studied is the decomposition of formamide to carbon monoxide and ammonia. The matrix element which change to define one structure and another are clearly shown.

2.3.2 Metadynamics

Metadynamics was introduced by Laio and Parinello [54], as a means to "escape the free energy minima" (to quote the article’s title). The method not only enables a molecular dynamics simulation to be accelerated in a certain direction of the free energy landscape, but also finds the most likely reaction pathways according to the chosen reaction coordinate, and returns the free energy landscape itself as a result.

We call the set of coordinates describing a system $\mathbf{R}$, and the corresponding coordinate in the collective variable $s(\mathbf{R})$. The probability distribution can be defined as the following:

$$P(s) = \frac{e^{-\beta F(s)}}{\int e^{-\beta F(s)} ds} \quad (2.53)$$

where $\beta = \frac{1}{k_B T}$ with $T$ the temperature of the simulation and $F(s)$ referring to the free energy. In an ideally infinite equilibrium simulation we have ergodicity and $P(s)$ can simply be obtained from a histogram of the system’s evolution along $s$. We can then write the free energy $F(s)$

$$F(s) = -k_B T \ln P(s) \quad (2.54)$$
We can also write the free energy

$$F(s) = \frac{1}{\beta} \ln \left( \int e^{-\beta V(R)} \delta (s - s(R)) dR \right)$$  \hspace{1cm} (2.55)

with $V(R)$ the potential.

In the real case however, and especially for AIMD, the simulation is not long enough for a barrier to be crossed even once and the system would remain ‘stuck’ in the energy minimum where the simulation was started. We thus add a time dependent potential $F_G(s; t)$ which serves to ‘push’ the system out of its minima, and which, if properly constructed, will provide a good estimate of the underlying free energy landscape, i.e.

$$\lim_{t \to \infty} F_G(s; t) \approx F(s)$$  \hspace{1cm} (2.56)

This property is the main justification for metadynamics. The method proposed by Laio and Parinello consists of updating $F_G(s; t)$ by adding Gaussian functions at regular intervals in $t$. Thus we have

$$F_G(s; t) = -w \sum_{t' \leq t} \exp \left( -\frac{|s - s_{t'}|^2}{2\sigma^2} \right)$$  \hspace{1cm} (2.57)

where $w$ is the height of the Gaussian and $\sigma$ is the width. We see that the current free energy term at a time $t$ is a sum of the previous Gaussians deposited, each centered around the system’s collective variable coordinate at times $t'$. This results in a constrained dynamics, where extra forces are added to the system and effectively the underlying free energy landscape is ‘filled up’, as one might fill a cavity with sand or with water. These forces are such that the system is less likely to visit a certain part of the landscape again after it has already been there, and eventually the system is pushed out of its initial minimum. Metadynamics is always best explained visually, and the ‘filling up’ of the landscape is illustrated in figure 2.7.

However, metadynamics is not perfect in every situation, and for this work it proved to exhibit some convergence issues, namely that the ‘flatness’ displayed in figure 2.7 was never achieved. A variant of metadynamics called well-tempered metadynamics was tried, in which the gaussians added with equation 2.57 are weighted according to how much bias has already been added at a certain point of the free energy space. This means adding smaller and smaller gaussians which should result in some form of convergence. However, maybe due to the complex collective variables, adequate convergence could still not be determined to the level of accuracy required for this work, and the umbrella sampling method needed to
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Figure 2.7: Illustration of metadynamics. The free energy landscape is gradually filled up, and can be obtained from the accumulation of gaussian biases called ‘hills’.

be used to attain the desired precision in the free energy landscape.

2.3.3 Umbrella Sampling

Umbrella sampling (US) consists of conducting a series of constrained dynamics centered along the reaction pathway in the free energy landscapes. As mentioned before, the histogram of the dynamics is directly related to the probability of presence, which can in turn give the free energy landscape, however in a short simulation the system may never cross a barrier and explore the total configuration space. Umbrella sampling consists of carrying out a constrained dynamics run in which the system is more likely to visit those regions of the space which are higher in free energy. We can constrain the system with the variables described in section 2.3.1, for example. The "umbrellas" are so called because often they are quadratic biasing potentials in configuration space, $V(s, z)$, described in this way:

$$V_i(s, z) = \kappa_{s,i}(s - s_i)^2 + \kappa_{z,i}(z - z_i)^2$$

(2.58)

The index $i$ refers to the $i^{th}$ umbrella, and the parameters $\kappa_{s,i}$ and $\kappa_{z,i}$ can be chosen to constrain the dynamics more or less around the point $(s_i, z_i)$. An illustration of such an umbrella sampling run compared to an unbiased run is given in figure 2.8. For each US run the resulting histograms can be weighted by the weighting function:

$$w_i(s, z) = e^{-\beta V_i(s, z)}$$

(2.59)

to obtain corresponding local free energy surfaces (FES). However each FES obtained in this way has an arbitrary energy shift, which needs to be taken into account when we want to combine several US runs. Thus it is necessary to have overlap between adjacent US runs to be able to combine them. The weighted
Figure 2.8: Illustration of an umbrella sampling run (red trajectory) compared to an unbiased run (blue trajectory). Both trajectories have the same starting point, however in the unbiased case the system prefers to stay near the free energy minimum. Adding the umbrella enables us to sample which are less likely to be reached in a ‘free’ run.

Histogram analysis method (WHAM) is an efficient algorithm used to combine the partially overlapping histograms from US runs. Full details can be found in reference [55], and a working code used to perform WHAM can be downloaded at [56]. For this work a homemade code was used, which was tested against [56] in the quadratic umbrellas case, but which includes the possibility to add a linear term to the quadratic potential, and indeed to include any discrete biasing potential, such as for example an existing estimate for a free energy landscape as can be obtained from the “hills” in the metadynamics run. The new biasing potential thus combines the umbrella described by equation 2.58 and any other time independent biasing potential we may want to add. We will call this new biasing potential $V_{i\text{bias}}(s,z)$ for each umbrella $i$. The WHAM algorithm consists in solving self-consistently for the unbiased probability of presence histograms $P(s,z)$ and the free energy shifts $F_i(s,z)$ [31]:

\[
P(s,z) = \frac{\sum_{i=1}^{M} n_i(s,z) e^{\beta (F_i(s,z) - V_{i\text{bias}})}}{\sum_{i=1}^{M} n_i(s,z)} \quad (2.60)
\]

\[
F_i(s,z) = -k_B T \ln \left( \sum_{s,z \text{ bins}} P(s,z) e^{-\beta V_{i\text{bias}}(s,z)} \right) \quad (2.61)
\]

In practice, the equations are iterated until convergence is reached.
Chapter 3

The Electric Field at the Surface of MgO

3.1 Introduction and Context

The impressive amount of works dedicated to the interfaces between water and oxide surfaces is motivated by their relevance to many different areas [57]: environmental sciences, electrochemistry [58, 59], catalysis and biochemistry [60]. Oxide surfaces in pre-biotic chemistry are of importance as these kind of mineral surfaces were abundant on the early earth and could have favoured certain reactions. Among other things, oxide surfaces are particularly interesting in their interaction with water. From previous works, it appears that one or more water layers at the interface have different static and dynamical properties from bulk water, although the thickness of such a region depends crucially on the surface structure and charge, and on the presence of dissolved ions. Such complexity calls for settled models of prototypical water/oxide interfaces.

Magnesium oxide (MgO) is a good candidate for this study because MgO shows a simple atomic and electronic structure that is well established in dry conditions, both theoretically and experimentally [61]. Furthermore, it can be seen as a gateway mineral to more complex minerals which are undoubtedly relevant to pre-biotic hypotheses, such as clay minerals. The behaviour at the MgO(001)/water interface however is not as well-known as in dry conditions. The shape of MgO crystallites changes from cubic to octahedral when they are exposed to water [62]. The dissolution process of MgO(001) is rather fast in acidic solutions and deeply modifies the surface morphology [63], in a process dominated by kinetics. In contrast, at low water coverage (up to a monolayer) and for time lapses of order of a few hours, water adsorption on MgO(001) is dominated by thermodynamics. The isolated H$_2$O molecule spontaneously dissociates on low-coordinated surface
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Figure 3.1: Illustration of two theoretically stable configurations for the water monolayer on MgO(001). Taken from [68]. Oxygen atoms are blue for the surface atoms and red for the water molecule atoms, magnesium is in grey, and hydrogen atoms are in white. The p(3×2) configuration corresponds to UHV conditions under 185K while the c(4×2) configuration corresponds to 185-235K in UHV conditions. For this work the p(3×2) configuration was used as a starting point.

sites, such as steps and kinks, but not on the flat (001) terrace [64], at odds with other alkali-earth oxides like CaO and BaO. However, hydrogen-bonded water ad-molecules on MgO(001) can dissociate, giving rise to characteristic hydroxyl groups consisting of a surface O and a proton coming from the ad-molecule [65]. This theoretical picture is corroborated by several experimental observations of the progressive onset of water dissociation as a function of the increasing water coverage [66, 67]. In the limit of a complete water monolayer on MgO(001), several ordered reconstructions were observed as a function of temperature [68] (see figure 3.1). All of them feature a variable proportion of hydroxyl groups resulting from the dissociation of some water ad-molecules, a picture that was originally proposed for the (2×3)-reconstructed water monolayer on MgO(001) on the basis of first-principles simulations [69]. The use of Density Functional Theory reconciled theory with experiments, as empirical force fields, most of which do not allow for water dissociation, were not able to provide an explanation for these reconstructions [70].

For water coverage above one monolayer, the experimental observations are rather scarce. Although many studies indicate that water organizes into very ordered layers close to the surface, a precise knowledge of the extent and the detailed characteristics of such organization as a function of the surface morphology is still fragmentary. The enthalpy of adsorption of water on MgO varied significantly from 1/2 to 3 monolayers, which was attributed to a stronger interaction
between the first layer and the surface than between the next water ad-layers [71]. On the theoretical side, several simulations considered higher water coverage than one monolayer, but most of them used empirical models. The structural and dynamical properties of hydrated MgO nanoparticles were investigated through molecular dynamics using empirical interatomic potentials [72]. While highly ordered water layers appeared at the interface with the flat (001) surface, water coordination number, residence times and other properties were affected by the presence of corners and edges on surfaces with higher Miller indices. A significant ordering of water molecules, which are almost parallel to the surface in the two layers close to MgO(001), was found through molecular dynamics using a Born-Mayer-Buckingham interatomic potential for MgO and a flexible model for water [73] (see figure 3.2). Translational and orientational order parameters recovered their values for bulk water at about 3-4 layers from the surface. These features correlated with changes in the vibrational density of states of water. All the previous simulations were based on classical force fields and did not take into account water dissociation nor the influence it could have on the structure and the dynamical properties of the next water layers. An exception was provided by a first-principles study of the interface between ice and MgO(001) [74]. However, the authors considered only four H$_2$O layers on top of a $\sqrt{2} \times \sqrt{2}$ surface unit cell and conducted structural optimization at 0 K. The system dimension and the absence of dynamics hindered the comparison with experimental data as well as any discussion of the extent of water ordering.

As far as the surface electric field is concerned, Kelvin probe microscopy can be used to determine the surface work function with a lateral resolution of the order
of few nm [75]. Other local probes of the surface electric field are ad-molecules themselves, such as carbon monoxide. The shift of its vibrational frequency with respect to the gas phase is connected to the local charge and electric field of the cation sites on the surface [76]. However, these probes cannot easily be used at the water/oxide interface. Furthermore, there are very few studies that have attempted to calculate the electrostatic properties of a water/oxide interface in order to make the link between coarse-grained Electric Double Layer (EDL) theories and the reality of the local electric field. This is largely due to problems arising from interacting periodic replicas, which can be overcome when there is vacuum in the supercell [77], but become harder to work with when the supercell is ‘filled’ with water. For this reason studies reporting values of the electric field at an oxide interface require the surface to be neutral to minimise interactions between periodic replicas. Vlcek et al. [23] reported fields of about 6 V/Å at the SnO$_2$/water interface using static ab-initio calculations. D’Ercole et al. [78] provide electrostatic potential maps of defects at MgO and CaO surfaces, and the resulting field values are of several V/Å extending 2 Å to 3 Å from the position of the surface atom. In what follows electric field profiles are calculated ab-initio on various MgO interfaces.

In section 3.2 the electric field on top of bare MgO surfaces is calculated. In section 3.4, the study is extended to the MgO(001)/water interface, with full explicit solvent. The electric field at the interface is shown, as well as the influence of the MgO(001) surface on the water density profile and the extent of molecular dissociation from the surface layer into the bulk. Snapshots of each simulation box are given in figure 3.3 for clarity, and complete computational details are given in appendix A. Proton transfer at the surface is discussed in section 3.4.1 and a model for mimicking the surface electric field is suggested and tested in section 3.5.

### 3.2 Static Results on Bare MgO

#### 3.2.1 MgO(001)

The electric field was obtained as outlined in section 2.2.1, and the corresponding potential and field plots are shown in figure 3.4, for the MgO(001)/vacuum interface. For clarity, the potential is shown as felt by the electrons - negative in the slab and positive in the vacuum. From analysis of the electrostatic potential we can calculate the work function, by calculating the vacuum level of the potential in a slab calculation, and taking the difference of this value with the highest occupied level in a reference bulk MgO calculation. In this case the work function
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Figure 3.3: Snapshots of the MgO interfaces studied in this chapter. Mg atoms are in blue, O in red, and H in white. The left column shows the 001 interfaces: MgO(001)/vacuum at the top, MgO(001)+1ML in the center, and MgO(001)/water on the bottom. When water is present an example of a proton transfer event is highlighted in green. The right column shows the MgO(111) bare and hydroxylated interfaces (respectively top and center), and the bottom left is the vicinal surface MgO(015). In this last image the unit cell outline is shown.
was calculated to be 5.19 eV, which is within 5% of the reported experimental value for the work function of the MgO(001) surface, 4.94 eV [79], thus validating our value of the field and coarse-graining method. The broken symmetry in the surface normal direction results in a local asymmetry in the charge distribution at the interface – the electrons spill out into the vacuum and consequently there is an excess of positive charge just under the surface. This results in a strong surface dipole which is specific to each surface and contributes to the variation of the work function, and also results in an electric field [80].

As shown in figure 3.4, the electric field at the MgO(001)/vacuum interface is intense and permeates beyond the surface layer, although it is highly localised. There is a window extending to about 3 Å from the surface atoms in which the field is high enough to influence potential adsorbates, their structure and reactivity. Although this view differs from the classical view of the electric field on top of an ionic solid, this approach is consistent with both average electrostatic properties of the surface (such as the work function described above) and with local electrostatics at the Ångstrom scale. Figure 3.5 shows non-averaged profiles of the z component of the field directly on top of the surface Mg\(^{2+}\) and O\(^{2-}\) ions. Only points beyond the pseudo-potential cutoff radii are included. The behaviour is as expected, negative field on top of O and positive field on top of Mg, both decaying exponentially. However there is overall a clear imbalance towards the positive z-direction due to the surface dipole, which is reflected in the positive value of the sum. Figure 3.6 shows the z component \(E_z(x, y, z_0)\), with \(z_0\) at a height of 2 Å from the surface, which corresponds to the adsorption height for water. The plot again shows the influence of the surface ions, with nevertheless a field imbalance towards the positive z axis. In each of figures 3.4 to 3.6, the arrow shows the average value of the field at 2 Å above the surface. In all cases this value is between 0.5 V/Å and 1.5 V/Å. The difference in value is due to the averaging methods: in figure 3.4 the planar average and macroscopic average are both applied, for figure 3.5 the average profile directly above each type of ion is taken, without macroscopic average filtering, as for figure 3.6 the average is only taken from one slice of the electric field.

### 3.2.2 MgO(111) and MgO(015)

Figure 3.7 shows two other MgO surface profiles which were also calculated and coarse grained accordingly. The MgO(111) direction is polar as it consists of alternation layers of Mg\(^{2+}\) and O\(^{2-}\), so it is unstable in reality. Thus in a calculation with periodic boundary condition a dipole is created across the supercell. Nonetheless, the electric field can be calculated at the surface and we can see that
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Figure 3.4: The average $z$ electrostatic potential as felt by the electrons, and the electric field profile at the surface of a bare MgO(001) surface. The MgO planes are represented by vertical lines, and the highest occupied level is set at zero, as shown by the red dotted line. The work function can be calculated as the difference between the potential in the vacuum and the highest occupied level in the bulk. The small arrow shows the electric field at 2 Å from the surface, which is a reasonable distance for water adsorption.

Figure 3.5: $z$-component of the electric field along the [001] direction, directly on top of each type of surface ion. The lines are exponential fits to the data. The small arrow shows the electric field at 2 Å from the surface, which is a reasonable distance for water adsorption.
Figure 3.6: z-component of the electric field in an $xy$ plane at 2.0 Å from the surface layer of MgO(001). Lines are 1.0 V/Å apart. Underlying atomic positions are labeled with crosses for Mg and circles for O. The arrow on the colourbar indicates the average value of the z-component of the field in this plane.

surprisingly, although it is very high locally, the field seems less intense than on the MgO(001) surface. We can include a dipole correction in the empty part of the cell which is calculated and applied self-consistently to cancel out the artificial dipole between the slabs. As seen in the figure, the field in the vacuum goes to zero as it should, apart from in the area where the dipole is added, which is an artifact of the simulation. There is an electric field however inside the slab, but this is a physically relevant field which would exist in such a thin film, and in the limit of an infinitely thick slab the field would go to zero. In reality surfaces in the MgO(111) direction are fully hydroxylated, or exhibit certain reconstructions, to maintain neutrality at the interface [81]. The potential and field profiles are also calculated in this case, as shown in figure 3.8.

The MgO(015) direction is an example of a vicinal surface, because it is in fact an average orientation when looking at a monoatomic (001) step with a width of 5 atoms (see bottom left panel of figure 3.3). Vicinal or stepped surfaces are thought to have the highest reactivity, due to undercoordinated atoms being key sites for adsorption and dissociation of molecules [82], and have been shown to promote proton transfer [83]. The profiles are shown in figure 3.9. We notice that this is in fact a vicinal thin film, which is not something that would be stable in reality. The relaxation is very large, making the macroscopic averaging method difficult to apply correctly. Indeed, even if vicinal surfaces are good candidates for investigating the reactivity of real mineral surfaces, in this framework the computational cost would be too high to investigate one properly, as the unit cell would have to be quite large to get proper relaxation events and to simulate vicinal steps.
Figure 3.7: Surface potential and field for MgO(111), in the case of the polar surface, with (right) and without (left) the dipole correction included. The vertical lines show Mg planes in green and O planes in red. The dotted lines show the rigid case, while the full lines show the relaxed case.

Figure 3.8: Surface potential and field for MgO(111)+OH. The vertical lines show Mg planes in green and O planes in red, with the position of the adsorbed hydrogens shown in grey. The dotted lines show the rigid case, while the full lines show the relaxed case.
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Figure 3.9: Surface potential and field profiles for MgO(015). [015] planes are not shown, because they are too close together in the rigid case, and not well defined in the relaxed case. The dotted lines show the rigid profiles, while the full lines show the relaxed ones.

The MgO(001) surface is experimentally flat and stable, as well as relatively simple to synthesise, and it exhibits the highest electric field of the three surfaces discussed above. Furthermore the behaviour of the first layer of water on MgO(001) has been characterised experimentally and in calculations, as outlined in the next section. Thus the natural choice was to investigate this first monolayer and to later observe the effect of the surface electric field on bulk water. The MgO(111) surface was not further investigated in this particular work but could be in the future, as could the similar brucite (Mg(OH)\textsubscript{2}) surface. Indeed, recent work suggests that brucite appears at the surface of Mg\textsubscript{O} crystals when in prolonged contact with water in certain conditions [84].

3.3 One monolayer of H\textsubscript{2}O on MgO(001)

A monolayer of water (1ML) on MgO(001) is known to exist in several configurations depending on temperature and pressure [68]. For this study we chose to use the (2 × 3) reconstruction, which is stable between 185 K and 235 K in UHV conditions. In this reconstruction two out of six water molecules are dissociated as shown in figure 3.10. Initially the six water molecules were placed on top of MgO(001) and the positions allowed to relax. This resulted in spontaneous dissociation of two water molecules, with no energy barrier, in a configuration which was slightly different from the one in figure 3.10, but which exhibits the same number of OH groups on the surface and has the same symmetry (2 × 3 with a glide-plane). Nevertheless the configuration chosen is the one in figure 3.10 because it is accepted as the most stable configuration in the literature and because its energy was lowest. It is likely that several meta-stable analogues of this configuration exist, especially at non-zero temperatures, but due to the small size of the simulation box we chose for the following to remain with the most stable configu-
ration seen experimentally, even later on when several layers of water were added.

Figure 3.12 shows the electric field profile in the 1ML case. A first peak occurs within the adsorbed layer at the height of the adsorbed H$^+$ ions, and the second peak seems analogous to that in the bare surface case, i.e. intense, highly localised, but permeating a few Ångstrom beyond the surface. This peak is not as intense as in the bare surface case, which is a sign of screening by the H$_2$O molecules. Figure 3.13 shows the profile in the $xy$ plane at a height of 4 Å from the surface, so about 2 Å from the adsorbed monolayer. At this height the underlying surface structure is not longer ‘visible’ in the field profile, and is instead screened by the less ordered adsorbed monolayer. We notice zones of positive and negative $z$ fields corresponding to local water dipoles, as well as small scale oscillations which would probably become irrelevant when taking into account the dynamics of the system. Some of these oscillations are probably also noise in the electric field, which being a gradient is more numerically noisy than the potential or charge density. Such complexity calls for a coarse-grained description of the electric field, especially when we consider its effect on the structural and dynamical properties of the water above the first ad-layer. For the case of the water/MgO interface with more than a water ad-layer, we will thus retain the profile along $z$: $\bar{E}_z(z)$.

Figure 3.11 shows selected vibrations taken from a simulation of the adsorbed monolayer at 300 K. The vibration frequency spectra were obtained from taking a Fourier transform of the selected OH bond lengths as a function of time. A velocity autocorrelation function of all atoms could also be used to be able to directly compare such a spectrum to experimental data, however in this case the statistics were not sufficient to obtain discernible peaks, and it was preferable to isolate specific bonds and apply the autocorrelation function method to get specific vibration modes. Pre-selecting the characteristic OH bonds enables us to check which frequency contributions come from the surface OH groups. The blue peak corresponds to the OH in vacuum frequency at about 3900cm$^{-1}$ and the green peak corresponds to the OHs which are directly adsorbed. We see that these are shifted towards smaller frequencies due to the higher coordination of the oxygen atoms, and the peak isn’t as sharp because of the increased interaction with surrounding oxygen atoms.

3.4 Dynamic Results on the MgO/water Interface at 300K

Starting from the $(2 \times 3)$ monolayer reconstruction, 22 water molecules were added to the simulation cell to ‘fill up’ the vacuum between the slabs, resulting
Chapter 3. The Electric Field at the Surface of MgO

Figure 3.10: *Top view and side views of the unit surface of the (2 × 3) reconstruction of water on MgO. The Mg atoms are turquoise and the oxygen atoms belonging to the slab are red, while the oxygen atoms of the water monolayer are shown in blue.*

![Figure 3.10](image)

Figure 3.11: *Selected characteristic OH vibration modes for the single adsorbed monolayer of water on MgO(001). The peaks were obtained from a Fourier transform of the length as a function of time of the two types of OH bonds shown in blue and green on the figure.*

![Figure 3.11](image)

Figure 3.12: *Electric field profile of MgO(001) with a monolayer of water adsorbed, in a (2 × 3) reconstruction with partial dissociation. The vertical lines represent the MgO planes (brown), the average position of the adsorbed H+ ions (solid grey) and the upper and lower bounds of the positions of the adsorbed water molecules and OH− ions (dotted grey).*

![Figure 3.12](image)
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Figure 3.13: *z*-component of the electric field in an *xy* plane at 4.0 Å from the surface layer of MgO(001). Lines are 1.0 V/Å apart. Underlying atomic positions are labeled with crosses for Mg and circles for O, and squares for H. White circles and squares show the positions of the oxygen and hydrogen atoms in the adsorbed layer. Black squares show the chemisorbed hydrogen atoms. The arrow on the colourbar indicates the average value of the *z*-component of the field in this plane.

in a simulation consisting of 7 MgO layers in the [001] direction followed by 34 water molecules, 4 of which are dissociated on the surface (2 on each side). Before starting the simulation, the 22 water molecules were placed randomly in a box without MgO and AIMD was performed at 300 K for a few picoseconds. From this simulation, the initial positions were placed in between the MgO slabs, and the AIMD simulation was started with several subsequent rescaling steps of increasing temperature. Eventually the target temperature of 300 K was reached, and statistics were taken from after the simulation had had time to thermalize.

The electrostatic potential was saved every 30 timesteps, for analysis of the electric field throughout the simulation. The electric field profile was obtained as outlined in section 2.2, by averaging the derivative of the potential along *x* and *y*, and by filtering out the small range oscillations. However, although the *a*/2 averaging window is appropriate to smooth out oscillations within the MgO slab, the water in between the slabs does not exhibit *a*/2 periodicity along *z*. A second filter has been applied in order to smooth out oscillations due to liquid water. This filter was chosen based on the first peak in the oxygen-oxygen pair correlation function using a filter window of 2.5 Å. Other filters were also trialled and it was found that the profile is not very sensitive to the precise size of the window in the liquid, provided the filter window was between 2.3 Å 2.8 Å. The resulting profiles after planar averaging are shown in figure 3.14.

Figure 3.15 shows the electric field profile, density of water, and proton hopping events in 13 ps of simulation at 300 K. The field and density are averages
Figure 3.14: Results of macroscopic averaging on the surface normal component of the electric field on the MgO(001)/water interface. In black, the planar average and macroscopic average with interlayer distance as the filter window. The colour lines are various applications of a second filter window based on characteristic water-water distances.

The second graph in figure 3.15 shows oxygen atom and hydrogen atom presence along z. The oxygen atoms belonging to the MgO slab have been omitted for clarity. The first peak of hydrogen presence occurs just above the surface and corresponds to the hydrogen atoms adsorbed directly on the surface. These remain close to their initial positions throughout the simulation and do not re-associate...
Figure 3.15: The average electric field profile (blue), atomic distribution profiles (red and black) and proton hop counts (green) in the simulation box. Shaded areas correspond to the position of the MgO slabs, to clearly show the position of the interfaces, at $\pm z_s$ ($z_s = 10.1\text{Å}$).
with a water molecule. The second peak shows high oxygen and hydrogen presence, which reflects the stability of the first layer – throughout the simulation, the 6 adsorbed water molecules on each side do not diffuse towards the \( z \approx 0 \) region, where there is on average a lower water density. The stability of this first layer is further shown when looking at the oxygen-oxygen pair correlation function in the top part of figure 3.16. The structure of the monolayer remains largely unchanged when more water molecules are added, with a strong collapse of the second neighbour peak compared to liquid water. This type of structuring on MgO(001) has been proposed to resemble a high density ice phase [85], and could be attributed to a template effect. However, interestingly, similar structural properties have been seen in simulations where there is little or no templating, such as on BaF\(_2\) in which the first layer exhibits an O-O pair correlation function resembling that of high density liquid water [21]. The high density water layer adsorbed on MgO(001) is followed directly by a depleted zone, something that has already been reported in studies of water on other oxide surfaces [14, 86] and even on graphene and h-BN [20, 87]. In the case of oxides, the initial affinity of the surface for water seems reversed after one layer of coverage – a ‘hydrophilic’ surface can become ‘hydrophobic’ once wet [86].

Figure 3.16: O-O pair correlation function in the interfacial water. The top panel compares the O-O distances in the first layer only - the black line for the single adsorbed monolayer simulation, and the red line in the filled case. The second panel compares O-O distances in the filled water simulation (black dashed and blue lines) with O-O distances in a reference simulation of bulk water (purple line).
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3.4.1 Surface-assisted proton transfer

The green histogram in figure 3.15 was obtained by counting the number of times an oxygen atom had a switch in one of its two nearest neighbour hydrogen atoms, thus counting the number of proton transfer, or ‘proton hopping’ events. In the (2 × 3) reconstruction shown in figure 3.10, proton transfer is susceptible to occur, simply because the high density of the adsorbed layer means that the oxygen atoms are near enough to each other, and also because the layer is partly dissociated which means there are OH groups free to receive the hopping proton from a neighbouring water molecule. Thus it is possible to imagine further metastable configurations from figure 3.10, and these were observed frequently in our 300K simulation. Such frequent proton transfer at an oxide surface has also been observed in simulations of ZnO [88]. There are two peaks on each side of the histogram. The peak closest to the surface counts the proton transfers within the adsorbed layer, parallel to the surface. The second peak is less intense, and corresponds to hydrogen bonds in the z direction. As shown in the third snapshot in figure 3.3 this corresponds to proton transfer events between the first adsorbed layer and the second layer. It has been recently shown that strong external electric fields promote molecular dissociation and proton hopping in bulk water [29], ice [89, 90], liquid methanol [32], as well as a strong chemical reactivity in molecular mixtures[2]. In this case we notice that proton transfer occurs in the first and second layers above the surface corresponding to the zones of highest electric field.

Proton transfer in water has also been shown to be correlated to short oxygen-oxygen distance. For instance in the simplest case, the Zundel ion, there is a threshold of oxygen-oxygen distance under which the excess proton prefers to lie in the centre of the two oxygen atoms. In the DFT framework this distance is found to be 2.5 Å although more precise treatments of the problem finds this distance to be closer to 2.4 Å [91]. Classically, proton transfer is expected to occur when the oxygen atoms are closer than this minimum distance, apart from processes of tunnelling, where a quantum treatment of the proton is needed [92]. Figure 3.17 shows distributions of the oxygen-oxygen distances for hydrogen bonded water molecules, in the first and second layers, and in the other water molecules. With regard to proton transfer, it is important to note that the O-O distances concerned are those which are below the threshold mentioned above. It is clear that there are more very short O-O distances near the surfaces than in the middle of the simulation box. The layers nearest the surfaces have more than 10% of their O-O distances below the DFT proton-hopping threshold, while those in the next slice have between 5% and 10%. Although some bulk water properties seem to be recovered just after the first layer, the heightened density seems to permeate
through to the second layer and promote proton transfer. Although proton transfer is more likely when there are more O-O distances well below the threshold, this is not the only driving force for the transfer. Thus the percentage of O-O distances lying below the threshold is not linearly representative of the number of hops.

The average shortening time during which an O-O distance stays below 2.5 Å is also found to be correlated with proximity to the surface – with averages of 33, 29, and 21 fs in the first and second layers, and in the bulk, respectively. In this particular study, the proton transfer results in a net transfer of OH\textsuperscript{−} ions, as these are initially present on the surface. This type of transfer has been shown to depend strongly on the local coordination of the OH\textsuperscript{−}, namely OH\textsuperscript{−} ions which receive three hydrogen bonds are more likely to diffuse than those of a higher coordinance [93]. OH\textsuperscript{−} ions on the MgO(001) surface receive two hydrogen bonds from water molecules in the monolayer, and can receive a third from the water molecules above. These are in effect undercoordinated, which probably promotes the transfer of the OH\textsuperscript{−} when it is near the surface. Once the OH\textsuperscript{−} is solvated it is not longer undercoordinated with respect to hydrogen bonding. To summarise, there are several ways in which the surface assists proton transfer: the presence of undercoordinated OH\textsuperscript{−} ions, shorter O-O distances, and a high electric field environment. Possible perspectives include a finer analysis of how these factors are correlated to each other and how they quantitatively affect proton transfer.
Figure 3.17: Distributions of the Oxygen-Oxygen distances in the water between the slabs, by layer. The first layer refers to the water molecules within 2Å of the surface on either side of the slab, while the second layer refers to those between 2Å and 4Å away from the surface. The distribution referring to the remaining water molecules is labelled as ‘bulk’. An area has been shaded to represent the proton transfer threshold, below which proton transfer may happen. The percentages show how much of each distribution is below this threshold.
3.5 Mimicking the Surface Electric Field

Starting from the potential profiles in section 3.2, an effective potential can be constructed mimicking certain aspects of the mineral surface. The implementation of such a potential is described below, followed by preliminary results on a test system consisting of confined water.

3.5.1 Description and implementation

The potential chosen has the following expression:

\[ V_{\text{applied}}(z) = -V_0 \left[ f(-A(z - z_0))^k + f(A(z + z_0 - l))^k \right] \]  

where \( f(z) \) is the sigmoid function:

\[ f(z) = \frac{1}{1 + e^{-z}} \]  

The parameters in equation 3.1 were fitted to the planar, macroscopic average of the intrinsic MgO(100) electrostatic potential, as we can see in figure 3.18. \( V_0 \) corresponds to the height of the potential in Rydberg, \( z_0 \) to the position of the peak in electric field, which is a little above the position of the surface atoms. \( l \) is the length of the simulation box in the \( z \) direction. \( A \) and \( k \) are parameters adjusting the slope of the potential in the surface regions. The resulting function is one which can be applied with PBCs as long as \( z_0 < \frac{l}{2} \), and mimics the macroscopic electrostatic potential of a slab which is centered around 0 and \( 2z_0 \) wide in the \( z \) direction. In this particular case the parameters were found to be \( V_0 = 0.714 \) Ry, \( k = 0.5 \), and if we use fractional coordinates we set \( z_0 = 0.24 \), \( l = 1 \) and \( A = 130 \). These parameters could easily be adjusted to change for example slab thickness, or strength of the field at the surface.

3.5.2 Tests and Remarks

Tests were performed to verify the implemented potential and forces. To do this a hydrogen atom was placed in the potential and its \( z \) coordinate was varied, with a DFT ground state calculated for each \( z \) coordinate. In this simple one-atom system the ionic and electronic components of the energy and of the force could be computed independently. Figure 3.19 shows the forces obtained. To check for consistency between forces and energy, the derivative of the energy was obtained with respect to the position. These values are also plotted in the figure and we can see the variation in energy is consistent with the force.
3.5 Mimicking the Surface Electric Field
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**Figure 3.18:** Comparison of the surface potential of MgO(100) and our applied potential, along with an illustration of the parameters of the potential.

![Graph of force vs distance along z](image2)

**Figure 3.19:** Tests on the potential within the interfacial region. The corresponding energy derivatives are shown as dots.
We see that, as expected, the forces due to the electrons in the field are opposite to the ionic forces. The zone of interest is above 6.5 Å as the ‘virtual slab’ is located symmetrically about zero and extends to about 6 Å. The sum of the two components show the total force on the hydrogen atom in the field. There is a change in the direction of the total force at a point which corresponds to about 1 Å above the surface. This point of zero force would seem to coincide with the 2D confinement corresponding to the 1st water-layer adsorbed on MgO. We expect the potential to mimic the surface at least in the confinement of a layer of atoms during MD as long as these atoms do not have enough kinetic energy to cross this confinement barrier.

### 3.5.3 Results

Simulations were run which are identical to those in section 3.4, except that the MgO atoms were replaced with the mimic potential. The starting configuration included the $2 \times 3$ reconstruction shown previously. When relaxing the system the dissociated water molecules reassociated, and then rearranged to include not 6, but 7 molecules in the first layer. At 300K the water is indeed confined to this potential. Figure 3.20 shows the $z$ distribution of oxygen atoms in the case of the real surface compared to the virtual surface case. The $z$ distribution seems to be reproduced qualitatively but the confinement to the first layer is dramatically increased.

To attempt to reproduce the surface correctly, several possible effects were investigated. Firstly, the effect of the screening from the first layer of water molecules was studied by comparing the electrostatic profiles of the isolated parts of the system (MgO100 bare, the first water layer) to the electrostatic profile of the system as a whole (MgO100 + 1ML water). This is shown in figure 3.21. We see that the effect of screening is only slight, and cannot completely lift the discrepancy.

![Distribution of water molecules along z](image_url)
between the confinement on the real surface and is the potential implemented to mimic the surface.

This approach would greatly reduce the computation time needed, if indeed the density oscillations of liquid water on top of a mineral surface were well reproduced, because the atoms of the mineral would not need to be explicitly included in the simulation. Such a potential could perhaps be moved to a forcefield MD simulation to simulate larger scale isolated ‘thin films’, however it is not certain that this would work – as discussed previously, the confinement seems to come from the difference in electronic and ionic force contributions, which is not something directly calculated in forcefield MD, although polarisable models may well reproduce this confinement with a purely electrostatic barrier. Furthermore, proton exchange cannot be reproduced in this case, as the surface OH groups are no longer present. One would need to include ionic pairs such as NaOH or HCl to observe proton exchange in this system on AIMD timescale. Nevertheless this simplistic way of representing the surface could be worth investigating further as a means of modeling reactions happening in near-surface or confined water.

3.6 Conclusion

Non-polar, defectless surfaces, such as our model MgO(001) one, may exhibit high electric fields at distances of up to 3 Å. When a single monolayer of water molecules is added, the electric field is less intense but still present, and furthermore the zone of high field seems to be broadened to about 5 Å from the original surface. In a way, this first layer of water serves to spread the high-field interfacial
region. Upon adding several layers of water, and after a coarse graining of the field, the 5 Å window above the surface in which the electric field is high (1 - 3 V/Å) remains. There is a clear difference between the water molecules belonging to the first layer, which keep close to their initial configuration, and the other water molecules which are free to diffuse. The atomic density profiles show a depleted zone just above the adsorbed layer, and the O-O pair correlation function is similar to that of bulk water once the first adsorbed layer is not taken into account. An attempt was made to simulate a surface field without including the surface atoms explicitly – so far the simulations seem to reproduce the layering of the water molecules adjacent to the surface, at least qualitatively. Further investigation of this virtual surface is needed to determine its efficacy on near-surface processes. Proton transfer occurs at the MgO(001)/water interface, and this is observed at significant rates on AIMD-accessible timescales. Our results show that proton transfer occurs in the zone close to the surface where the electric field is strongest. This can be partly explained by a higher proportion of small O-O distances in those zones.

In perspective, this part of the study suggests that local electric fields at the surface of dry and wet oxides and minerals are sufficiently intense, even in clean, flat, and apolar surfaces as MgO(001), to promote molecular dissociations, and thus to modify the free energy landscape of surface chemical reactions, with important consequences in geochemistry.
In this chapter the free energy landscape of a pre-biotic reaction is computed in solution and at the MgO(001)/water interface. The reaction chosen is CO+H₂O $\rightleftharpoons$ HCOOH, which is one of the simplest possible reactions in this context, as it requires only the addition of a carbon monoxide molecule in our simulation cell. Formic acid is the shortest carboxylic acid, and thus it is a potential precursor for lipids and sugars, as well as amino acids and bases. All solvent and surface atoms are taken explicitly into account, and using metadynamics outlined in section 2.3.2, transition pathways were found with no a priori knowledge of the transition states. Umbrella sampling was used to compute free energy landscapes to about 5 kcal/mol accuracy. The reaction was also studied in solution with an external applied electric field of 0.3 V/Å, in order to estimate and compare the effect of the surface electric field in the free energy landscape.

4.1 Introduction and Context

The Miller-Urey experiment in 1953 [1] was a turning point in the field of pre-biotic chemistry by showing that amino acids and sugars can be synthesised abiotically from compounds which could have been available in earth’s early atmosphere. Proposed precursors include small molecules such as H₂, N₂, CO, CO₂, H₂O, NH₃, and CH₄ [4], with various hypotheses of how these could have combined in the early earth, or indeed on asteroids or other planets. Molecules such as hydrogen cyanide, formamide and formic acid may have then been intermediate molecules on the road to both amino acids and sugars, thus being common ancestors to both the RNA and protein world views [53]. In this context, electric fields have been shown to greatly impact reaction pathways and free energy landscapes [94]. In parallel, mineral surfaces are expected to have an im-
important catalytic role in pre-biotic chemistry, and indeed can exhibit spontaneous electric fields of the order of V/Å [23, 22]. Thus in this study we aim to study a relevant pre-biotic reaction, CO + H₂O ←→ HCOOH, at a model mineral interface, MgO(001)/water, and evaluate the impact of the surface electric field on the free energy landscape.

Reactions involving formic acid have been widely studied due to its importance in industrial processes. Formic acid is a known intermediate state in the water-gas shift reaction, which generates hydrogen from water to be used in fuel cells [95], and has many uses in the food industry due to its low toxicity and as it is a by-product of acetic acid formation. The decomposition of formic acid has been studied both experimentally [96] and computationally [97, 98, 99] and globally it is agreed that the relative stabilities of the reactants and products depend on solvent density and temperature. However, computational investigations to date have never fully taken the solvent into account explicitly. Furthermore, the presence of Alumina and Magnesia have been shown to catalyse this reaction in industrial processes [100]. In this study we also show simulations of a reaction yielding formic acid, at the MgO(001) surface in solution.

It is known that an applied electric potential can modify reaction rates. Oriented electric fields at an STM tip have recently been shown to accelerate the formation of carbon-carbon bonds [27], thus expanding the field of electrostatic catalysis to beyond redox systems. Enzyme catalysis has been shown to depend strongly on the high electric fields generated at the catalytic sites, which are also on the order of V/Å [33]. In this study we look at the effect of applying a strong electric field, chosen at 0.3 V/Å, just below the dissociation threshold of water [29]. Mineral/water interfaces are also high electric field environments and in this work we attempt to elucidate the electric field contribution of the surface to the free energy landscape of the targeted reaction.

4.2 Preliminary Study of the Configuration Space

The collective variables used are those described in section 2.3.1, based on coordination number of specific atoms in the targeted reaction. The coordination numbers are shown to nearest integer values in figure 4.1, with colours highlighting the parts of the matrix which are expected to change during the reaction. In reality these integer values are not ideal in solution, as the atoms are also coordinated to the solvent. Thus the actual coordination values used in the simulations are those outlined in tables 4.1. To obtain these numbers equilibrium simulations were run of CO in water and HCOOH in water, while recording the coordination
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Figure 4.1: Illustration of the path variables. The matrix entries which are modified during the metadynamics run are highlighted. The snapshots show the system in the CO+H_2O state (left) and in the HCOOH state (right). Oxygen atoms are drawn red, hydrogen white, and the carbon atom is drawn in purple. The atoms represented as bigger spheres are those selected to react in metadynamics, and their labels correspond to the rows of the tables.

We can notice that although when looking at the integer values some of the matrix elements do not seem to change at all, this is no longer the case when fractional coordination numbers are taken into account. A clear example is the row corresponding to the second oxygen label O_2, which remains coordinated to one carbon atom throughout the simulations. When looking at integer coordination numbers, this row does not seem to be modified in the matrix, however with fractional coordinations from the solvent there is an increase to coordination of this atoms to other oxygens and especially hydrogens. This shows the greater interaction which formic acid has with water as compared to carbon monoxide. Indeed, first attempts at modeling this reaction using a smaller matrix, omitting the row in question, resulted in less efficient metadynamics, that is more hills were added before the first reaction occurred. The finer effects of these topological variables are not fully understood yet and for the moment each specific case needs to be set up via trial and error. The specific coordination in table 4.1 numbers depend on the cutoff used which is specified for this case in the appendix.

Figure 4.2 shows an example of a metadynamics run, to illustrate the relationship between collective variable (CV) space and configuration space. The basin on the left corresponds to frame 1, CO+H_2O. The basin on the right corresponds to formic acid. Frame 2 is located at around s = 2, z = 0 in CV space, however the
Table 4.1: Tables representing the transition from CO+H\(_2\)O (left) to HCOOH (right).

<table>
<thead>
<tr>
<th></th>
<th>C</th>
<th>O</th>
<th>H</th>
</tr>
</thead>
<tbody>
<tr>
<td>C(_1)</td>
<td>0.000</td>
<td>1.190</td>
<td>0.196</td>
</tr>
<tr>
<td>O(_2)</td>
<td>0.940</td>
<td>0.252</td>
<td>0.194</td>
</tr>
<tr>
<td>O(_3)</td>
<td>0.011</td>
<td>0.433</td>
<td>2.577</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>C</th>
<th>O</th>
<th>H</th>
</tr>
</thead>
<tbody>
<tr>
<td>C(_1)</td>
<td>0.000</td>
<td>1.942</td>
<td>1.166</td>
</tr>
<tr>
<td>O(_2)</td>
<td>0.909</td>
<td>0.460</td>
<td>0.533</td>
</tr>
<tr>
<td>O(_3)</td>
<td>0.858</td>
<td>0.477</td>
<td>1.285</td>
</tr>
</tbody>
</table>

Figure 4.2: Example of an unconverged FES from a metadynamics run. Schematic configurations are shown corresponding to approximate locations of CO+H\(_2\)O, HCOOH-cis and HCOOH-trans, as well as configuration isomers which are an artifact of the labelling of the atoms. We can see that the cis and trans configurations occurring above the line are equivalent to those below the line.
formic acid basin extends to higher $z$. This corresponds to isomers of formic acid, not only structural isomers but also permutation isomers which are an artifact of the labelling of the atoms, as shown schematically in figure 4.2. In theory the entire basin could be sampled, but in practice this takes too long and instead a quadratic wall is applied along the $z$ path CV. The wall chosen in this study was then fixed at $z_w = 0.2$, as illustrated in the figure. The wall does not leave out any important parts of the transition, which occurs at low values of $z$. The figure also includes the position in $s,z$ of the CO$_2$+H$_2$ state not investigated in this work. It was attained on some trial runs and the corresponding basin was not clearly separate from the HCOOH basin. Furthermore, it is too high along $z$ to be correctly investigated using the same CVs.

Here it is important to note two things about the chosen CVs. Firstly, the rows of the tables in figure 4.1 and tables 4.1 refer to specific atoms in the simulation, which have been given indices in the representation, whereas the columns refer to species of atoms, and include coordination to all other atoms in the box. This means that the choice of O$_3$ is arbitrary, and also that the corresponding water molecule plays the role of both solvent and reactant. In practice the water molecule was chosen as the closest to the C atom in the starting configuration. Secondly, hydrogen atoms not being explicitly indexed in the CV is an advantage as they stay ‘free’ to be exchanged and participate in the reaction, which proved important especially in the case of the electric field. This however means that the decarboxylation pathway HCOOH $\leftrightarrow$ CO$_2$+H$_2$ could not be adequately studied as the free energy basins are too close in the CV space, and much higher in $z$ than our chosen wall. An example of a CO$_2$+H$_2$ configuration, and it’s corresponding location in $sz$ space, is shown in figure 4.2 to illustrate this. Furthermore, since the hydrogen atoms are not specifically indexed in the frames of the collective variables, once the state CO$_2$+H$_2$ is achieved, the metadynamics would not have been effective in splitting the H$_2$ molecule. The choice of the variable is thus a trade-off between free proton exchange regardless of the hydrogen labels, and accessing the CO$_2$+H$_2$ state.

A marked advantage of this definition for the path variables is that they are defined in exactly the same way in all simulations, including the MgO surface case. Thus for what follows table 4.1 was used to define frames 1 and 2, and all reactions are mapped onto the $s,z$ space identical to that shown in figure 4.2. In each case the simulation procedure involved exploratory metadynamics to obtain a reaction pathway, and a first estimation of the free energy landscape, umbrella sampling runs along the path, and some committor analysis to find a transition state.
4.3 Simulation Procedure

1. **Exploratory metadynamics**: The first step in finding the free energy profile of the reaction is an exploratory one. The simulation cells are set up with 34 water molecules and 1 carbon monoxide molecule, with the parameters outlined in the appendix. We perform metadynamics using the path collective variables described above. The metadynamics is left to run until the system is pushed to react, and then left further until the ‘backwards’ reaction is observed, and we have a transition from frame 2 to frame 1. Once this has occurred we have a first estimate for the free energy landscape, as well as a reaction mechanism. This estimate can be improved by using the newly found reaction pathway to perform umbrella sampling simulations.

2. **Umbrella Sampling**: Umbrella sampling was performed with quadratic potentials in s and z, centred along the reaction pathway found in the exploratory step. The bias from the metadynamics step is also applied on top of the umbrella potentials. Adding this bias is in principle “flattening” the landscape, and improves the efficiency of the umbrella sampling. Each umbrella sampling simulation in the bulk was run for 5 ps, discarding the first pico-second as equilibration time. Due to being computationally expensive, the surface simulations were run for 2.5ps. The statistics was found to be almost as good for these shorter runs, with the difference in precision reflected by the larger error bars for the data in the surface simulations. The weighted histogram analysis method was applied to obtain free energy profiles. Using the homemade code for the WHAM, data from unconstrained runs was able to contribute to the overall statistics. The unconstrained runs correspond to ‘starting’ and ‘ending’ configurations, and were also useful for analysis such as the angular distribution of the molecular dipoles in the field.

3. **Uncertainty estimates**: All uncertainties estimated in the following come from checking the ergodicity of the umbrella sampling simulations. For each umbrella run the data was split into two 2 ps blocks and the WHAM was applied to both sets independently. The value at the energy minima and height of the barrier was then taken as the average of the two, with an uncertainty taken as the difference between the two 2 ps data sets. Similarly for the surface simulation, the data was split into two 1 ps sets.

4. **Finding the transition state**: To find suitable transition states, configurations were taken from the initial exploratory metadynamics, and left to evolve freely given an initial temperature, with random velocities following
4.4 Temperature and Electric Field Effects

Simulations in the bulk liquid were run at two temperatures (300K and 400K) and at two electric field strengths (0 and 0.3 V/Å), making a total of four bulk liquid simulations. The free energy profiles at 300K and 400K are shown in figures 4.4 and 4.5 respectively. The results are summarised using only the s-coordinate in figure 4.6. We can see that the temperature seems to have little effect on the stability of the product, with respect to the CO+H₂O. We expect lowering of the barrier with increased temperature since experimentally, the synthesis of formic acid without catalysts requires hydrothermal conditions [97], however this effect...
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Figure 4.4: Free energy landscapes obtained for the simulations performed at 300K. The basin close to $S = 1$ corresponds to CO+H$_2$O whereas the basin around $S = 2$ corresponds to the HCOOH state. The difference in the shape on the sampled landscape corresponds to topological differences in the path taken with and without an electric field.

Figure 4.5: Free energy landscapes obtained for the simulations performed at 400K. As in figure 4.4, the two basins can be observed. Again, the field induces a change in the path and a deepening of the HCOOH basin.

may be within our error estimate. Application of an electric field has a significant effect at both temperatures. The barrier is lowered by about 7 kcal/mol and formic acid is stabilised by the field. The effect of the field is more significant at 300K than at 400K, indicating that the contribution to the free energy may be entropic in nature, a point which will be discussed later on. When looking at orientations taken from the unconstrained equilibrium runs shown in figure 4.7, we see that the main difference between the two temperatures is that at 300K carbon monoxide is orientated by the field whereas at 400K the thermal agitation seems to overcome this preferred alignment. For formic acid the orientation is affected by the field at both temperatures to a similar degree. This can be explained by the dipole moment of formic acid, which is about an order of magnitude higher than the dipole moment of carbon monoxide in the gas phase.
Figure 4.6: Comparison of free energy profiles for the reaction at 300K and 400K; with and without electric field, and on the surface. The values are given relative to the CO+H₂O state in each case. Data points correspond to the average free energy for each s-value from the graphs in figures 4.4 and 4.5. Polynomial fits are drawn as a guide to the eye.

Figure 4.7: Molecular alignment with the z axis in the equilibrium simulations, at 300K and 400K, with and without an applied electric field. Insets show how the angle with the z axis is defined for each molecule.
4.5 Effect of the Mineral Surface

Presence of a mineral surface is known to modify reaction pathways and free energy. More specifically, MgO(001) strongly affects the propylene partial oxidation by Ag₃ [101], as well as modifying the barriers in reactions of N₂ and H₂ on Zr₂Pd₂ clusters [102]. Pyrite surfaces have been shown to modify the energetics of hydrolysis and formation of peptides [103]. In these examples the interaction between the reactants and the surface may not be due to direct adsorption, but rather due to electrostatic effects. Water itself has recently been shown to have very different dielectric properties in confinement up to 1 nm [24]. Here we investigate the targeted reaction at a well-characterised oxide surface — MgO(001) — in order to compare surface effects to bulk electric field effects, the hypothesis being that the electrostatic field coming from the surface may manifest itself on the kinetics and thermodynamics of the reaction.

The metadynamics simulation was thus run in the vicinity of the MgO(001) surface. The same simulation box was used as in chapter 3, however dimensions were doubled in the x direction to allow for better solvation of carbon monoxide and of formic acid. A snapshot of the simulation box is shown in figure 4.8. Compared to the MgO+water system, one CO molecule was added near each side of the slab. A free simulation was run at 400K for a few picoseconds and both CO molecules were found to remain within 3 Å of the surface. The first CO was then used to apply metadynamics and obtain a reaction. The second CO was left ‘free’ to increase statistics of CO at the surface and as a control. Throughout the runs the unbiased CO was never found to spontaneously react, which is not surprising considering the free energy barrier, but was also found the remain close to its initial z coordinate while diffusing freely along x and y. This suggests that molecules may be loosely bound to the surface vicinity without specific adsorption on the surface, at least for short timescales.

For the metadynamics run, all solvent atoms were included to participate in the coordination tables shown in 4.1, as well as the surface atoms. This means that the surface and solvent participation was not pre-determined by the metadynamics run. Several trial runs enabled us to determine that a good choice of the reacting water molecule is one in the second layer, just above the adsorbed water monolayer. The final FES from the metadynamics + umbrella sampling run is shown in figure 4.9, and figure 4.10 summarises the barrier and stability changes in all 400K simulations.

The striking feature of the free energy landscape is the stabilisation of the
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Figure 4.8: Snapshot of the simulation box. The MgO bonds are shown as turquoise and red lines. The oxygen atoms are red, hydrogen is white, and carbon purple. The atoms selected for the reaction are shown as larger spheres. The unit cell is shown in white, and several periodic replicas are also shown. In this snapshot we see the hydrogen bonded formate ion, oriented by the surface.

Figure 4.9: Free energy landscape obtained for the simulations performed at 400K, on the MgO(001) surface. The CO+H\textsubscript{2}O basin is observable on the left, while the right side corresponds to the HCOOH state. As in figures 4.4 and 4.5, a deepening of the basin corresponding to formic acid is observed compared to the bulk case.
product by 40 kcal/mol compared to the bulk, no field case. This means that over long enough times the equilibrium concentration of the product with respect to the reactant is strongly shifted in the surface vicinity. When comparing to the effect of a field, we can say that the stabilisation of the product is also observed near the surface. Furthermore, the barrier appears slightly lowered, although the lowering is close to our error estimate. Clearly an electric field alone cannot reproduce all surface effects, such as for example local pH. However when looking at the orientation of the formic acid molecule in the equilibrium run (figure 4.11) we can see that the preferred orientation is similar to that in bulk electric field. The $z$ axis refers to the surface normal, and as outlined in chapter 3, so the observed orientation of the molecule on the surface is consistent with the direction of the surface field. Thus, further analysis is needed in order to gauge the effect of the field and how it compares to other effects such as local pH.

### 4.6 Further Analysis

Once the free energy landscape is obtained, further analysis can be done on the trajectories of the umbrella sampling runs. Statistics of the free runs corresponding to frame 1 and frame 2, as well as the umbrella run corresponding to the transition state, are analysed below.
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Figure 4.11: Molecular alignment with the z axis in the equilibrium simulations, at 400K comparing the electric field effect to the surface.

Table 4.2: Table showing the energy contributions to the free energy difference between the two states. All values are in kcal/mol. The last column is an estimate of the energy contribution due to alignment of the dipole moment in the field. For these estimates, tabulated gas-phase dipole moments are used — \( \mu_{\text{CO}} = 0.122 \) D, \( \mu_{\text{HCOO}} = 1.415 \) D, \( \mu_{\text{HCOO}^-} = 1.337 \) D.

<table>
<thead>
<tr>
<th>Simulation</th>
<th>( \Delta F )</th>
<th>( \Delta E )</th>
<th>( -T\Delta S )</th>
<th>( \Delta U_{\text{dip, gas}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>300K - 0.0V/Å</td>
<td>-5.0</td>
<td>-13.8</td>
<td>8.8</td>
<td>0.0</td>
</tr>
<tr>
<td>300K - 0.3V/Å</td>
<td>-22.9</td>
<td>-7.4</td>
<td>-15.5</td>
<td>-9.0</td>
</tr>
<tr>
<td>400K - 0.0V/Å</td>
<td>-5.1</td>
<td>-2.8</td>
<td>-2.3</td>
<td>0.0</td>
</tr>
<tr>
<td>400K - 0.3V/Å</td>
<td>-16.9</td>
<td>-5.2</td>
<td>-11.7</td>
<td>-9.0</td>
</tr>
<tr>
<td>400K - surface</td>
<td>-38.4</td>
<td>-14.4</td>
<td>-24</td>
<td>-8.4</td>
</tr>
</tbody>
</table>

4.6.1 Entropic vs Enthalpic Contributions

The enthalpic contributions can be calculated from the Kohn-Sham energies at each configuration during the simulation, as the cell volume does not vary. This enables us to deduce the entropy contribution. We simply have:

\[
\Delta F = \Delta E - T\Delta S
\]

Where \( \Delta F \) is the difference in the free energy, \( \Delta E \) is the Kohn-Sham energy of the system, which in our case at constant pressure and volume is equivalent to the enthalpy, and \( -T\Delta S \) is the entropic contribution to the free energy. The results are shown in figure 4.12, with error bars for the free energy obtained as explained in section 4.3, those for the enthalpy obtained by comparing two independent 2 ps data sets. The error bars for the entropic contributions are propagated accordingly. The left panel shows the energy differences between the reactant states and transition states, while the right panel shows the energy difference between the reactant and product states.

First of all we see that the similarity in the 300K and 400K free energy profiles
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Figure 4.12: Enthalpic and entropic contributions to the free energy. On the left, the barrier height is represented while on the right, the difference in the free energies of the two stable states is represented. The values are also summarised in tables 4.3 and 4.2.

<table>
<thead>
<tr>
<th>Simulation</th>
<th>$\Delta F_B$</th>
<th>$\Delta E_B$</th>
<th>$-T\Delta S_B$</th>
</tr>
</thead>
<tbody>
<tr>
<td>300K - 0.0V/Å</td>
<td>19.0</td>
<td>43.4</td>
<td>-24.4</td>
</tr>
<tr>
<td>300K - 0.3V/Å</td>
<td>10.7</td>
<td>17.0</td>
<td>-6.3</td>
</tr>
<tr>
<td>400K - 0.0V/Å</td>
<td>17.3</td>
<td>11.5</td>
<td>5.8</td>
</tr>
<tr>
<td>400K - 0.3V/Å</td>
<td>14.3</td>
<td>6.5</td>
<td>7.8</td>
</tr>
<tr>
<td>400K - surface</td>
<td>18.5</td>
<td>5.9</td>
<td>12.6</td>
</tr>
</tbody>
</table>

Table 4.3: Table showing the energy contributions to the free energy barrier of the reaction. All values are in kcal/mol
is due to vastly different energy contributions. This serves to explain why the electric field does not act to the same extent in both simulations. Secondly we notice that the product stabilisation is mostly entropic in the electric field case, and both entropic and enthalpic on the surface. It is difficult to say at this stage if the contributions are due to the surface electric field, and to what extent solvent molecules contribute. To estimate the energy contribution coming from dipole moments aligned in the field, tabulated values of the moments were used in the nominal 0.3V/Å field. We can note that this value corresponds to the applied field in the bulk case, but is only a very rough estimate of the average field felt by the molecules in the second layer due to the surface. A more exact estimation of this field is under way. The corresponding energies are tabulated in table 4.3, and the values seem compatible the strong enthalpic stabilisation of formic acid by the field. Entropic contributions are more difficult to estimate and work is ongoing to justify entropic contributions to the free energy data presented here.

4.6.2 Transition States and Isomers

Figure 4.13 shows the two isomers of formic acid, here referred to as ‘cis’ for when both hydrogens are on the same side of the CO single bond in the molecular plane, ‘trans’ when they are on opposite sides. A representation of the solvated formate ion is also shown. During the equilibrated runs the molecule was found to switch between isomers through proton exchange mechanisms with the solvent. Table 4.4 shows the population rates for isomers after thermalisation was achieved. In the zero field case the cis isomer is stable, whereas once a field is applied the molecule prefers the trans isomer or formate ion. In the near surface case the preferred state is clearly the formate ion. This could be due in part to the surface electric field (as the ion seems aligned with the z axis), but also in part to the local acidity of the surface. The point of zero charge of MgO is between 9.3 and 12 [37], making it acidic at neutral pH. Perspectives include setting up simulations with HCl and NaOH to simulation acidic and basic environments, respectively.
Table 4.4: Percentages of molecular species observed in the equilibrium simulation. In each case the OH bond was determined by a cut-off distance of 1.2 Å. At each timestep, for the species recognised as formic acid, the sign of the dot product between the OH and CH bonds was used to determine cis- or trans-isomer. If none of the nearest neighbour hydrogens was within 1.2 Å, excluding the one bonded to the carbon atom, then the species was categorised as a formate ion.

Experimental results show that the decarboxylation pathway is favoured in solution [96], and computational results show that the cis conformer leads to decarboxylation rather than dehydration [94]. It follows that the cis-isomer should be more stable in solution, as found in this study. This also means that the isomer-specific selectivity induced by application of a field could have the double effect of not only stabilising the product but also selecting the dehydration pathway over decarboxylation. The surface simulation also reflects this trend as the trans isomer and formate ions are favoured. Experiments show that on MgO(111) formic acid is molecularly adsorbed at up to 200K, and that above this temperature the formate ion is stable on this surface [104]. This study also found similar results on NiO(111), indicating that qualitative generalisations could be made from one metal oxide surface to another.

Figures 4.14 and 4.15 show the observed transition states for the 300K and 400K simulations, with only the solvent molecules that take part in the reaction shown. In each case at least 4 different water molecules take part in the reaction, in a series of proton exchange events. In all cases the transition state involves at least one OH$^-$/H$_3$O$^+$ ion pair. In the no-field case, at both temperature, the OH$^-$ ion and CO dipoles are anti-aligned, leading to the cis isomer, and when a field is applied the dipoles tend to align with each other, leading to the trans isomer. This is also true on the surface — figure 4.16 shows top views and side views and it is clear that the transition state has dipoles oriented parallel to the surface, and that the dipoles are aligned in the trans configuration. For clarity only water molecules participating directly in the transition are shown, as well as the adsorbed monolayer of water on MgO.

Due to the method used, the transition states shown here are representatives
4.7 Conclusion

The free energy landscape of this simple reaction is greatly affected by the presence of an electric field, and by the presence of the MgO surface. The surface and electric field exhibit some similarities in their effects on the reaction, such as orientation of the molecules, similar transition states and similar selection of the trans-isomer over the cis-isomer. On the surface and in the field, the product (formic acid) is significantly more stable than in the bulk, by about 7 kcal/mol.

Figure 4.14: Observed transition states at 300K, without an electric field (left) and with an electric field (right)

Figure 4.15: Observed transition states at 400K, without an electric field (left) and with an electric field (right)

taken from the first passage of the metadynamics, however one must acknowledge that other pathways are possible, and should be investigated in more precise committor analysis. The advantage of the methods and collective variables used is that specific configurations of the reaction path are not known \textit{a priori}.

4.7 Conclusion

The free energy landscape of this simple reaction is greatly affected by the presence of an electric field, and by the presence of the MgO surface. The surface and electric field exhibit some similarities in their effects on the reaction, such as orientation of the molecules, similar transition states and similar selection of the trans-isomer over the cis-isomer. On the surface and in the field, the product (formic acid) is significantly more stable than in the bulk, by about 7 kcal/mol.
in the field, and by 40 kcal/mol on the surface. We conclude that the surface electric field is probably significant in the overall catalytic activity of the surface, and that catalysis may occur in near surface conditions without direct adsorption needing to take place. Perspectives include a finer analysis of the hydrogen bonding network of the solvent, and its contribution to the free energy landscape. The local pH effects could also be investigated by running simulations with ion pairs such as HCl or NaOH. Finally, such a simulation could be reproduced in the potential mimicking the surface electric field (chapter 3) to see if the field alone can reproduce the stabilisation of the product.

Figure 4.16: *Observed transition state at 400K on the MgO surface*
Several conclusions may be made from this work. Firstly, it is clear that the electric field at various surfaces of MgO is high and localised. This probably applies to other oxide surface, as well as other mineral surfaces in general. The specific impact of this field has rarely to date been investigated at the atomic scale. Indeed, it seems that the electric field one usually talks about is a macroscopic value, and the averaging methods discussed in the first chapter have been used in the second chapter to attain a meaningful field from microscopic charge densities. The fields at the atomic scale are extremely high and are as felt by the valence electrons in the proximity of other atoms. The point of view presented here is thus different from, but not incompatible with, usual definitions of the surface electric field, for example coming from a charged surface as in the electric double layer theory. Indeed, on our model surface there is a residual field in the surface normal direction in the vacuum, although the net charge on the surface is zero. To regain the full electric double layer from atomistic simulations is unattainable with present computing power, especially in the \textit{ab initio} framework, but also when using force fields — the second layer can be up to micrometers thick. However by understanding the surface electric field in detail, models may be created in which explicit surface atoms are not needed. One of the perspectives coming from this work would be to go further into setting up an electrostatic potential which correctly mimicks the surface electric field.

Formic acid is relevant in the prebiotic context outlined in the introduction, but also has applications in industry. In chapter 4 it was shown that one of the reaction pathways of formic acid can be strongly altered by both a homogeneous electric field, and the presence of the MgO(001) surface. The heavy computational cost of the simulation is a trade-off for the fact that all atoms were explicitly taken into account at the \textit{ab initio} level, and this was necessary for this study to fully model chemical reactions and polarisability of atoms and molecules in a heterogeneous medium. The difference in stability of formic acid on the surface and
in the bulk is promising for prebiotic chemistry research. Here we demonstrate explicitly that the near surface environment strongly modifies several aspects of the reaction, in ways that cannot be explained by chemical arguments alone, for example specific adsorption to the surface. Rather the confinement, orientation and polarisation of the solvent molecules seem to play an important part, as the isomer selection and orientation of the product molecule seems analogous to the effect of an applied electric field. Effects due to the local pH of the surface have not yet been investigated. Although the unit cell is neutral, MgO has a PZC of about 10 [37], meaning that at neutral pH the surface is acidic. It would be worth calculating the free energy landscape of the same reactions at acidic and basic pH to see if the effects are similar to applying an external field, or to surface effects. Because of the small size of the box, a realistic pH cannot be obtained however, qualitative results may be obtained, and such calculations are ongoing.

Perspectives coming from this work include modelling more complex prebiotic reactions at mineral surfaces. Due to heavy computational demands of such simulations, polarisable and reactive force-fields would need to be used, or alternatively, if the surface electric field proves to be a general proxy for surface reactivity, simple electrostatic models could replace the surface atoms, while the reactive atoms could still be treated at the DFT level. Obtaining well converged free energy landscapes could then be useful for modelling prebiotic processes on a longer timescale. Furthermore, generalising near-surface chemistry could have a strong impact in the prebiotic field. Questions raised about the first forms of metabolism rely on surface chemistry being drastically different from aqueous solution chemistry [105, 106], and surfaces have a probable role in not only increasing concentration of potential biomolecules, but also catalysing polymerisation. Any confirmation that surface proximity can also modify kinetics and thermodynamics of reactions, as well as stabilising certain species, could hint to significantly different chemistry at interfaces and have a real impact on origin of life studies.
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Appendix A

Simulation Details

A.1 Computational Details

All simulations presented in this work were performed with Quantum Espresso [41] version 4.3.2 or later. A home-modified version of the Plumed 1.3 plugin [107] was used to perform metadynamics and umbrella sampling.

A.1.1 AIMD with Quantum Espresso

Parameters for the DFT calculations using the plane waves code of the Quantum Espresso package are as follows:
- time-step = 8.0 a.u. (Ry) = 0.388 fs
- cut-off for wavefunction = 35 Ry
- cut-off for charge density = 280 Ry
- gaussian smearing for Brillouin zone integration = 0.01 Ry
- the Grimme correction was applied for van-der-Walls interactions [108] (keyword: london=.TRUE.)
- Charge density Broyden mixing, with local density dependant Thomas-Fermi screening (keyword: mixing_mode='local_TF')
- mixing factor for self consistency (keyword: mixing_beta = 0.5)
- k-point sampling only done at the Γ point.

Parameters for the Car-Parrinello simulations are as follows:
- time-step = 4.0 a.u. (Ha) = 0.0968 fs
- same cut-offs as for the PW calculations
- dimensions for the grid of ultrasoft pseudopotentials (square box): nr1b = nr2b = nr3b = 20
- Grimme correction as in the PW calculations
- effective electron mass = 300.0 a.u.
- electron mass cut-off = 4.0 Ry
Appendix A. Simulation Details

$\Gamma$ k-point sampling as in the PW simulations.

Dynamics:
The verlet algorithm was used (keyword `ion_dynamics = 'verlet')
with velocity rescaling. For 300K the tolerance was $\pm 50K$, and for 400K the tolerance was set to $\pm 60K$ (keywords `tempw` and `tolp`)

Pseudopotentials:
All Pseudopotentials used in this work are ultrasoft pseudopotentials. They can be downloaded at the Quantum Espresso website [41].
Mg.pbe-mt_fhi.UPF
O.pbe-rkkjus.UPF
C.pbe-rkkjus.UPF
H.pbe-rkkjus.UPF

A.1.2 Metadynamics and Umbrella Sampling with the Plumed Plugin

The modified version of the plumed plugin was made to include the path collective variables based on coordination number. Questions about this code should be addressed to Fabio Pietrucci — fabio.pietrucci@impmc.upmc.fr.

The chosen cut-off for the coordination numbers are:
$R_{CC}^0$: 3.40 bohr
$R_{CO}^0$: 3.40 bohr
$R_{CH}^0$: 2.83 bohr
$R_{OO}^0$: 2.83 bohr
$R_{OH}^0$: 2.65 bohr
Parameters in the switching function $2.50$ are $N = 6, M = 12$.

Hills deposited during the metadynamics are 0.02 Rydberg high, and have dimensions in s,z space of 0.03, 0.025. The rate of deposition is once every 100 timesteps in the CP case, and every 25 timesteps in the PW case, meaning every 9.68 fs in both cases.

Umbrella sampling was performed by adding quadratic upper and lower walls to the s and z coordinates. The umbrella positions and steepness were set manually in each case, depending on the path and on the areas which required more statistics. Every simulation ended up requiring 30 to 40 umbrellas. The process was tedious and could eventually be automatised. Full details of each umbrella
A.2 System Descriptions

**MgO(001)** The optimal theoretical lattice parameter for MgO was found to be $a = 4.22$ Å. The MgO(001) slab is 12.66 Å thick with 7 MgO layers in the $z$ direction, with the central layer clamped at bulk atomic positions, followed by 19.83 Å of vacuum or water. This distance between the periodic replicas of the slab was chosen by checking energy convergence so as to avoid interaction between replicas, and optimised with respect to total energy when 34 water molecules were added. The $x$ and $y$ dimensions of the supercell were chosen to match the $(2 \times 3)$ reconstruction of the known water ad-layer on MgO(001). The dimensions of the supercell are thus $(\frac{2}{\sqrt{2}} \times \frac{3}{\sqrt{2}} \times 7.7)a$ or $(5.97 \times 8.95 \times 32.49)$ Å.

**Bulk water + CO (to formic acid)** The bulk liquid supercells are cubes of 10.051 Å long, each initially with 34 water molecules and one carbon monoxide molecule, setting the density to 1g/cm$^3$. For simulations in an electric field, the field was applied via the modern theory of polarisation, see chapter 2.

**MgO(001) + water + CO (to formic acid)** The supercells used to simulate the surface consisted of MgO layers arranged in a slab geometry, 6 layers of MgO in the $(100)$ direction (here chosen as the $z$ direction) followed by liquid water. The dimensions of the box are $(11.94 \times 8.94 \times 32.49)$ Å. Between the slabs there are a total of 66 water molecules and 2 carbon monoxide molecules.
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