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Résumé

Cette étude porte sur l’allocation de ressources radio dans les réseaux LTE à forte mobilité. En particulier, il s’agit de concevoir des stratégies d’allocation de ressources capables d’améliorer la qualité de service des flux multimédia dans un contexte de forte mobilité des terminaux. Pour atteindre ces objectifs, l’étude a été menée en deux étapes. Dans un premier temps les travaux se sont déroulés dans un contexte où l’aspect forte mobilité n’a pas été pris en compte. Cela a permis de bien maîtriser tous les aspects liés à l’allocation de ressources dans le LTE tout en proposant de nouvelles méthodes meilleures que celles existantes. Une fois cette tâche accomplie, l’aspect forte mobilité a été ajouté au problème et des stratégies adaptées à ce contexte ont été proposées. Néanmoins, dû aux différences entre les liens montants et descendants, l’étude a été menée dans les deux directions.

Comme première contribution, nous avons conçu deux stratégies pour améliorer l’allocation de ressources sur la liaison descendante dans un contexte où la forte mobilité n’a pas été prise en compte. La première méthode est un mécanisme qui améliore cette allocation en particulier dans les scénarios d’overbooking en faisant un compromis entre l’équité, le débit global du système et les exigences de qualité de service des applications. La seconde stratégie permet non seulement de satisfaire aux contraintes de délais mais également de garantir un très faible taux de perte de paquets aux services de type multimédias. Les performances des systèmes proposés ont été évaluées par des simulations en les comparant à d’autres mécanismes dans la littérature. Les analyses ont démontré leur efficacité et révélé qu’elles obtenaient les meilleures performances.

Notre deuxième contribution a permis d’améliorer l’allocation de ressources toujours dans un contexte de non prise en compte de la forte mobilité, mais cette fois ci sur le lien montant et pour des flux de type vidéo téléphonie. Nous avons conçu un nouveau protocole qui réduit de façon considérable les retards causés par l’allocation dynamique des ressources. L’idée consiste à allouer des ressources à ces trafics en utilisant une stratégie semi-persistante associée à un processus de pré-allocation. Les performances de notre méthode ont été évaluées par simulations et les résultats ont montré qu’elle fournissait le meilleur support en qualité de service.

La dernière partie de nos travaux s’est intéressée au problème d’allocation de ressources dans les scénarios de fortes mobilités des terminaux. Dans cette partie, nous avons élaboré deux stratégies efficaces convenant aux scénarios véhiculaires. La première méthode est une technique permettant de maintenir le niveau de qualité de service nécessaire pour le bon fonctionnement des applications vidéo des utilisateurs ayant les vitesses les plus élevées. Elle consiste à déterminer en fonction des différentes vitesses des utilisateurs, le taux minimum de rapports CQI à envoyer à la station de base. Quant à la seconde stratégie, c’est un procédé d’ordonnancement opportuniste qui améliore la qualité de service des applications vidéo des utilisateurs ayant les vitesses les plus élevées. Avec cette stratégie, ces utilisateurs obtiennent une plus grande priorité et acquièrent ainsi beaucoup plus de ressources.
Our thesis focuses on issues related to resources allocation in LTE Networks. In particular the purpose of this study is to design efficient scheduling algorithms to improve the QoS of real time flows in a context of high mobility of the users. To reach this goal, the study has been carried out in two steps. At first, in order to have an expert knowledge of the key facets of LTE scheduling, we conducted the study in a context where the high mobility aspect of the node was not taken into account. This helped not only to critically analyze the literature but also to propose new schemes to improve QoS of real time applications. After that, the high mobility parameter has been added and innovative methods dealing with this context have been designed. Nevertheless due to the existing differences between the downlink and the uplink, the issue was tackled in each of the aforementioned directions.

We firstly addressed the problem of improving the scheduling of downlink communications in a context where the high mobility was not taken into account. Two major methods have been designed for this purpose. The first one is an innovative scheme which improves resources assignment in overbooking scenarios by doing a trade-off between fairness, overall system throughput and QoS requirements. The second one is an enhanced scheduling scheme which provides strict delay bounds and guarantees very low packet loss rate to multimedia flows. The performance of the proposed schemes have been evaluated by simulations and compared to other schemes in the literature. The analyses demonstrated their effectiveness and showed that they outperformed the existing ones.

The second contribution concerned the problem of improving the scheduling of uplink communications in a context where the high mobility was not taken into account. We designed a novel scheduling protocol which improves resources allocation for videotelephony flows and reduces the delay caused by dynamic scheduling. It consists in scheduling such traffics using a semi-persistent strategy associated with a provisioning process. The performance of our proposed method have been evaluated by simulations and results demonstrated its effectiveness by showing that it improved videotelephony flows performance and provided the best QoS support compared to the dynamic scheduling.

The last contribution addressed the problem of resources allocation in high mobility scenarios. In this part, the high mobility aspect was taken into account for designing suitable schemes for vehicular scenarios. We proposed in this way two efficient strategies. The first one is a technique which maintains the required level of QoS for supporting video users at high velocities. It consists in identifying depending on the UEs velocity, the minimum CQI reports rate in order to maintain the required QoS. The second proposed strategy is an opportunistic method which improves the performance of high speed video users. With this strategy, more priority are given to the UEs having the highest velocity. Simulations results demonstrated its effectiveness and showed that it improved the QoS support of video users having the highest velocity.
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Chapter 1

Introduction

1.1 Context of the thesis

For years, mobile network operators have engaged a frantic race to reach the best performance throughout the highest data rates, the best coverage and smallest equipments. In this way appeared technologies that have never ceased to be improved in order to face all these challenges.

This evolution was obviously connected with the users requirement which was initially to send urgent messages. Then this has evolved from the simple need to talk with their relatives or contacts to more sophisticated services such as data exchange for which the quantity and quality have never ceased to change.

Faced with these new applications and needs, operators used several successive generations of mobile networks. The first and second generation were dedicated to voice telephony. The first generation (1G) which arrived in the 1980s used analogue technology and comprised a number of independently developed systems worldwide such as AMPS (Analogue Mobile Phone System, used in America), TACS (Total Access Communication System, used in parts of Europe) and J-TACS (Japanese Total Access Communication System, used in Japan). The second generation (2G) system known as GSM (Global System for Mobile communications) was based on digital technology and offered the possibility of global roaming. This expanded over time to take into account data communications, first by circuit-switched transport, then by packet data transport via commercial deployments of GPRS (General Packet Radio Services) and EDGE (Enhanced Data rates for GSM Evolution) in 2000 and 2002 respectively. This helped afterwards to introduce and deploy the third generation (3G) system known as UMTS (Universal Mobile Telecommunication System). UMTS was designed to support multimedia services by providing higher data rates compared to previous technologies. For instance,
theoretical peak data rate for UMTS was about 2 Mbps and those for EDGE was about 472 kbps.

From that moment on, the number of the mobile subscribers has increased hugely. Indeed, the first billion of subscribers was exceeded in 2002, the second billion in 2005, the third billion in 2007 and the fourth billion by the end of 2008. It can be explained by the fact that the mobile has become the preferred way for voice communication due to low cost mobile phones and efficient network coverage and capacity. At the same time we have witnessed an explosion of data usage in those mobile networks with a massive uptake of smartphones by subscribers. This was due to the emergence of new applications such as VoIP, Videotelephony, Multimedia Online Gaming, mobile TV and streaming contents. This growing demand for networks services with constraints on delays and bandwidth requirements, posed new challenges in the design of the future generation of mobile networks.

High Speed Packet Access (HSPA) system which is an evolution of UMTS was deployed in 2007 to face this demand but along the way, we have noticed that the end users required higher data rates. For instance, the average data consumption exceeds hundreds of Megabytes per subscriber per month \[1\]. It was clear that a new and advanced mobile network of higher data capacity with low cost of data delivery was requested.

Thanks to the third Generation Partnership Project (3GPP)\(^1\) which introduced in 2004 the Long Term Evolution (LTE) specifications as an answer to this need \[2\], aiming at ambitious performance goals and defining new packet-optimized and all-IP architectures for the Radio Access Network (RAN) and the Core Network (CN). It took five years from setting the system targets to the first commercial deployment in Oslo and Stockholm in december 2009\(^2\). Since the introduction of LTE, its subscribers have never stop growing in the world. At the moment, according to data released by the Global Mobile Suppliers Association (GSA)\(^3\) in the latest update of the Evolution to LTE report, more than 393 LTE networks have been launched by the cellular operators worldwide in 138 countries and more than 1 billion subscribers are forecast by 2018 as illustrated in Figure 1.1. Starting from this premise, it is clear that the optimization of all LTE aspects is a topic worth of investigation. Therefore, both research and industrial communities are making a considerable effort on the study of LTE systems, proposing new and innovative solutions in order to analyze and improve their performance.

LTE access network based on Orthogonal Frequency Division Multiple Access (OFDMA) in the downlink and Single Carrier Frequency Division Multiple Access (SC-FDMA) in

\(^1\)http://www.3gpp.org
\(^2\)TeliaSonera was the first operator to open an available LTE service in the world
\(^3\)http://www.gsacom.com
the uplink, is expected to provide not only an improved spectral efficiency with respect to previous 3G mobile networks, but also high data rates and low latency even for users in high mobility scenarios [3]. These users can be users in cars or in public transportation having mobile devices, but also vehicles themselves equipped with their own communication interfaces. They represent a significant challenge for networks operators, given the combination of their large data volumes, elevate speed and unique movement patterns.

In order to achieve the required goals, the Radio Resource Management (RRM) block of LTE uses a set of advanced MAC (Medium Access Control) and physical functions, like resources sharing, Channel Quality Indicator (CQI) reporting, link adaptation through Adaptive Modulation and Coding (AMC) and Hybrid Automatic Retransmission Request (HARQ) [4]. In this context, the conception of effective resources allocation strategies becomes vital. In fact, more the radio resources will be used efficiently, better the system performance targets will be met and users needs will be satisfied according to specific Quality of Service (QoS) requirements [5].

The packet scheduler which works at the radio base station, namely the evolved Node B (eNB), is in charge of the resources allocation functions, as shown in Figure 1.2. It main task consists in allocating part of spectrum shared among users for both downlink and uplink. In other words, the ultimate aim of its function is typically to fulfil the expectations of as many users of the system as possible, taking into account several parameters such as the radio link quality situation of different users, the QoS requirements, the service priorities and so on. However, the details of the scheduling
process are not standardized as it is largely internal to the eNB, allowing for cutting-edge algorithms to be developed and be optimized for specific scenarios. Considering the major role played by resources allocation in LTE networks and the great interest that high mobility scenarios arouse, a deep study on this attractive topic proves to be necessary.

Resources allocation in general consists in designing Call Admission Control (CAC) strategies and scheduling algorithms [6]. However, in our study, we essentially focus on issues associated with scheduling algorithms. In particular, the scope of our study is about scheduling in high mobility scenarios of LTE networks. More precisely, the purpose of our work is to design efficient scheduling algorithms to improve the QoS of real time applications in a context where the users have a very high mobility. The challenge of this topic can be found in proposing innovative algorithms in order to fulfill
the QoS requirements of real-time multimedia applications, while taking into account both the new concepts introduced by LTE standards such as OFDMA in the downlink and SC-FDMA in the uplink, and the high velocity aspect of the terminals.

The great interest to satisfy the QoS requirements of the multimedia applications is motivated by the fact that they represent the most used applications in telecommunication. Indeed, as mentioned above, the major need of the mobile subscribers falls on the usage of a huge amount of mobile data for video applications such as videotelephony, mobile TV and streaming contents. This is why it is predicted that two-thirds of the world’s mobile data traffic will be video by the end of 2015 [7]. However, these applications require strict constraints on packet delays and bandwidth requirements for an optimal performance. Therefore, it is very important and necessary to provide the best QoS support to these applications in order to satisfy the subscribers. This is achieved by the conception of appropriate scheduling strategies that improve the performance of these applications.

The interest for high-velocity scenarios is due to the fact that users in the network can be vehicles equipped with their own communication interfaces. For this type of nodes, the network enables the use of applications which aims for instance at increasing the passengers safety, at improving also the driving experience or at providing entertainments. The network will also enable the use of new types of applications which will allow the future vehicles, entirely automated, to operate alone. However, the velocity of these particular nodes is high and can reach 193 km/h as mentioned in [8]. As consequences, the network topology changes rapidly and system performance can be subject to degradations [9]. Therefore, the network could not be able to provide strong QoS support to the applications of this type of users. In order for the network to provide the best QoS support to this type of users, it is important and necessary to design effective scheduling schemes adapted to high-velocity scenarios. These schemes could permit to reduce these performance degradations and thus, improve the QoS support to the vehicles applications.

To reach this goal, the study will be carried out in two steps. At first, in order to have an expert knowledge of the key facets of LTE scheduling, we will conduct the study in a context where the high mobility aspect of the node is not taken into account. This will help not only to reduce the complexity of the work but also to critically analyze the existing works and propose new solutions to improve QoS of real-time applications. After that, the high mobility parameter will be subsequently added and also suitable methods dealing with this context will be developed for QoS enhancement of real-time applications.
Nevertheless resources allocation has to be done in two directions, namely in downlink and in uplink. Indeed, the designing of efficient resources allocation strategies should not be restricted only to the downlink direction. It is necessary and vital to look into the uplink direction because, the conception of effective scheduling algorithms in this direction is more complicated and represents a great challenge since the proposed methods should not only deal with the constraints related to the scheduling process, but should also be compatible with the constraints imposed by this direction. Indeed, SC-FDMA which is used in uplink requires the allocation to be done exclusively \textit{per users} instead of \textit{per flows} (downlink) and needs also the allocated resources blocks to be contiguous in the frequency domain. Besides, the transmission process requires the eNB to be continuously informed about the amount of the users data to be transmitted, since it is not aware of this amount like in downlink. These constraints oblige scheduling strategies to be modified and redesigned in order to be efficient in the uplink direction. Considering these differences which are illustrated in Figure 1.3, appropriate scheduling schemes will be also designed both at the downlink level and at the uplink level.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{figure1.3.png}
\caption{Difference between OFDMA and SC-FDMA}
\end{figure}

1.2 Study Organization

Our research falls into the category of scheduling in LTE networks. As presented above, we address two main issues regarding this study, namely scheduling in a context where the high mobility aspect of the users is not taken into account and scheduling in a
vehicular scenario. Due to the existing differences between the downlink and the uplink, the issues are tackled in each of the aforementioned directions.

The work has been conducted using a multidisciplinary approach, including not only Wireless Networking and Computer Networks, but also Programming, Machine Learning and Mathematical Modelling. The main contributions of this thesis are:

- A new two-level scheduling algorithm that optimizes resources assignment in the downlink, in case of overbooking scenarios, by doing a trade-off between spectral efficiency, QoS requirements and fairness.
- An enhanced scheduling mechanism which provides strict delay bounds and guarantees very low packet loss rate to multimedia services in the downlink.
- An innovative semi-persistent scheduling protocol in the uplink direction for videotelephony traffics which improves their performance and reduces the delay caused by dynamic scheduling.
- A new opportunistic scheduling method which improves the performance of high speed video users.

All these contributions will be explained and evaluated in details through this report.

1.3 Document Layout

The first chapter gives an overview of the thesis context, goals and organization. The next chapters are structured as follow:

Chapter 2. State-of-the-art of LTE networks: An overview of LTE system is provided, focusing on the architectural and physical aspects that are relevant from the point of view of the resources allocation problem. In addition, the key issues regarding the design of a scheduler for LTE as well as a detailed classification of the most known strategies are presented for both downlink and uplink.

Chapter 3. Resources allocation in the downlink direction: This section presents our proposed methods to improve downlink resources allocation in a context where the high mobility aspect of the users is not taken into account. The first one is an algorithm that optimizes resources assignment in case of overbooking scenarios, by doing a trade-off between spectral efficiency, QoS requirements and fairness. The second one is an enhanced mechanism which provides strict delay bounds and guarantees very low packet loss rate to multimedia services.
Chapter 4. **Resources allocation in the uplink direction:** This section presents our semi-persistent scheduling protocol to face the uplink resources allocation issue of videotelephony traffics in a context where the high mobility aspect of the users is not taken into account.

Chapter 5. **Resources allocation in high mobility scenario:** This chapter presents our solutions to resolve the resources allocation problem in a high mobility context by proposing new schemes which improve the QoS support to video applications of users at high velocity.

Chapter 6. **Conclusion and future directions:** The last chapter firstly draws the conclusion with particular attention to the lessons learned and after depicts both new research directions and open design challenges.
Chapter 2

State-of-the-art of LTE Networks

This chapter provides an overview of LTE features, focusing firstly on the architectural and technical aspects that are relevant from the point of view of the resources allocation problem. This will help for a better understanding of the fundamentals of the scheduling challenge. In addition, the key issues regarding the design of a scheduler for LTE as well as a detailed classification of the most known and used strategies for LTE scheduling are presented for both downlink and uplink.

2.1 Introduction

As explained in Chapter 1, the emergence of new applications such as VoIP, Videotelephony, multimedia online gaming, mobile TV, Web 2.0 and streaming contents has led to a growing demand for networks services with constraints on delays and bandwidth requirements. This growing demand posed new challenges in the design of the mobile networks future generation. For this purpose, LTE networks have been designed as an answer to this need with very ambitious requirements and aim at performing better than the previous networks. For instance, LTE has been conceived with the goal of evolving the radio access technology. Indeed, in LTE networks all the services are packet-switched instead of circuit-switched [2].

As minimum requirement, LTE network intends not only to provide a spectral efficiency 2 - 4 times better than the one of the previous HSPA networks, but also to enhance the network coverage in terms of bitrate for cell-edge users [10]. Besides, several new performance targets, with respect to previous mobile networks, have been addressed during the different steps of the standardization phase. These performance targets make LTE networks more efficient than the other technologies. As examples of
these performance targets summarized in Table 2.1, LTE networks must provide higher data rates and the support of very high user mobility. Also the latency must be strongly reduced in order to improve the end user performance. In addition, the terminal power consumption must be minimized to enable more usage of the multimedia applications without recharging the battery.

In order to fulfill these requirements, LTE introduced new concepts, spanning from the use of a new network architecture and QoS management policy to major changes at the level of the radio access network. Regarding the new radio access network, it is based on new technical principles such as the use of new multiple access schemes on the air interface and the use of advanced and simplified radio interface protocols. As for the new policy of the QoS management, it is achieved through the management of the radio bearers.

Among all the new concepts introduced in LTE, the most important remains the new advanced Radio Resource Management (RRM) techniques. Indeed, the RRM function aims at using the radio resources in an efficient way and serving the users according to their configured QoS parameters, by exploiting the wide range of the available adaptation techniques and procedures. Thus, an effective use of the RRM mechanisms will allow to satisfy the users needs and meet the system performance requirements. The RRM function is performed for the most part by the scheduling process which consists mainly in designing cutting-edge algorithms which take into account both the QoS requirements and the physical constraints.

Details about all these aforementioned features are important and necessary to be presented. Therefore in this chapter, we will provide a State-of-the-art of LTE network by focusing on these new introduced concepts and features. We will start with the description of the new network architecture and then detail how the QoS is managed in the network. Once this task accomplished, we will come closer to the radio access network and give more information about its new technical principles. We will begin with a complete description of the radio protocols and their specificities and after, the RRM procedures will be addressed. Since the scheduling process is the most important procedure of the RRM function, more attention will be given to it afterwards.

### 2.2 System architecture

LTE has been designed to support only Packet-Switched (PS) services, instead of the Circuit-Switched (CS) model used in the earlier systems. The objective of the LTE network is not only to provide an IP connection with no breaks or gaps between the User
| **Peak Data Rate** | - DL: 150 Mbps (2x2 MIMO and 20 MHz bandwidth)  
| | - UL: 75 Mbps (20 MHz bandwidth) |
| **Spectral Efficiency** | 2 - 4 times better than HSPA networks |
| **User Plane Latency** | Below 5 ms for 5 MHz bandwidth or higher |
| **Mobility** | - Optimized for low mobility up to 15 km/h  
| | - High performance for speed up to 120 km/h  
| | - Maintaining connection up to 350 km/h |
| **Scalable Bandwidth** | From 1.4 to 20 MHz |
| **Duplexing** | FDD, TDD and half-duplex FDD |
| **RRM** | - Enhanced support for end-to-end QoS  
| | - Efficient transmissions and operations of higher layer protocols |
| **Services Support** | - Efficient support of several services such as web-browsing, file transfer and video streaming  
| | - VoIP should be supported with at least a good quality as voice traffic over the UMTS networks |

Equipment (UE) and the Packet Data Network (PDN), but also to maintain it during the high mobility of the UE \[10\]. The LTE network architecture which is also known as the Service Architecture Evolution (SAE), is based on a flat architecture \[12\]. As depicted in Figure 2.1, it is comprised of the following two main components:
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- The Evolved-Universal Terrestrial Radio Access Network (E-UTRAN) which is the Radio Access Network (RAN);
- The Evolved Packet Core (EPC) which is the Core Network (CN);

This section will give details on the functions provided by each of the two main network components.

![Figure 2.1: The Service Architecture Evolution (SAE) in LTE network](image)

### 2.2.1 The Core Network

The CN is in charge of the overall control of the UE and the setting up of the bearers\(^1\). It is comprised of the following important logical nodes:

- The Packet Data Network Gateway (PGW);
- The Serving GateWay (SGW);
- The Mobility Management Entity (MME);
- The Evolved Serving Mobile Location Centre (E-SMLC).

\(^1\)A bearer is a logical packet transmission path
The PGW is in charge of all the IP packet based operations. For instance it allocates IP address to the new UEs connected to the network and carries out the deep inspection of these IP packets. It is also in charge of the QoS enforcement and the flow-based charging. It interconnects the LTE network with the outside world, providing communications among UEs and external PDNs.

The SGW instead, acts as a router and is in charge of forwarding data between the eNB and the PGW. It serves also as a local mobility anchor for inter-eNB handovers, as well as the mobility anchor for inter-working with other 3GPP technologies.

The MME processes the signalling operations between the UE and the CN. It is responsible for the UEs mobility, intra-LTE handovers, tracking and paging mechanisms of UEs on connection setting up.

The E-SMLC plays an important role since it manages the overall coordination and scheduling of resources required to find the location of a user connected to E-UTRAN. It also computes the final UE location based on the estimates it receives, and derives the UE speed and the achieved precision.

### 2.2.2 The Radio Access Network

The E-UTRAN is in charge of handling the radio communications between the UE and the CN. Its main functions are:

**Resources management**: It encompasses operations such as the radio bearer control, the radio admission control, the radio mobility control and the scheduling of radio resources to UEs in both uplink and downlink.

**Header compression**: With this function, the RAN aims at efficiently reducing the IP packets headers.

**Security**: It allows to encrypt all data exchanged over the radio interface.

**Positioning**: Its role is to help and assist the E-SMLC by providing all the necessary informations for locating the UE.

**Connectivity to the CN**: It consists of the signalling operations towards the MME and the SGW.

The E-UTRAN comprises of only two types of nodes, namely the UE and the eNB. Due to the fact that there is no centralized controller in LTE, its architecture is said to be *flat*. 
Regarding eNBs, they are all inter-connected with each other and connected to the MME and the SGW. Their role has increased significantly in LTE compared to previous mobile networks. Indeed, the eNBs are the only nodes in charge of managing the radio resources and carrying out the control operations.

As for UE, it is the device that the end user uses for communications. It can be a hand-held device such as a smartphone, or it could be embedded to a laptop or a vehicle. The UE contains the Universal Subscriber Identity Module (USIM) which is an application used to identify and authenticate the UE to the network. It is also used for deriving the security keys to protect the radio interface transmissions [1].

In this section we presented the new system architecture with its main components and their different functions. As mentioned since the beginning of this work, LTE has been designed to provide the best QoS support to the UEs, with respect to the previous mobile networks. This particularity is based on the definition and the use of a new QoS management policy. It is important to give more details about this new policy. So the section below presents how the QoS is managed in LTE networks.

### 2.3 QoS Management

The QoS management in LTE is performed through the management of the radio bearers. A radio bearer is a logical channel established between UE and eNB and associated with a particular QoS. When these bearers are used to carry the control messages they are called Signaling Radio Bearers (SRB) and when they are used for conveying user data, they become Data Radio Bearers (DRB). With the possibility to associate a particular QoS to the radio bearers, QoS differentiation and provision can be achieved through their management.

For an illustration we take the example of a UE running multiple applications with different QoS requirements. For instance, the UE can be engaged in a VoIP session while at the same time browsing a web page or downloading a file. VoIP application requires strict constraints on packets delay than web browsing, whereas file transfer has more constraints on packets loss since it is packets loss sensitive. In order to support multiple QoS requirements, different type of bearers are set up, each being associated with a particular QoS.

When a UE gets connected to the PDN, a default bearer is created and given for basic connectivity and exchange of control messages. This bearer remains throughout the entire lifetime of the connection. Another type of bearers called Dedicated bearers are created after the UE connection and set up every time a new particular service is
issued. Depending on their QoS requirements, the dedicated bearers can be classified as Guaranteed Bit-Rate (GBR) or Non-Guaranteed Bit-Rate (N-GBR) bearers [13]. We want to point out that the default bearers are always N-GBR bearers.

**GBR bearers**: Theses bearers have an associated GBR value for which dedicated network resources are permanently allocated at bearer establishment or modification. If the service requires higher bit rates than the GBR, it can be allowed if resources are available. In this context, a Maximum Bit Rate (MBR) parameter is associated with the GBR bearer and defines the upper limit of the bit rate which can be expected. These types of bearers are used for real time applications such as videotelephony.

**Non-GBR bearers**: Different from the previous GBR bearers, these bearers have no guaranteed bit rates. In other words, no bandwidth resources are allocated permanently to these bearers. These type of bearers are most of the time used for applications which are not delay sensitive such as web browsing or file transfer.

Each bearer has a QoS profile which includes a set of QoS parameters depending on the application data for which the bearer has been set up. These set of QoS parameters enables QoS differentiation among the flows. The QoS parameters consist of a QoS Class Identifier (QCI) and an Allocation and Retention Priority (ARP).

A QCI is a standardized scalar which is used to access parameters that control the bearer level packet forwarding treatment. In this way, each QCI is characterized by a priority level, a packet delay budget and an acceptable packet loss rate. The value of the QCI of the bearer determines the way it is handled by the eNB. 3GPP has defined during the specifications of LTE several classes of QoS services through QCIs [14]. The set of the standardized QCIs and their characteristics are provided in Table 2.2.

As for the ARP parameter, it is a scalar which contains information about the pre-emption capability and the pre-emption vulnerability of the bearer. It is typically used for call admission control. Indeed, it allows to decide whether a requested bearer establishment or modification can be accepted or needs to be rejected in case of radio resources limitations.

As seen throughout this section, LTE has defined a new policy for managing QoS. QoS differentiation and provisioning is accomplished through the management of bearers. Different types of bearers with different QoS profiles are used for this purpose. Nethertheless, it is important to know the way these bearers are established, configured or even released in the radio access network in order to efficiently support various QoS
Table 2.2: Standardized QoS Class Identifiers for LTE

<table>
<thead>
<tr>
<th>QCI</th>
<th>Resource type</th>
<th>Priority</th>
<th>Packet delay budget [ms]</th>
<th>Packet loss rate</th>
<th>Example of services</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>GBR</td>
<td>2</td>
<td>100</td>
<td>$10^{-2}$</td>
<td>Conversational voice</td>
</tr>
<tr>
<td>2</td>
<td>GBR</td>
<td>4</td>
<td>150</td>
<td>$10^{-3}$</td>
<td>Conversational video (live streaming)</td>
</tr>
<tr>
<td>3</td>
<td>GBR</td>
<td>5</td>
<td>300</td>
<td>$10^{-6}$</td>
<td>Non-conversational video (buffered streaming)</td>
</tr>
<tr>
<td>4</td>
<td>GBR</td>
<td>3</td>
<td>50</td>
<td>$10^{-3}$</td>
<td>Real time gaming</td>
</tr>
<tr>
<td>5</td>
<td>Non-GBR</td>
<td>1</td>
<td>100</td>
<td>$10^{-6}$</td>
<td>IMS signaling</td>
</tr>
<tr>
<td>6</td>
<td>Non-GBR</td>
<td>7</td>
<td>100</td>
<td>$10^{-3}$</td>
<td>Voice, video (live streaming), interactive gaming</td>
</tr>
<tr>
<td>7</td>
<td>Non-GBR</td>
<td>6</td>
<td>300</td>
<td>$10^{-6}$</td>
<td>Video (buffered streaming)</td>
</tr>
<tr>
<td>8</td>
<td>Non-GBR</td>
<td>8</td>
<td>300</td>
<td>$10^{-6}$</td>
<td>TCP based (e.g. WWW, e-mail), chat, FTP, P2P file sharing</td>
</tr>
<tr>
<td>9</td>
<td>Non-GBR</td>
<td>9</td>
<td>300</td>
<td>$10^{-6}$</td>
<td></td>
</tr>
</tbody>
</table>

class of services. These functions are achieved by the means of the radio protocols which define the way for processing the information flows. The next section will give more informations about the LTE radio protocols with particular attention to the different layers of the protocol stack and the communication channels.

2.4 Radio protocols

As mentioned above, the LTE radio protocols provide the means for setting up, reconfiguring and releasing the radio bearers which are used to transfer applications data or control informations between the UE and the network. The LTE radio protocols are terminated between the eNB and the UE, and the architecture can be seperated into control plane architecture and user plane architecture as depicted in Figure 2.2.

The user plane consists of the Physical layer, the Medium Access Control (MAC) layer, the Radio Link Control (RLC) layer and the Packet Data Convergence Protocol (PDCP) layer. As for the control plane, it is configured from the same protocols as the user plane to the Radio Resource Control (RRC) protocol. In both cases, the information is processed by the different layers before transmission. This section describes the main
functions provided by the radio interface protocols and the way the applications data
and control messages are processed and transported by the different layers.

![LTE radio protocol stacks](image)

**Figure 2.2:** LTE radio protocol stacks

### 2.4.1 Protocol stack layers

There are five main radio interface protocols in LTE. We give below the functionalities of each of these radio protocols.

#### 2.4.1.1 Radio Resource Control (RRC)

RRC is responsible for handling layer 3 procedures and supports the transfer of the control messages exchanged between the UE and E-UTRAN [15]. It is also in charge of lower layer configuration. Its main functions include:

- Broadcast of system information;
- Paging;
• Establishment, maintenance and release of an RRC connection between the UE and E-UTRAN;

• Security functions including keys management;

• Establishment, configuration, maintenance and release of the point-to-point radio bearers;

• UE measurements reporting and control;

• Mobility functions (handover);

• UE cell selection and reselection and their control;

2.4.1.2 Packet Data Convergence Protocol (PDCP)

The Packet Data Convergence Protocol (PDCP) processes RRC messages in the control plane and IP packets in the user plane [16]. Its key functionalities are:

**Header compression and decompression of IP packets**: PDCP layers is responsible for IP header compression and decompression to avoid dispensable overhead in the payload. It uses the Robust Header Compression (ROHC) protocol for this task. Header compression is necessary for applications such as VoIP which have smaller IP packets. Indeed, the large IP header could be a significant source of overhead for small data rates.

**Security functions**: It is responsible for ciphering and deciphering both the user plane data and the control plane messages, and also for integrity protection and verification of the control plane messages to ensure that messages exchanged between the different nodes come from the right source.

**Handover support functions**: The PDCP layer is used in two ways during the handover procedures. In the uplink direction, PDCP ensures the retransmission of all the packets which have not been indicated by lower layers to be completed. In the downlink direction, it forwards the non-delivered packets to the target eNB. This is to ensure that no data will be lost during the handover procedures.

2.4.1.3 Radio Link Control Layer (RLC)

The RLC layer is in charge of the concatenation, the segmentation and the reassembly of upper layer packets. It performs these operations to adapt the packets to the size that can actually be supported over the air interface. It is also responsible for errors
detection and correction through the Automatic Repeat reQuest (ARQ) operation [17]. Besides, the RLC layer performs data reordering and duplicate detection. The RLC operates in three modes of data transmission:

**Transparent Mode (TM)**: TM is the simplest RLC mode. In the TM mode, the RLC only delivers and receives the Protocol Data units (PDUs) on a logical channel without any modifications. In other words, in this mode, RLC does not add or remove any header to the input data and also does not split it into multiple segments. The TM mode is not used for user plane data in LTE and is suitable for services which are not sensitive to delivery order, such as broadcast SI messages and paging messages.

**Unacknowledged Mode (UM)**: In UM mode, RLC provides a unidirectional data transfer service. In this mode, no ACK or NACK message is required. It is mostly used for data transmission of delay-sensitive Real Time (RT) applications such as VoIP and videotelephony.

**Acknowledged Mode (AM)**: The AM mode is like the TCP transport mode in the TCP/IP model and provides a bidirectional data transfer service. The most important feature of AM RLC is done through the retransmissions procedure. The ARQ operation is achieved to support error-free transmission. Consequently, The AM mode is for the most part used for data transmission of error-sensitive and delay-tolerant Non Real Time (NRT) flows, namely web browsing and file transfer application. In addition, RRC messages use the AM mode for a reliability purpose in the control plane. Indeed, the RLC acknowledgements and retransmissions is used to ensure the reliability of the control messages.

2.4.1.4 Medium Access Control (MAC)

The MAC layer is the lowest sublayer in the Layer 2 architecture of the LTE radio protocol stack and provides the most important procedures for the radio interface [18]. It is responsible for:

**Multiplexing/Demultiplexing of data from different radio bearers**: It performs the multiplexing of RLC PDUs belonging to one or different radio bearers onto Transport Blocks (TBs) to be delivered to the physical layer. It also performs the reverse operation which consists in the demultiplexing of MAC SDUs from one or different radio bearers from TBs delivered from the physical layer.
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2.4.1.5 Physical Layer

The physical layer is in charge of carrying all informations coming from the MAC layer over the air interface. It also protects data against channel errors using the adaptive modulation and coding (AMC) scheme and handles the modulation and demodulation processes. In addition to these functions, it manages measurement reports from the UE such as Channel Quality Indicator (CQI) for the upper layers.

The physical layer consist of a mixture technologies. Regarding the radio access scheme, it is based on the basic Orthogonal Frequency Division Multiplexing (OFDM) scheme. In particular, SC-FDMA and OFDMA are used in uplink and downlink directions, respectively. They are different from the OFDM scheme since they allow multiple access by assigning sets of subcarriers to each individual UE. The difference between OFDMA and SC-FDMA can be explained by the fact that OFDMA takes advantages of the subcarriers distributed inside the entire spectrum, whereas SC-FDMA uses only adjacent subcarriers. Besides, OFDMA provides high scalability and high robustness against the multipath fading. In contrast, SC-FDMA has a low Peak To Average Power Ratio (PAPR) which allows to increase the power efficiency of UEs and improve the coverage and the cell-edge performance [11].

As for modulation schemes, Quadrature Phase-Shift Keying (QPSK), 16 QAM (Quadrature Amplitude Modulation) and 64 QAM are used both in the downlink and the uplink (64 QAM is optional at the UE side) [3]. We notice also that the MIMO (Multiple Input Multiple Output) technique is also supported in LTE with two transmit antennas being the basic configuration.

The physical layer of LTE is identified as the design principle of radio resources usage based on the fact that these resources are shared among all the UEs and also dynamically allocated. Indeed as shown in Figure 2.3, the radio resources in LTE networks are assigned in the time and the frequency domain. In the time domain, the
radio resources are distributed every Transmission Time Interval (TTI) which lasts 1 ms [19]. We point out that 10 consecutives TTIs form a LTE frame. Besides, each TTI (subframe) is composed of two time slots with length of 0.5 ms and corresponding to 7 OFDM symbols (short cyclic prefix configuration). In the frequency domain, instead, the total bandwidth is divided into subchannels of 180 kHz. Each subchannel comprises 12 consecutive subcarriers which have a constant spacing of 15 kHz.

A time/frequency radio resource covering one slot in the time domain and one subchannel (180 kHz) in the frequency domain forms a Resource Block (RB) and corresponds to the smallest radio resource unit which can be assigned to a UE during the scheduling process. Radio resources can be also expressed in terms of Physical Resource Block (PRB) which cover instead one TTI (2 slots) in the time domain and one subchannel in the frequency domain. According to the system bandwidth configuration, the number of RBs can vary in LTE. Table 2.3 lists the number of RBs for different types of LTE bandwidth.

As seen above, each radio interface layer processes data and control messages according to its functions and convey the processed informations flows to the next layer. They communicate via different types of channels that are differentiated by the kind of
Table 2.3: LTE system bandwidth configuration

<table>
<thead>
<tr>
<th>Channel bandwidth [Mhz]</th>
<th>1.4</th>
<th>3</th>
<th>5</th>
<th>10</th>
<th>15</th>
<th>20</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of resources blocks</td>
<td>6</td>
<td>15</td>
<td>25</td>
<td>50</td>
<td>75</td>
<td>100</td>
</tr>
</tbody>
</table>

information they carry and by the way in which the information flow are processed. In the part below, we give more informations about these communications channels.

2.4.2 Communication channels

As communication channels, LTE defines the logical channels, the transport channels and the physical channels. We detail each of them in the parts below.

2.4.2.1 Logical channels

The logical channels define what type of information is transferred. They are used to carry data and control messages exchanged between the RLC layer and the MAC layer. So, they are classified in two ways. We have the logical traffic channels used to carry data in the user plane and the logical control channels used to carry the control messages in the control plane. Furthermore the logical control channels can be either dedicated control channels or common control channels. Table 2.4 presents the logical channels used in LTE.

Table 2.4: Logical channels used in LTE

<table>
<thead>
<tr>
<th>Channel name</th>
<th>Acronym</th>
<th>Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>Broadcast Control Channel</td>
<td>BCCH</td>
<td>Control channel</td>
</tr>
<tr>
<td>Paging Control Channel</td>
<td>PCCH</td>
<td>Control channel</td>
</tr>
<tr>
<td>Common Control Channel</td>
<td>CCCH</td>
<td>Control channel</td>
</tr>
<tr>
<td>Dedicated Control Channel</td>
<td>DCCH</td>
<td>Control channel</td>
</tr>
<tr>
<td>Multicast Control Channel</td>
<td>MCCH</td>
<td>Control channel</td>
</tr>
<tr>
<td>Dedicated Traffic Channel</td>
<td>DTCH</td>
<td>Traffic channel</td>
</tr>
<tr>
<td>Multicast Traffic Channel</td>
<td>MTCH</td>
<td>Traffic channel</td>
</tr>
</tbody>
</table>
2.4.2.2 Transport channels

The transport channels define how and with what type of characteristics the information flow is transferred over the air interface. They are used to carry data and control messages exchanged between the MAC layer and the Physical layer. The transport channels are differentiated by the ways in which they are used. Table 2.5 lists the transport channels used in LTE.

**Table 2.5: Transport channels used in LTE**

<table>
<thead>
<tr>
<th>Channel name</th>
<th>Acronym</th>
<th>Direction</th>
</tr>
</thead>
<tbody>
<tr>
<td>Broadcast Channel</td>
<td>BCH</td>
<td>Downlink</td>
</tr>
<tr>
<td>Downlink Shared Channel</td>
<td>DL-SCH</td>
<td>Downlink</td>
</tr>
<tr>
<td>Paging Channel</td>
<td>PCH</td>
<td>Downlink</td>
</tr>
<tr>
<td>Multicast Channel</td>
<td>MCH</td>
<td>Downlink</td>
</tr>
<tr>
<td>Uplink Shared Channel</td>
<td>UL-SCH</td>
<td>Uplink</td>
</tr>
<tr>
<td>Random Access Channel</td>
<td>RACH</td>
<td>Uplink</td>
</tr>
</tbody>
</table>

Besides the transport channels, different types of control informations are used to support several physical layer operations. Here are the most important:

**Downlink Control Information (DCI):** The DCI conveys all information related to the scheduling decisions (for both uplink and downlink), Modulation and Coding Schemes (MCS) and the transmitter power control (TPC).

**Control Format Indicator (CFI):** CFI reveals the number of symbols used for the DCI in the subframe.

**HARQ Indicator (HI):** It is used to carry the HARQ ACK/NACK in response to an uplink transmission.

**Uplink Control Information (UCI):** The UCI is used to convey the Scheduling Requests (SR) of the UE and the HARQ ACK/NACK in response to a downlink transmission.
2.4.2.3 Physical channels

The physical channels define *where* the information flow is transmitted over the air interface. They are used by the physical layer to transmit data and control messages on the air interface. The physical channels are also differentiated by the ways in which they are used and are generally grouped in two parts, namely physical data channels and physical control channels. Table 2.6 lists the physical channels used in LTE [19].

**Table 2.6: Physical channels used in LTE**

<table>
<thead>
<tr>
<th>Channel name</th>
<th>Acronym</th>
<th>Type</th>
<th>Direction</th>
</tr>
</thead>
<tbody>
<tr>
<td>Physical Downlink Shared Channel</td>
<td>PDSCH</td>
<td>Data channel</td>
<td>Downlink</td>
</tr>
<tr>
<td>Physical Broadcast Channel</td>
<td>PBCH</td>
<td>Data channel</td>
<td>Downlink</td>
</tr>
<tr>
<td>Physical Multicast Channel</td>
<td>PMCH</td>
<td>Data channel</td>
<td>Downlink</td>
</tr>
<tr>
<td>Physical Uplink Shared Channel</td>
<td>PUSCH</td>
<td>Data channel</td>
<td>Uplink</td>
</tr>
<tr>
<td>Physical Random Access Channel</td>
<td>PRACH</td>
<td>Data channel</td>
<td>Uplink</td>
</tr>
<tr>
<td>Physical Control Format Indicator Channel</td>
<td>PCFICH</td>
<td>Control channel</td>
<td>Downlink</td>
</tr>
<tr>
<td>Physical HARQ Indicator Channel</td>
<td>PHICH</td>
<td>Control channel</td>
<td>Downlink</td>
</tr>
<tr>
<td>Physical Downlink Control Channel</td>
<td>PDCCH</td>
<td>Control channel</td>
<td>Downlink</td>
</tr>
<tr>
<td>Physical Uplink Control Channel</td>
<td>PUCCH</td>
<td>Control channel</td>
<td>Uplink</td>
</tr>
</tbody>
</table>

It results from the different channels description that there is a link between these channels, based on the purpose and the content. It necessitates mappings between the different channels, namely appropriate mappings between the logical channels and transport channels and suitable mappings between transport channels and physical channels. Figure 2.4 and Figure 2.5 present the standardized mappings between the different channels and between control information and physical channels, respectively.

As seen throughout this section, the LTE radio protocols provide the means for setting up, reconfiguring and releasing the radio bearer which are used to transfer applications data or control informations between the UE and the network. In order to help applications data and control informations to be transported across the LTE radio interface, different types of channels are used. These channels are mapped in an appropriate way in order to separate the different types of information flow and allow them to be transported across the radio access network in a suitable fashion. This is in favour of the aim of LTE which is to efficiently support various QoS classes of services.
Nevertheless, LTE networks use several other techniques in addition to the aforementioned to support various class of services with strong QoS support. Among all these innovative concepts, the most important is the Radio Resource Management (RRM) techniques. Indeed, the RRM function aims at using the radio resources in an efficient way and serving the users according to their configured QoS parameters. The next
section will give more details about these RRM techniques.

2.5 Radio resources management procedures

As mentioned at the end of the previous section, RRM ensures that the radio resources are used in an efficient fashion and also serves the UEs according to their configured QoS parameters. To reach its goals, it includes a wide range of techniques and procedures such as strategies and algorithms which aims at utilizing the limited resources and radio network infrastructure as efficiently as possible. However in this section, we are interested in reporting mechanisms that support radio resources scheduling in the LTE network, namely the Channel Quality Indicator (CQI), the radio link adaptation, the HARQ operation and the TPC. The parts below will give more details.

2.5.1 CQI

The role of the CQI manager is to process the received CQI reports and the Sounding Reference Signals (SRSs) from the UEs attached to the eNB. The CQI is used on one hand for scheduling decisions and on the other hand, it provides the eNB information about the link adaptation parameters that the UEs can support.

Indeed, in the downlink the eNB uses the CQI feedback received from the UEs as an indication of the data rate which can be supported by the downlink channel. In the uplink, the eNB makes directly its own estimate of the data rate which can be supported using the SRS sent by the UE. As a consequence, by exploiting the CQI feedbacks and the SRS, the eNB can, not only select the best Modulation and Coding Schemes (MCS) for an efficient downlink or uplink transmission, but also have a view on the UEs experiencing the best channel conditions and give them priority when processing the scheduling.

2.5.2 HARQ

The HARQ procedure is very useful for errors-sensitive applications since it is used for retransmissions. It is based on the use of the Stop and Wait (SAW) algorithm and performed by eNB and UE through the exchange of ACK/NACK messages [20].

Indeed, when a transmitted packet is unsuccessfully decoded by the receiver, it sends a NACK message that will indicate to the sender to perform a retransmission by sending the same copy of the erroneous packet. Once the packet is retransmitted, the receiver
will try to decode it combining the retransmitted version with the original version, and send an ACK message in case of a successfully decoding.

However, the HARQ process also permits to the receiver to correct minor errors without requesting a new message from the sender.

### 2.5.3 AMC and TPC

As mentioned above, the CQI are used for link adaptation and scheduling decisions. Indeed, based on CQI feedbacks and the SRS, the AMC module chooses the appropriate MCS trying to maximize the supported throughput with a given target Block Error Rate (BLER) [12]. As consequences, UEs with best channel conditions will achieve higher data rates, whereas those experiencing bad channel conditions, will still have lower throughput.

Due to the limited number of the admitted MCS, the system throughput is upper-bounded. Consequently, over a certain threshold, there will not have any throughput gain if the Signal to Interference plus Noise Ratio (SINR) increases. In this way, the AMC module works in coordination with the TPC module. The TPC module consists of various mechanisms which aim at adjusting dynamically the UE transmission power on the radio link to face the changing nature of the instantaneous channel conditions. Thus, it allows to save the UE battery energy while allowing various level of bitrate to be achieved [11].

As seen throughout this section, RRM ensures that the radio resources are used in an efficient fashion and also serves the UEs according to their configured QoS parameters. To achieve its goals, RRM encompasses a wide range of techniques and procedures but among all of these mechanisms, the fundamental is accomplished by the eNB through the resources scheduling procedure. In the following section, we will go to the heart of our topic and present in details this vital function which have been addressed throughout this thesis.

### 2.6 Scheduling

Scheduling is part of the crucial features of LTE networks and plays a vital role since it is responsible of efficiently allocating the radio resources. Indeed, the effective use of radio resources will lead to reach the systems targets and satisfy the QoS requirements of the UEs. The scheduling function is handled by the eNB that decides every TTI which resources will be allocated to the UEs. The resources to allocate are expressed in terms
of RBs or PRBs. The RBs span over one slot in the time domain and one subchannel in the frequency domain, whereas the PRBs cover one TTI in the time domain and one subchannel in the frequency domain. They correspond to the smallest radio resource unit which can be assigned [21].

The scheduling process is usually based on the comparison of per-RB metrics. It means that the eNB takes the scheduling decisions after comparing the RBs metrics of all the UEs. More precisely, the \( n \)-th RB of the system can be allocated to the user \( z \), if and only if its metric \( m_{z,n} \) is the highest one among the other metrics. Mathematically it can be expressed as:

\[
m_{z,n} = \max_i \{m_{i,n}\}
\]  

(2.1)

We notice that the expression of the scheduling metric can vary depending on the desired performance to reach. We list below the main parameters used by the eNB to compute the scheduling metric:

- **Channel quality**: As explained in the RRM section (part 2.5.1), the CQI is used by the eNB to have an indication of the UEs channel conditions. By exploiting the CQI feedbacks and the SRS, the eNB can have a view on the UEs experiencing the best channel conditions and give them priority when processing the scheduling;

- **QoS parameters**: As explained in the QoS management section (part 2.3), whenever a UE runs an application, a bearer is set up in the system. Each bearer has a QoS profile, namely the QCI, which includes a set of QoS parameters depending on the application data. The eNB, in order to satisfy the QoS requirements of the UEs, can use the QCI values associated to their flows to give them priority at the scheduling process;

- **Resources allocation history**: Fairness is an important aspect in LTE networks. Indeed, all the UEs including the cell-edge users must be served. For this purpose, when processing the scheduling the eNB can use information about the past achieved performance of the UEs in order to improve fairness;

In this section, as said before we go to the heart of our topic. At first, we describe the different steps of the scheduling process in downlink as well as in the uplink. Then, the key issues regarding the design of a LTE scheduler are addressed. Finally, a detailed classification of the most known and used strategies and algorithms is provided for both downlink and uplink.
2.6.1 Scheduling process

The scheduling process is slightly different according to whether we are in uplink or downlink.

2.6.1.1 Scheduling process in the downlink

In the downlink direction, the eNB allocates the RBs directly to the flows, instead of UEs. For instance, a UE running different applications will receive scheduling decisions for each of its flows instead of one scheduling decision for the whole flows. As said before, the scheduler works in general with the granularity of one TTI. This means that during the scheduling process, the eNB executes a list of operations which is repeated and renewed in general every TTI [22].

At first the eNB, which is obviously aware of the amount of data awaiting in its buffer, prepares the list of the flows which could be scheduled and allocated RBs in the current TTI. Then, the different UEs report their CQI. As explained previously, the CQI feedbacks will be very useful to the eNB. Firstly they will allow the eNB to estimate the UEs downlink channel quality and to have an indication of the data rate which will be supported by the downlink channel. Secondly the CQI feedbacks will be used as input parameters in the scheduling metric.

At the second step, after processing the CQI feedbacks, the eNB computes for each RB belonging to the TTI, the scheduling metrics of each candidate flow according to the defined scheduling policy. Then, each RB is allocated to the flow presenting the highest metric on the concerned RB, in accordance with equation 2.1. Afterwards, the eNB calculates for each scheduled flow the amount of data which will be transmitted. For this purpose, it uses the AMC module which chooses the appropriate MCS trying to maximize the supported throughput with a given target BLER.

At the third step, the eNB conveys the scheduling decisions to the UEs on the PDCCH. The PDCCH carries the DCIs which contain all information which is necessary for the UEs to be able to identify the resources on the PDSCH and decode them.

Finally, Each UE reads the PDCCH payload and if resources have been allocated, it accesses the part of shared channel containing its data.

A general view of the process is illustrated in Figure 2.6
2.6.1.2 Scheduling process in the uplink

As explained in Chapter 1, the use of SC-FDMA in the uplink imposes several constraints to be taken into account. The scheduling process is also concerned. Indeed, contrary to downlink, the resources allocation is done per UEs in the uplink, even though each UE may have several flows [23]. In other words, a UE running different applications will receive one scheduling decision for the whole flows in the considered TTI. In addition, RBs to allocate to a scheduled UE must be contiguous. Besides, the scheduling procedure in the uplink behaves differently since the eNB at the beginning of the process has no information about the amount of the UEs data. Indeed, in the downlink the eNB is obviously aware of the amount of UEs data awaiting in its buffer but in the uplink it is different. It is incumbent upon the UEs to inform the eNB about the amount of buffered data to be transmitted and their priority.

At the beginning of the process, since the eNB has no information about the amount of the UEs data, it needs to be informed by them. For this purpose, every UE having data to send in their buffer transmits a Scheduling Request (SR) over the PUCCH. This lets the eNB know that data is awaiting in the UE buffer. However the SR is just a signal sent to warn the eNB and does not contain any information about the amount of data to transmit. Thus, the eNB in order to be aware of this amount and allow transmission, sends a minimal grant back to the UE over the PDCCH. Like in the downlink, the
PDCCH carries the UCIs which contain all information which is necessary for the UEs to be able to identify the resources on the PUSCH and use them for transmissions. After receiving the minimal grant, the UE carries out its first transmission over the PUSCH. In this first data transmission, the UE includes the Buffer Status Report (BSR) which gives an indication on the amount of data awaiting in its buffer. The scheduling process is then performed based on the BSR and this BSR will help the eNB to make more accurate decisions about the amount of radio resources to grant in future TTIs [24]. A general view of the interaction between the UE and the eNB in the scheduling process is depicted in Figure 2.7.

![Figure 2.7: Interactions between eNB and UE in uplink scheduling [24]](image)

After describing the different steps of the scheduling process, we will present the different types of allocation strategies that have been designed for LTE systems. Nevertheless, it is important to begin with the factors which influence the definition of such resources allocation strategies.

### 2.6.2 Key design aspects

Designing effective scheduling strategies supposes the conception of methods and schemes which meet the required expectations and deal with several other constraints. In other words, an efficient scheduling strategy should do a trade-off between all these specificities. We present below a list of the main design elements which have an undeniable effect on the conception of an allocation strategy for LTE.

1. **Spectral efficiency**: Better spectral efficiency is one of the main goals to be realized within LTE. Indeed as mentioned in the introductory part of this Chapter, LTE targets a spectral efficiency 2 - 4 times better than HSPA systems. In other words resources must not be wasted. It supposes to maximize the number of UEs served in a given TTI or to always serve the UEs experiencing the best channel conditions.
2. **Fairness:** The fact of always serving the UEs experiencing the best channel conditions will certainly enable effective channel utilization in terms of spectral efficiency, but at the cost of starving those experiencing the worst channel conditions. Clearly, it will lead to very unfair resources sharing among the UEs. However, fairness is an important aspect and a major requirement in LTE networks. As consequence, all the UEs including the cell-edge users must be served.

3. **QoS Provisioning:** QoS provisioning is also a very important aspect in next generations of mobile networks and especially for LTE networks where the main objective is to provide the best QoS supports to strict QoS constrained applications. As previously mentioned in sections 2.3 and 2.5, whenever a UE runs a QoS constrained application, a dedicated bearer is set up in the system. These dedicated bearers have a QoS profile which enables special RRM procedures. Thus, the scheduler, in order to satisfy the QoS requirements of the UEs, has to take into account the QCI values associated to their flows.

4. **Uplink constraints:** Contrary to the downlink, the uplink radio access scheme, namely SC-FDMA allows the UEs to only transmit their data in a single carrier mode. Consequently, the scheduler has the constraint to allocate only contiguous RBs to the scheduled UEs.

### 2.6.3 Scheduling strategies classification

In this part, we classify and detail different resources allocation algorithms introduced for LTE systems. They are well-known schemes and widely used in the literature.

There are two major categories of resources allocation strategies in LTE. They are known in the literature as channel-unaware scheduling and channel-aware scheduling [25]. Furthermore, the channel-aware schedulers can be separated on the basis of QoS support as QoS-unaware and QoS-aware schedulers. In addition to these schemes, semi-persistent and persistent solutions are also used. For an ease of presentation we divide them into four groups, namely channel-unaware strategies, channel-aware/QoS-unaware strategies, channel-aware/QoS-aware strategies and semi-persistent/persistent strategies.

#### 2.6.3.1 Channel-unaware strategies

These types of strategy have been proposed to improve fairness among UEs and also to prevent the delivery of packets after their delay deadline [26]. In LTE networks they are used for the most part in conjunction with the channel-aware schemes. We detail below the well-known strategies.
1) **First in First out (FIFO)**: As indicated by its acronym meaning, the FIFO scheme allocates RBs to the UEs depending on the time instant when their requests were issued. The scheduling metric of the $z$-th user on the $n$-th RB can be expressed as:

$$m_{z,n}^{FIFO} = t - T_z$$  \hspace{1cm} (2.2)$$

where $t$ is the current time and $T_z$ is the time instant when the request was issued by the $z$-th user.

2) **Round Robin (RR)**: RR algorithm is a starvation-free RBs method. With this algorithm, all the candidate users are firstly ordered randomly in a queue. After that, the RBs are allocated to the UE which is at the front of the queue. After receiving RBs, this UE is put at the rear of the queue and the rest of steps follow the same way, until no UE asks for RBs. The scheduling metric is expressed as :

$$m_{z,n}^{RR} = t - T_z$$  \hspace{1cm} (2.3)$$

where $T_z$ refers to the last time when the $z$-th user was served.

3) **Blind Equal Throughput (BET)**: This strategy is used to provide fairness among the UEs in terms of throughput. For this purpose, the BET algorithm considers the past average throughput of the candidate UEs [27]. The scheduling metric is expressed as:

$$m_{z,n}^{BET} = 1/R_z(t - 1)$$  \hspace{1cm} (2.4)$$

with

$$R_z(t) = \beta R_z(t - 1) + (1 - \beta)r_z(t)$$  \hspace{1cm} (2.5)$$

where $0 \leq \beta \leq 1$, $R_z(t)$ is the past average throughput experienced by the $z$-th user at time $t$ and $r_z(t)$ the data rate achieved by the $z$-th user at time $t$.

From equation 2.4, it can be seen that the BET algorithm gives priority to the UEs having lower average throughput in the past. Consequently, the UEs with bad channel conditions are ensured to have more resources.

4) **Largest Weighted Delay First (LWDF)**: LWDF algorithm is used to avoid deadline expiration of the Real Time (RT) applications packets [28]. Indeed, RT applications require that each packet must be delivered within a certain deadline to avoid packet drops. The scheduling metric is expressed as:
\[ m_{z,n}^{LDW} = \alpha_z \cdot D_{HOL,z} \]  

(2.6)

where \( \alpha_z \) is given by:

\[ \alpha_z = -\log \delta_z \tau_z \]  

(2.7)

\( D_{HOL,z} \) (Head Of Line Delay) is the delay of the first packet to be transmitted by the \( z \)-th user.

\( \delta_z \) represents the acceptable probability for the \( z \)-th user that a packet is dropped due to deadline expiration. As for \( \tau_z \), it is the delay threshold for the \( z \)-th user.

As seen, these types of scheme improve fairness among UEs and also avoid deadline expiration of RT applications packets. Nevertheless they are not suitable for LTE networks since their allocation policies do not include a parameter that takes into account the variant nature of the radio channel conditions.

### 2.6.3.2 Channel-aware/QoS-unaware strategies

Channel-aware scheduling strategies allocate RBs by taking into account the channel conditions of the candidate UEs. To have an indication about these channel conditions, the eNB exploits the SRS and the CQI feedbacks received from the UEs. They will help the eNB to have an estimate of the data rate which could be supported by the downlink and the uplink channel. We present below the well-known schemes.

1) **Maximum Throughput (MT)**: MT algorithm aims at increasing the spectral efficiency of the network. For this purpose, only UEs experiencing the best channel conditions are given priority. The scheduler first exploits the SRS and the CQI feedbacks received from the UEs to have an estimate on the data rate which can be achieved by the UEs on the different subchannels. Then it allocates the RBs to the UEs which can achieve the highest throughput on the considered subchannel [29]. The scheduling metric is computed as:

\[ m_{z,n}^{MT} = d^z_n(t) \]  

(2.8)

where \( d^z_n(t) \) is the expected data rate for the \( z \)-th user at time \( t \) on the \( n \)-th RB.

It can be calculated as:
\[ d^*_n(t) = \log_2[1 + SINR^*_n(t)] \] (2.9)

MT permits to maximize the cell throughput, but at the cost of starving the UEs with the worst channel conditions.

2) Proportional Fair (PF) : The PF scheme has been designed specifically for the downlink direction and for the Non-Real Time (NRT) applications. PF algorithm performs a trade-off between fairness and spectral efficiency. Indeed, it improves fairness in terms of throughput among the UEs without losing the spectral efficiency [30]. The scheduling metric is a combination of the BET metric and MT metric. It is expressed as:

\[ m^{PF}_{z,n} = m^{MT}_{z,n} \cdot m^{BET}_{z,n} = \frac{d^*_n(t)}{R^*_z(t-1)} \] (2.10)

From the scheduling metric expression, it can be seen that the past average throughput is used as a weighting factor of the expected data rate. In this condition, the UEs having the worst channel conditions are ensured to be served within a certain amount of time. The parameter \( \beta \) in equation 2.5 is an important parameter since it allows to define to the time window \( T_f \), over which fairness will be enabled. Indeed the relation between \( \beta \) and \( T_f \) is expressed as:

\[ T_f = \frac{1}{1 - \beta} \] (2.11)

PF scheme has been modified to be adapted for uplink system due to the fact related to the contiguous RB allocation required by SC-FDMA. Two promising strategies, namely First Maximum Expansion (FME) and Recursive Maximum Expansion (RME) have been proposed in [31] and [32] and are based on the PF utility function. FME algorithm allocates the RBs to a UE beginning from the RB where the UE has the highest metric value in the resources allocation matrix and expand the assignment on the right and the left sides of this RB. The resources allocation of the UE is stopped whenever the algorithm finds another user having a higher metric on the considered RB. RME acts like FME scheme but with the particularity of performing a recursive search of the maximum metric.

Taking into account the radio channel quality and the fairness aspect are very important in mobile networks since it permits not only to achieve high performance such as higher throughput but also to guarantee services to the cell edge users. However as explained in section 2.6.2, spectral efficiency and fairness are not the unique targets of
LTE. Indeed, LTE networks has to provide the best QoS support to the QoS constrained applications. The strategies detailed below, take into account this aspect.

2.6.3.3 Channel-aware/QoS-aware strategies

QoS support to QoS constrained flows is one the main objectives of LTE networks. QoS support is managed in LTE by associating a set of QoS parameters, namely the QCI and the ARP, to each flow. Knowing these QoS parameters and their required values, the scheduler can take them into account in the scheduling metric and thus fulfill the QoS requirement of the different UEs. This part gives details on schedulers which aim at guaranteeing bounded delay, while at the same trying to increase the spectral efficiency and improve fairness.

1) Modified Largest Weighted Delay First (M-LWDF) : This algorithm was presented in [29] and aims at increasing the QoS support to RT flows by delivering the packets before the delay deadline. For this purpose, the radio channel conditions and the state of the queue with respect to delay constraint are taken into account in the scheduling policy. Furthermore, due to the fact that there can be NRT flows in the cell, they are handled differently. PF algorithm is used for the NRT flows and the RT flows are treated with the following metric:

\[
m_{z,n}^{MLWDF} = \alpha_z \cdot D_{HOL,z} \cdot m_{z,n}^{PF} = \alpha_z \cdot D_{HOL,z} \cdot \frac{d_z^n(t)}{R^z(t-1)} \quad (2.12)
\]

where \(D_{HOL,z}\) is the delay of the head of line packet and \(\alpha_z\) is calculated as in equation 2.7.

2) EXPonential/Proportional Fair (EXP/PF) : EXP/PF algorithm is the QoS-aware extension of the PF scheme. It is used to give priority to the RT flows which have their HOL packet delays approaching the delay deadline. Like the M-LWDF scheme, EXP/PF strategy can handle RT and NRT flows. The NRT flows are treated using the PF metric and the RT flows using the following metric [33]:

\[
m_{z,n}^{EXP/PF} = \exp \left( \frac{\alpha_z \cdot D_{HOL,z} - \chi}{1 + \sqrt{\chi}} \right) \cdot \frac{d_z^n(t)}{R^z(t-1)} \quad (2.13)
\]

where

\[
\chi = \frac{1}{N_{rt}} \cdot \sum_{z=1}^{N_{rt}} \alpha_z \cdot D_{HOL,z} \quad (2.14)
\]

and \(N_{rt}\) is the number of active RT flows.
2) **LOG and EXP rules**: These strategies have been proposed in [34] and are also sensitive to radio channel conditions and the head of line packet delay of RT flows. For the LOG rule scheme, the scheduling metric is computed as:

\[
m^{L O G r u l e}_{z,n} = b_z \cdot \log(c + a_z \cdot D_{H O L,z}) \cdot \Gamma^n_z
\]

(2.15)

where \(b_z\), \(c\) and \(a_z\) are tunable parameters and \(\Gamma^n_z\) represents the spectral efficiency for the \(z\)-th user on the \(n\)-th user subchannel. Moreover the optimal performance is achieved using \(a_z = 5/(0.99 \cdot \tau_z)\), \(b_z = 1/E[\Gamma^z]\) and \(c = 1.1\).

As for the EXP rule, it is more robust and is an improvement of EXP/PF strategy. Its scheduling policy is expressed as:

\[
m^{E X P r u l e}_{z,n} = b_z \cdot \exp \left( \frac{a_z \cdot D_{H O L,z}}{c + \sqrt{(1/N_{rt}) \cdot \sum_t D_{H O L,t}}} \right) \cdot \Gamma^n_z
\]

(2.16)

where the optimal parameters are:

\[
\begin{align*}
    a_z & \in [5/(0.99 \cdot \tau_z), 10/(0.99 \cdot \tau_z)] \\
    b_z & = 1/E[\Gamma^z] \\
    c & = 1
\end{align*}
\]

It can be seen from the scheduling metric expressions that EXP rule algorithm is more efficient than LOG rule scheme since the EXP rule scheduling policy takes into account the head of line packet delays of all the RT flows. Besides, the exponential function has the characteristic to grow faster than the logarithm function.

### 2.6.3.4 Persistent and semi-persistent strategies

As mentioned in section 2.6.1.1, the eNB executes during the scheduling process a list of operations which is repeated and renewed in general every TTI. This dynamic aspect of the scheduling process has the particularity of taking advantage of the multi-user diversity gain, but at the cost of increasing the control overheads generated during the process. Indeed, during the scheduling process, the eNB has to inform the UEs about its scheduling decisions. For this purpose it sends DCIs and UCIs messages to notify them. In case of high traffic load, the radio resources reserved for control informations can become insufficient and lead to the degradation of the QoS provisioning capabilities [35].

To avoid the degradation of the QoS provisioning capabilities, persistent strategies have been proposed. With this algorithm, the eNB does not have to inform the scheduled
UEs every TTI [36]. Indeed, with this strategy the eNB allocates the same RBs to the UEs in a permanent mode [37]. Once the UEs have been notified, they will know in advance the part of the shared channel where they should decode their data (downlink) or perform their data transmissions (uplink) with no necessity of receiving any additional DCI or UCI.

In addition to the fact that persistent strategies do not profit from the radio channel variations, the HARQ operations are not supported. However retransmissions are important in LTE since a unique transmission of packets is insufficient to guarantee their decoding at the receiver node side. For this purpose, the semi-persistent schemes have been introduced. They perform a trade-off between dynamic scheduling scheme and persistent strategy and are most of the time used for VoIP applications. For these types of flows, the semi-persistent strategy increases their capacity by maximising the number of supported VoIP calls [38].

As seen throughout this section, the scheduling process plays a major role in LTE networks since it is responsible of efficiently allocating the radio resources. Indeed, by performing a correct resources allocation, the system targets will be met and the QoS requirements of the UEs will be satisfied. We have also seen that the scheduling process consists in designing cutting-edge algorithms that meet the required expectations. In a practical way, from our presentation of the existing LTE scheduling strategies, it results that an efficient scheduling algorithm must do in general a trade-off between fairness, spectral efficiency and QoS requirements.

### 2.7 Conclusion

The emergence of new applications has led to a growing demand for networks services with strict constraints on delays and bandwidth requirements. To face this growing demand for packet-based services, the 3GPP has introduced the LTE specifications.

As seen in this chapter, LTE is a very promising technology with respect to previous generation of mobile networks, as it is based on an all-IP architecture that aims at supporting several high quality services such as video streaming, VoIP, videotelephony and online gaming. In order to fulfill these ambitious goals, LTE introduced new technical principles and concepts. They encompass in addition to the new network architecture, the use of a new QoS management policy through the bearer management, the use of new multiple access schemes such as OFDMA in the downlink and SC-FDMA in the uplink, and a series of mechanisms at different layers of the protocol stack, able to efficiently exploit the wireless link capacity up to the Shannon limit.
The most important RRM mechanism is performed through the scheduling process which consists in designing efficient algorithms which take into account both the QoS requirements and the physical constraints for distributing radio resources among users or flows. This process represents a great challenge since the proposed strategy must be, not only a simple and reliable algorithm which achieves a trade-off between various aspects such as fairness criteria, overall cell throughput maximization and QoS requirements, but also a scheme which deals with the fact related to the contiguous RBs allocation required by SC-FDMA. Several algorithms dealing with these issues have been designed and presented within this chapter. However, to the best of our knowledge, the issue related to the scheduling of radio resources in a high mobility context in LTE remains to be addressed.

For those reasons, we have conducted this thesis with the intention of proposing effective strategies and methods aiming at improving resources allocation in such scenarios. Nevertheless, as pointed in Chapter 1, we will focus the study initially on a context where the high mobility of the user is not taken into account. This will help not only to reduce the complexity of the work but also to critically analyze the existing works and propose new solutions to improve QoS of real time applications. Once these tasks done, the high mobility parameter will be taken into account and also suitable methods dealing with this context will be proposed.

In the two following chapters, we will present our innovative strategies designed for improving resources allocation in on a context where the high mobility of the user is not taken into account. Issues related to the downlink direction will be first addressed.
Chapter 3

Resources allocation in the Downlink direction

This chapter presents our two major contributions designed to improve downlink resources allocation of LTE networks in a context where the high mobility of the users is not taken into account. The first one is an innovative scheme which ameliorates resources assignment, particularly in overbooking scenarios by doing a trade-off between fairness, overall system throughput and QoS requirements. The second one is an enhanced scheduling scheme which provides strict delay bounds and guarantees very low packet loss rate to multimedia services. The performance of the proposed schemes have been evaluated by simulations and compared to other schemes of the literature. The analyses demonstrated the effectiveness of our strategies and showed that they outperformed the other methods.

3.1 Introduction

As stated in the previous chapters, LTE represents an emerging and promising technology which has been designed to face the growing demand for network services by providing higher data rates, low latency and improved spectral efficiency. Scheduling plays a major role to achieve these goals because it is responsible for resources allocation. Indeed, an effective allocation will help to meet the system performance targets and satisfy the QoS requirements of the services. In this way, we aim in this thesis at designing efficient resources allocation strategies in order to improve QoS of real time applications in a context where the users have very high velocities. We explained in Chapter 1 that the study will be carried out in two steps in order to reach the required goal. More precisely in order to have an expert knowledge of the key facets of LTE scheduling, the
study will be conducted at first in a context where the high mobility aspect of the node is not taken into account. This will help not only to reduce the complexity of the work but also to critically analyze the existing works and propose new solutions to improve QoS of real time applications. Once this task done, the high mobility parameter will be added and also appropriate methods dealing with this context will be developed for QoS enhancement of real time applications. Nevertheless due to the existing differences between the uplink and the downlink direction, appropriate scheduling schemes will be also designed in each of the aforementioned directions.

Thus following this guideline, we address firstly in this chapter the problem of improving the scheduling of downlink communications in a context where the high mobility of the users is not taken into account. We begin with the downlink direction because the conception of efficient scheduling algorithms in this direction is less complicated compared to the uplink direction. Indeed in the uplink direction the proposed methods should not only deal with the constraints related to the scheduling process, but should also be compatible with the constraints set by this direction. In this way, by beginning with the downlink direction we will leverage the conception of effective scheduling algorithms in this direction to design appropriate ones for the uplink direction.

We have seen in the state-of-the-art part in Chapter 2 that the most important objective of the scheduling process in the downlink direction is to satisfy the QoS requirements of all users by trying to reach, at the same time, an optimal trade-off between spectral efficiency and fairness [4]. However, this goal becomes very challenging, especially in overbooking scenarios where we have very limited resources for a great number of users, and also in presence of RT multimedia applications which require strict constraints on packet delay and packet loss.

We present in this chapter our efficient downlink scheduling strategies which have been designed to deal with these two issues. The first one is a two-level scheduler scheme specifically adapted to the overbooking cases. The second one is an enhanced scheduling scheme used to improve the performance of multimedia services. Through the study of the existing techniques, we highlight their limitations and suggest our tailored solutions to meet the required needs.
3.2 A new two-level scheduling algorithm to face overbooking scenarios

3.2.1 Context

The requirement of new mobile networks with ubiquitous broadband access has led the 3GPP to define the LTE system that represents an important technology and brings new enhanced mechanisms with various integrated data services. Packets scheduling mechanism is the cornerstone of LTE systems because the best performance of the network can be reached by correctly allocating resources among users. This allocation must do a trade-off between various aspects such as spectral efficiency, QoS requirements and fairness. The problem is to find a simple and reliable algorithm which could achieve these objectives. However, the scheduling problem becomes more complex when resources are limited for the users, namely for overbooking scenarios. In fact as seen in Chapter 2, radio resources are not unlimited and their number in the system can be very restricted in reality. Therefore, these scenarios represent a great challenge for existing scheduling algorithms since it is to find a way to perform a good scheduling with a large number of users and very limited resources, while meeting fairness criteria, overall cell throughput maximization and QoS requirements.

For that reason, we propose a new scheduling algorithm for the downlink of LTE networks, which ensures a trade-off between all these specificities and improves resources assignment in overbooking scenarios, where the number of users is greater than the number of available resources [39].

3.2.2 Literature review

We have seen in the scheduling strategies classification in Chapter 2 (see 2.6.3) that several researches have been done to improve resources allocation in the downlink of LTE networks. However, only a few of these contributions addressed issues closely related to the overbooking cases. Here is a brief description of these techniques and their limitations.

In [11], a practical method based on PF scheme, is proposed to deal with fairness and spectral efficiency. It is a channel aware strategy in which the past average throughput of each user is used as a weighting element of the expected data rate. In that conditions, users with bad channel status are ensured to be served within a certain time. However, this strategy does not take into account the QoS requirements of the flows to schedule.
So it can become ineffective, especially in presence of multimedia flows which require strict constraints on packet delay and jitter.

This problem was solved in [33] where another efficient scheme has been proposed. The EXP/PF algorithm takes into account both the behaviour of a PF scheduler and of an exponential function of the end-to-end delay. It ensures a good balance between spectral efficiency, fairness and delay requirement. Although this method is very relevant, it does not focus precisely on overbooking scenarios (where the ressources are limited for the users).

The scheduling strategy proposed in [39] focused on these scenarios and their contributions have been very relevant to our work. Indeed, their schemes focus on improving the resources allocation in that scenarios by providing fairness in the distribution of the RBs, while at the same keeping the system capacity utilization as high as possible. However, their methods do not take into account any QoS parameter to allocate resources. Thus, they cannot be efficient for real time flows in those scenarios. Our proposed scheme which is detailed below is more advanced and considers a QoS parameter for the resources allocation.

### 3.2.3 Key design aspects

Our method focuses on the overbooking scenarios and allows a good level of fairness between users in terms of RBs distribution, while keeping at the same time, as high as possible, the overall system capacity and performance of users having strict QoS requirements [40].

Our new scheduler looks like a two-level scheduler [4] which is in fact a joint Time and Frequency domain scheduler. At a first level, a Time Domain Packet Scheduler (TDPS) selects certain users among those connected to the base station and after, the RBs are assigned to these users by a Frequency Domain Packet Scheduler (FDPS) [41]. The final allocation decision results in the decision of the two schedulers that work in series. With this feature, our scheme helps to face the problem of overbooking scenarios where we have a great number of candidate users for few resources. Besides this aspect, different strategies are selected and applied to the schedulers in order to achieve a good trade-off between fairness, overall system capacity and QoS requirements. The parts below describe in details how our method has been designed.
3.2.3.1 Metric description

As mentioned previously, our strategy will be very helpful in overbooking scenarios. Let be \( u \), \( r \) and \( c \) the number of users, the number of resources blocks and the allocation capacity of the system, respectively. The allocation capacity is given by:

\[
c = \frac{r}{u}
\]  

(3.1)

The overbooking scenarios will occur if and only if:

\[
c < 1
\]  

(3.2)

The algorithm is designed to achieve a good trade-off between fairness, overall system capacity and QoS requirements. Let us explain in details how it performs.

1) **Fairness**: Our method allows all users to be scheduled in a minimum of contiguous subframes. Let \( \beta \) be this number in terms of TTI. \( \beta \) represents the time window (the interval time) in which all the users are ensured to get a RB. \( \beta \) depends on \( u \) and \( r \):

\[
\beta \in \mathbb{N}, \quad \beta \geq \frac{u}{r}
\]

(3.3)

In case of \( \lfloor \frac{u}{r} \rfloor \) is non-integer, the value of \( \beta \) is rounded to the first upper integer.

2) **Throughput maximization based on QoS parameter**: Resources allocation for each terminal is usually based on the comparison of per-RB metrics. According to equation 2.1, a \( n \)-th RB can be allocated to a user \( z \), if its metric \( m_{z,n} \) is the highest one among the other metrics. In our case, the metric to use should allow to increase the overall system throughput and performance of users having strict QoS requirements. For that purpose, we define a metric which takes into account for each user its channel quality and the bearer priority of its flow [14]. This metric that we call the decision index will be used by the FDPS to allocate resources. It is given by:

\[
m_{z,n}^{Proposed} = m_{z,n}^{MT} \cdot \frac{1}{BP_z}
\]

(3.4)

where \( BP_z \) is the bearer priority of the flow of the user \( z \). As explained in Chapter 2, bearers are created and set up whenever applications are running by the UE.
These bearers have a QoS profile which includes a set of QoS parameters depending on the application data for which the bearers have been set up. The bearer priority is part of these QoS parameters and is known by the scheduler. According to [14], the smaller is the value of the bearer priority, the higher is the priority level of the flow.

In this way, our method allows a number of users to be scheduled twice in $\beta$. Let $\gamma$ this number.

$$\gamma \in \mathbb{N}, \gamma = (\beta \times r) - u$$

(3.5)

The set is composed of users having the $\gamma$ best decision index.

### 3.2.3.2 Algorithm

Our method is implemented in these steps and the flowchart is depicted in Figure 3.1:

**Step 1:** Compute the time window $\beta$ and perform all operations inside;

**Step 2:** Get the CQI feedbacks and the bearer priority of the flows;

**Step 3:** Compute the decision index of each flow;

**Step 4:** Look for flows which could be scheduled by ignoring those scheduled in the previous $\beta$;

**Step 5:** Look for the highest value in the decision index set and the corresponding flow;

**Step 6:** Schedule this flow for the corresponding RB and ignore it for the next RBs;

while All the flows have not been scheduled in $\beta$ do

Schedule the next flow with the highest decision index and ignore it for the next RBs;

end

if Free RBs are left unused in $\beta$ after scheduling all flows then

Repeat from Step 5 by considering all flows;

else

Allocation is successfully completed in $\beta$;

end

### 3.2.3.3 Model description

To model our scheduling strategy, we consider a LTE cell containing one eNB and many users generating different flows belonging to a particular traffic class. We assume $m$ traffic classes which are used for QoS differentiation. $M = \{1, 2, 3, ..., m\}$. In this
model we assume also that the users share $C$ resources blocks that eNB is responsible for the allocation. This allocation is done per-TTI basis and we have a small and limited amount of RBs due to the overbooking effect. The eNB uses a scheduling strategy to distribute the resources among the users. In our case, the scheduling strategy is based on the users channel conditions and the weight of their flow.

Due to the channel state variation and to adapt the transmission rate, we suppose that the eNB uses different MCS. For MCS modeling, we assume that the cell is divided
into \( k \) regions, each one corresponding to the use of a particular MCS. We assume 
\( K = \{1, 2, 3, \ldots, k\} \) and that the regions are concentric circles as shown in Figure 3.2.

![Diagram showing MCS distribution in the System](image)

**Figure 3.2**: MCS distribution in the System

In this way at a given TTI, each user is present in a particular region \( k \) corresponding to the use of an associated MCS. Based on the \( k \) MCS and the \( m \) traffic classes, the scheduler allocates RBs using the configuration \( Z_{k,m} \) of the users.

\[ Z_{k,m} : \text{User(s) present in region } k \text{ and generating flow belonging to traffic class } m. \]

In order to model the scheduling process, a Continuous Time Markov Chain (CTMC) of \( m \cdot k \) dimensions with a state vector

\[ \vec{n} = (n_{1,1}, \ldots, n_{1,m}, n_{2,1}, \ldots, n_{2,m}, \ldots, n_{k,1}, \ldots, n_{k,m}) \quad (3.6) \]

is used [42]. Each state describes the number of users of configuration \( Z_{k,m} \) (user(s) present in region \( k \) and generating flow belonging to traffic class \( m \)) which is being scheduled.

We can easily see that our model becomes very complex (very large dimension and number of states) for any realistic value of \( k \) and \( m \). For instance, LTE can have values of MCS going up to 15 and 9 different traffic classes. For these values, we obtain a CTMC of 135 dimensions. In the following, we use the minimal values of \( m \) and \( k \) to reduce the model resolution complexity.

Let us take a value of \( m = 2 \) and \( k = 2 \) which corresponds to a LTE downlink system with a cell divided into 2 concentric regions and where 2 different traffic classes can be used. As consequence, our system can be modeled using a 4D CTMC with a state...
vector $\vec{n} = (n_{1,1}, n_{1,2}, n_{2,1}, n_{2,2})$ where each state describes the number $n_{k,m}$ of users of configuration $Z_{k,m}$ being scheduled. Since not all combinations of the number $n_{k,m}$ of users are allowed, let $\Omega$ represent the feasible states space. $\Omega$ contains all the states which verify the resources allocation feasible conditions. These feasible conditions depend on the maximum number of users of each $Z_{k,m}$ configuration which can be scheduled. This maximum number of users is closely related to the amount of resources that the scheduler allocates for each user of a particular configuration. Because of our scheduling strategy, the eNB takes into account the region where the UE is located along with the traffic class of its flow. For finding this amount of resources, we assume that traffic is modeled at connection level and each user uses only one traffic. We consider also that the system provides the necessary data rate for the different UEs applications. So, if a UE of configuration $Z_{k,m}$ is scheduled, the eNB will allocate the necessary $r_{k,m}$ resources to satisfy its data rate.

$r_{k,m}$ derives from the formula so that:

$$r_{k,m} = \frac{T T I \times \delta_{m}}{\beta_{k}} \quad (3.7)$$

Where $\delta_{m}$ is the data rate used to satisfy a UE generating flow belonging to traffic class $m$ and $\beta_{k}$ represents the number of bits given by one RB belonging to region $k$.

So if $S_{(n_{1,1},n_{1,2},n_{2,1},n_{2,2})}$ is the state describing the possible $(n_{1,1},n_{1,2},n_{2,1},n_{2,2})$ combination, $S_{(n_{1,1},n_{1,2},n_{2,1},n_{2,2})} \in \Omega$ if and only if:

$$(n_{1,1} \times r_{1,1} + n_{1,2} \times r_{1,2} + n_{2,1} \times r_{2,1} + n_{2,2} \times r_{2,2}) \leq C \quad (3.8)$$

1) **Blocking States**: The blocking states are set of states in which the scheduling of a new user would force a transition to a state $S_{(n_{1,1},n_{1,2},n_{2,1},n_{2,2})} \notin \Omega$. Due to the fact that any user in the system belongs to a particular configuration $Z_{k,m}$, the definition of the blocking states is related to the configuration $Z_{k,m}$ of the user. Thus, we define the blocking states $S_{Z_{k,m}}^{B}$ of each $Z_{k,m}$ configuration:

$$S_{Z_{1,1}}^{B} = \left\{ S_{(n_{1,1},n_{1,2},n_{2,1},n_{2,2})} \in \Omega \mid S_{(n_{1,1}+1,n_{1,2},n_{2,1},n_{2,2})} \notin \Omega \right\}$$
$$S_{Z_{1,2}}^{B} = \left\{ S_{(n_{1,1},n_{1,2},n_{2,1},n_{2,2})} \in \Omega \mid S_{(n_{1,1},n_{1,2}+1,n_{2,1},n_{2,2})} \notin \Omega \right\}$$
$$S_{Z_{2,1}}^{B} = \left\{ S_{(n_{1,1},n_{1,2},n_{2,1},n_{2,2})} \in \Omega \mid S_{(n_{1,1},n_{1,2},n_{2,1}+1,n_{2,2})} \notin \Omega \right\}$$
$$S_{Z_{2,2}}^{B} = \left\{ S_{(n_{1,1},n_{1,2},n_{2,1},n_{2,2})} \in \Omega \mid S_{(n_{1,1},n_{1,2},n_{2,1},n_{2,2}+1)} \notin \Omega \right\} \quad (3.9)$$
This means that the scheduling of a UE belonging to the configuration $Z_{k,m}$ forces the state to move to a non-feasible state.

We define also the blocking states $S^B_m$ for the traffic classes. These blocking states correspond to set of states in which the scheduling of a new user generating flow belonging to a particular traffic class $m$ (whichever its located region) would force a transition to a non-feasible state.

\[
S^B_1 = S^B_{Z1,1} \cap S^B_{Z2,1}
\]
\[
S^B_2 = S^B_{Z1,2} \cap S^B_{Z2,2}
\] (3.10)

2) Markovian Model: As mentioned above, our system can be modeled using a 4D CTMC with a state vector $\vec{n} = (n_{1,1}, n_{1,2}, n_{2,1}, n_{2,2})$ where each state describes the number $n_{k,m}$ of users of configuration $Z_{k,m}$ being scheduled. The states space of the 4D CTMC are defined so that: $S(n_{1,1}, n_{1,2}, n_{2,1}, n_{2,2}) \in \Omega$ if and only if:

\[(n_{1,1} \times r_1 + n_{1,2} \times r_2 + n_{2,1} \times r_1 + n_{2,2} \times r_2) \leq C\]

The chain can move to one of the four dimensions depending on the configuration of the new user which will be scheduled. Each state has several transitions and these transitions depend on the traffic model. Within this model, we assumed that traffic was modeled at connection level. So, transitions between feasible states happen due to call/session arrivals or due to call/session departures. We assume that the clients arrival can be modeled by a Poisson process with an arrival rate of $\lambda_{k,m}$ and service times are exponentially distributed with a rate of $\mu_{k,m}$. The state transitions diagram at a given state $S(n_{1,1}, n_{1,2}, n_{2,1}, n_{2,2})$ is depicted in Figure 3.3.

---

Figure 3.3: The Markov Chain
Due to possible non-feasible states, we define function $\phi(n_{1,1},n_{1,2},n_{2,1},n_{2,2})$ which guarantees that only feasible states are taken into account:

$$
\phi(n_{1,1},n_{1,2},n_{2,1},n_{2,2}) = \begin{cases} 
1 & \text{if } S(n_{1,1},n_{1,2},n_{2,1},n_{2,2}) \in \Omega \\
0 & \text{otherwise}
\end{cases}
$$

We can now deduce the balance equation for state $S(n_{1,1},n_{1,2},n_{2,1},n_{2,2}) \in \Omega$ as:

$$
P(n_{1,1},n_{1,2},n_{2,1},n_{2,2})[\begin{align*}
(1)\phi(n_{1,1}+1,n_{1,2},n_{2,1},n_{2,2}) &+ (5)\phi(n_{1,1},n_{1,2}+1,n_{2,1},n_{2,2}) \\
(9)\phi(n_{1,1},n_{1,2},n_{2,1}+1,n_{2,2}) &+ (13)\phi(n_{1,1},n_{1,2},n_{2,1},n_{2,2}+1) \\
(4)\phi(n_{1,1}-1,n_{1,2},n_{2,1},n_{2,2}) &+ (8)\phi(n_{1,1},n_{1,2}-1,n_{2,1},n_{2,2}) \\
(12)\phi(n_{1,1},n_{1,2},n_{2,1}+1,n_{2,2}+1) &+ (16)\phi(n_{1,1},n_{1,2},n_{2,1},n_{2,2}-1) \\
\end{align*}]
$$

$$= (2)\phi(n_{1,1}+1,n_{1,2},n_{2,1},n_{2,2})P(n_{1,1}+1,n_{1,2},n_{2,1},n_{2,2}) + (6)\phi(n_{1,1},n_{1,2}+1,n_{2,1},n_{2,2})P(n_{1,1},n_{1,2}+1,n_{2,1},n_{2,2}) + (10)\phi(n_{1,1},n_{1,2},n_{2,1}+1,n_{2,2})P(n_{1,1},n_{1,2},n_{2,1}+1,n_{2,2}) + (14)\phi(n_{1,1},n_{1,2},n_{2,1},n_{2,2}+1)P(n_{1,1},n_{1,2},n_{2,1},n_{2,2}+1) + (3)\phi(n_{1,1}-1,n_{1,2},n_{2,1},n_{2,2})P(n_{1,1}-1,n_{1,2},n_{2,1},n_{2,2})$$

With

\begin{align*}
(1) &= \lambda_{1,1} \\
(2) &= \mu_{1,1} \times (n_{1,1} + 1) \\
(3) &= \lambda_{1,1} \\
(4) &= \mu_{1,1} \times (n_{1,1}) \\
(5) &= \lambda_{1,2} \\
(6) &= \mu_{1,2} \times (n_{1,2} + 1) \\
(7) &= \lambda_{1,2} \\
(8) &= \mu_{1,2} \times (n_{1,2}) \\
(9) &= \lambda_{2,1} \\
(10) &= \mu_{2,1} \times (n_{2,1} + 1) \\
(11) &= \lambda_{2,1} \\
(12) &= \mu_{2,1} \times (n_{2,1}) \\
(13) &= \lambda_{2,2} \\
(14) &= \mu_{2,2} \times (n_{2,2} + 1) \\
(15) &= \lambda_{2,2} \\
(16) &= \mu_{2,2} \times (n_{2,2})
\end{align*}
By applying the constraint

$$\sum_{S(n_{1,1},n_{1,2},n_{2,1},n_{2,2}) \in \Omega} P_{(n_{1,1},n_{1,2},n_{2,1},n_{2,2})} = 1$$ (3.13)$$

we can obtain the steady states probabilities and compute the rewards of the system.

Making use of the blocking states previously defined, we compute the blocking probabilities of each configuration and of each traffic class.

$$P_{Z_{1,1}}^B = \sum_{S(n_{1,1},n_{1,2},n_{2,1},n_{2,2}) \in S^B_{Z_{1,1}}} P_{(n_{1,1},n_{1,2},n_{2,1},n_{2,2})}$$

$$P_{Z_{1,2}}^B = \sum_{S(n_{1,1},n_{1,2},n_{2,1},n_{2,2}) \in S^B_{Z_{1,2}}} P_{(n_{1,1},n_{1,2},n_{2,1},n_{2,2})}$$

$$P_{Z_{2,1}}^B = \sum_{S(n_{1,1},n_{1,2},n_{2,1},n_{2,2}) \in S^B_{Z_{2,1}}} P_{(n_{1,1},n_{1,2},n_{2,1},n_{2,2})}$$

$$P_{Z_{2,2}}^B = \sum_{S(n_{1,1},n_{1,2},n_{2,1},n_{2,2}) \in S^B_{Z_{2,2}}} P_{(n_{1,1},n_{1,2},n_{2,1},n_{2,2})}$$

$$P_1^B = \sum_{S(n_{1,1},n_{1,2},n_{2,1},n_{2,2}) \in S^B_1} P_{(n_{1,1},n_{1,2},n_{2,1},n_{2,2})}$$

$$P_2^B = \sum_{S(n_{1,1},n_{1,2},n_{2,1},n_{2,2}) \in S^B_2} P_{(n_{1,1},n_{1,2},n_{2,1},n_{2,2})}$$ (3.14)

In order to determine the blocking probabilities, the steady-state probabilities are needed. For that purpose, we must solve equation 3.12 for all feasible states belonging to $\Omega$. We use the Matlab solver to derive the steady-state probabilities and then use the same software to compute the rewards.

The analysis of the system rewards will allow to know whether or not the decision index defined in our strategy really impacts the resources allocation process. In order to achieve it, we use the minimum specified bandwidth for LTE (6 RBs) and evaluate the system under various traffic load $T_l = \lambda/\mu$, from 0.2 up to 1. To show traffic class differentiation, 64 kbps and 96 kbps are taken to specify the data rate used to satisfy traffic class 1 and traffic class 2, respectively. Finally, 128 bits/RB for region 1 and 64 bits/RB for region 2 are used in order to shape the region profile (number of bits given by a one RB belonging to a particular region).
Figure 3.4 shows the Blocking Probabilities of traffic classes for several traffic loads. We can observe that the blocking probabilities of each traffic class increase with the traffic load. In addition, we see that for each traffic load, the blocking probability of traffic class 1 is lower than the one of traffic class 2. At the beginning, there is not a great difference between the blocking probabilities but whenever the traffic load increases, the difference becomes larger. As example for $T_l = 1$, hardly 13% of the traffic class 1 calls are blocked and more than 18% of traffic class 2 calls are rejected. It means that more users generating flow belonging to class 1 are scheduled. This is normal because the bearer priority of the users flow is used by our scheduler for taking decision. Traffic class 1 which has more priority than traffic class 2 is ensured to have less rejected calls compared to traffic class 2.

Besides the bearer priority, our scheduler uses also the channel condition for allocating resources. Thus, the users having the best channel conditions and the highest bearer priority have the best chance of being scheduled. This is confirmed in Figure 3.5 which shows the Blocking Probabilities that users of the different configurations undergo for the same traffic load. As expected, the users of configuration $Z_{1,1}$ are the most scheduled, whereas those of configuration $Z_{2,2}$ are the worst. Indeed, the users of configuration $Z_{1,1}$ experience the best channel conditions (region 1) and generate flow belonging to the highest bearer priority (Traffic class 1). But, those of configuration $Z_{2,2}$ are present in region 2 and have flow of traffic class 2.
These results show that our scheduler acts according to its design goal which is to distribute resources based on channel conditions and a QoS parameter.

Figure 3.5: Blocking Probabilities of the different configurations

In the following subsection we will study the effectiveness of our strategy by assessing its performance through realistic scenarios.

3.2.4 Performance analysis

The performance of our scheme have been evaluated through simulations. NS-3 simulator\(^1\) has been used as simulation tools. It is a discrete-event and open-source network simulator, written in C++. It contains a LTE model which supports the evaluation of different aspects such as radio resources management, QoS-aware packet scheduling, inter-cell interference coordination and dynamic spectrum access. The simulations are used to compare our algorithm to the round robin method and the proportional fair scheme. In order to perform that, we use a minimum specified bandwidth for LTE (the 1.4 MHz band) where 6 RBs are available for resources allocation. To shape overbooking scenario, a number of users, from 8 up to 12 is considered (which is more users than available RBs). Localized type is used as RBs mapping type [10]. A single cell and SISO (Single Input Single Output) configuration with users using pedestrian mobility model (speed equal to 3 km/h) are also used. The simulation is done for various time periods (10,000 - 20,000 - 30,000 TTIs). These parameters are sufficient to evaluate the

\(^1\)NSNAM, http://www.nsnam.org
performance of our method as mentioned in [39] and [43]. The distribution of users positions and flows characteristics is done so that the first terminal is the closest user to the base station and has the highest flow priority and the last one has the worst channel conditions and the lowest flow priority. Within the simulation, each user receives one flow. The flows used are those defined by 3GPP in [14]. The set is composed of a conversational voice flow, a live streaming flow, a real time gaming flow, a buffered streaming flow, an ftp flow, an interactive gaming flow, a http flow and a progressive video flow. A summary of the flows distribution among the users is presented in Table 3.1. We measure the number of RBs and throughput achieved by the first terminal. We evaluate also the overall cell throughput and quantify the system fairness with Jains fairness index [44]. This configuration will help to study for the three algorithms, the impact of the overbooking scenarios on the system performance and on the performance of flows having the best parameters in terms of channel conditions and priority.

<table>
<thead>
<tr>
<th>Terminal</th>
<th>Type of flows</th>
</tr>
</thead>
<tbody>
<tr>
<td>User 1</td>
<td>Conversational voice</td>
</tr>
<tr>
<td>User 2</td>
<td>Conversational voice</td>
</tr>
<tr>
<td>User 3</td>
<td>Real time gaming</td>
</tr>
<tr>
<td>User 4</td>
<td>Live streaming</td>
</tr>
<tr>
<td>User 5</td>
<td>Buffered streaming</td>
</tr>
<tr>
<td>User 6</td>
<td>Ftp</td>
</tr>
<tr>
<td>User 7</td>
<td>Interactive gaming</td>
</tr>
<tr>
<td>User 8</td>
<td>Http</td>
</tr>
<tr>
<td>User 9</td>
<td>Progressive video</td>
</tr>
<tr>
<td>User 10</td>
<td>Interactive gaming</td>
</tr>
<tr>
<td>User 11</td>
<td>Progressive video</td>
</tr>
<tr>
<td>User 12</td>
<td>Buffered streaming</td>
</tr>
</tbody>
</table>

Figure 3.6 and Figure 3.7 show for all the schemes, the number of RBs and throughput achieved by user 1 during a simulation time of 10,000 TTIs. We want to point out that no performance changes have been observed after increasing the simulation time. We can observe that our algorithm outperforms the other algorithms and improves the performance of this user. In addition, the good performance of our algorithm are kept until reaching a number of 12 users. The overbooking effect is more experienced at RR level, because no parameter is used for allocation and users are scheduled sequentially.
By increasing the traffic load, the new users cannot have resources without decreasing the number of RBs of the old ones. It prevents some users from maximizing acquisition of resources. Regarding PF, it provides equal performance with our method at the beginning but after, the performance decrease whenever the traffic load increases. The reason is that PF does not take into account the nature of the flow to schedule but uses only information about channel conditions and fairness. In this way when the traffic load increases, user 1 has no guarantee to have more resources. With our algorithm, it is different because after serving all users, it schedules again certain UEs that are those which have the best decision index. User 1, whose flow has the highest bearer priority, always experiments the best decision index. So its flow is ensured to be scheduled more than the other flows. This is why user 1 keeps the same and high number of RBs until a twelfth user is added. At this level its performance decrease because after all users being served in the time window $\beta$, no free RBs are available. Indeed, in this case $\gamma = 0$.

Figure 3.6: Best user’s number of RBs

Figure 3.8 shows the total throughput achieved in the cell. Like previously, our method outperforms RR and PF algorithms. This is normal because in our scheme, we give priority to users with best channel conditions by scheduling them more than the others. The decreasing of the performance is due to the increasing of the overbooking degree. By increasing the traffic load, the number of privileged users (users with better throughput that are scheduled more than the others in $\beta$) is reduced. Additional simulations done at large scale (high traffic load) showed that our scheme kept providing better performance than the others until $\gamma = 0$. However in terms of fairness, the situation reverses as Figure 3.9 shows. We notice that the best fairness is achieved with the PF scheduler, which acts in accordance with its design goal. Our method achieves also a
good fairness but never outperforms the PF, because there are significant differences between the users throughput. But as we increase the traffic load, the differences between the number of the users RBs are reduced and the fairness index increases. This is due to the goal of our method which does a compromise between fairness, overall system capacity and QoS requirements.

Figure 3.8: Overall cell throughput

All these results show that our scheme can be used in overbooking scenarios to improve the system throughput and give at the same time an acceptable level of fairness.
In this part, our work focused on improving resources allocation in case of overbooking scenarios. The proposed scheme allocates resources using the users channel conditions and the bearer priority of their flows. The key design aspects were first detailed and then we compared its performance with the RR and PF algorithms. The RR scheduling does not take into account any parameter for resources allocation, but rather schedules all users sequentially. It prevents users from throughput maximization. PF scheme deals with spectral efficiency and fairness but never considers any QoS parameter, thereby giving no guarantee to flows with high priority. The proposed method is more advanced and considers a QoS parameter for serving resources in overbooking scenarios. It uses a metric based on CQI reporting and bearer priority for taking decision. Fairness is enabled by using a time window and spectral efficiency is improved by scheduling twice in this time window the users with the best metric. Simulations have confirmed that our method allows an acceptable level of fairness while improving the overall cell throughput.

Although its performance in the overbooking cases, the scheme is not a complete QoS-aware strategy. Indeed the QoS parameter in the allocation decision is just a parameter used to give priority to users having strict QoS requirements and does not contain any information about the QoS requirements of each flow. Thus, our scheme could not be able to guarantee the meeting of the QoS requirements of the flows. It could not be also well-adapted to RT multimedia flows which require strict constraints on packet delay and packet loss. These applications are very important since they represent the most used applications in telecommunications. Therefore it is important and necessary to look into this issue and propose a scheduling strategy which aims at fulfilling the
QoS requirement of multimedia services. The following section will detail our proposed algorithm dealing with this issue.

3.3 An enhanced scheduling scheme for multimedia services

3.3.1 Context

LTE has become the most important radio access technology for mobile networks, providing significantly a ubiquitous broadband access. This breakthrough has to bring strong QoS support, especially for multimedia services which are the most used applications in telecommunication. Packet scheduling plays a major role to achieve this goal since it is responsible for resources allocation. Thus, an accurate scheduling scheme will be useful to multimedia flows by allowing to satisfy their QoS requirements.

Our first proposed scheme which has been designed for the overbooking cases, cannot be used for these types of services. Indeed as explained previously, although the fact that it uses a QoS parameter in the allocation decision, the used parameter does not contain any information about the QoS requirements of the flows. For instance the used QoS parameter does not take into account information about either the largest delay that packets of a RT flow can tolerate or the largest probability with which the delay requirement can be violated. However the aforementioned informations are very important in order to avoid packets to be dropped or to avoid packets to be delivered after the required delay. Therefore in presence of RT multimedia flows which require strict constraints on packet delay and packet loss, the proposed method will not be suitable.

For that reason, we propose an enhanced scheduling scheme which provides strict delay bounds and guarantees very low packet loss rate to multimedia services. This scheme is also made of two levels that work in series and is designed to improve the RT flows performance by providing the best QoS support.

3.3.2 Literature review

As mentioned above, resources allocation becomes more difficult in presence of multimedia flows since they require strict constraints on packet delay and packet loss. We have also seen in the scheduling strategies classification in Chapter 2 (see 2.6.3) that several researches have been done in recent years in order to overcome this challenge. Nonetheless to the best of our knowledge, a simple and reliable scheme able to allocate resources for satisfying very sharp delays bounds and providing very low packet losses, still has to come. We give below the description of these techniques and their limitations.
In [11] and [45], a simple scheme based on PF is proposed to maximize the total network throughput as well as assuring fairness among flows. It distributes resources based on the experienced channel quality and the past user throughput. Despite its efficiency, this method does not take into account any QoS parameter of the flows to schedule. So it becomes ineffective for multimedia services which have strict delay requirements. This limitation was overcome in [46] where an effective scheme for VoIP flows was designed. The key ideas consist in activating a VoIP priority mode and managing its adaptive duration. The VoIP priority mode allocates RBs first to VoIP flows in order to minimize VoIP packet delay and packet loss while the adaptive duration management helps to prevent the overall system performance degradation. Despite its performance, this scheme only focuses on VoIP flows and no other kinds of multimedia services are taken into account.

In [33] and [34], different scheduling strategies were proposed and focused on all type of multimedia services. The contributions have been very relevant to our work. They have been designed to increase the priority of RT flows as opposed to NRT flows. In other words, they have been proposed for the flows which have their head-of-line delay very close to the delay threshold. Information about the head-of-line delay is retrieved by the means of a function that changes according to the method used.

Finally in [4], authors used a different and innovative approach. They proposed a two-level framework called FLS (Frame Level Scheduler) that guarantees bounded delay to real-time flows. At the highest level, the scheduler computes the amount of data that each real-time flow should transmit in order to satisfy its delay constraint and at the lowest level, the scheduler allocates RBs to the delay constrained flows using a maximum throughput or proportional fair policy until the entire amount of data computed at the highest level has been transmitted. In spite of its effectiveness and originality, this scheme is not optimal in terms of reducing packet loss ratio. Indeed, since no QoS parameter is taken into account in the computation of the metric, some flows with pending data near the deadline could lose packets.

With all these schemes in the literature, scheduling multimedia services is still difficult taking into account the variations of the channel conditions as well as delay and packet loss sensitive services characteristics. Based on the method presented in [4], we propose an enhanced scheduling algorithm with the aim of improving the performance of multimedia traffic over the downlink of LTE networks. The following part describes how our method has been designed.
3.3.3 Key design aspects

The proposed scheme is made of two levels which act together [40]. The highest level is based on the one (FLS) that authors proposed in [4] and the lowest level is QoS-aware. We designed it to increase the performance of multimedia services by providing strict delay bounds and especially guaranteeing very low Packet Loss Rate (PLR). For that purpose, RT flows are firstly selected and given priority in the allocation of resources and once their scheduling finished, the remaining RBs are assigned to other types of services such as best effort. Figure 3.10 gives a general view of our scheduler.

![The enhanced two-level scheduler](image)

**Figure 3.10:** The enhanced two-level scheduler

At the highest level of the scheduler, a method defines frame by frame the amount of data to be transmitted by each RT source in order to satisfy the required delay and once this task accomplished, the lowest level assigns RBs every TTI to reduce packets loss, while considering the constraints of the upper level. In other words, the highest level works at the beginning of each frame by defining the amount of data that should be transmitted by each source. As for the lowest level scheduler, it is QoS aware and allocates RBs in each TTI in order to guarantee very low packet loss rate to the delay constrained flows. Once the multimedia sources have transmitted their data, the lowest level schedules the other flows in a proportional fair manner. The two parts below describe how the two levels of the scheduler have been designed.
3.3.3.1 The highest level of the scheduler

It has been designed using the linear discrete-time control theory [47]. With \( N \) active RT flows sharing the channel and having queues associated, the upper level evaluates the transmission needs of each queue every frame. In other words, at the beginning of each frame, a control law estimates the amount of data that the \( i \)-th RT source should transmit in this frame in order to meet its delay constraint. It is based on the assumption that:

\[
\Delta_i = \rho_i T_f \quad (3.15)
\]

where \( \Delta_i \) is the upper bound of the delays of the \( i \)-th RT flow, \( \rho_i \) is the amount of data fragments of the \( i \)-th RT flow to send and \( T_f \) is the time interval used for sending one data fragment of the \( i \)-th RT flow (\( T_f \) is a LTE frame so lasts 10 ms).

The control law estimates for each data fragment to send in the \( k \)-th frame, the amount of data needed to satisfy the target delay. Thus, this amount can change according to the estimation of the control law. Indeed, it can be decided for instance to increase the amount of data that the RT source should transmit in the \( k \)-th frame and reduce this amount in the next frame.

3.3.3.2 The lowest level of the scheduler

It works every TTI and its role is to allocate RBs to the different types of flows (RT or not). According to the nature of the flow, its behaviour is different. Firstly, RT flows are selected and assigned RBs in accordance with the constraints of the upper level. It considers only those which have not yet transmitted their amount of data in the previous TTIs of the same frame. To satisfy these constraints and to guarantee very low packet loss rates, an exponential rule policy similar to the one mentioned in [11] is used. The metric of this policy is expressed by:

\[
M_{LowestScheduler} = \text{Exp}\left( \frac{a_i \cdot D_{HOL,i}}{1 + \sqrt{\frac{1}{N} \sum_i D_{HOL,i}}} \right) \cdot \frac{R_{i,k}}{R_i} \quad (3.16)
\]

with:

\[
a_i = - \frac{\log \delta_i}{\tau_i} \quad (3.17)
\]
where $\tau_i$ is the largest delay that packets of the $i$-th flow can tolerate and $\delta_i$ is the largest probability with which the delay requirement can be violated. $D_{HOL,i}$ represents the head of line packet delay of the $i$-th flow and $R_{i,k}$ and $R_i$ are the expected data rate for the $i$-th flow on the $k$-th RB and the past average rate achieved by the $i$-th flow respectively. $N$ is the total number of active RT flows.

The presence of $R_{i,k}$ and $R_i$ helps to fulfill the constraints of the upper level and the presence of $a_i$ and $D_{HOL,i}$ in the exponential pattern helps to reduce packets loss of flows with pending data near the deadline.

To explain in details the lowest level of our scheduler and to prove the truthfulness of our proposal, let us consider the queues of two RT flows which are going to be scheduled as shown in Figure 3.11. We assume that the packets in the flows queues arrive at different moment before being scheduled. We note $D_{HOL,1}$ and $D_{HOL,2}$ the head of line packet delay of flow #1 and flow #2 respectively.

We can see that:

$$D_{HOL,1} > D_{HOL,2}$$  \hspace{1cm} (3.18)

We assume also that:

$$\delta_2 > \delta_1$$  \hspace{1cm} (3.19)

This means that flow #2 is allowed to have more packets which could violate the delay requirement without being discarded compared to flow #1 which have less. In other words, packets of flow #1 have the highest probability to be dropped if the delay threshold is violated. Considering that the two flows have the same delay threshold, we can conclude that:

$$a_1 > a_2$$  \hspace{1cm} (3.20)

Now let us see the resources allocation grids. Grid (a) and grid (b) show respectively RBs obtained by the two flows with a scheduler which does not consider any QoS parameter for taking decision and with our proposed scheme. It is clear that flow #1 which packets has the highest probability to be dropped, is guaranteed to have a very low packets loss rate in grid (b) than in grid (a).

At the end we notice that with the metric computed by our lowest level, besides indications on the rate that can be achieved by the delay constrained flows, QoS parameters are also taken into account for the allocation, thereby guaranteeing very low
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3.3.4 Performance analysis

LTE-Sim [48] (see Appendix A) has been used to evaluate the performance of our method. It is a simulator that provides several aspects of LTE networks, including both packet loss rate. For RBs left free after the RT flows allocation, they are distributed to other types of flows in a proportional fair manner in order to maximize total network throughput and to guarantee fairness between them.

It is very interesting to design a new method that solves problems but it is better to study its effectiveness in realistic scenarios. This will be done in the following part.

Figure 3.11: Example of scheduling process of two real time flows
the LTE radio access network and the evolved packet core. It enables single and multi-cell environment, QoS management, mobility of users, handover procedures and frequency reuse techniques. The simulations results aim to compare our algorithm to the FLS framework [4], to a QoS-aware scheduling strategy (EXP-PF) and to the proportional fair scheme (PF). These results help to demonstrate the ability of our proposed strategy to provide very sharp delay bounds and guarantee very low packet loss ratio. Thus, we carry out simulations with different parameters which are shown in Table 3.2. The scenario consists in using a number of users in the range [10 40] that move along in a single cell. Each user has a velocity which does not exceed 3 km/h in order to stay in the low mobility context (pedestrian). Each user also receives three different downlink flows (1 video, 1 VoIP and 1 best effort). The CDF (Cumulative Distribution Function) of the packet delays of the RT flows, their average delay and their PLR (Packet Loss Ratio) are taken as key performance indicators. We consider these parameters because RT applications have no advantages in receiving expired packets and transmitting them after the deadline expiration [11]. This will be a waste of resources blocks. We evaluate also the total throughput achieved by these flows.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>General parameters</strong></td>
<td></td>
</tr>
<tr>
<td>Simulation duration</td>
<td>120 s</td>
</tr>
<tr>
<td>Users range</td>
<td>from 10 up to 40</td>
</tr>
<tr>
<td>Users speed (km/h)</td>
<td>3</td>
</tr>
<tr>
<td>Traffic models</td>
<td>H.264, G.729 and Infinite buffer</td>
</tr>
<tr>
<td>Mobility model type</td>
<td>Random direction</td>
</tr>
<tr>
<td><strong>LTE-related parameters</strong></td>
<td></td>
</tr>
<tr>
<td>Transmission bandwidth (RBs)</td>
<td>25</td>
</tr>
<tr>
<td>MIMO</td>
<td>Off</td>
</tr>
<tr>
<td>Frame structure</td>
<td>FDD</td>
</tr>
<tr>
<td>Cell radius</td>
<td>1 km</td>
</tr>
<tr>
<td>Cell number</td>
<td>1</td>
</tr>
<tr>
<td>Target System</td>
<td>Downlink</td>
</tr>
<tr>
<td>Schedulers type</td>
<td>Proposed, FLS, EXP-PF and PF</td>
</tr>
<tr>
<td>Max delay</td>
<td>0.1 s</td>
</tr>
</tbody>
</table>
3.3.4.1 Traffic model

Trace-based applications are used as video flows. They send packets based on realistic video trace files (H.264) which are available on [49]. Voice flows are G.729 flows and they are modeled with an ON/OFF Markov chain, where the ON period is exponentially distributed with a mean value of 3 s and the OFF period has a truncated exponential probability density function with an upper limit of 6.9 s and an average value of 3 s [50]. During the ON period, the source sends 20 bytes sized packets every 20 ms (the source data rate is 8.4 kbps), while during the OFF period the rate is zero because the presence of a voice activity detector is assumed. Best effort flows are created by an infinite buffer application which is modeled like an ideal greedy source that always has packets to send. The part below presents the simulation results and our analyses.

3.3.4.2 Results and analysis

As shown in Figure 3.12 and Figure 3.13 for the two types of RT flows (voice and video), our method outperforms the other schemes by always reaching the lowest value for the PLR. For instance if we compare our strategy to the EXP-PF scheme, we can see that the PLR is reduced by 85.87% on the average for the video and by 37.61% on the average for the VoIP. We can also observe that the highest PLR reduction is obtained by comparing our scheme to the PF strategy. As for the FLS algorithm, despite its similarity with our scheme at the highest level, it was not able to provide the lowest packet loss rates. Indeed with our method, the PLR is reduced by 54.80% on the average for the video and by 17.22% on the average for the VoIP. This is due to the lowest level of our scheduler which gives priority to the RT flows having packets close to their deadline expiration. With this particularity, flows can expect to have a very low packet loss level. However, all the different approaches do not have the ability to reduce the PLR which increases with the growth of the traffic load.

The effectiveness of our scheme is also demonstrated with the CDF of the packet delays of video flows. We notice that no significant differences are observed with voice flows. Indeed, all the algorithms deliver the VoIP packets before the delay threshold (100 ms). However for video packets, it is different. In Figure 3.14 we can observe that only our algorithm and the other QoS-aware strategies (FLS and EXP-PF) always deliver the packets within the targeted deadline (100 ms). The proportional fair algorithm is unable to do it. We note also that our proposed scheme obtained the best performance. The difference is more obvious in the case of high traffic load. For instance when 40 users are used, more than 90% of the packets scheduled with our algorithm, has a delay lower than 50 ms, which is the highest rate compared to the other algorithms.
The efficiency of our strategy is also confirmed in Figure 3.15 which depicts the average delay of video flows scheduled with the FLS algorithm and with our proposed scheme. It can be seen that our method which is an enhancement of the FLS, outperforms it by reducing efficiently the average delay of these flows under several traffic loads. Indeed, with our method the delay is reduced by 13.33% on the average and the confidence interval of the delay reduction at 95% is [11.34% 18.62%]. It means that for any additional simulation which will be done outside the traffic load interval, it is sure at 95% that the
delay reduction will fluctuate between 11.34% and 18.62% on the average.

By giving more resources to RT flows, we can observe in Figure 3.16 that the aggregate throughput of video flows computed with the QoS-aware strategies increases with the number of users. Especially for our method, the throughput obtained is the highest one among the other strategies. However for best effort flows, it is different. The aggregate throughput computed with our scheme decreases considerably with the traffic load as we see in Figure 3.17. In fact, our method is Pareto optimal\cite{51}. That is to
say that it increases the resources allocated to RT applications at the cost of reducing those allocated for best effort flows. Furthermore, the aggregate throughput obtained for best effort flows with the PF is higher because PF does not take into account any QoS parameter for allocating resources, thereby providing no guarantees to multimedia flows and leaving thus, more resources for best effort flows.

Figure 3.16: Aggregate throughput of Video flows under several traffic loads

Figure 3.17: Aggregate throughput of Best effort flows under several traffic loads
In this part, we focused on scheduling issues for multimedia services in the downlink of LTE networks. We designed an efficient scheme made of two levels. At the highest level, the amount of data that each source should transmit in order to satisfy its delay constraint is computed and at the lowest level, the scheduler allocates RBs using an algorithm aiming at reducing the packets loss, while considering at the same time the constraint set by the highest level. Our proposed method has been evaluated and compared to other scheduling strategies. Simulation results have confirmed that our approach provided the best QoS support and increased multimedia services performances, especially for video flows. For instance, our method was always able to provide the lowest packet loss ratio despite the growth of the traffic load. In addition, the cumulative distribution function of the packet delays of video flows and their average delay showed that packets scheduled with our algorithm have the lowest delay.

3.4 Conclusion

Throughout this chapter, we addressed the problem of improving the scheduling of downlink communications in a context where the high mobility of the users is not taken into account. Generally it consists in designing strategies which satisfy the QoS requirements of all users by trying to reach, at the same time, an optimal trade-off between spectral efficiency and fairness. However the task becomes complex especially in overbooking scenarios where we have very limited resources for a great number of users, and also in presence of RT multimedia applications which require strict constraints on packet delay and packet loss.

To deal with these two issues, two innovative strategies were proposed in this chapter. Regarding the overbooking issue, a two-level scheduler was designed. This scheduler allocates resources using the channel conditions of the users and the bearer priority of their flows. It uses a metric based on CQI reporting and bearer priority for taking decision. Fairness is enabled by using a time window and spectral efficiency is improved by scheduling twice in this time window the users with the best metric. Simulations have confirmed that the method allows an acceptable level of fairness while improving the overall cell throughput in such scenarios.

To increase performance of RT multimedia flows which has strict constraints on packet delay and packet loss, we designed another scheme, since the previous proposed strategy was not a complete QoS-aware method and could not be able to guarantee the meeting of the requirements of such flows. The new proposed scheme is an enhancement of the FLS algorithm and made of two levels also. The highest level works at the beginning of each frame by defining the amount of data to be transmitted in order to
satisfy the required delay. As for the lowest level of the scheduler, it is QoS aware and allocates RBs in each TTI in order to guarantee very low packet loss rate to the delay constrained flows. Simulation results have confirmed that our approach provided the best QoS support compared to FLS algorithm, and increased also multimedia services performances, especially for video flows.

However as explained in Chapter 1, the designing of efficient resources allocation strategies should not be restricted only to downlink direction. It is necessary and important to look into the uplink direction. Indeed, the conception of effective scheduling algorithm in this direction is more complicated and represents a great challenge since the proposed methods should be compatible with the constraints set by this direction. In fact SC-FDMA which is used in uplink, requires the allocation to be done exclusively per users and the allocated RBs to be contiguous. Besides, the transmission process requires the eNB to be continuously informed about the amount of the users data to be transmitted, since it is not aware of this amount like in downlink. These constraints lead to the modification and the redesign of the scheduling strategies so that they can be efficient in the uplink direction.

In next chapter, we will present our novel strategy related to the scheduling process in the uplink direction.
Chapter 4

Resources allocation in the Uplink direction

This chapter presents our main contribution designed to improve uplink resources allocation of LTE networks in a context where the high mobility of the users is not taken into account. More precisely our solution is an innovative scheme which improves uplink resources allocation for videotelephony traffics and reduces the delay caused by dynamic scheduling. The key idea of this original method consists in scheduling videotelephony traffics using a semi-persistent strategy associated with a provisioning process. The performance of our proposed scheme have been evaluated by simulations in real LTE environments with LTE-Sim and simulations results demonstrated its effectiveness by showing that it optimized videotelephony traffics performance and provided the best QoS support compared to the dynamic scheduling.

4.1 Introduction

Nowadays, LTE has become the most important technology for mobile networks, providing significant and ubiquitous broadband access. It aims at bringing strong QoS support, especially for multimedia services which are the most used applications. For instance with LTE, RT flows will have a very low packet loss rate and all their packets will be delivered before the delay deadline. For this purpose, LTE introduces several new concepts and use various advanced techniques. The scheduling process is one of its main functions and plays a major role since it helps to efficiently allocate the RBs to reach the system performance and satisfy the QoS requirements of the services.
In the previous Chapter (Chapter 3), we focused on the downlink direction and proposed efficient strategies able to improve the scheduling process in order to provide the best QoS support to the RT flows. However as explained in this Chapter conclusion and following our thesis guideline, the designing of efficient resources allocation must be extended to uplink direction. Actually, in this direction the task is more complicated and represents a great challenge since the designed algorithms must be compatible with the constraints set by this direction. In addition, recent studies in [52] have shown that in the uplink of LTE networks, the handshake procedure consisting of a scheduling request message from the UE and a scheduling grant from the eNB requires twice a communication over the air interface and causes notable delay. This can be harmful for loss and latency-sensitive applications. Therefore in this Chapter, we address the problem of improving the scheduling of uplink communications in a context where the high mobility of the users is not taken into account.

We detail in this Chapter our innovative method which has been designed to deal with this issue. It is a novel scheme which improves uplink resources allocation for videotelephony traffics and reduces the delay caused by dynamic scheduling. Through the detailed presentation of uplink transmissions of videotelephony traffics, we highlight the lacks of the dynamic scheduling and suggest our new tailored proposition to meet the required needs.

4.2 A Semi-Persistent scheme for videotelephony traffics

4.2.1 Context

The recent years have witnessed a rising interest towards multimedia applications across the globe and has led to an important increase of mobile data usage and particularly a growing demand of video applications [53] [54].

To face this exponential growth, LTE has been proposed by the 3GPP and provides ubiquitous and significant broadband access. Today with LTE it is possible for the users to make natively one-to-one or one-to-many video calls, switch to video at any point during a call and drop video at any point to continue with just voice. This kind of video called videotelephony or conversational video is becoming more and more used and helps to increase the face-to-face collaboration and allow RT communications to take place at any location of the network. This is why it is predicted that two-thirds of the world’s mobile data traffic will be video by the end of 2015 [7].
To bring strong QoS support with fast connectivity, high mobility and security to these video services, LTE introduced new features in the RAN such as OFDMA in the downlink, SC-FDMA in the uplink, the use of MIMO antenna schemes and a set of advanced MAC and physical functions. However, recent studies [52] have shown that in the uplink of LTE networks, the handshake procedure consisting of a scheduling request message from the UE and a scheduling grant from the eNB requires twice a communication over the air interface and causes notable delay. It was demonstrated that the RAN One Way Delay (RAN OWD) in the uplink of LTE networks was significantly higher compared to the one of the previous HSPA mobile networks. This could be harmful for loss and latency-sensitive applications such as videotelephony traffics.

For this purpose, we propose a new scheme which improves resources allocation for videotelephony traffics in this direction and reduces the delay caused by dynamic scheduling. The main contribution of this work is the design of a new scheduling protocol for handling videotelephony traffics in the uplink of LTE networks. The key idea consists in scheduling such traffics using a semi-persistent strategy with a provisioning process. The amount of resources to preallocate is estimated using an accurate traffic prediction model. It is just because such traffics in the network are characterized by variable sized packets with constant inter-arrival time. In addition the amount of their packets size can be predicted since these traffics consist of scenes in which people are talking with moderate motion in general and almost unchanged background [55]. Thus, it is possible to schedule these traffics in a semi-persistent manner and use traffic prediction models to preallocate resources.

Nethertheless, before detailing more the method we highlight the lacks of the dynamic scheduling through the description of the uplink transmissions of videotelephony traffics.

### 4.2.2 Uplink transmissions of videotelephony traffics

As explained in Chapter 2, the LTE uplink transmission scheme is based on SC-FDMA which has better PAPR properties compared to OFDMA. The PAPR characteristics are important for cost-effective design of the UE power amplifiers [19]. Scheduling of uplink resources is done by the eNB which allocates RBs or PRBs to the UEs every TTI of 1 ms in the time and frequency domain. Unlike downlink, resources allocation in uplink system is done per users. Besides, RBs to be assigned to the same UE must be contiguous. UEs ask for resources depending on their queue status. In the downlink, the eNB is obviously aware of the amount of data to allocate to the terminals but in the uplink it is different. The UEs have to inform the eNB about the amount of buffered
data to be transmitted and their priority. For that purpose, they send their BSR. UEs data is carried on the Physical Uplink Shared Channel (PUSCH) and UEs derive the uplink resources allocation after a handshake procedure consisting of a Scheduling Request (SR) message from the UE and a scheduling grant from the eNB. This process can cause notable delay and be harmful for latency-sensitive applications such as videotelephony. In the following we describe how resources allocation for videotelephony traffics is most commonly performed in LTE uplink (dynamic scheduling) and highlight the caused delay. The complete process is depicted in Figure 4.1.

![Figure 4.1: Uplink transmissions of videotelephony traffics with dynamic scheduling](image)

- **Step 1: Delay to the next SR**

  We assume here that a UE is becoming active and wants to send data related to its first video frame waiting in its buffer. As the UE has no resources on PUSCH, it has to send SR to the eNB. The SR procedure starts when a regular BSR is triggered but uplink radio resources to transmit the BSR are not available for the UE. During the SR procedure, the UE performs transmission of the SR over the PUCCH. The PUCCH resource for SR is allocated by the eNB in a periodic manner. The periodicity of the PUCCH resource allocated for SR is called SR periodicity. The SR periodicity impacts upon the delay for the UE to obtain uplink resources and is configured by the eNB. So depending on its SR periodicity configuration, the UE has to wait a certain time before sending the SR. We consider as $t_1$ the delay to the next SR opportunity.

- **Step 2: SR transmission**

  UE transmits its SR to the eNB. We assume $t_2$ as the transmission time.

- **Step 3: eNB processing delay**

  After receiving the SR, the eNB has to decode the SR and then generates the grants for the UE. We notice that for the first grant to generate, as the eNB has no information about data that the UE has to transmit, it gives minimal grants for the UE. This grant
will allow to send primarily the BSR along with a part of data waiting in the buffer. We assume $t_3$ as the eNB processing delay.

- **Step 4: Grants transmission**

  The eNB transmits the uplink scheduling grants over the PDCCH. We assume $t_4$ as the transmission time.

- **Step 5: UE processing delay**

  The grants will allow the UE to transmit data over the PUSCH, but first at all, it has to decode the grants sent over the PDCCH and after encode the data to transmit. We assume $t_5$ as the UE processing delay.

- **Step 6: Data transmission**

  UE transmits the BSR along with a part of data waiting in the buffer to the eNB over the PUSCH. We assume $t_6$ as the transmission time.

Finally the total delay $T$ before transmission is:

\[
T = t_1 + t_2 + t_3 + t_4 + t_5 + t_6
\]  

(4.1)

The value of the total delay is not fixed and may vary due to the variation of the delay of the different steps. For assessing this total delay, we will base on estimations which can be found in 3GPP documents, in scientific papers and industrial reports [1] [56] [57].

- **$t_1$ estimation**

  As mentioned early, the delay to the next SR opportunity depends upon the SR periodicity configuration. In our analysis, we assume that the UE is configured with the basic SR periodicity of 5 ms. So, the average delay for sending the SR is 2.5 ms [57].

- **$t_2$ estimation**

  $t_2$ is the transmission time for sending the SR. For LTE, this time is fixed and is equal to the TTI duration. $t_2 = 1$ ms

- **$t_3$ estimation**

  $t_3$ is the eNB processing delay. This processing delay depends upon the time taken for decoding the SR and for generating the grants. The eNB generates the grants after taking its decision which is based on the use of the scheduling algorithm. We assume that the eNB takes 3 ms to accomplish this task [1] [57].
• **\( t_4 \) estimation**

\( t_4 \) has the same value as \( t_2 \). In this way, \( t_4 = 1 \text{ ms} \)

• **\( t_5 \) estimation**

\( t_5 \) is the UE processing delay. We assume that the UE takes at most also 3 ms to decode the grants sent over the PDCCH and encode the data to transmit [57].

• **\( t_6 \) estimation**

\( t_6 \) is the time used for transmitting the uplink data. We note that it is not sure that the UE will be able to transmit all enqueued packets within the single TTI. In general \( t_6 \) depends from several aspects which comprise the scheduling algorithm (how often the eNB allocates uplink resources to a UE), the channel quality (the number of bits that can be transmitted within each RB), the number of allocated resources in each TTI and the queue size. In this work we assume that \( t_6 = 1 \text{ ms} \) [1] [57].

With this configuration, \( T \) is approximately equal to 12 ms. We note that this value is based on assumptions and in reality the value of \( T \) is generally higher than the assumed value [52]. We just give a view on how long can be the user plane latency with dynamic scheduling.

For the videotelephony traffic, it means that the first video frame in the UE buffer has to wait roughly this time (12 ms) before to be sent. Thus, the transmission of this first video frame can take a long while because of the latency caused by the handshake procedure. In addition we notice that it is not the entire amount of data of the first frame which will be sent at the first occasion because the first grant is minimal and is given primarily to send the BSR. So in the best case (resources are always available for UE after sending BSR and UE has a very good channel quality), at least two transmissions on PUSCH will be used for sending the entire amount of the first frame. But in reality when dynamic scheduling is activated, resources are not always guaranteed for a UE and it can take more PUSCH (more time) for sending the first frame. It depends principally on the scheduling strategy implemented in the eNB and another parameter which is the channel quality (the number of bits that can be transmitted within each RB). As consequence, the next frames, after being available in the UE buffer, could wait for a while and be delayed. This could increase the user plane latency and cause at the same time significant end-to-end delay. Our proposed strategy will help to improve resources allocation for videotelephony traffics and reduce the delay caused by dynamic scheduling. However before going to the heart of the proposed method, we present an overview of the existing methods and algorithms designed for solving uplink resources allocation problems.
4.2.3 Literature review

Scheduling strategies play a major role in LTE systems because a great performance gain can be achieved by properly allocating resources among users. This allocation has to take into account various aspects such as meeting the expected QoS, assuring fairness and maximizing the total network throughput. It becomes more difficult in presence of multimedia services such as videotelephony flows which require strict constraints on packet delay and packet loss. Several researches have been done in recent years in order to overcome these challenges. However, most of these works focused on the downlink direction. Nevertheless, researches have been conducted to design appropriate scheduling schemes in the uplink direction. In the literature the proposed schemes can be classified into three different groups which are opportunistic, delay-based and multiclass-based [23].

The first group is composed of opportunistic scheduling strategies. As seen in section 2.6 of Chapter 2, these strategies exploit the variant nature of the radio channel conditions to decide which time slot to transmit data for each UE. Several schemes based on such approach have been proposed in [58]. The PF algorithm considered as the reference and used in the downlink direction has been modified and adapted for the uplink direction. Indeed, the fact related to the contiguous resources block allocation required by SC-FDMA forces to modify this approach. In this way, two promising strategies, namely FME and RME have been proposed in [31] and [32] and are based on the PF utility function. FME algorithm allocates the RBs to a UE beginning from the RB where the UE has the highest metric value in the resources allocation matrix and expanding the assignment on the right and the left sides of this RB. The resources allocation of the UE is stopped whenever the algorithm finds another user having a higher metric on the considered RB. RME acts like FME scheme but with the particularity of performing a recursive search of the maximum metric. Both algorithms show good performance in terms of general throughput. However, performance in terms of packet delays and packet losses have not been tested.

The second family is composed of delay-based scheduling strategies. They are QoS-aware and were proposed for all type of multimedia services. These methods take their decisions by exploiting the packet delays and head of line values. Information about the packet delay is retrieved by the means of a function which changes according to the method used. Several mechanisms based on this strategy have been proposed in [59] and [60]. In [60] the proposed mechanism considers the packet delays as the main metric for taking decision and computes them in a different way. Usually packet delays are computed by taking into account queues waiting time, while this scheme computes the
packet delays by using estimations. The obtained results using these algorithms show a good performance in terms of QoS support.

The third family represents the multiclass-based scheduling strategies. With these schemes, the scheduler takes into account the UEs flows classes for performing the resources allocation. In other words, the RBs allocation is performed once the scheduler has checked the type of service of the flow. Using these strategies, UEs handling RT flows can be prioritized. As consequence, these schemes help to provide the best QoS support to RT flows but are not optimal in terms of fairness, since the NRT flows are neglected.

With all these promised scheduling schemes in the literature, managing videotelephony traffics in the uplink is still difficult taking into account the constraints required by the uplink direction (SR messages from the UE and scheduling grants from the eNB) and the variations of the channel conditions as well as the delay and packets loss sensitive services characteristics. Indeed, although the fact that an accurate scheduling method can be used in order to provide strong QoS support, this one could become ineffective if a notable delay already occurred. A solution would be to reduce this delay caused by the handshake procedure between the UE and the eNB by designing a new scheduling protocol. To the best of our knowledge, no previous works have been done for the videotelephony traffics in the uplink of LTE networks. Thus we propose in this chapter a new scheduling protocol which focuses on these types of traffics. The section below gives more details about the new scheme.

4.2.4 Key design aspects

In what follows, we explain the novel scheduling protocol strategy by firstly detailing how works the protocol and after presenting the prediction model used for the videotelephony traffics. The last part consists in highlighting the scheduling algorithm aspects.

4.2.4.1 Protocol

Our goal by designing this strategy is to improve the videotelephony traffics resources allocation by reducing the delay caused by the dynamic scheduling in LTE uplink. For that purpose, our scheme focuses mainly on the video frames which come after the first frame and aims at reducing considerably their waiting time in the buffer. All the process is presented in Figure 4.2.

- Preliminary step
Due to the fact that Variable Bit Rate (VBR) videotelephony traffics in the network are characterized by variable sized packets with constant inter-arrival time, we choose a semi-persistent mode with provisioning to allocate resources to the frames which come after the first frame. With the semi-persistent mode, the UE will not request RBs for these frames to come and the provisioning mode will permit to define the amount of resources to reserve for each next frame using an accurate traffic prediction model. For the implementation of our strategy, we define a new scheduling mode called Semi-Persistent Scheduling with Provisioning (SPS-P). This mode has to be configured by the eNB (RRC connection setup message) once a videotelephony user is connected to the network and activated when required (See steps below). As mentioned early, the strategy focuses on the frames coming after the first frame. So it takes effect from the second frame. Due to few opportunities for the UE, the eNB will be in charge of forecasting the amount of resources to reserve. However, the success of this forecast has two main constraints which are time and data. Time because the eNB has to finish the forecasting and send the grants before the arrival of the second frame. Data acquisition will help to use the traffic prediction model to compute the bandwidth requirement of the next frames. This is why the UE will assist the eNB for the success of this task.

- **Process**

After decoding the grants sent over the PDCCH and encoding the data to transmit, UE must also estimate the waiting time of the first frame. Indeed, the UE knows how long the first frame is waiting in its buffer. In **step 6**, the UE transmits the BSR, the estimation of the waiting time of the first frame and a part of data waiting in the buffer to the eNB over the PUSCH. **Step 7** is the milestone in the success of our scheme. It helps to implement our strategy. Moreover we note that as the same time as this step is performed, eNB keeps sending dynamic scheduling grants until the entire transmission of the rest of data of the first frame.
To achieve step 7, the eNB has to predict the amount of resources to reserve for the next frames. In order to predict this amount of resources, the eNB uses a traffic prediction model to compute the bandwidth requirement of the next frames. However, the eNB cannot compute bandwidth requirements indefinitely. The prediction window is limited by the arrival of the next frame (the second frame). In other words, the number of next frames which will have preallocated resources is limited by the time available for the forecasting computations. The eNB can estimate this time using information given by the UE in step 6. Indeed, due to the fact that the frame inter-arrival time is constant and the transmission time in LTE is fixed, the UE can deduce this computation time.

If we assume $T_f$ the information given by the UE in step 6 (waiting time of the first frame), $T_c$ the time available for computations, $T_g$ the time used for generating the grants and $F_t$ the frames inter-arrival time, we can deduce that:

$$T_c \leq F_t - T_f - T_g - t6 - t8 \quad (4.2)$$

After deducing this time, the eNB knows how long at most it could take for the next frames resources prediction. Based on this interval of time and using also the traffic prediction model, it computes the amount of resources to reserve for the next frames.

If we assume $P_t$ the time used for predicting the amount of resources which will be allocated to one frame, the prediction window $N_f$ (number of next frames which will have preallocated resources) derives from the formula:

$$N_f \in \mathbb{N}, N_f \leq \frac{T_c}{P_t} \quad (4.3)$$

Once the resources prediction of the next frames is done, the eNB is ready for activating SPS-P. It generates the grants associated and then sends them to the UE over the PDCCH in step 8. UE will use these recurred resources in accordance with the indications of the SPS-P parameters. The main parameters are the transmission period and the number of transmission that UE is allowed to perform.

The SPS-P transmission period corresponds obviously to the frames inter-arrival time and the number of transmission is limited by $N_f$. It means that resources will be reserved for the $N_f$ next frames after the first frames. Two other parameters are defined to control the data transmission, namely the threshold $S_t$ for characterizing an inaccurate transmission and the number $N_i$ of consecutive inaccurate transmissions which is not allowed. They are used to prevent the waste of resources. Indeed, the UE releases the resources when a certain number of consecutive inaccurate transmissions is
carried out. An inaccurate transmission is a transmission where the ratio \( R_i \) between the amount of data to send and the amount of preallocated resources is lower than the threshold allowed (over allocation).

A transmission is considered as inaccurate if \( R_i < S_t \) and the SPS-P mode will stop when reaching \( N_i \) consecutive inaccurate transmissions. In addition, to avoid pending data when the amount of preallocated resources is lower than the amount of data to send, the UE keeps sending BSR along with the PUSCH to help the eNB to dynamically schedule transmission of this pending data (under allocation).

4.2.4.2 Prediction model

The proposed scheduling protocol requires that the eNB forecasts the amount of resources to reserve for the next frames. It can be done using models that characterize the statistical behavior of the videotelephony sources. Videotelephony traffics consist of scenes in which people are talking with moderate motion in general and almost unchanged backgrounds [55]. Also, there are not brutal scene changes and they only occur with panning and zooming. Several models have been proposed in the literature but it was demonstrated in [61] that the GBAR(1)\(^1\) is more specialized for modeling accurately the short-term fluctuations of single videotelephony sources and authors in [62] used the model as forecasting method in their enhanced explicit-rate mechanism.

The model relies on the observation that videotelephony traffics have gamma-marginal distributions, very high lag-1 correlation coefficient (\( \rho(1) = 0.98 \)) and exponentially decaying autocorrelations up to lags of about 100 frames. The model is based on the fact that the sum of independent \( Ga(s, \lambda) \) and \( Ga(q, \lambda) \) random variables is a \( Ga(s + q, \lambda) \) and the product of independent \( Be(t, s - t) \) and \( Ga(s, \lambda) \) random variables is a \( Ga(t, \lambda) \) random variable. The forecasting rule for the model is given by:

\[
X_n = A_n X_{n-1} + B_n
\]

(4.4)

Since the distribution of \( X_n \) and \( X_{n-1} \) has to be \( Ga(s, \lambda) \) as for the videotelephony traffics case, we pick \( A_n \) to be a \( Be(t, s - t) \) random variable and \( B_n \) to be a \( Ga(s - t, \lambda) \) random variable. We can easily see that when \( A_n, B_n \) and \( X_{n-1} \) are mutually independent, \( X_n \) is distributed as desired. The lag-1 autocorrelation function is given by \( \rho(1) = \frac{t}{s} \). Using this, we can determine \( t \) since we know \( \rho(1) \) and \( s \) (from the mean and variance of the data). The forecasting process is done in this way: Given \( X_{n-1} \) multiply it by \( A_n \) a sample from an independent beta-distributed random variable, and then add

\(^1\text{Gamma-Beta Auto Regressive}\)
$B_n$ drawn from a gamma distribution. The two distributions have parameters which need to be computed only once from the mean, variance, and lag-1 correlation of the videotelephony sequence of interest.

Although its good performance, the GBAR(1) does not provide the best prediction for the frames size of the videotelephony traffics. Indeed in our previous work that we presented in [63], we used it as prediction model for videotelephony flows and we noticed that the strategy could be improved since the prediction of the frames size was not perfect and contains sometimes errors. An enhancement of the method could consist in reducing the prediction errors and improving the model.

For these reasons, we have decided in this thesis to design our own prediction model in order to improve the performance of the previous GBAR(1) prediction model and provide the best support for our SPS-P protocol. A supervised learning method has been chosen and used to build an effective traffic prediction model. Indeed, learning methods use the couples (data, label) to fit their models. In other words, they are algorithms that can learn from data and have the particularity to elaborate a model from inputs and use that to make predictions. The part below gives details on the model and show how it has been built.

**a - Model description**

We use the Support Vector Machines (SVMs) as machine learning algorithm to build an efficient model from a collected data in order to accurately predict the videotelephony frames size. We choose the SVMs since they are known to give good results on classification problems [64]. The main advantage of SVMs is their ability to elaborate a robust and flexible non-linear model by using parametrized kernels. In fact, SVMs are primarily classifier methods that perform classification tasks by constructing hyperplanes in a multidimensional space that separates cases of different class labels. The process of mapping the objects from the input space to the higher dimensional feature space (called also transformation) is performed using a set of mathematical functions, known as kernels. To construct an optimal hyperplane, SVMs take advantage of an iterative training algorithm, which is used to minimize an error function. According to the form of the error function, SVMs models can be classified into four distinct forms:

- Classification SVM Type 1 (C-SVM classification);
- Classification SVM Type 2 (nu-SVM classification);
- Regression SVM Type 1 (epsilon-SVM regression);
- Regression SVM Type 2 (nu-SVM regression);
In our case, we use the C-SVM form \cite{65,66,67} formally stated as follows:

\[
\min_{w, b, \xi} \frac{1}{2} \|w\|^2 + C \sum_{i=1}^{l} \xi_i
\]

subject to \( z_i(w^T \phi(x_i) + b) \geq 1 - \xi_i, \)
\( \xi_i \geq 0, i = 1, \cdots, l. \) \hspace{1cm} (4.5)

where \( w \) is the vector of coefficients, \( b \) is a constant and \( \xi_i \) represents parameters for handling nonseparable data (inputs). \( \{(x_1, z_1), \cdots, (x_l, z_l)\} \) is a set of training points, \( x_i \in \mathbb{R}^n \) is a feature vector, \( z_i \in \mathbb{R}^1 \) is the target output, \( n \) is the number of dimensions, \( l \) is the size of the training set and \( C > 0 \) is the regularization parameter. We want to point out that the larger the \( C \), the more the error is penalized. Thus, \( C \) is chosen in order to avoid over fitting. As for \( \phi(\cdot) \), it is the kernel which maps \( \cdot \) into a higher dimensional space.

Vapnik-Chervonenkis theory in \cite{67} explained that mapping inputs into a higher dimensional space (than the original dimension of the input space) often provided a greater classification power. Thus, we use Linear, Polynomial (Poly) and Radial Basis Function (RBF) kernels \( \phi \) (which allow to map inputs into a higher dimensional space) in our experiments. They are defined as:

\[
\text{Linear-kernel}(x, x') = \phi(x)^T \phi(x') = \langle x, x' \rangle \quad \text{(4.6a)}
\]
\[
\text{Poly-kernel}(x, x') = \phi(x)^T \phi(x') = (\gamma \langle x, x' \rangle + r)^d \quad \text{(4.6b)}
\]
\[
\text{RBF-kernel}(x, x') = \phi(x)^T \phi(x') = \exp(-\gamma \|x - x'\|^2) \quad \text{(4.6c)}
\]

where \( r \) is a constant, \( d \) is the degree of the kernel function and \( \gamma > 0 \) is the coefficient for RBF and Poly kernels. It is worth noting that it is not necessary to have an explicit definition of the function \( \phi \), the only important thing is to have the mathematical definition of the dot product \( \phi(x)^T \phi(x') \).

b - Model construction

As mentioned above, in order for the SVMs to build an efficient model to accurately predict the videotelephony frames size, they first have to learn from collected data. For this purpose we use a dataset of 8 various videotelephony trace files. These videos represent realistic videotelephony trace files (video sequences encoded using H264 constrained baseline profile with a frame rate of 25 FPS) which were downloaded from \cite{49}.
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To efficiently learn models using SVM algorithm, we have to set the optimal values of hyper-parameters (which generally depends on the used dataset). Searching the optimal values for hyper-parameters is called hyper-parameter optimization. There are several methods of hyper-parameter optimization in the literature but in this thesis we used the grid search method [68]. It consists in:

- Let $n$ be the number of hyper-parameters. For each hyper-parameter $p_i$ ($i \in \{1, 2, \ldots, n\}$), we manually define a list of (all) values that can be assigned to $p_i$, let $l_i$ be this list.
- For each $n$-tuple $(v_1, \ldots, v_n)$ where $\forall i \in \{1, 2, \ldots, n\}, v_i \in l_i$, fit a model by assigning $v_i$ to $p_i$ for each $i \in \{1, 2, \ldots, n\}$ and assess its performance.
- We choose the hyper-parameter values that yield the highest performance.

One can notice that the model is fit and tested $\prod_{i=1}^{n} |l_i|$ times. Thus, the grid search suffers from the curse of dimensionality because the number of joint values grows exponentially with the number of hyper parameters. However it ensures that the assigned values are the most suited for our problem.

For the experiments, we used the following values for the grid search method:

- $C = [1, 10, 100, 1000]$
- kernel = [linear, poly, RBF]
- $d = [2, 3]$ (used when poly-kernel is chosen)
- label = [2, 3, 4, 5]

Finally, the optimal parameters was $C = 1$, kernel = linear and label = 5.

When using machine learning algorithms, one of the most important steps is to make sure to correctly assess the performance of the learnt model. One cannot use the training set to assess the performance of the learnt model since the performance of a model on the training set is not a good indicator for its capacity to be generalized. Therefore, the dataset must be split into 2 mutually exclusive subsets called training and test sets. In the literature, there are several methods to split datasets into training and test sets. In our case we use the Cross-Validation technique [69] for this task. The cross-validation method follows the steps below:

1. Randomly split the active dataset ($D$) into $k$ mutually exclusive subsets ($D_1, D_2, \ldots, D_k$) called folds of approximately equal size.
Chapter 4. *Resources allocation in the Uplink direction*

2. For each $D_i \ (i \in \{1, 2, \ldots, k\})$:
   - Fit a model $M$ using $D \setminus D_i$ (training set).
   - Test the model $M$ on $D_i$ (test set) by assessing its performance.

3. The overall performance is computed as the average performance for each fold.

$k$ can take any value ($\geq 2$) but the common values are 2, 3, 5 and 10. For our experiment, since we take a value of $k = 5$, our method uses four-fifths of the dataset for the training stage and is tested on the remaining one-fifth.

Once the dataset is divided into the two sets, the SVMs algorithms are executed on the training set to learn and elaborate the model afterwards. Thereafter, the test set is used to assess the performance of the learnt model. We want to point out that the experiment is realized on the 300 first frames of the video files.

**c - Model performance analysis**

To show the performance of our prediction model, we compare it to the previous GBAR(1) model. The comparative study will help to highlight the ability of the learning methods to perform better than the GBAR(1) model.

The test consists in forecasting for the two prediction models the size of the 20 frames coming after the first frame of the videotelephony files located in the test set. More concretely, just the size of the first frame is given as input and the size of the next 20 frames has to be predicted. The predictions errors as well as the running time of the process are taken as key performance indicators. We consider these parameters because as explained in section 4.2.4.1, the success of the forecast process in the SPS-P protocol has two principal constraints which are time and data. Time because the eNB has to finish the forecasting and send the grants before the arrival of the second frame. Minimizing the predictions errors will help to be more accurate when allocating the RBs. We want to point out that the test has been performed on *Magi*, the computer cluster of our University. Its characteristics are presented in Table 4.1

Figure 4.3 and Figure 4.4 show for the two prediction models the prediction errors in terms of under allocation and over allocation for the 20 frames coming after the first frame of the video files located in the test set, respectively. We can observe that the SVM model outperforms the GBAR (1) model and provides best performance. Concerning the under allocation part, we can see that the SVM model provides the lowest rate. For instance the under allocation rate is reduced by 25% on the average compared to the GBAR(1) model and the confidence interval of the rate reduction at 95% is [19.98\% \ 30.21\%]. It means that for any additional frame size prediction, it is sure at 95% that
Table 4.1: Magi characteristics

<table>
<thead>
<tr>
<th>Node type</th>
<th>Calculation</th>
<th>SMP</th>
<th>Login</th>
<th>Admin</th>
<th>E/S</th>
</tr>
</thead>
<tbody>
<tr>
<td>Processor type</td>
<td>Intel Xeon X5670</td>
<td>Intel Xeon E7-4850</td>
<td>Intel Xeon X5670</td>
<td>Intel Xeon X5670</td>
<td>Intel Xeon X5620</td>
</tr>
<tr>
<td>Processor frequency</td>
<td>2.93 GHz</td>
<td>2 GHz</td>
<td>2.93 GHz</td>
<td>2.93 GHz</td>
<td>2.40 GHz</td>
</tr>
<tr>
<td>Number of cores</td>
<td>6</td>
<td>10</td>
<td>6</td>
<td>6</td>
<td>4</td>
</tr>
<tr>
<td>RAM</td>
<td>2 Go/core</td>
<td>512 Go</td>
<td>8 Go</td>
<td>8 Go</td>
<td>24 Go</td>
</tr>
<tr>
<td>Quantity</td>
<td>12</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

the rate reduction will fluctuate between 19.98% and 30.21% on the average. Clearly, the figure proves that with the SVM model, less RBs will be necessary after the pre- allocation for satisfying the bandwidth requirement of the video frames belonging to the prediction window.

As for the over allocation part, we can observe that the SVM model also provides the best performance by giving the lowest rate for the prediction errors. As consequence with the SVM model, less RBs are wasted on the average compared to the GBAR(1) model. Nevertheless for the two prediction models, the prediction errors increase whenever the prediction window is extended. In other words, more the number of frames size to predict will be high, more will be the probability to make errors.

Figure 4.3: Prediction errors in terms of under allocation
The situation reverses in terms of the predictions running time as Figure 4.5 shows. We notice that the SVM never outperforms the GBAR(1) since the latter achieves the frames size prediction with the lowest running time. Therefore for a given period of time, the GBAR(1) model will have a larger prediction window compared to the SVM model. This is due to the fact that with the GBAR(1) model, the prediction of the frame size is computed only with the size of the previous frame. On the contrary the SVM uses the sizes of all the previous frames for the frames size prediction.
At the end we retain that the SVM model will be used as the prediction model in our SPS-P scheme since it is better to have a short prediction window with minimal errors instead of a large prediction window with significant errors.

Knowing the amount of data to preallocate, the number of RBs or PRBs required to transmit this preallocated data is also important to determine. This is performed through the scheduling process. The part below gives a view on the scheduling algorithm.

### 4.2.4.3 Scheduling algorithm

The number of RBs or PRBs required to transmit the preallocated data depends both on the MCS chosen every TTI by link adaptation and on this amount of data. The eNB is obviously in charge of determining and selecting the PRBs in which each videotelephony source will transmit its predicted frames. For the TTIs where the SPS-P grants occur, the videotelephony flows have the highest priority and are scheduled first. The FME algorithm is used to assign the PRBs. The role of such algorithm is to maximize the total throughput as well as assuring fairness among flows. Once the selected PRBs cover the amount of data to preallocate to a frame of a given videotelephony user, this user is not anymore taken into account for the rest of the RBs within the SPS-P TTI. The process continues until all the videotelephony users having SPS-P grants on the considered TTI are scheduled.

In case of the PRBs required to fulfill the amount of data to preallocate to a frame of a videotelephony user is smaller than the PRBs available in the SPS-P TTI, a non-segmentation based semi-persistent method is adopted [70]. In this strategy, available PRBs are allocated for a part of the preallocated data and the leftovers are transmitted in subsequent TTIs with dynamic scheduling. For the radio resources left free in the SPS-P TTIs, they are allocated to the other users using dynamic scheduling. An overview of this method is depicted in Figure 4.6.

It is very interesting to design a new method that solves problems but it is better to study its effectiveness in realistic scenarios. This is done in the next section.

### 4.2.5 Performance analysis

We use LTE-Sim simulator like in Chapter 3 to evaluate the performance of our method. The simulations results aim to compare our novel scheduling protocol SPS-P using the FME allocation scheme to the Dynamic Scheduling (DS) using the same allocation scheme. These results will help to demonstrate the ability of our proposed strategy to reduce the user plane latency and provide thus, very sharp delay bounds and...
guarantee very low packet loss ratio with respect to videotelephony traffics. Therefore, we carry out simulations with different parameters which are shown in Table 4.2. The scenario consists in using a number of users of different configurations in the range [10 60] that move along in a single cell. Each user has a velocity which does not exceed 3 km/h in order to stay in the low mobility context (pedestrian). 40% of the users handle videotelephony flows, 40% VoIP flows and the remaining 20% transmit best effort flows. The cumulative distribution function of the packet delays of the videotelephony flows and their packet loss ratio are taken as key performance indicators. We consider these parameters because as explained in Chapter 3, the videotelephony users have no advantages in transmitting packets after their deadline expiration. This will be a waste of resource blocks. To see the impact of our proposed scheme on the other types of users, we compute the PLR for VoIP users and the aggregate throughput for those handling best effort flows.

4.2.5.1 Traffic model

Trace-based applications are used as videotelephony flows. They send packets based on realistic videotelephony trace files (H.264) which are available on [49]. VoIP flows are G.729 flows and they are modeled with an ON/OFF Markov chain, where the ON period
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Table 4.2: Simulation parameters

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>General parameters</strong></td>
<td></td>
</tr>
<tr>
<td>Simulation duration</td>
<td>50 s</td>
</tr>
<tr>
<td>Users range</td>
<td>from 10 up to 60</td>
</tr>
<tr>
<td>Users speed (km/h)</td>
<td>3</td>
</tr>
<tr>
<td>Traffic models</td>
<td>H.264, G.729 and Infinite buffer</td>
</tr>
<tr>
<td>Mobility model type</td>
<td>Random direction</td>
</tr>
<tr>
<td>Multipath model</td>
<td>Jakes model</td>
</tr>
<tr>
<td><strong>LTE-related parameters</strong></td>
<td></td>
</tr>
<tr>
<td>Transmission bandwidth (RBs)</td>
<td>50</td>
</tr>
<tr>
<td>MIMO</td>
<td>Off</td>
</tr>
<tr>
<td>Frame structure</td>
<td>FDD</td>
</tr>
<tr>
<td>Cell radius</td>
<td>1 km</td>
</tr>
<tr>
<td>Cell number</td>
<td>1</td>
</tr>
<tr>
<td>Target System</td>
<td>Uplink</td>
</tr>
<tr>
<td>Schedulers type</td>
<td>SPS-P and DS</td>
</tr>
<tr>
<td>Max delay</td>
<td>0.1 s</td>
</tr>
<tr>
<td>Target System</td>
<td>Uplink</td>
</tr>
<tr>
<td>Schedulers type</td>
<td>SPS-P and DS</td>
</tr>
<tr>
<td>Max delay</td>
<td>0.1 s</td>
</tr>
<tr>
<td>Prediction window $N_f$</td>
<td>10 frames</td>
</tr>
<tr>
<td>Number $N_i$</td>
<td>3</td>
</tr>
<tr>
<td>Threshold $S_t$</td>
<td>80 %</td>
</tr>
</tbody>
</table>

is exponentially distributed with a mean value of 3 s and the OFF period has a truncated exponential probability density function with an upper limit of 6.9 s and an average value of 3 s [50]. During the ON period, the source sends 20 bytes sized packets every 20 ms (the source data rate is 8.4 kbps), while during the OFF period the rate is zero because the presence of a VAD is assumed. Best effort flows are created by an infinite buffer application which is modeled like an ideal greedy source that always has packets to send. In the part below, we present the simulation results and give our analyses.
4.2.5.2 Results and analyses

As shown in Figure 4.7 and Figure 4.8, our method outperforms the dynamic scheduling strategy by always reaching the lowest value for the PLR and by giving the best performance for the CDF of the packet delays of videotelephony flows.

Regarding the PLR, we can observe that our proposed protocol permits to reduce it by 71.93% on the average. Concerning the CDF of packets delays, the difference between the two methods is more obvious in the case of high traffic load. For instance when 60 users are in the cell, 90% of the videotelephony packets scheduled with our algorithm has a delay lower than 50 ms, whereas just 50% of the videotelephony packets scheduled with the dynamic scheduling has a delay lower than 50 ms. It is just because with our strategy, videotelephony users do not have to wait before transmitting packets. Indeed, once the video frames belonging to the prediction window are available in the buffer, they are directly transmitted without any procedure because resources have been already preallocated for them. For the dynamic scheduling, it is different because resources are not guaranteed. Therefore, the videotelephony users can have significative user plane latency and thus, a great number of expired packets in their queues.

To study the impact of our scheme upon the other types of UEs, Figure 4.9 presents the PLR for VoIP users and Figure 4.10 depicts the aggregate throughput for those which hold best effort flows. In these figures, we can observe that our scheme does not have the best performance. It can be explained by the fact that the priority given to videotelephony users has the cost of reducing the amount of resources to allocate to
the other UEs. Nevertheless with dynamic scheduling it is different because no priority is given to videotelephony users. Therefore, the other types of users can have more resources. This is why with the dynamic scheduling, the obtained PLR for the VoIP users is the lowest one and the best effort users are given more resources.
4.3 Conclusion

In Chapter 3, we focused on the downlink direction and proposed efficient strategies able to improve the scheduling process in order to provide the best QoS support to the RT flows. However as detailed at the end of this Chapter, the designing of efficient resources allocation must be also extended to uplink direction. Therefore throughout this chapter, we addressed the problem of uplink resources allocation in a context where the high mobility of the users is not taken into account. Designing efficient resources allocation strategies in the uplink direction is more difficult since the proposed method should not only deal with the constraints related to the scheduling process, but should also be compatible with the constraints required by this direction. Among these constraints, the allocated RBs must be contiguous and the scheduler must be continuously informed by the UEs about their amount of data to be transmitted (the eNB is not anymore aware of UEs data awaiting in the buffer like in the downlink). These constraints lead to modify the scheduling process and also to increase the user plane latency. Indeed, we have seen that the handshake procedure consisting of a scheduling request message from the UE and a scheduling grant from the eNB required twice a communication over the air interface and caused notable delay. We have demonstrated that this delay could exceed 12 ms for the case of videotelephony traffics. As consequence, the resources allocation for these types of traffics could lead to weak QoS support.

Therefore, we proposed a new scheme to improve resources allocation for these traffics and reduce the delay caused by dynamic scheduling. It is based on the design and the use of a new scheduling protocol for handling differently videotelephony traffics in the
uplink of LTE networks. The key idea consists in scheduling such traffics using a semi-persistent method with a provisioning process (SPS-P). In fact, VBR videotelephony traffics in the network are characterized by variable sized packets with constant inter-arrival time. With the semi-persistent mode, the UEs do not request anymore RBs for their video frames. As for the provisioning mode, it helps to define the amount of resources to reserve for each frame by using an accurate traffic prediction model. A supervised learning method has been used to elaborate an effective traffic prediction model. Indeed, learning methods are algorithms that can learn from data and have the particularity to build a model from inputs and use that to make predictions. In our case, we used the SVM to learn from a dataset of various videotelephony trace files. We have seen that the obtained traffic prediction model was able to provide the best performance compared to the previous GBAR(1) model. For instance, the SVM performed the frames size forecasting with the lowest rate of prediction errors.

The proposed SPS-P strategy have been evaluated in real LTE environments with LTE-Sim and simulations results proved its effectiveness by showing that it improved videotelephony traffics performance and provided the best QoS support. Indeed, the simulations results demonstrated that our scheme strongly reduced the packet loss ratio of the videotelephony flows and provided the lowest value for their packet delays.

Throughout Chapter 3 and Chapter 4, we designed efficient scheduling schemes which provided the best performance compared to several ones in the literature. They helped to improve both for the downlink and the uplink, the QoS of RT flows in a context where the high mobility was not taken into account. Since we have acquired an expert knowledge of the scheduling process in such context, we now focus on designing suitable methods for the high mobility scenarios. In other words, in next chapter we will address the problem of resources allocation in a context where the high mobility of the UEs is taken into account. This is the case of vehicles equipped with their own communication interfaces. For this type of nodes, the network provides internet access and enables also the use of applications which aims for instance at increasing the passengers safety, at improving also the driving experience or at providing entertainments. Nethertheless, their high mobility aspect due to their high velocity can affect the resources scheduling process and lead to performance degradations [9]. Therefore, the network could not be able to provide strong QoS support to the applications of this type of users. In order for the network to provide the best QoS support, it is important and necessary to design effective scheduling schemes adapted to the high velocity scenarios.

In the next chapter, we present our novel methods designed for improving resources allocation in these scenarios.
Chapter 5

Resources allocation in high mobility scenarios

This chapter presents our major contributions to face the problem of resources allocation in high mobility scenarios of LTE networks. We have firstly proposed a technique which maintains the required level of QoS for supporting video users at high velocities. This technique consists in identifying depending on the UEs velocity, the minimum CQI reports rate in order to maintain the required QoS for supporting the users video flows. Secondly, we designed an opportunistic method which improves the performance of high speed video users in vehicular scenarios. Indeed, it appeared from our study on the impacts of high mobility scenarios that performances of high velocity users were the most affected. In fact the higher was the speed of the UEs, the worse were their performance. Therefore with the proposed strategy, users with the highest velocity are given more priority and resources, thereby helping them to increase their performance. Simulations results have confirmed its effectiveness and showed that the proposed scheme helped to improve the performance of the video users having the highest velocity by reducing the PLR and delay of their flows.

5.1 Context

Throughout Chapter 3 and Chapter 4 of this thesis, we addressed the problem of resources allocation in the downlink and the uplink respectively. In these parts, we designed and implemented efficient scheduling schemes for improving QoS of RT applications. These strategies have proved their effectiveness and provided the best performance compared to those in the literature. Nevertheless the high mobility aspect
of the UEs was not taken into account when designing these algorithms. In these chapter, we consider this mobility aspect to propose suitable schemes.

Indeed with further advances in high speed conditions, the support of high data rate and voice communications for high velocity users has become urgent demands \[71\]. Therefore, effective mobile network must support users having high velocities and bring them strong QoS. LTE has been considered as one of the technologies to support the high velocity users. This is the case of vehicles equipped with their own communication interfaces. For this type of nodes, the network must provide for instance strong QoS support to their applications which aims at increasing the passengers safety, at improving also the driving experience or at providing entertainments.

Nethertheless, their high mobility aspect due to their high velocity can affect the resources scheduling process and lead to performance degradations \[9\]. Indeed in high speed environments, the channel measurement for channel estimation may not be able to adapt fast enough to channel variation \[72\]. This results in scheduling errors and lead to a performance degradation. As consequence the network could not be able to provide the best QoS support to this type of users.

For this purpose, we propose two efficient strategies adapted to these scenarios. The vehicular environment and the video flows are considered. We focus on vehicular scenarios since they represent a significant challenge for networks operators, given the combination of their large data volumes, elevate speed and unique movement patterns. As for video flows, they are the most used applications as explained in Chapter 4. The first proposed scheme is a technique which maintains the required level of QoS for supporting video users at high velocities. The second one is an opportunistic scheduling method which improves the performance of high speed video users by considerably reducing their performance degradation.

Through the study on the impact of the effects involved with the vehicular scenarios, we highlight their consequences on the users performance. Based on the results of this study, we suggest our tailored solutions to meet the needs.

### 5.2 Vehicular scenarios overview

Recently, vehicular scenarios in mobile networks have attracted a considerable attention from the research community since the aim of connecting a car to the network is to provide not only safety and efficiency in the vehicle but also leisure and infotainment with the driver and the passengers \[73\] \[74\].
In such scenarios, the vehicles are active mobile users which are equipped with interfaces enabling connection and communications with the access network. An example for the LTE case is depicted in Figure 5.1.

![Generic view of vehicular scenarios in LTE network](image)

**Figure 5.1:** Generic view of vehicular scenarios in LTE network

The connection and communications with the network have two main purposes. On the one hand, the network is used to provide seamless internet connectivity with the on-board passengers. On the other hand, it is used to upload the so-called Floating Car Data (FCD). Actually the FCD consists in data which is generated periodically by the vehicles in an autonomous fashion and transferred to data centers for processing via the mobile network infrastructure [75]. Figure 5.2 illustrates an example. Practical usages of FCD include RT road traffic monitoring, fleet management and distant support for safety, diagnostic and anti-theft services [76] [77].

Clearly, the aim of the connected car concept is to make the time spent in vehicle more enjoyable to both drivers and passengers and improve the road traffic safety and efficiency. However managing vehicular scenarios is very challenging for the mobile network since it has to deal with a specific characteristic which is the high velocity of the nodes. This constraint has significant impacts on network performance and needs to be taken into account when designing any scheme for bringing strong QoS support in these scenarios.
In next part we highlight the consequences of high velocity scenarios on users performance by firstly analyzing the effects involved with these scenarios and after quantifying their impacts.

5.3 Effects involved with the high velocity scenarios

Basically, there are two main effects that can be observed at high velocity scenarios: On the one hand, the transition from one cell to another one becomes more frequent. This leads to higher handover rates. On the other hand, the channel conditions change faster and become generally more unstable [78].

Regarding the high handover rate, it does not have a significant impact on the LTE system performance. Indeed the seamless and lossless handover mechanisms implemented in LTE network helps to avoid significant system performance degradations. Several papers have shown that LTE can achieve good handover performance in terms of user throughput, handover delay and handover failure rate, even with higher handover rates [79] [80] [81]. One of the major reasons is the low latency in the X2 interface (links between eNBs) and the fast processing within the eNBs. The low latency in the RAN suppresses the risk of the node loosing its connection with the serving cell, while still waiting for the handover command.

As for the faster changing channel conditions, it is different. This effect involved with the higher nodes speeds has a negative impact on the LTE system performance. Indeed as seen in Chapter 2, most of schedulers in LTE consider the channel state in
terms of CQI reports from UEs to efficiently utilize the limited radio resources. In other words, their scheduling metrics take into account information about the channel quality. However, with the faster changing channel conditions due to the high velocity, the channel measurements for channel estimation are not able to adapt fast enough to channel variation [72] [82]. Actually, the current channel conditions at the actual scheduling instant significantly deviates from the reported channel quality. Then CQI reports become not only outdated sooner but also more and more unreliable.

The erroneous feedbacks provided by the nodes affect the metric calculation and result in errors in scheduling decisions. As consequences, users’ performances are subject to degradation [83]. In the following part, we go deeper in this issue and show its concrete impact on the users’ performance.

5.4 Impact of the effects involved with the high velocity scenarios

In order to quantify the impact of the effects involved with the high velocity scenarios, we performed several simulations with LTE-Sim. The principles of the used simulator are the same as presented in Chapter 3 and Chapter 4. The most important simulation parameters are presented in Table 5.1 below.

The simulations were performed for two types of scenarios which descriptions are shown in Table 5.2.

Scenario 1 consists in using a number of users in the range [12 72] that move along in a multi-cell urban environment. The UEs do not have the same configuration during the simulations in terms of velocity. Indeed, the velocities (3, 30 and 60) are uniformly distributed among the users in order that the UEs have different velocities during the simulation. As for scenario 2, the simulation is carried out in a multi-cell rural environment. For this case, a fourth velocity (90 km/h) is added within the simulation and the velocities are uniformly distributed among the UEs as for scenario 1.

Within all the scenarios, each UE receives a video flow. The video flows used have the same characteristics than that presented in Chapter 3 and Chapter 4. In these simulations we target the downlink direction but most of the results and lessons learned hold for the uplink as well. We choose our Enhanced Frame Level Scheduler (E-FLS) algorithm since it has provided the best performance in the downlink when scheduling multimedia flows (See part 3.3).
Table 5.1: Main simulation parameters

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>General parameters</strong></td>
<td></td>
</tr>
<tr>
<td>Simulation duration</td>
<td>50 s</td>
</tr>
<tr>
<td>Users Range</td>
<td>from 12 up to 72</td>
</tr>
<tr>
<td>Users Speed (km/h)</td>
<td>3, 30, 60 and 90</td>
</tr>
<tr>
<td>Traffic models</td>
<td>H.264 (Video)</td>
</tr>
<tr>
<td>Channel model type</td>
<td>Vehicular A</td>
</tr>
<tr>
<td><strong>LTE-related parameters</strong></td>
<td></td>
</tr>
<tr>
<td>Transmission bandwidth (RBs)</td>
<td>50</td>
</tr>
<tr>
<td>MIMO</td>
<td>Off</td>
</tr>
<tr>
<td>Frame structure</td>
<td>FDD</td>
</tr>
<tr>
<td>Cell radius</td>
<td>1 km (Urban) and 5 km (Rural)</td>
</tr>
<tr>
<td>Target System</td>
<td>Downlink</td>
</tr>
<tr>
<td>Scheduler type</td>
<td>Enhanced frame level scheduler (E-FLS)</td>
</tr>
<tr>
<td>CQI reporting interval</td>
<td>Periodic (1 ms)</td>
</tr>
</tbody>
</table>

For each UEs configuration, we measure the CDF of the packet delays of the video flows and their PLR. We consider these parameters because RT applications like video flows have no advantages in receiving expired packets and transmitting them after the deadline expiration. This will be a waste of RBs. We evaluate also the throughput (average) achieved by these flows.

Table 5.2: Simulation cases

<table>
<thead>
<tr>
<th>Case</th>
<th>Scenario type</th>
<th>Speeds used in the scenario</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scenario 1</td>
<td>Multi-cell urban</td>
<td>3 kmph, 30 kmph and 60 kmph at the same time</td>
<td>The different velocities are uniformly distributed among the users</td>
</tr>
<tr>
<td>Scenario 2</td>
<td>Multi-cell rural</td>
<td>3 kmph, 30 kmph, 60 kmph and 90 kmph at the same time</td>
<td>The different velocities are uniformly distributed among the users</td>
</tr>
</tbody>
</table>

Figure 5.3 and Figure 5.4 show the PLR of video flows under several traffic loads for the different simulation cases. At a first glance, it can be seen that the PLR increases
with the traffic load. In addition, we notice that the higher is the speed of the UEs, the higher is the PLR of their video flows. At this level, there is a significant performance degradation for the users having the highest speed (60 km/h for urban and 90 km/h for rural) compared to the those having a velocity of 3 km/h. For instance for scenario 1 the PLR for is increased by 128.94% on the average. This can be explained by the fact that most of schedulers in LTE like E-FLS algorithm that we used within these simulations, consider the channel state in terms of CQI reports from UEs in their scheduling metrics. For the high velocity users, the part of the scheduling metric containing the channel quality is affected by the erroneous feedbacks provided and thus the metric calculation impacts their priority.

![Figure 5.3: PLR of video flows under several traffic loads for scenario 1](image)

The performances degradation of the high velocity users is also demonstrated with the CDF of the packet delays of video flows and the average throughput obtained by these users.

Regarding the CDF of the packet delays, we can see without any surprise in Figure 5.5 that low velocity users achieve the best performance whereas the high velocity users achieve the worst. Indeed, packets of the UEs of 3 km/h have the lowest delay compared to those of 60 km/h which possess the highest. As for the average throughput per user, we can observe that this throughput decreases with the increase of the speed as depicted in Figure 5.6. The difference is more significant at high traffic load. These performance degradation can be explained by two main reasons. On the one hand, with high velocity more erroneous feedbacks are provided and this impact the priority of the high velocity
users. On the other hand increased velocity affects on decreasing the selection of MCS and usage of lower ones which lead to lower throughput.

![Figure 5.4: PLR of video flows under several traffic loads for scenario 2](image)

From these simulations, we conclude that the high velocity scenarios have a negative impact on the users performance. Indeed we noticed a performance degradation with
the increase of the speed. Within all the simulations, the high velocity UEs were the most affected and obtained significant performance degradation. The reason is that channel conditions change faster and become more unstable at high speed. Thus the channel measurements for channel estimation are not able to adapt fast enough to channel variation. Then the part of the scheduling metric containing the channel quality is affected by the erroneous feedbacks provided. As consequences errors occur in scheduling decisions and impact the users scheduling priority.

Clearly the high velocity scenarios will lead to the UEs performance degradation and cause deterioration of the QoS of their applications. However LTE has be designed to bring strong QoS support even to high mobility users. Therefore in order to reach this objective, it is important and necessary to design appropriate schemes adapted to these scenarios. The following section presents our contributions.

### 5.5 Proposed methods

As explained in Chapter 4, video flows have become the most used applications and it is obvious that with the connected car concept and the LTE network capabilities, their usage is going to be even higher and the network has to provide strong QoS support for those services. However due to the effects involved with the high velocity scenarios,
it will be very challenging to provide in these scenarios the required level of QoS and maintain the planned system performance [84]. Indeed, we observed from our study on the impacts of such scenarios that they lead to the users performance degradation. The higher was the speed of the users, the worse were their performance. This could be harmful for video applications within those scenarios.

Therefore it is necessary and important to design effective schemes adapted to the high mobility scenarios of LTE networks. These schemes could permit to improve the QoS support for the high speed video users. For this reason, we propose two efficient strategies. The first one is a technique which maintains the required level of QoS for supporting video users at high velocities. The second one is an opportunistic scheduling method which improves the performance of high speed video users by reducing their performance degradation.

5.5.1 CQI rate compromise

In LTE, most of schedulers exploit the channel state in terms of CQI reports from UEs to perform the scheduling process. However with the faster changing channel conditions due to the high speed environment, the channel measurements for channel estimation are not able to adapt fast enough to channel variation and the current channel conditions at the actual scheduling instant significantly deviates from the reported channel quality. As consequences the CQI reports become not only outdated sooner but also more and more unreliable. These erroneous and outdated feedbacks provided affect the scheduling metric and result in errors in scheduling decisions and hence degradation of the users performances. Based on these considerations, one possible solution to avoid the performance degradation would be to reduce errors in the CQI received by the eNB. One could want to increase the CQI reports rate from the UEs in order to reduce the probability of errors. However, this leads to increase the uplink signaling overhead. We notice that the amount of resources dedicated to the signaling is limited, thus increasing the CQI rate can decrease the degrees of freedom for the scheduler.

So our proposed solution consists in doing a trade-off between uplink signaling overhead and improving the scheduling performance. In other words the key idea consists in identifying based on the UEs velocity, the minimum CQI reports rate to maintain the required QoS for supporting the users applications. For this purpose, we perform several simulations with LTE-Sim using the same simulations parameters as in section 5.4. The simulation scenario consists in analyzing the PLR of video flows by varying the CQI reports interval (CRI) from 72 UEs having the same velocity configuration as those in scenario 2.
A similar approach was proposed in [84] and it was so relevant to us. However all the simulations were carried out with the M-LWDF algorithm and only with users at two velocities. In our case we carry the analysis further and consider an environment with several velocities and with the E-FLS algorithm which shows better performance for video flows compared to M-LWDF algorithm.

![Figure 5.7: Packet loss ratio of video flows under various CQI reports interval](image)

The results of the experiment are presented in Figure 5.7. It can be seen that the PLR increases whenever the CRI increases. We notice also that the performance degradation is more pronounced at the high velocity users side. The reason is just because as the CRI increases, the eNB is restricted of more and more up-to-date information and hence increasing the PLR of video flows.

To apply our proposed solution in this experiment, we firstly target the level of PLR to maintain, and then derive the appropriate CRIs for the different types of users. So we can see in the Figure that to maintain a PLR of 0,1 for the video flows, 1 CQI per TTI is necessary for the UEs going at 90 km/h. However for those going at 3 km/h, 1 CQI every 4 TTIs is approximately sufficient. Using the same method, we can find also the appropriate CRI for the other performance metrics of the video flows such as the users throughput and delay.

Clearly by this process we can identify the CRI needed by the different types of users in order to maintain the required QoS for the video flows. Nevertheless this method
becomes ineffective if we want to improve the performance of the high velocity UEs instead. The following part presents the proposed strategy designed to meet this need.

5.5.2 Opportunistic scheduling scheme

5.5.2.1 Context and key design aspects

We concluded from the simulation results obtained in section 5.4 that the high velocity scenarios had a negative impact on the users performance. We observed that the UEs with the highest velocity were the most affected and underwent significant performance degradation within all simulations compared to the other UEs. In order to avoid weak QoS support to RT flows users, we proposed a technique which helps to maintain the required level of QoS of their application. However this method becomes inefficient if one want to bring strong QoS support to their applications, ie improve the performance of these high velocity UEs. For this purpose, we introduce an opportunistic scheme which allows to increase performance of the users with the highest velocity. The idea of this proposition relies on the fact that in high velocity scenarios like vehicular scenarios or VANETS (Vehicular Adhoc NETworkS), it is advised to give more privileges to the UEs with the highest velocity since they spend less time in the network compared to the other [85].

To reach this aim, the strategy to design must give more priority and resources to the UEs with the highest velocity. This can be achieved by defining a new scheduling scheme adapted to this situation. In the literature most of the proposed schedulers for LTE networks do not consider the high mobility user scenario. The only one that we found in [83] proposed an extended version of the PF scheme which takes into account the users velocity and provides better performance in terms of fairness and UEs throughput compared to the original version of the PF scheme. Although its originality, this strategy cannot be efficient for multimedia flows which require strict constraints on packet delay and packet loss. Indeed, we have shown previously (see Chapter 2 and Chapter 3) that PF strategy does not provide good performance for RT flows. In fact it is not a QoS-aware scheme. Thus to the best of our knowledge, an efficient scheduling scheme able to improve performance of high velocity video users in LTE networks still has to come.

For this purpose, we design an opportunistic scheduling strategy which improves the performance of high speed video users by considerably reducing their performance degradation. The scheme is the modified version of our E-FLS algorithm adapted to the high velocity scenarios. With this scheme, the scheduler takes into account the users velocity to allocate the RBs. The metric of this policy is expressed by:
\[ M_{\text{HighVelocityScheduler}} = M_{\text{EFLS},i} \cdot \log_2 [V_i] \]  

(5.1)

with:

\[ M_{\text{EFLS},i} = \exp(\frac{a_i \cdot D_{\text{HOL},i}}{1 + \sqrt[1/N]{\sum_i D_{\text{HOL},i}}}) \cdot \frac{R_{i,k}}{R_i} \]  

(5.2)

and

\[ a_i = -\frac{\log \delta_i}{\tau_i} \]  

(5.3)

where \( V_i \) is the velocity of the UE holding the \( i \)-th flow. We want to point out that in LTE networks, a user velocity can be estimated using several techniques such as A-GNSS (Assisted Global Navigation Satellite System), enhanced cell-ID positioning and OTDOA (Observed Time Difference Of Arrival) which has been introduced specially for the release 9 (See Appendix B for description).

\( \tau_i \) is the largest delay that packets of the \( i \)-th flow can tolerate and \( \delta_i \) is the largest probability with which the delay requirement can be violated. \( D_{\text{HOL},i} \) represents the head of line packet delay of the \( i \)-th flow and \( R_{i,k} \) and \( \overline{R}_i \) are the expected data rate for the \( i \)-th flow on the \( k \)-th RB and the past average rate achieved by the \( i \)-th flow respectively. \( N \) is the total number of active RT flows.

The presence of \( V_i \) in the scheduling metric helps to give the users with the highest velocity the possibility to acquire more resources in order to increase their performance. As for the logarithm function, it allows to mitigate the differences between the users velocities.

It is very interesting to design a new method that solves problems but it is better to study its effectiveness in realistic scenarios. This is done in the following part.

### 5.5.2.2 Performance analysis

We use LTE-Sim simulator as in the previous simulations to evaluate the performance of our proposed strategy. The simulations results aim to compare our proposed scheme to the Enhanced Frame Level Scheduler (E-FLS). These results will help to demonstrate the ability of our strategy to improve the performance of high speed video users. Thus, we perform several simulations with different parameters which are shown.
in Table 5.3. The scenario consists in using a number of users in the range [20 120] that move along in a rural environment. The velocities (3, 30, 60 and 90) are uniformly distributed among the users so that the UEs have different velocities during the simulation. Each UE receives a video flow which has the same characteristics than that presented in Chapter 3 and Chapter 4. We measure for the highest velocity users (90 kmph), the CDF of the packet delays of their video flows, their average delay and their PLR.

Table 5.3: Simulation parameters

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>General parameters</strong></td>
<td></td>
</tr>
<tr>
<td>Simulation duration</td>
<td>50 s</td>
</tr>
<tr>
<td>Users range</td>
<td>from 20 up to 120</td>
</tr>
<tr>
<td>Users speed (km/h)</td>
<td>3, 30, 60 and 90</td>
</tr>
<tr>
<td>Traffic models</td>
<td>H.264 (Video)</td>
</tr>
<tr>
<td>Channel model type</td>
<td>Vehicular A</td>
</tr>
<tr>
<td><strong>LTE-related parameters</strong></td>
<td></td>
</tr>
<tr>
<td>Transmission bandwidth (RBs)</td>
<td>50</td>
</tr>
<tr>
<td>MIMO</td>
<td>Off</td>
</tr>
<tr>
<td>Frame structure</td>
<td>FDD</td>
</tr>
<tr>
<td>Cell number</td>
<td>1</td>
</tr>
<tr>
<td>Cell radius</td>
<td>5 km</td>
</tr>
<tr>
<td>Scenario type</td>
<td>Rural</td>
</tr>
<tr>
<td>Target System</td>
<td>Downlink</td>
</tr>
<tr>
<td>CQI reporting interval</td>
<td>Periodic (1 ms)</td>
</tr>
</tbody>
</table>

As depicted in Figure 5.8 and Figure 5.9, our strategy outperforms the E-FLS algorithm by always reaching the lowest value for the PLR and by providing the best performance for the CDF of the packet delays of videos flows. For instance with our method the PLR is reduced by 15.58% on the average and the confidence interval of the PLR reduction at 95% is [10.47% 20.69%], meaning that for any additional simulation which will be done outside the traffic load interval, it is sure at 95% that the PLR reduction will fluctuate between 10.47% and 20.69% on the average.

To confirm the performance of our scheme concerning the delay, we also depict for the 90 kmph users in Figure 5.10, the average delay of their video flows scheduled with the E-FLS algorithm and with our proposed scheme. We can observe that our scheme
which is a modified version of the E-FLS, outperforms it by reducing efficiently the average delay of these flows under several traffic loads. As for the PLR case, the delay is also reduced by approximately 15% on the average. The reason is that with our method, the users with the highest velocity are given more priority and a higher number of RBs compared to the E-FLS case where they are not prioritized. This has the consequence
to improve their performance and thus, lead to reduce the PLR and the delay of their video flows.

Figure 5.10: Average delay of video flows of 90 km/h users under several traffic loads

5.6 Conclusion

Throughout this chapter, we addressed the problem of resources allocation in a high mobility context. We focused on the case of vehicular scenarios since they represent a significant challenge for networks operators, given the combination of their large data volumes, elevate speed and unique movement patterns. In these scenarios, the nodes are vehicles equipped with their own communication interfaces. For this type of nodes, the network must provide internet access and enable also the use of applications which aims for instance at increasing the passengers safety, at improving also the driving experience or at providing entertainments. It consists in designing efficient scheduling schemes which takes into account the high velocity of the UEs for bringing strong QoS support. However this task is very challenging since the high velocity of these UEs can affect the resources scheduling process and lead to performance degradations. Indeed, in LTE most of schedulers exploit the channel state in terms of CQI reports from UEs to perform the scheduling process. Moreover with the faster changing channel conditions due to the high speed environment, the channel measurements for channel estimation are not able to adapt fast enough to channel variation and the current channel conditions at the
actual scheduling instant significantly deviates from the reported channel quality. As consequences the CQI reports become outdated sooner and more and more unreliable. These erroneous and outdated feedbacks provided affect the scheduling metric and result in errors in scheduling decisions and hence degradation of the users performances. This was confirmed with our simulations where we noticed a performance degradation with the increase of the speed. Therefore these scenarios can lead to provide weak QoS support to the multimedia applications such as video traffics which require the strongest one.

To deal with this issue, we proposed two efficient strategies. The first one is a technique which maintains the required level of QoS for supporting video users at high velocities. The key idea consists in identifying depending on the UEs velocity, the minimum CQI reports rate in order to maintain the required QoS for supporting the users video flows. Simulations results showed that for a target level of PLR to maintain, less CQI reports were needed for low mobility users whereas more were required for the high mobility UEs. As for the second strategy, it is an opportunistic scheduling method which improves the performance of high speed video users. The scheme is the modified version of our E-FLS algorithm and takes into account the users velocity. With this method, the scheduler gives more priority and resources to the UEs having the highest velocity. Simulations results demonstrated its effectiveness and showed that it outperformed the E-FLS algorithm. Performance of the video users having the highest velocity have been improved since the new scheme provided the lowest values for the PLR and for the average delay of their flows.
Chapter 6

Conclusion & Future directions

In the next two sections we present the global conclusions that we have drawn from this work and the possible directions that can be investigated in the future.

6.1 Conclusion

LTE represents an emerging technology which has been designed to face the growing demand for network services by providing higher data rates, low latency and improved spectral efficiency. It is a very promising technology with respect to previous generation of mobile networks, as it is based on an all-IP architecture that aims at supporting several high quality services such as videotelephony, VoIP, video streaming and online gaming. In order to fulfill these ambitious goals, LTE introduced new technical principles and concepts. They encompass in addition to the new network architecture, the use of a new QoS management policy, the use of new multiple access schemes, and a series of mechanisms at different layers of the protocol stack, able to efficiently exploit the wireless link capacity up to the Shannon limit.

The scheduling process plays a major role in LTE networks since it is responsible for resources allocation. Indeed, an effective allocation helps to meet the system performance targets and satisfies the QoS requirements of the services. It consists in designing efficient algorithms which take into account both the QoS requirements and the physical constraints for distributing the RBs among users or flows. This process represents a great challenge since the strategy to propose must be, not only a simple and reliable algorithm which achieves a trade-off between several aspects such as fairness, overall cell throughput maximization and QoS requirements, but also a scheme which deals with the fact related to the contiguous RBs allocation required by SC-FDMA.
In this work we designed and implemented several efficient scheduling algorithms to improve the QoS of real time applications in high mobility scenarios of LTE networks. We focused on the high mobility scenarios and particularly the vehicular scenarios since they represent a significant challenge for networks operators, given the combination of their large data volumes and especially their elevate speed. Indeed for the vehicular scenarios nodes, the network could not be able to provide strong QoS support to their real time applications since their high velocity affect the resources scheduling process and lead to performance degradations. By conducting this thesis, we aimed at improving resources allocation in such scenarios by designing appropriate strategies and methods for bringing strong QoS support. To reach this goal, the study has been carried out in two steps. At first, in order to have an expert knowledge of the key facets of LTE scheduling, we conducted the study in a context where the high mobility aspect of the node was not taken into account. This helped not only to critically analyze the existing works but also to propose new solutions to improve QoS of real time applications. After that, the high mobility parameter has been added and innovative methods dealing with this context have been designed. Nevertheless due to the existing differences between the downlink and the uplink, the issue was tackled in each of the aforementioned directions.

The first contribution in Chapter 3 addressed the problem of improving the scheduling of downlink communications in a context where the high mobility was not taken into account. We designed two main schemes for this issue. The first one is an innovative strategy which improves resources assignment, particularly in the case of overbooking scenarios where we have a great number of UEs for very limited RBs. It is a scheduler which allocates RBs using the channel conditions of the users and the bearer priority of their flows. It uses a metric based on CQI reports and bearers priority for taking decisions. Fairness is enabled by using a time window and spectral efficiency is improved by scheduling twice in this time window the UEs with the best metric. Simulations have confirmed that the method allowed an acceptable level of fairness while improving the overall cell throughput in such scenarios. Due to the fact that this strategy was not a complete QoS-aware method and could not be able to guarantee the meeting of the requirements of QoS-constrained flows like RT flows, we designed a second one for this purpose. The new proposed scheme \textit{E-FLS} is an enhanced scheduling scheme which provides strict delay bounds and guarantees very low packet loss rate to multimedia services. Its highest level works at the beginning of each frame by defining the amount of data to be transmitted in order to satisfy the required delay. As for its lowest level scheduler, it is QoS-aware and allocates RBs in each TTI in order to guarantee very low PLR to the delay-constrained flows. Simulation results confirmed that our proposed approach provided the best QoS support compared to other schemes in the literature, and increased also multimedia services performances, especially for video flows.
The second contribution in Chapter 4 concerned the problem of improving the scheduling of uplink communications in a context where the high mobility was not taken into account. We have seen that in this direction the handshake procedure consisting of a scheduling request message from the UE and a scheduling grant from the eNB required twice a communication over the air interface and caused notable delay. We have demonstrated that this delay could exceed 12 ms for the case of videotelephony flows. As consequences, the resources allocation for these types of traffics could lead to weak QoS support. We thus designed and implemented a novel scheduling protocol SPS-P which improves uplink resources allocation for these flows and reduces the delay caused by dynamic scheduling. The key idea consists in scheduling such flows using a semi-persistent method associated with a provisioning process. Actually, videotelephony flows are characterized in the network by variable sized packets with constant inter-arrival time. With the semi-persistent mode, the UEs do not request anymore RBs for the video frames and the provisioning mode, by using an accurate traffic prediction model, helps to define the amount of resources to reserve for each frame. A supervised learning method, namely the SVM, has been used to learn from a dataset of various videotelephony trace files in order to elaborate an effective traffic prediction model. We have seen afterwards that the obtained traffic prediction model was able to provide the best performance compared to the previous GBAR(1) model. Finally the performance of the proposed SPS-P strategy have been evaluated by simulations and the results demonstrated its effectiveness compared to the dynamic scheduling, showing that it improved videotelephony flows performance by providing the lowest value for their packet delays and by strongly reducing their packet loss ratio.

The last contribution of our thesis addressed in Chapter 5 the problem of resources allocation in high mobility scenarios. In this Chapter, the high mobility aspect was taken into account for designing suitable resources allocation schemes for vehicular scenarios. Firstly to identify the needs, we conducted a study on the impacts of the effects involved with the vehicular scenarios. This study revealed a performance degradation with the increase of the speed. Indeed, we noticed that the users with the highest velocity were the most affected and underwent significant performance degradation within all simulations compared to the other users. Clearly, vehicular scenarios could not be suitable for multimedia applications such as video flows which require strong QoS support. To cope with this issue, we proposed two efficient strategies. The first one is a technique which maintains the required level of QoS for supporting video users at high velocities. It consists in identifying depending on the UEs velocity, the minimum CQI reports rate in order to maintain the required QoS for supporting the users video flows. Simulations results showed that for a target level of PLR to maintain, less CQI reports were needed for low mobility users whereas more were required for the high mobility
UEs. The second proposed strategy is an opportunistic scheduling method which improves the performance of high speed video users. The scheme is the modified version of our E-FLS algorithm and takes into account the users velocity. With the proposed strategy, more priority and resources are given to the UEs having the highest velocity. Simulations results demonstrated its effectiveness and showed that it outperformed the E-FLS algorithm. Performance of the video users having the highest velocity have been improved since the new proposed scheme provided the lowest values for the PLR and for the average delay of their flows.

From this thesis we learnt that there was not a scheduling strategy adapted to all the situations. In other words, a robust scheme able to work in very different scenarios does not exist. Indeed, depending on the situation and on the goals to reach, the scheduling strategy needed to be modified and redesigned. In next section we conclude our work by describing the future directions and challenges that could be investigated.

6.2 Future directions and challenges

We present in this section the list of works that could be done in order to complete our study and the future challenges that could arise.

Regarding the additional studies, a possible work would be to improve the traffic prediction model of the proposed SPS-P mechanism of Chapter 4. Indeed, the proposed traffic prediction model has been designed only for videotelephony flows. It could be enhanced so that it considers various types of video flows. Another possible extension would be to optimize the resources allocation process itself by finding the appropriate weights to assign to the different parameters of the computed scheduling metric. Indeed when computing the scheduling metric for taking decisions, several parameters such as the channel conditions, packets delays and queue length size are taken into account and given the same importance. However since they are heterogeneous, they cannot be treated as equals. Pondering parameters could be studied in order to differentiate the importance of each parameter. Finally in this work we did not focus on the MIMO features which can be used to increase the UEs throughput. With MIMO techniques, both the eNB and the UE adopt multiple antennas for providing simultaneous transmissions of several data streams on a single radio link [86]. RBs allocation could be different when taking account this parameter since some UE could be excluded of the process. Thus additional works taking account the MIMO techniques could be interesting to carry out.
As for the future challenges, it would be essentially to adapt the proposed resources scheduling strategies for the evolution of LTE networks. Indeed, due to several new aspects introduced by the 3GPP in the release 10 for the LTE-Advanced (LTE-A) networks [87], the resources allocation strategies need to be modified and adapted. We describe below how these new parameters can influence the design of such schemes.

1) **Scheduling with Carrier Aggregation**: Carrier Aggregation (CA) is an innovative technique introduced in the 3GPP release 10 for LTE-A in order to increase considerably the network capacity. With CA, the eNB can use up to 5 adjacent channels of 20 MHz to deliver a peak data rate of 1 Gbps and 500 Mbps for the downlink and uplink, respectively [88]. On the one hand this technique will oblige to design resources allocation strategies with lower computational complexity since there will be additional complexity needs. Indeed with CA, the number of RBs could reach 500 units. Considering the fact that the resources allocation policies are based on metrics computation, the scheduler could have a huge amount of metrics to compute every TTI. On the other hand, due to the fact that LTE and LTE-A will be compatible, the resources allocation should be modified in order to take into account both LTE and LTE-A users. Indeed, since LTE users cannot communicate using more than 20 MHz, the backward compatibility capabilities of LTE-A with LTE imposes to know carrier that they should use for receiving and sending their packets.

2) **Scheduling with Multi-user MIMO**: As explained previously, MIMO techniques aims at increasing a single user throughput by exploiting the spatial multiplexing gain. However in LTE-A, MIMO can be used in a multi-user fashion (MU-MIMO). It consists in serving different UEs on different spatial streams on the same time/frequency resource, thus allocating the same RB to different UEs. This will lead also to modify the resources allocation policies. Indeed the scheduling strategies could be modified to add new decisions such as the identification of the best MU-MIMO user pair in terms of throughput maximization instead of selecting directly a single user transmission [89].

3) **Scheduling with Coordinated Multi-Point**: Coordinated Multi-Point (COMP) transmission is a technique used in LTE-A to increase downlink throughput of a cell edge user by coordinating the downlink transmission towards this user using multiple eNBs [90]. This technique will also lead to revise the resource allocations schemes because with COMP, the scheduling process will need coordination and synchronization between different eNBs. Clearly the RBs allocation will need to be done in a distributed approach in terms of both information gathering and scheduling decisions.
4) **Scheduling with Relay Nodes**: LTE-A introduces also the use of very small eNBs called Relay Nodes (RN), which are designed to serve a very limited number of users within restricted coverage areas [91]. In addition to forward packets to the UEs, RNs can also be in charge of resources allocations. In these cases, communications between them, the donor eNB and the UEs are organized into a dedicated Multi-cast Broadcast Single-Frequency Network (MBSFN) frame structure. Concretely, RNs use particular subframes for communications with the donor eNB and leave the remaining ones for the users data transmissions. This will lead also to revise the resources allocations strategies so that they cope with the delay caused by communications with the donor eNB.
Appendix A

LTE-Sim description

Thanks to LTE-Sim which was so helpful during this thesis. Indeed, it was so difficult to find an open source framework like LTE-Sim able to efficiently simulate the LTE networks.

LTE-Sim has been designed as an event-driven simulator and written in C++ by Giuseppe Piro and Francesco Capozzi at Politecnico di Bari. During the thesis, we used the release 5 of the software for performing the simulations. It is composed by several classes, methods and variables which the most important are depicted in Figure A.1. More details can be found in [48] and online on www.telematics.poliba.it/index.php/en/lte-sim
Appendix B

OTDOA positioning description

OTDOA (Observed Time Difference Of Arrival) is an accurate positioning technique introduced in LTE networks for determining the UEs positions. With this method, the UE measures the time difference between the Positioning Reference Signal (PRS) from several eNBs and reports these time differences to the E-SMLC. Based on these time differences and on the knowledge of the different eNBs positions, the E-SMLC computes the final UEs location along with their speed. The process can be described by the steps below:

1) The E-SMLC sends firstly through the LTE Positioning Protocol (LPP) layer an OTDOA measurements request to the UE. This request contains also all the necessary information (list of eNBs along with their PRS parameters) to help the UEs to carry out a set of Reference Signal Time Difference (RSTD) measurements.

2) The UE then performs the asked measurements which consist as shown in Figure B.1 in estimating the exact time offsets between the PRS from different cells. Once this task accomplished, it reports these estimated time differences along with an estimate of the measurement quality to the E-SMLC.

3) Finally the E-SMLC uses the received time difference estimates and the knowledge of the eNBs location as well as transmit time offsets to compute the UE position.

More details of the procedure can be found in [10] and [92].
Figure B.1: Illustration of OTDOA in LTE
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