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## List of notations

### Chapter 1: State-of-the-art

<table>
<thead>
<tr>
<th>Notation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E_F$</td>
<td>Fermi level of metals</td>
</tr>
<tr>
<td>$E_{F_t}$</td>
<td>Fermi level of the tip</td>
</tr>
<tr>
<td>$E_{F_s}$</td>
<td>Fermi level of the surface</td>
</tr>
<tr>
<td>$\phi$</td>
<td>Work function for metals</td>
</tr>
<tr>
<td>$V_b$</td>
<td>Potential difference applied between two electrodes</td>
</tr>
<tr>
<td>$e$</td>
<td>Electron charge</td>
</tr>
<tr>
<td>$m_e$</td>
<td>Electron mass</td>
</tr>
<tr>
<td>$E$</td>
<td>Electron total energy</td>
</tr>
<tr>
<td>$\hbar$</td>
<td>Reduced Planck constant</td>
</tr>
<tr>
<td>$V(z)$</td>
<td>Potential barrier</td>
</tr>
<tr>
<td>$d(t)$</td>
<td>Length of the potential barrier (tunneling gap)</td>
</tr>
<tr>
<td>$z(t)$</td>
<td>Vertical displacement of tunneling tip</td>
</tr>
<tr>
<td>$\psi(z)$</td>
<td>Wave function of electron</td>
</tr>
<tr>
<td>$\psi_I(z)$ and $\psi_{II}(z)$</td>
<td>Wave function of electron outside the potential barrier</td>
</tr>
<tr>
<td>$\psi_{II}(z)$</td>
<td>Wave function of electron inside the potential barrier</td>
</tr>
<tr>
<td>$k_0$</td>
<td>Wave number outside the potential barrier</td>
</tr>
<tr>
<td>$k_1$</td>
<td>Wave number inside the potential barrier</td>
</tr>
<tr>
<td>$A_1, A_2$ and $C_1, C_2$</td>
<td>Amplitude constants for the wave outside the potential barrier</td>
</tr>
<tr>
<td>$B_1, B_2$</td>
<td>Amplitude constants for the wave inside the potential barrier</td>
</tr>
<tr>
<td>$\rho_{LS}(z, E)$</td>
<td>Local density of states (LDOS)</td>
</tr>
<tr>
<td>$i_t(t)$</td>
<td>Tunneling current</td>
</tr>
<tr>
<td>$g$</td>
<td>Proportionality constant of tunneling current</td>
</tr>
<tr>
<td>$k$</td>
<td>Constant of tunneling current</td>
</tr>
<tr>
<td>$u(t)$</td>
<td>Input of piezoelectric actuator</td>
</tr>
<tr>
<td>$y(t)$</td>
<td>Output of piezoelectric actuator</td>
</tr>
<tr>
<td>$\hat{\gamma}_{\alpha, \beta}[u(t)]$</td>
<td>Relay operator of the Preisach model</td>
</tr>
<tr>
<td>$\alpha$ and $\beta$</td>
<td>Thresholds for the relay operator in the Preisach model</td>
</tr>
<tr>
<td>$\mu(\alpha, \beta)$</td>
<td>Density function for the relay operator in the Preisach model</td>
</tr>
<tr>
<td>$F_r<a href="t">u</a>$</td>
<td>Play operator of the Prandtl-Ishlinskii model</td>
</tr>
<tr>
<td>$r$</td>
<td>Threshold for the play operator in the Prandtl-Ishlinskii model</td>
</tr>
<tr>
<td>$p(r)$</td>
<td>Density function for the play operator in the Prandtl-Ishlinskii model</td>
</tr>
<tr>
<td>$t_0$</td>
<td>Time instant at which the creep effect occurs</td>
</tr>
<tr>
<td>$y_0$</td>
<td>Piezo output at time $t_0$</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>Rate parameter of the nonlinear creep model</td>
</tr>
<tr>
<td>$k_{ca}$</td>
<td>Low frequency elastic behavior of the linear creep model</td>
</tr>
<tr>
<td>$k_{ci}$</td>
<td>Spring constant of a spring in the linear creep model</td>
</tr>
<tr>
<td>$c_{ci}$</td>
<td>Damping constant of a damper in the linear creep model</td>
</tr>
</tbody>
</table>
Chapter 2: System description and modeling

\( u_x(t) \)  Control signal for the X axis (voltage amplifier input)
\( u_y(t) \)  Control signal for the Y axis (voltage amplifier input)
\( u_z(t) \)  Control signal for the Z axis (voltage amplifier input)
\( V_x(t) \)  Control signal for the Z axis (electrostatic actuator input)
\( VA_x(s) \)  Model of the voltage amplifier (X axis)
\( VA_y(s) \)  Model of the voltage amplifier (Y axis)
\( VA_z(s) \)  Model of the voltage amplifier (Z axis)
\( G_{vx} \)  Gain of the voltage amplifier (X axis)
\( G_{vy} \)  Gain of the voltage amplifier (Y axis)
\( G_{vz} \)  Gain of the voltage amplifier (Z axis)
\( \omega_{vx} \)  Bandwidth of the voltage amplifier (X axis)
\( \omega_{vy} \)  Bandwidth of the voltage amplifier (Y axis)
\( \omega_{vz} \)  Bandwidth of the voltage amplifier (Z axis)
\( v_{px}(t) \)  Piezo input voltage (X axis)
\( v_{py}(t) \)  Piezo input voltage (Y axis)
\( v_{pz}(t) \)  Piezo input voltage (Z axis)
\( d_x(t) \)  Disturbance including hysteresis modeling error and creep (X axis)
\( d_y(t) \)  Disturbance including hysteresis modeling error and creep (Y axis)
\( d_z(t) \)  Disturbance including creep phenomenon (Z axis)
\( \Gamma_x [v_{px}(t)] \)  Nonlinear operator representing static hysteresis model (X axis)
\( \Gamma_y [v_{py}(t)] \)  Nonlinear operator representing static hysteresis model (Y axis)
\( NL_x[v_{px}(t)] \)  Operator representing total piezo nonlinearity (X axis)
\( NL_y[v_{py}(t)] \)  Operator representing total piezo nonlinearity (Y axis)
\( q_{px}(t) \)  Output of quasi-static piezo nonlinearity (X axis)
\( q_{py}(t) \)  Output of quasi-static piezo nonlinearity (Y axis)
\( q_{pz}(t) \)  Output of quasi-static part of piezo (Z axis)
\( D_{px}(s) \)  Direct piezo linear dynamics (X axis)
\( D_{py}(s) \)  Direct piezo linear dynamics (Y axis)
\( D_{pz}(s) \)  Direct piezo linear dynamics (Z axis)
\( X_y(s) \)  Cross-coupling dynamics (from Y to X axis)
\( Y_x(s) \)  Cross-coupling dynamics (from X to Y axis)
\( Z_x(s) \)  Cross-coupling dynamics (from X to Z axis)
\( Z_y(s) \)  Cross-coupling dynamics (from Y to Z axis)
\( x_x(t) \)  Direct contribution to piezo displacement (X axis)
\( y_y(t) \)  Direct contribution to piezo displacement (Y axis)
\( z_z(t) \)  Direct contribution to piezo displacement (Z axis)
\( x_y(t) \)  Cross-coupling contribution to piezo displacement (from Y to X axis)
\( y_x(t) \)  Cross-coupling contribution to piezo displacement (from X to Y axis)
\( z_x(t) \)  Cross-coupling contribution to piezo displacement (from X to Z axis)
\( z_y(t) \)  Cross-coupling contribution to piezo displacement (from Y to Z axis)
List of notations

\( x_p(t) \)  Total piezo displacement (X axis)
\( y_p(t) \)  Total piezo displacement (Y axis)
\( z_p(t) \)  Total piezo displacement (Z axis)
\( G_{px} \)  Gain of the piezoelectric actuator (X axis)
\( G_{py} \)  Gain of the piezoelectric actuator (Y axis)
\( G_{pz} \)  Gain of the piezoelectric actuator (Z axis)
\( \omega_{px} \)  Bandwidth of the piezoelectric actuator (X axis)
\( \omega_{py} \)  Bandwidth of the piezoelectric actuator (Y axis)
\( \omega_{pz} \)  Bandwidth of the piezoelectric actuator (Z axis)
\( \xi_{px} \)  Damping ratio of the piezoelectric actuator (X axis)
\( \xi_{py} \)  Damping ratio of the piezoelectric actuator (Y axis)
\( \xi_{pz} \)  Damping ratio of the piezoelectric actuator (Z axis)
\( d_0 \)  Initial tunneling gap between the tip and the surface
\( d(t) \)  Tunneling gap between the tip and the surface
\( i_t(t) \)  Tunneling current
\( g \)  Proportionality constant of tunneling current
\( k \)  Constant of tunneling current
\( PL'_t \)  Exponential nonlinearity of the tunneling current
\( CS_x(s) \)  Model of the capacitive sensor (X axis)
\( CS_y(s) \)  Model of the capacitive sensor (Y axis)
\( CS_z(s) \)  Model of the current sensor (Z axis)
\( G_{capx} \)  Gain of the capacitive sensor (X axis)
\( G_{capy} \)  Gain of the capacitive sensor (Y axis)
\( G_t \)  Gain of the current sensor (Z axis)
\( \omega_{capx} \)  Bandwidth of the capacitive sensor (X axis)
\( \omega_{capy} \)  Bandwidth of the capacitive sensor (Y axis)
\( \omega_t \)  Bandwidth of the current sensor (Z axis)
\( v_x(t) \)  Output of the capacitive sensor (X axis)
\( v_y(t) \)  Output of the capacitive sensor (Y axis)
\( v_z(t) \)  Output of the current sensor (Z axis)
\( n_1(t) \)  Measurement noise of the capacitive sensor (X axis)
\( n_2(t) \)  Measurement noise of the capacitive sensor (Y axis)
\( n_3(t) \)  Measurement noise of the current sensor (Z axis)
\( y_1(t) \)  Final output of the capacitive sensor (X axis)
\( y_2(t) \)  Final output of the capacitive sensor (Y axis)
\( y_3(t) \)  Final output of the current sensor (Z axis)
\( H \)  Hamaker constant
\( R \)  Tip radius
\( a_p \)  Interatomic value
\( E_{eff} \)  Effective contact stiffness (between the tip and the cantilever)
\( E_t \)  Elastic modulus of the tip
\( E \)  Elastic modulus of the surface (cantilever)
\( v_t \)  Poisson ratio of the tip
\( v \)  Poisson ratio of the surface (cantilever)
\( EA \)  Quadratic nonlinearity of the electrostatic actuator
\( F_t(t) \)  Electrostatic force
\( F_p(t) \)  Proximity force
\( F_c(t) \)  Total input net force exciting the cantilever
<table>
<thead>
<tr>
<th>Notation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>CNT(s)</td>
<td>Cantilever model</td>
</tr>
<tr>
<td>INTtc</td>
<td>Nonlinear block representing interaction force</td>
</tr>
<tr>
<td>zce(x,t)</td>
<td>Cantilver displacement (at the position x) due to electrostatic force</td>
</tr>
<tr>
<td>zcp(x,t)</td>
<td>Cantilver displacement (at the position x) due to proximity force</td>
</tr>
<tr>
<td>zct(x,t)</td>
<td>Total cantilver displacement (at the position x) due to total force</td>
</tr>
<tr>
<td>xf</td>
<td>Position x where the force $F_c(t)$ is applied at the cantilever input</td>
</tr>
<tr>
<td>L</td>
<td>Length of the cantilever</td>
</tr>
<tr>
<td>l0</td>
<td>Distance between the unbended cantilever and the electrostatic plate</td>
</tr>
<tr>
<td>l(t)</td>
<td>Actual distance between the cantilever and the electrostatic plate</td>
</tr>
<tr>
<td>$\varepsilon_0$</td>
<td>Vacuum permittivity</td>
</tr>
<tr>
<td>Ae</td>
<td>Common surface between the cantilever and the electrostatic plate</td>
</tr>
<tr>
<td>A</td>
<td>Cross sectional area of the cantilever</td>
</tr>
<tr>
<td>I</td>
<td>Area moment of inertia of the cantilever</td>
</tr>
<tr>
<td>$\rho$</td>
<td>Density of the cantilever material</td>
</tr>
<tr>
<td>$\xi$</td>
<td>Damping ratio for the modes (here the same for each mode)</td>
</tr>
<tr>
<td>$p_d(x,t)$</td>
<td>Damping force (sum of the structural and electrostatic damping)</td>
</tr>
<tr>
<td>$m_j$</td>
<td>Modal mass of $j^{th}$ mode</td>
</tr>
<tr>
<td>$c_j$</td>
<td>Modal damping coefficient of $j^{th}$ mode</td>
</tr>
<tr>
<td>$k_j$</td>
<td>Modal stiffness coefficient of $j^{th}$ mode</td>
</tr>
<tr>
<td>$\omega_j$</td>
<td>Modal natural frequency of $j^{th}$ mode</td>
</tr>
<tr>
<td>$F_{c_j}(t)$</td>
<td>Modal input force of the $j^{th}$ mode</td>
</tr>
<tr>
<td>$\lambda_j$</td>
<td>Modal wave constant of the $j^{th}$ mode</td>
</tr>
<tr>
<td>$q_j(t)$</td>
<td>Fundamental deformation of the $j^{th}$ mode (only time-dependent)</td>
</tr>
<tr>
<td>$\phi_j(x)$</td>
<td>Modal shape function for the $j^{th}$ mode (only space-dependent)</td>
</tr>
<tr>
<td>$n_c$</td>
<td>Number of modes</td>
</tr>
<tr>
<td>$x_{3D}(t)$</td>
<td>State vector of the nonlinear 3D model</td>
</tr>
<tr>
<td>$u_{3D}(t)$</td>
<td>Input vector of the nonlinear 3D model</td>
</tr>
<tr>
<td>$y_{3D}(t)$</td>
<td>Output vector of the nonlinear 3D model</td>
</tr>
<tr>
<td>$d_{3D}(t)$</td>
<td>Disturbance vector of the nonlinear 3D model</td>
</tr>
<tr>
<td>$n_{3D}(t)$</td>
<td>Noise vector of the nonlinear 3D model</td>
</tr>
</tbody>
</table>

**Chapter 3: Nonlinear hysteresis and creep**

<table>
<thead>
<tr>
<th>Notation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x_r(t)$</td>
<td>Reference value of the capacitive voltage (X axis)</td>
</tr>
<tr>
<td>$y_r(t)$</td>
<td>Reference value of the capacitive voltage (Y axis)</td>
</tr>
<tr>
<td>$u_x(t)$</td>
<td>Control signal for the X axis (voltage amplifier input)</td>
</tr>
<tr>
<td>$u_y(t)$</td>
<td>Control signal for the Y axis (voltage amplifier input)</td>
</tr>
<tr>
<td>$VA_x(s)$</td>
<td>Model of the voltage amplifier (X axis)</td>
</tr>
<tr>
<td>$VA_y(s)$</td>
<td>Model of the voltage amplifier (Y axis)</td>
</tr>
<tr>
<td>$G_{vx}$</td>
<td>Gain of the voltage amplifier (X axis)</td>
</tr>
<tr>
<td>$G_{vy}$</td>
<td>Gain of the voltage amplifier (Y axis)</td>
</tr>
<tr>
<td>$v_{px}(t)$</td>
<td>Piezo input voltage (X axis)</td>
</tr>
<tr>
<td>$v_{py}(t)$</td>
<td>Piezo input voltage (Y axis)</td>
</tr>
</tbody>
</table>
List of notations

$d_x(t)$ Disturbance including hysteresis modeling error and creep (X axis)
$d_y(t)$ Disturbance including hysteresis modeling error and creep (Y axis)
$\hat{d}_x(t)$ Estimate of $d_x(t)$
$\hat{d}_y(t)$ Estimate of $d_y(t)$
$\Gamma_x[v_{px}(t)]$ Nonlinear operator representing static hysteresis model (X axis)
$\Gamma_y[v_{py}(t)]$ Nonlinear operator representing static hysteresis model (Y axis)
$NL_x[v_{px}(t)]$ Operator representing total piezo nonlinearity (X axis)
$NL_y[v_{py}(t)]$ Operator representing total piezo nonlinearity (Y axis)
$H_x[v_{px}(t)]$ Prandtl-Ishlinskii (PI) hysteresis operator (X axis)
$H_y[v_{py}(t)]$ Prandtl-Ishlinskii (PI) hysteresis operator (Y axis)
$\Gamma_{xH}$ Vector of thresholds of PI hysteresis operator (X axis)
$\Gamma_{xH}$ Vector of thresholds of PI hysteresis operator (X axis)
$\Gamma_{yH}$ Vector of thresholds of PI hysteresis operator (Y axis)
$\Gamma'_{xH}$ Vector of weights of PI hysteresis operator (X axis)
$\Gamma'_{yH}$ Vector of weights of PI hysteresis operator (Y axis)
$\Gamma_{xH0}$ Vector of initial states of PI hysteresis operator (X axis)
$\Gamma_{yH0}$ Vector of initial states of PI hysteresis operator (Y axis)
$H_{xvH}[v_{px}, x_{pH0}](t)$ Vector of backlashes of PI hysteresis operator (X axis)
$H_{yvH}[v_{py}, x_{pH0}](t)$ Vector of backlashes of PI hysteresis operator (Y axis)
$n$ Number of backlashes of PI hysteresis operator (X axis)
$S_x[x_{pH}](t)$ Prandtl-Ishlinskii (PI) superposition operator (X axis)
$S_y[x_{pH}](t)$ Prandtl-Ishlinskii (PI) superposition operator (Y axis)
$x_{pH0}$ Vector of initial states of PI superposition operator (X axis)
$\Gamma_{xS}$ Vector of thresholds of PI superposition operator (X axis)
$\Gamma_{xS}$ Vector of thresholds of PI superposition operator (X axis)
$\Gamma_{yS}$ Vector of thresholds of PI superposition operator (Y axis)
$m$ Vector of weights of PI superposition operator (X axis)
$\Gamma'_{xS}$ Vector of weights of PI superposition operator (Y axis)
$S_{xvS}[x_{pH}](t)$ Vector of dead-zones of PI superposition operator (X axis)
$S_{yvS}[x_{pH}](t)$ Vector of dead-zones of PI superposition operator (Y axis)
$\tilde{x}_p(t)$ Piezo displacement obtained from the measured output $y_1(t)$ (X axis)
$\tilde{x}_p(t)$ Piezo displacement obtained from the measured output $y_1(t)$ (X axis)
$\tilde{x}_p(t)$ Piezo displacement obtained from the measured output $y_1(t)$ (X axis)
$J_x(w_x)$ Loss function for the identification of model weights (X axis)
$F_x$ Hessian matrix - quadratic term in the loss function (X axis)
$f_{x1}$ Vector - linear term in the loss function (X axis)
$f_{x0}$ Scalar - absolute term in the loss function (X axis)
$l$ Number of collected data
$U_H, U'_S$ Matrices for the constrained problem
$u_H, u'_S$ Vectors for the constrained problem
$q_{px}(t)$ Output of quasi-static piezo nonlinearity (X axis)
$q_{py}(t)$ Output of quasi-static piezo nonlinearity (Y axis)
$D_{px}(s)$ Direct piezo linear dynamics (X axis)
$D_{py}(s)$ Direct piezo linear dynamics (Y axis)
$x_p(t)$ Total piezo displacement (X axis)
$y_p(t)$ Total piezo displacement (Y axis)
$G_{px}$ Gain of the piezoelectric actuator (X axis)
$G_{py}$ Gain of the piezoelectric actuator (Y axis)
<table>
<thead>
<tr>
<th>Notation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\omega_{px}$</td>
<td>Bandwidth of the piezoelectric actuator (X axis)</td>
</tr>
<tr>
<td>$\omega_{py}$</td>
<td>Bandwidth of the piezoelectric actuator (Y axis)</td>
</tr>
<tr>
<td>$\xi_{px}$</td>
<td>Damping ratio of the piezoelectric actuator (X axis)</td>
</tr>
<tr>
<td>$\xi_{py}$</td>
<td>Damping ratio of the piezoelectric actuator (Y axis)</td>
</tr>
<tr>
<td>$CS_x(s)$</td>
<td>Model of the capacitive sensor (X axis)</td>
</tr>
<tr>
<td>$CS_y(s)$</td>
<td>Model of the capacitive sensor (Y axis)</td>
</tr>
<tr>
<td>$G_{capx}$</td>
<td>Gain of the capacitive sensor (X axis)</td>
</tr>
<tr>
<td>$G_{capy}$</td>
<td>Gain of the capacitive sensor (Y axis)</td>
</tr>
<tr>
<td>$v_x(t)$</td>
<td>Output of the capacitive sensor (X axis)</td>
</tr>
<tr>
<td>$v_y(t)$</td>
<td>Output of the capacitive sensor (Y axis)</td>
</tr>
<tr>
<td>$n_1(t)$</td>
<td>Measurement noise of the capacitive sensor (X axis)</td>
</tr>
<tr>
<td>$n_2(t)$</td>
<td>Measurement noise of the capacitive sensor (Y axis)</td>
</tr>
<tr>
<td>$y_1(t)$</td>
<td>Final output of the capacitive sensor (X axis)</td>
</tr>
<tr>
<td>$y_2(t)$</td>
<td>Final output of the capacitive sensor (Y axis)</td>
</tr>
<tr>
<td>$T_s$</td>
<td>Sampling time</td>
</tr>
<tr>
<td>$f_s$</td>
<td>Sampling frequency</td>
</tr>
<tr>
<td>$u_1(t)$</td>
<td>Control input with DOB compensation (X axis)</td>
</tr>
<tr>
<td>$u_2(t)$</td>
<td>Control input with DOB compensation (Y axis)</td>
</tr>
<tr>
<td>$x(t)$</td>
<td>State vector (X axis)</td>
</tr>
<tr>
<td>$A_x, B_x, C_x$</td>
<td>System matrices (X axis)</td>
</tr>
<tr>
<td>$B_d$</td>
<td>Disturbance matrix (X axis)</td>
</tr>
<tr>
<td>$w_x(t)$</td>
<td>Process noise (X axis)</td>
</tr>
<tr>
<td>$x_e(t)$</td>
<td>Extended state vector (X axis)</td>
</tr>
<tr>
<td>$A_{xe}, B_{xe}, C_{xe}$</td>
<td>Matrices of the extended system (X axis)</td>
</tr>
<tr>
<td>$L_x$</td>
<td>Kalman gain matrix (X axis)</td>
</tr>
<tr>
<td>$W_x$</td>
<td>Process covariance (X axis)</td>
</tr>
<tr>
<td>$N_1$</td>
<td>Noise covariance (X axis)</td>
</tr>
<tr>
<td>$P_x$</td>
<td>Solution of Algebraic Riccati Equation (ARE)</td>
</tr>
<tr>
<td>$\hat{y}_1(t)$</td>
<td>Estimate of $y_1(t)$</td>
</tr>
<tr>
<td>$l_H$</td>
<td>Major hysteresis loop width</td>
</tr>
<tr>
<td>$L_H$</td>
<td>Range of the reference signal</td>
</tr>
<tr>
<td>$p$</td>
<td>Order of polynomial used in adaptive approach</td>
</tr>
<tr>
<td>$u_k$</td>
<td>Control voltage in adaptive approach</td>
</tr>
<tr>
<td>$\theta_k$</td>
<td>Vector of unknown polynomial coefficients in adaptive approach</td>
</tr>
<tr>
<td>$y_{m_k}$</td>
<td>Model plant output in adaptive approach</td>
</tr>
<tr>
<td>$y_k$</td>
<td>Real plant output in adaptive approach</td>
</tr>
<tr>
<td>$\epsilon_k$</td>
<td>Mismatch between real plant and its model in adaptive approach</td>
</tr>
<tr>
<td>$r_k$</td>
<td>Reference signal in adaptive approach</td>
</tr>
<tr>
<td>$g(u_k, \theta_k)$</td>
<td>Parametric model of static nonlinearity in adaptive approach</td>
</tr>
<tr>
<td>$h_k$</td>
<td>Regression vector in adaptive approach</td>
</tr>
<tr>
<td>$d_k$</td>
<td>Inverse of the unknown variance in adaptive approach</td>
</tr>
<tr>
<td>$\Theta_k$</td>
<td>Vector of all unknown parameters (polynomial coefficients and variance)</td>
</tr>
<tr>
<td>$D_k$</td>
<td>Set of the observed input/output data up to the instant $k$</td>
</tr>
<tr>
<td>$f(\Theta_k</td>
<td>D^k)$</td>
</tr>
<tr>
<td>$f_0(\Theta_{k+1})$</td>
<td>Alternative for pdf, when the parameters are not changing</td>
</tr>
<tr>
<td>$f_1(\Theta_{k+1})$</td>
<td>Alternative for pdf, when the parameters are uniquely distributed</td>
</tr>
<tr>
<td>$f_A(\Theta_{k+1})$</td>
<td>Unknown pdf</td>
</tr>
<tr>
<td>$f^*<em>A(\Theta</em>{k+1})$</td>
<td>Decision space of $f_A(\Theta_{k+1})$</td>
</tr>
</tbody>
</table>
List of notations

\( \varphi_0 \) Probability that \( f_A(\Theta_{k+1}) = f_0(\Theta_{k+1}) \)

\( \varphi_1 \) Probability that \( f_A(\Theta_{k+1}) = f_1(\Theta_{k+1}) \)

\( \varphi \) \( \varphi \equiv [\varphi_0, \varphi_1]' \)

\( D(f\|f_A) \) Kullback-Leibler divergence

\( \Theta^* \) Space of \( \Theta_k \)

\( \phi(f, \varphi) \) Cost function in adaptive approach

\( \varrho_0 \) Penalty coefficient for the success of alternative \( f_0(\Theta_{k+1}) \)

\( \varrho_1 \) Penalty coefficient for the success of alternative \( f_1(\Theta_{k+1}) \)

\( \rho \) Positive tuning parameter in adaptive approach

\( \lambda_{k|k} \) Variable forgetting factor in adaptive approach

\( P_{k|k} \) Normalized covariance matrix in adaptive approach

\( \Sigma_{k|k} \) Least-squares reminder in adaptive approach

\( v_{k|k} \) Number of degrees of freedom in adaptive approach

\( f(u_k, \theta_k, r_k) \) Function of which the roots are looked for in numerical algorithm

\( u^0 \) Starting point in the Newton’s method

\( u_L \) Left value for the interval in the Bisection method

\( u_R \) Right value for the interval in the Bisection method

\( u_B \) Control input computed by the Newton’s method

\( u_N \) Control input computed by the Bisection method

Chapter 4: Structural vibration and cross-couplings

\( r(t) \) General reference signal

\( y(t) \) General plant output

\( d(t) \) General disturbance signal

\( n(t) \) General measurement noise signal

\( G_p(s) \) General perturbed plant

\( G_{xx}(s) \) Nominal plant from the input \( x_h \) to the output \( y_1 \)

\( G_{yy}(s) \) Nominal plant from the input \( y_h \) to the output \( y_2 \)

\( G_{xy}(s) \) Nominal plant from the input \( y_h \) to the output \( y_1 \)

\( C(s) \) General controller

\( C_x(s) \) Controller designed on the basis of \( G_{xx}(s) \)

\( C_y(s) \) Controller designed on the basis of \( G_{yy}(s) \)

\( W_{\Delta}(s) \) General uncertainty weight

\( \Delta(s) \) General normalized complex perturbations

\( l_\Delta(\omega) \) General relative magnitude of the neglected dynamics
\begin{align*}
\sigma_{xxp} & \quad \text{Hankel singular values of } G_{xxa}(s) \\
\sigma_{yyq} & \quad \text{Hankel singular values of } G_{yya}(s) \\
\sigma_{xyq} & \quad \text{Hankel singular values of } G_{xya}(s) \\
\sigma_{yxq} & \quad \text{Hankel singular values of } G_{yxa}(s) \\
x_{xx} & \quad \text{State vector of } G_{xx}(s) \\
x_{yy} & \quad \text{State vector of } G_{yy}(s) \\
x_h & \quad \text{Control signal (X axis)} \\
y_h & \quad \text{Control signal (Y axis)} \\
y_1 & \quad \text{Output signal (X axis)} \\
y_2 & \quad \text{Output signal (Y axis)} \\
w_{xx} & \quad \text{Process noise of } G_{xx}(s) \\
w_{yy} & \quad \text{Process noise of } G_{yy}(s) \\
n_1 & \quad \text{Measurement noise (X axis)} \\
n_2 & \quad \text{Measurement noise (Y axis)} \\
A_{xx}, B_{xx}, C_{xx} & \quad \text{State matrices of } G_{xx}(s) \\
A_{yy}, B_{yy}, C_{yy} & \quad \text{State matrices of } G_{yy}(s) \\
G_{xxa} & \quad \text{Augmented } G_{xx}(s) \text{ (with integral action)} \\
G_{yya} & \quad \text{Augmented } G_{yy}(s) \text{ (with integral action)} \\
x_{xxa} & \quad \text{State vector of } G_{xxa}(s) \\
x_{yya} & \quad \text{State vector of } G_{yya}(s) \\
A_{xxa}, B_{xxa}, C_{xxa} & \quad \text{State matrices of } G_{xxa}(s) \\
A_{yya}, B_{yya}, C_{yya} & \quad \text{State matrices of } G_{yya}(s) \\
J_x(\ddot{x}_h) & \quad \text{Quadratic cost function for LQG/LTR controller (X axis)} \\
J_y(y_h) & \quad \text{Quadratic cost function for LQG/LTR controller (Y axis)} \\
W_{xxa} & \quad \text{Process covariance matrix of } w_{xxa} \\
W_{yya} & \quad \text{Process covariance matrix of } w_{yya} \\
N_1 & \quad \text{Noise covariance matrix of } n_1 \\
N_2 & \quad \text{Noise covariance matrix of } n_2 \\
K_{fxxa} & \quad \text{Kalman Filter gain associated with } G_{xxa}(s) \\
K_{fyya} & \quad \text{Kalman Filter gain associated with } G_{yya}(s) \\
P_{xxa} & \quad \text{Solution of Kalman Filter ARE associated with } G_{xxa}(s) \\
P_{yya} & \quad \text{Solution of Kalman Filter ARE associated with } G_{yya}(s) \\
\rho_x & \quad \text{Scaling parameter for Kalman Filter associated with } G_{xxa}(s) \\
\rho_y & \quad \text{Scaling parameter for Kalman Filter associated with } G_{yya}(s) \\
Q_{xxa} & \quad \text{Weighting matrix for the state of } G_{xxa}(s) \\
Q_{yya} & \quad \text{Weighting matrix for the state of } G_{yya}(s) \\
R_{xxa} & \quad \text{Weighting matrix for the control of } G_{xxa}(s) \\
R_{yya} & \quad \text{Weighting matrix for the control of } G_{yya}(s) \\
K_{cxxa} & \quad \text{LQR gain associated with } G_{xxa}(s) \\
K_{cyya} & \quad \text{LQR gain associated with } G_{yya}(s) \\
S_{xxa} & \quad \text{Solution of LQR ARE associated with } G_{xxa}(s) \\
S_{yya} & \quad \text{Solution of LQR ARE associated with } G_{yya}(s) \\
q_x & \quad \text{Recovery gain for LQG/LTR associated with } G_{xxa}(s) \\
q_y & \quad \text{Recovery gain for LQG/LTR associated with } G_{yya}(s) \\
K_{x,LQG/LTR} & \quad \text{LQG/LTR controller (without integral action) for the X axis} \\
K_{y,LQG/LTR} & \quad \text{LQG/LTR controller (without integral action) for the Y axis} \\
\text{LTF}_{P_{x}}(s) & \quad \text{Loop Transfer Function (LTF) at point } P_{x} \\
\text{LTF}_{P_{y}}(s) & \quad \text{Loop Transfer Function (LTF) at point } P_{y} 
\end{align*}
<table>
<thead>
<tr>
<th>Notation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$LTF_{P_{2x}}(s)$</td>
<td>Loop Transfer Function (LTF) at point $P_{2x}$</td>
</tr>
<tr>
<td>$LTF_{P_{2y}}(s)$</td>
<td>Loop Transfer Function (LTF) at point $P_{2y}$</td>
</tr>
<tr>
<td>$P(s)$</td>
<td>General augmented plant (with weighting functions)</td>
</tr>
<tr>
<td>$F_i(P(s), C(s))$</td>
<td>Lower linear fractional transformation</td>
</tr>
<tr>
<td>$\gamma^*$</td>
<td>Optimal cost in $H_\infty$ design</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>Sub-optimal cost in $H_\infty$ design</td>
</tr>
<tr>
<td>$\Delta \phi$</td>
<td>Phase margin</td>
</tr>
<tr>
<td>$\Delta G$</td>
<td>Gain margin</td>
</tr>
<tr>
<td>$\Delta M$</td>
<td>Module margin</td>
</tr>
<tr>
<td>$S(s)$</td>
<td>General output sensitivity function</td>
</tr>
<tr>
<td>$R(s)$</td>
<td>General input sensitivity function</td>
</tr>
<tr>
<td>$T(s)$</td>
<td>General complementary sensitivity function</td>
</tr>
<tr>
<td>$W_S(s)$</td>
<td>General weighting function for $S(s)$</td>
</tr>
<tr>
<td>$W_R(s)$</td>
<td>General weighting function for $R(s)$</td>
</tr>
<tr>
<td>$W_T(s)$</td>
<td>General weighting function for $T(s)$</td>
</tr>
<tr>
<td>$W_\Delta(s)$</td>
<td>General weighting function for system uncertainty</td>
</tr>
<tr>
<td>$\omega_\Delta$</td>
<td>Bandwidth of $W_\Delta(s)$</td>
</tr>
<tr>
<td>$A_\Delta$</td>
<td>Lower bound of $W_\Delta(s)$</td>
</tr>
<tr>
<td>$M_\Delta$</td>
<td>Upper bound of $W_\Delta(s)$</td>
</tr>
<tr>
<td>$n_\Delta$</td>
<td>Order of $W_\Delta(s)$</td>
</tr>
<tr>
<td>$W_e(s)$</td>
<td>General weighting function for tracking</td>
</tr>
<tr>
<td>$\omega_e$</td>
<td>Bandwidth of $W_e(s)$</td>
</tr>
<tr>
<td>$A_e$</td>
<td>Lower bound of $W_e(s)$</td>
</tr>
<tr>
<td>$M_e$</td>
<td>Upper bound of $W_e(s)$</td>
</tr>
<tr>
<td>$n_e$</td>
<td>Order of $W_e(s)$</td>
</tr>
<tr>
<td>$W_u(s)$</td>
<td>General weighting function for control</td>
</tr>
<tr>
<td>$\omega_u$</td>
<td>Bandwidth of $W_u(s)$</td>
</tr>
<tr>
<td>$A_u$</td>
<td>Lower bound of $W_u(s)$</td>
</tr>
<tr>
<td>$M_u$</td>
<td>Upper bound of $W_u(s)$</td>
</tr>
<tr>
<td>$n_u$</td>
<td>Order of $W_u(s)$</td>
</tr>
<tr>
<td>$\gamma_x$</td>
<td>Sub-optimal cost in $H_\infty$ design (X axis)</td>
</tr>
<tr>
<td>$\gamma_y$</td>
<td>Sub-optimal cost in $H_\infty$ design (Y axis)</td>
</tr>
<tr>
<td>$S_x(s)$</td>
<td>Output sensitivity function (X axis)</td>
</tr>
<tr>
<td>$S_y(s)$</td>
<td>Output sensitivity function (Y axis)</td>
</tr>
<tr>
<td>$R_x(s)$</td>
<td>Input sensitivity function (X axis)</td>
</tr>
<tr>
<td>$R_y(s)$</td>
<td>Input sensitivity function (Y axis)</td>
</tr>
<tr>
<td>$T_x(s)$</td>
<td>Complementary sensitivity function (X axis)</td>
</tr>
<tr>
<td>$T_y(s)$</td>
<td>Complementary sensitivity function (Y axis)</td>
</tr>
<tr>
<td>$W_{S_x}(s)$</td>
<td>Weighting function for $S_x(s)$</td>
</tr>
<tr>
<td>$W_{S_y}(s)$</td>
<td>Weighting function for $S_y(s)$</td>
</tr>
<tr>
<td>$W_{R_x}(s)$</td>
<td>Weighting function for $R_x(s)$</td>
</tr>
<tr>
<td>$W_{R_y}(s)$</td>
<td>Weighting function for $R_y(s)$</td>
</tr>
<tr>
<td>$W_{T_x}(s)$</td>
<td>Weighting function for $T_x(s)$</td>
</tr>
<tr>
<td>$W_{T_y}(s)$</td>
<td>Weighting function for $T_y(s)$</td>
</tr>
<tr>
<td>$W_{\Delta x}(s)$</td>
<td>Weighting function for system uncertainty (X axis)</td>
</tr>
<tr>
<td>$W_{\Delta y}(s)$</td>
<td>Weighting function for system uncertainty (Y axis)</td>
</tr>
<tr>
<td>Symbol</td>
<td>Description</td>
</tr>
<tr>
<td>--------</td>
<td>-------------</td>
</tr>
<tr>
<td>$\omega_{x\Delta}$</td>
<td>Bandwidth of $W_{x\Delta}(s)$</td>
</tr>
<tr>
<td>$\omega_{y\Delta}$</td>
<td>Bandwidth of $W_{y\Delta}(s)$</td>
</tr>
<tr>
<td>$A_{x\Delta}$</td>
<td>Lower bound of $W_{x\Delta}(s)$</td>
</tr>
<tr>
<td>$A_{y\Delta}$</td>
<td>Lower bound of $W_{y\Delta}(s)$</td>
</tr>
<tr>
<td>$M_{x\Delta}$</td>
<td>Upper bound of $W_{x\Delta}(s)$</td>
</tr>
<tr>
<td>$M_{y\Delta}$</td>
<td>Upper bound of $W_{y\Delta}(s)$</td>
</tr>
<tr>
<td>$n_{x\Delta}$</td>
<td>Order of $W_{x\Delta}(s)$</td>
</tr>
<tr>
<td>$n_{y\Delta}$</td>
<td>Order of $W_{y\Delta}(s)$</td>
</tr>
<tr>
<td>$W_{ex}(s)$</td>
<td>Weighting function for tracking (X axis)</td>
</tr>
<tr>
<td>$W_{ey}(s)$</td>
<td>Weighting function for tracking (Y axis)</td>
</tr>
<tr>
<td>$\omega_{ex}$</td>
<td>Bandwidth of $W_{ex}(s)$</td>
</tr>
<tr>
<td>$\omega_{ey}$</td>
<td>Bandwidth of $W_{ey}(s)$</td>
</tr>
<tr>
<td>$A_{ex}$</td>
<td>Lower bound of $W_{ex}(s)$</td>
</tr>
<tr>
<td>$A_{ey}$</td>
<td>Lower bound of $W_{ey}(s)$</td>
</tr>
<tr>
<td>$M_{ex}$</td>
<td>Upper bound of $W_{ex}(s)$</td>
</tr>
<tr>
<td>$M_{ey}$</td>
<td>Upper bound of $W_{ey}(s)$</td>
</tr>
<tr>
<td>$n_{ex}$</td>
<td>Order of $W_{ex}(s)$</td>
</tr>
<tr>
<td>$n_{ey}$</td>
<td>Order of $W_{ey}(s)$</td>
</tr>
<tr>
<td>$W_{ux}(s)$</td>
<td>Weighting function for control (X axis)</td>
</tr>
<tr>
<td>$W_{uy}(s)$</td>
<td>Weighting function for control (Y axis)</td>
</tr>
<tr>
<td>$\omega_{ux}$</td>
<td>Bandwidth of $W_{ux}(s)$</td>
</tr>
<tr>
<td>$\omega_{uy}$</td>
<td>Bandwidth of $W_{uy}(s)$</td>
</tr>
<tr>
<td>$A_{ux}$</td>
<td>Lower bound of $W_{ux}(s)$</td>
</tr>
<tr>
<td>$A_{uy}$</td>
<td>Lower bound of $W_{uy}(s)$</td>
</tr>
<tr>
<td>$M_{ux}$</td>
<td>Upper bound of $W_{ux}(s)$</td>
</tr>
<tr>
<td>$M_{uy}$</td>
<td>Upper bound of $W_{uy}(s)$</td>
</tr>
<tr>
<td>$n_{ux}$</td>
<td>Order of $W_{ux}(s)$</td>
</tr>
<tr>
<td>$n_{uy}$</td>
<td>Order of $W_{uy}(s)$</td>
</tr>
<tr>
<td>$S(s)$</td>
<td>Output sensitivity function for MIMO system</td>
</tr>
<tr>
<td>$R(s)$</td>
<td>Input sensitivity function for MIMO system</td>
</tr>
<tr>
<td>$T(s)$</td>
<td>Complementary sensitivity function for MIMO system</td>
</tr>
<tr>
<td>$W_S(s)$</td>
<td>Weighting function for $S_S(s)$</td>
</tr>
<tr>
<td>$W_R(s)$</td>
<td>Weighting function for $R_R(s)$</td>
</tr>
<tr>
<td>$W_T(s)$</td>
<td>Weighting function for $T_T(s)$</td>
</tr>
<tr>
<td>$\sigma(X(j\omega))$</td>
<td>Minimum singular value of matrix $X$</td>
</tr>
<tr>
<td>$\sigma(X(j\omega))$</td>
<td>Maximum singular value of matrix $X$</td>
</tr>
</tbody>
</table>
Chapter 5: Tunneling current

\[ u_z(t) \quad \text{Control signal for the Z axis (voltage amplifier input)} \]

\[ V_Az(s) \quad \text{Model of the voltage amplifier (Z axis)} \]

\[ G_{vz} \quad \text{Gain of the voltage amplifier (Z axis)} \]

\[ \omega_{vz} \quad \text{Bandwidth of the voltage amplifier (Z axis)} \]

\[ v_{pz}(t) \quad \text{Piezo input voltage (Z axis)} \]

\[ d_z(t) \quad \text{Disturbance including creep (Z axis)} \]

\[ D_{pz}(s) \quad \text{Direct piezo linear dynamics (Z axis)} \]

\[ z_z(t) \quad \text{Direct contribution to piezo displacement (Z axis)} \]

\[ z_x(t) \quad \text{Cross-coupling contribution to piezo displacement (from X to Z axis)} \]

\[ z_y(t) \quad \text{Cross-coupling contribution to piezo displacement (from Y to Z axis)} \]

\[ z_p(t) \quad \text{Total piezo displacement (Z axis)} \]

\[ z_s(t) \quad \text{Surface variations} \]

\[ Piezo_z(s) \quad \text{Model of the piezoelectric actuator (Z axis)} \]

\[ G_{pz} \quad \text{Gain of the piezoelectric actuator (Z axis)} \]

\[ \omega_{pz} \quad \text{Bandwidth of the piezoelectric actuator (Z axis)} \]

\[ \xi_{pz} \quad \text{Damping ratio of the piezoelectric actuator (Z axis)} \]

\[ d_0 \quad \text{Initial tunneling gap between the tip and the surface} \]

\[ d(t) \quad \text{Tunneling gap between the tip and the surface} \]

\[ d_{eq} \quad \text{Equilibrium gap between the tip and the surface} \]

\[ \Delta d(t) \quad \text{Gap deviation from its equilibrium } d_{eq} \]

\[ i_t(t) \quad \text{Tunneling current} \]

\[ i_{eq} \quad \text{Equilibrium tunneling current} \]

\[ \Delta i_t(t) \quad \text{Tunneling current deviation from its equilibrium } i_{eq} \]

\[ V_b \quad \text{Bias Voltage} \]

\[ g \quad \text{Proportionality constant of tunneling current} \]

\[ k \quad \text{Constant of tunneling current} \]

\[ PL'_t \quad \text{Exponential nonlinearity of the tunneling current} \]

\[ e \quad \text{Electron charge} \]

\[ m_e \quad \text{Electron mass} \]

\[ \phi \quad \text{Work function for metals} \]

\[ CS_t(s) \quad \text{Model of the current sensor} \]

\[ G_t \quad \text{Gain of the current sensor} \]

\[ \omega_t \quad \text{Bandwidth of the current sensor} \]

\[ v_z(t) \quad \text{Output of the current sensor} \]

\[ n_3(t) \quad \text{Measurement noise of the current sensor} \]

\[ y_3(t) \quad \text{Final output of the current sensor} \]

\[ z_s(t) \quad \text{Reference value of the tunneling voltage} \]

\[ G_z(s) \quad \text{Continuous-time plant model (Z axis)} \]

\[ H(z^{-1}) \quad \text{Discrete-time plant model (Z axis)} \]

\[ f_s \quad \text{Sampling frequency} \]

\[ d_l \quad \text{System pure delay expressed in number of sampling periods} \]
List of notations

- \( B(z^{-1}) \) : Polynomial representing numerator of \( H(z^{-1}) \)
- \( A(z^{-1}) \) : Polynomial representing denominator of \( H(z^{-1}) \)
- \( R(z^{-1}) \) : Polynomial representing numerator of the digital controller
- \( S(z^{-1}) \) : Polynomial representing denominator of the digital controller
- \( P_D(z^{-1}) \) : Polynomial representing desired closed-loop poles
- \( P_F(z^{-1}) \) : Polynomial representing auxiliary closed-loop poles
- \( P(z^{-1}) \) : Polynomial representing closed-loop poles
- \( R'(z^{-1}) \) : Polynomial representing fixed part of \( R(z^{-1}) \)
- \( S'(z^{-1}) \) : Polynomial representing fixed part of \( S(z^{-1}) \)
- \( n_A \) : Degree of polynomial \( A(z^{-1}) \)
- \( n_B \) : Degree of polynomial \( B(z^{-1}) \)
- \( n_R \) : Degree of polynomial \( R(z^{-1}) \)
- \( n_S \) : Degree of polynomial \( S(z^{-1}) \)
- \( n_{HR} \) : Degree of polynomial \( H_R(z^{-1}) \)
- \( n_{HS} \) : Degree of polynomial \( H_S(z^{-1}) \)
- \( \omega_0 \) : Desired closed-loop bandwidth
- \( \xi \) : Desired closed-loop damping
- \( H_{CL}(z^{-1}) \) : Closed-loop transfer function
- \( S_{yp}(z^{-1}) \) : Output sensitivity function
- \( S_{yp}(z^{-1}) \) : Complementary sensitivity function
- \( S_{ap}(z^{-1}) \) : Input sensitivity function

Chapter 6: 3D results for nanopositioning and STM applications

- \( x_r(t) \) : Reference value of the capacitive voltage (X axis)
- \( y_r(t) \) : Reference value of the capacitive voltage (Y axis)
- \( z_r(t) \) : Reference value of the tunneling voltage
- \( x_{r0} \) : Starting point (initial value) for \( x_r(t) \)
- \( y_{r0} \) : Starting point (initial value) for \( y_r(t) \)
- \( A_r \) : Amplitude of the triangle reference signal \( x_r(t) \)
- \( f_r \) : Frequency of the triangle reference signal \( x_r(t) \)
- \( \alpha_r \) : Slope of the ramp reference signal \( y_r(t) \)
- \( r_s(t) \) : Instantaneous spiral radius
- \( \theta_s(t) \) : Instantaneous spiral angle
- \( \omega_s(t) \) : Spiral angular velocity
- \( P_s \) : Spiral pitch
- \( R_s \) : Non-instantaneous spiral radius
- \( N_s \) : Number of crossing points of the spiral signal
- \( u_x(t) \) : Control signal for the X axis (voltage amplifier input)
- \( u_y(t) \) : Control signal for the Y axis (voltage amplifier input)
- \( u_z(t) \) : Control signal for the Z axis (voltage amplifier input)
List of notations

- $VA_x(s)$: Model of the voltage amplifier (X axis)
- $VA_y(s)$: Model of the voltage amplifier (Y axis)
- $VA_z(s)$: Model of the voltage amplifier (Z axis)
- $G_{vx}$: Gain of the voltage amplifier (X axis)
- $G_{vy}$: Gain of the voltage amplifier (Y axis)
- $G_{vz}$: Gain of the voltage amplifier (Z axis)
- $\omega_{vx}$: Bandwidth of the voltage amplifier (X axis)
- $\omega_{vy}$: Bandwidth of the voltage amplifier (Y axis)
- $\omega_{vz}$: Bandwidth of the voltage amplifier (Z axis)
- $v_{px}(t)$: Piezo input voltage (X axis)
- $v_{py}(t)$: Piezo input voltage (Y axis)
- $v_{pz}(t)$: Piezo input voltage (Z axis)
- $H_x[v_{px}](t)$: Nonlinear operator representing static hysteresis PI model (X axis)
- $H_y[v_{py}](t)$: Nonlinear operator representing static hysteresis PI model (Y axis)
- $q_{px}(t)$: Output of static piezo nonlinearity (X axis)
- $q_{py}(t)$: Output of static piezo nonlinearity (Y axis)
- $q_{pz}(t)$: Output of static part of piezo (Z axis)
- $G_{creepx}(s)$: Creep linear dynamics (X axis)
- $G_{creepy}(s)$: Creep linear dynamics (Y axis)
- $D_{px}(s)$: Direct piezo linear dynamics (X axis)
- $D_{py}(s)$: Direct piezo linear dynamics (Y axis)
- $D_{pz}(s)$: Direct piezo linear dynamics (Z axis)
- $G_{pz}$: Gain of the piezoelectric actuator (X axis)
- $G_{py}$: Gain of the piezoelectric actuator (Y axis)
- $G_{pz}$: Gain of the piezoelectric actuator (Z axis)
- $\omega_{px}$: Bandwidth of the piezoelectric actuator (X axis)
- $\omega_{py}$: Bandwidth of the piezoelectric actuator (Y axis)
- $\omega_{pz}$: Bandwidth of the piezoelectric actuator (Z axis)
- $\xi_{px}$: Damping ratio of the piezoelectric actuator (X axis)
- $\xi_{py}$: Damping ratio of the piezoelectric actuator (Y axis)
- $\xi_{pz}$: Damping ratio of the piezoelectric actuator (Z axis)
- $Z_x(s)$: Cross-coupling dynamics (from X to Z axis)
- $Z_y(s)$: Cross-coupling dynamics (from Y to Z axis)
- $\hat{Z}_x(s)$: Estimate of $Z_x(s)$
- $\hat{Z}_y(s)$: Estimate of $Z_y(s)$
- $G_{xz}$: Gain of the cross-coupling dynamics (from X to Z axis)
- $G_{zy}$: Gain of the cross-coupling dynamics (from Y to Z axis)
- $\hat{G}_{xz}$: Estimate of $G_{xz}$
- $\hat{G}_{zy}$: Estimate of $G_{zy}$
- $\omega_{zx}$: Bandwidth of the cross-coupling dynamics (from X to Z axis)
- $\omega_{zy}$: Bandwidth of the cross-coupling dynamics (from Y to Z axis)
- $\hat{\omega}_{zx}$: Estimate of $\omega_{zx}$
- $\hat{\omega}_{zy}$: Estimate of $\omega_{zy}$
$x_p(t)$ Direct contribution to piezo displacement (X axis)
$y_p(t)$ Direct contribution to piezo displacement (Y axis)
$z_x(t)$ Direct contribution to piezo displacement (Z axis)
$z_z(t)$ Cross-coupling contribution to piezo displacement (from X to Z axis)
$z_y(t)$ Cross-coupling contribution to piezo displacement (from Y to Z axis)
$\hat{z}_x(t)$ Estimate of $z_x(t)$
$\hat{z}_z(t)$ Estimate of $z_z(t)$
$\hat{z}_y(t)$ Estimate of $z_y(t)$
$x_p(t)$ Total piezo displacement (X axis)
$y_p(t)$ Total piezo displacement (Y axis)
$\hat{x}_p(t)$ Estimate of $x_p(t)$
$\hat{y}_p(t)$ Estimate of $y_p(t)$
$z_p(t)$ Total piezo displacement (Z axis)
$z_u(t)$ Surface variations
$u_x(t)$ Proper (non-compensating) part of control input $u_z(t)$
$u_e(t)$ Compensating part of control input $u_z(t)$
$u_{cz}(t)$ Compensating control for cross-coupling (from X to Z axis)
$u_{cy}(t)$ Compensating control for cross-coupling (from Y to Z axis)
$\hat{G}_{zz}(s)$ Estimate of piezo transfer function
$d_0$ Initial tunneling gap between the tip and the surface
$d(t)$ Tunneling gap between the tip and the surface
$\hat{d}(t)$ Estimate of $d(t)$
$\Delta d(t)$ Gap deviation from its equilibrium $d_{eq}$
$i_t(t)$ Tunneling current
$i_{eq}$ Equilibrium tunneling current
$\Delta i_t(t)$ Tunneling current deviation from its equilibrium $i_{eq}$
$V_b$ Bias Voltage
$g$ Proportionality constant of tunneling current
$k$ Constant of tunneling current
$PL_t'$ Exponential nonlinearity of the tunneling current
$CS_x(s)$ Model of the capacitive sensor (X axis)
$CS_y(s)$ Model of the capacitive sensor (Y axis)
$CS_z(s)$ Model of the current sensor (Z axis)
$G_{capx}$ Gain of the capacitive sensor (X axis)
$G_{capy}$ Gain of the capacitive sensor (Y axis)
$G_t$ Gain of the current sensor (Z axis)
$\omega_{capx}$ Bandwidth of the capacitive sensor (X axis)
$\omega_{capy}$ Bandwidth of the capacitive sensor (Y axis)
$\omega_t$ Bandwidth of the current sensor (Z axis)
$v_x(t)$ Output of the capacitive sensor (X axis)
$v_y(t)$ Output of the capacitive sensor (Y axis)
$v_z(t)$ Output of the current sensor (Z axis)
n_1(t)$ Measurement noise of the capacitive sensor (X axis)
n_2(t)$ Measurement noise of the capacitive sensor (Y axis)
n_3(t)$ Measurement noise of the current sensor (Z axis)
List of notations

\[ y_1(t) \quad \text{Final output of the capacitive sensor (X axis)} \]
\[ y_2(t) \quad \text{Final output of the capacitive sensor (Y axis)} \]
\[ y_3(t) \quad \text{Final output of the current sensor (Z axis)} \]
\[ x(t) \quad \text{State vector of the 3D model for surface reconstruction} \]
\[ u(t) \quad \text{Input vector of the 3D model for surface reconstruction} \]
\[ y(t) \quad \text{Output vector of the 3D model for surface reconstruction} \]
\[ x_{eq} \quad \text{Equilibrium state vector} \]
\[ u_{eq} \quad \text{Equilibrium input vector} \]
\[ y_{eq} \quad \text{Equilibrium output vector} \]
\[ \Delta x(t) \quad \text{Deviation of the state vector from its equilibrium} \]
\[ \Delta u(t) \quad \text{Deviation of the input vector from its equilibrium} \]
\[ \Delta y(t) \quad \text{Deviation of the output vector from its equilibrium} \]
\[ \Delta \hat{x}(t) \quad \text{Estimate of } \Delta x(t) \]
\[ e(t) \quad \text{Tracking error vector} \]
\[ r(t) \quad \text{Reference vector} \]
\[ \Delta \hat{x}_e(t) \quad \text{Estimated state vector deviations (with surface variations)} \]
\[ \Delta \hat{x}_e(t) \quad \text{Estimate of } \Delta x_e(t) \]
\[ A, B, C \quad \text{System matrices} \]
\[ A_e, B_e, C_e \quad \text{Matrices of the extended system (for estimation)} \]
\[ B_d \quad \text{Disturbance matrix} \]
\[ n(t) \quad \text{Measurement noise vector} \]
\[ w(t) \quad \text{Process noise vector} \]
\[ N \quad \text{Measurement noise covariance matrix} \]
\[ W \quad \text{Process noise covariance matrix} \]
\[ L \quad \text{Kalman gain matrix} \]
\[ P \quad \text{Solution of the Kalman Filter ARE} \]
\[ x_i(t) \quad \text{Integrated tracking error} \]
\[ x_{ie}(t) \quad \text{Extended state vector deviations (with an integral action)} \]
\[ A_e, B_e \quad \text{Matrices of the extended system (for control)} \]
\[ Q \quad \text{LQR weighting matrix for the state} \]
\[ R \quad \text{LQR weighting matrix for the control} \]
\[ K \quad \text{LQR gain matrix} \]
\[ S \quad \text{Solution of the LQR ARE} \]

Chapter 7: Cantilever nanopositioning with electrostatic actuation

\[ F_e(t) \quad \text{Electrostatic force} \]
\[ \hat{F}_e(t) \quad \text{Estimate of } F_e(t) \]
\[ F_p(t) \quad \text{Proximity force} \]
\[ \hat{F}_p(t) \quad \text{Estimate of } F_p(t) \]
\[ F_c(t) \quad \text{Total input net force exciting the cantilever} \]
\[ \hat{F}_c(t) \quad \text{Estimate of } F_c(t) \]
<table>
<thead>
<tr>
<th>Notation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$z_{ce}(x, t)$</td>
<td>Cantilever displacement (at the position $x$) due to electrostatic force</td>
</tr>
<tr>
<td>$\dot{z}_{ce}(x, t)$</td>
<td>Estimate of $z_{ce}(x, t)$</td>
</tr>
<tr>
<td>$z_{cp}(x, t)$</td>
<td>Cantilever displacement (at the position $x$) due to proximity force</td>
</tr>
<tr>
<td>$\dot{z}_{cp}(x, t)$</td>
<td>Estimate of $z_{cp}(x, t)$</td>
</tr>
<tr>
<td>$z_c(x, t)$</td>
<td>Total cantilever displacement (at the position $x$) due to total force</td>
</tr>
<tr>
<td>$\dot{z}_c(x, t)$</td>
<td>Estimate of $z_c(x, t)$</td>
</tr>
<tr>
<td>$z_{ce}$</td>
<td>Reference for cantilever displacement due to electrostatic force</td>
</tr>
<tr>
<td>$z_c$</td>
<td>Reference for total cantilever displacement</td>
</tr>
<tr>
<td>$A$</td>
<td>Cross sectional area of the cantilever</td>
</tr>
<tr>
<td>$I$</td>
<td>Area moment of inertia of the cantilever</td>
</tr>
<tr>
<td>$\rho$</td>
<td>Density of the cantilever material</td>
</tr>
<tr>
<td>$\xi$</td>
<td>Damping ratio for the modes (here the same for each mode)</td>
</tr>
<tr>
<td>$p_d(x, t)$</td>
<td>Damping force (sum of the structural and electrostatic damping)</td>
</tr>
<tr>
<td>$Q$</td>
<td>Quality factor</td>
</tr>
<tr>
<td>$L$</td>
<td>Length of the cantilever</td>
</tr>
<tr>
<td>$m_j$</td>
<td>Modal mass of $j^{th}$ mode</td>
</tr>
<tr>
<td>$c_j$</td>
<td>Modal damping coefficient of $j^{th}$ mode</td>
</tr>
<tr>
<td>$k_j$</td>
<td>Modal stiffness coefficient of $j^{th}$ mode</td>
</tr>
<tr>
<td>$\omega_j$</td>
<td>Modal natural frequency of $j^{th}$ mode</td>
</tr>
<tr>
<td>$\lambda_j$</td>
<td>Modal wave constant of the $j^{th}$ mode</td>
</tr>
<tr>
<td>$q_j(t)$</td>
<td>Fundamental deformation of the $j^{th}$ mode (only time-dependent)</td>
</tr>
<tr>
<td>$\phi_j(x)$</td>
<td>Modal shape function for the $j^{th}$ mode (only space-dependent)</td>
</tr>
<tr>
<td>$CNT(s)$</td>
<td>Cantilever model</td>
</tr>
<tr>
<td>$CNT_{3m}(s)$</td>
<td>Cantilever model (with 3 modes)</td>
</tr>
<tr>
<td>$CNT_{1m}(s)$</td>
<td>Cantilever model (with 1 mode)</td>
</tr>
<tr>
<td>$INT_{tc}$</td>
<td>Nonlinear block representing interaction force</td>
</tr>
<tr>
<td>$k_f = CNT_{DC}^{-1}$</td>
<td>Cantilever force constant</td>
</tr>
<tr>
<td>$x_f$</td>
<td>Position $x$ where the force $F_c(t)$ is applied at the cantilever input</td>
</tr>
<tr>
<td>$l_0$</td>
<td>Distance between the unbended cantilever and the electrostatic plate</td>
</tr>
<tr>
<td>$l(t)$</td>
<td>Actual distance between the cantilever and the electrostatic plate</td>
</tr>
<tr>
<td>$\varepsilon_0$</td>
<td>Vacuum permittivity</td>
</tr>
<tr>
<td>$A_e$</td>
<td>Common surface between the cantilever and the electrostatic plate</td>
</tr>
<tr>
<td>$u_z(t)$</td>
<td>Control signal for the Z axis (voltage amplifier input)</td>
</tr>
<tr>
<td>$V_c(t)$</td>
<td>Control signal for the Z axis (electrostatic actuator input)</td>
</tr>
<tr>
<td>$u_e(t)$</td>
<td>Control signal for the Z axis (after exact linearization)</td>
</tr>
<tr>
<td>$b$</td>
<td>Proportionality constant of electrostatic actuator</td>
</tr>
<tr>
<td>$VA_z(s)$</td>
<td>Model of the voltage amplifier (Z axis)</td>
</tr>
<tr>
<td>$G_{vz}$</td>
<td>Gain of the voltage amplifier (Z axis)</td>
</tr>
<tr>
<td>$v_{pz}(t)$</td>
<td>Piezo input voltage (Z axis)</td>
</tr>
<tr>
<td>$d_z(t)$</td>
<td>Disturbance including creep phenomenon (Z axis)</td>
</tr>
<tr>
<td>$q_{pz}(t)$</td>
<td>Output of static part of piezo (Z axis)</td>
</tr>
<tr>
<td>$D_{pz}(s)$</td>
<td>Direct piezo linear dynamics (Z axis)</td>
</tr>
<tr>
<td>$G_{pz}$</td>
<td>Gain of the piezoelectric actuator (Z axis)</td>
</tr>
<tr>
<td>$\omega_{pz}$</td>
<td>Bandwidth of the piezoelectric actuator (Z axis)</td>
</tr>
<tr>
<td>$\xi_{pz}$</td>
<td>Damping ratio of the piezoelectric actuator (Z axis)</td>
</tr>
<tr>
<td>$z_p(t)$</td>
<td>Total piezo displacement (Z axis)</td>
</tr>
<tr>
<td>$z(t)$</td>
<td>Tip displacement (Z axis)</td>
</tr>
<tr>
<td>$\hat{z}_t(t)$</td>
<td>Estimate of $z_t(t)$</td>
</tr>
</tbody>
</table>
List of notations

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$d_0$</td>
<td>Initial tunneling gap between the tip and the surface</td>
</tr>
<tr>
<td>$d(t)$</td>
<td>Tunneling gap between the tip and the surface</td>
</tr>
<tr>
<td>$\dot{d}(t)$</td>
<td>Estimate of $d(t)$</td>
</tr>
<tr>
<td>$i_t(t)$</td>
<td>Tunneling current</td>
</tr>
<tr>
<td>$i_eq$</td>
<td>Equilibrium tunneling current</td>
</tr>
<tr>
<td>$g$</td>
<td>Proportionality constant of tunneling current</td>
</tr>
<tr>
<td>$k$</td>
<td>Constant of tunneling current</td>
</tr>
<tr>
<td>$V_b$</td>
<td>Bias Voltage</td>
</tr>
<tr>
<td>$CS_t(s)$</td>
<td>Model of the current sensor (Z axis)</td>
</tr>
<tr>
<td>$G_t$</td>
<td>Gain of the current sensor (Z axis)</td>
</tr>
<tr>
<td>$v_z(t)$</td>
<td>Output of the current sensor (Z axis)</td>
</tr>
<tr>
<td>$n_3(t)$</td>
<td>Measurement noise of the current sensor (Z axis)</td>
</tr>
<tr>
<td>$y_3(t)$</td>
<td>Final output of the current sensor (Z axis)</td>
</tr>
<tr>
<td>$EA$</td>
<td>Electrostatic actuator</td>
</tr>
<tr>
<td>$FE$</td>
<td>Proximity force estimator</td>
</tr>
<tr>
<td>$G_{u_r \rightarrow y_3}(s)$</td>
<td>Perturbed linear model for $H_\infty$ cantilever control</td>
</tr>
<tr>
<td>$G_{u_r \rightarrow y_3}(s)$</td>
<td>Nominal linear model for $H_\infty$ cantilever control</td>
</tr>
<tr>
<td>$\Delta(s)$</td>
<td>Normalized complex perturbation</td>
</tr>
<tr>
<td>$W_\Delta(s)$</td>
<td>Model uncertainty weight</td>
</tr>
<tr>
<td>$l_\Delta(\omega)$</td>
<td>Relative magnitude of the neglected dynamics</td>
</tr>
<tr>
<td>$W_S(s)$</td>
<td>Weight for the output sensitivity function</td>
</tr>
<tr>
<td>$W_T(s)$</td>
<td>Weight for the complementary sensitivity function</td>
</tr>
<tr>
<td>$W_R(s)$</td>
<td>Weight for the input sensitivity function</td>
</tr>
<tr>
<td>$H$</td>
<td>Hamaker constant</td>
</tr>
<tr>
<td>$R$</td>
<td>Tip radius</td>
</tr>
<tr>
<td>$a_p$</td>
<td>Interatomic value</td>
</tr>
<tr>
<td>$E_{eff}$</td>
<td>Effective contact stiffness (between the tip and the cantilever)</td>
</tr>
<tr>
<td>$E_t$</td>
<td>Elastic modulus of the tip</td>
</tr>
<tr>
<td>$E$</td>
<td>Elastic modulus of the surface (cantilever)</td>
</tr>
<tr>
<td>$v_t$</td>
<td>Poisson ratio of the tip</td>
</tr>
<tr>
<td>$v$</td>
<td>Poisson ratio of the surface (cantilever)</td>
</tr>
</tbody>
</table>
Introduction

General context

The recent years show rapidly growing popularity of nanotechnology and related sciences which can be explained by the continuous need for object miniaturization. One of the most extensively studied branch by the researchers is the Scanning Probe Microscopy (SPM), which was originated in the early 80s by the invention of the Scanning Tunneling Microscope (STM), for which its creators Gerd Binnig and Heinrich Rohrer from IBM laboratory, received the Nobel Prize. This device has the capability of scanning the surface (conductive or semi-conductive) with the aim of obtaining its morphological (or electrical) properties with an atomic resolution. Together with its successor - Atomic Force Microscope (AFM) (which can be used with non-conductive materials as well), it has changed many areas like physics, biology and material sciences, where not only the atomic-resolution measurement but also manipulation at such small scale is possible. One of the key requirements of these devices is nanopositioning, which is the positioning of a small object with high accuracy and over high bandwidth. These features are the main aspects that have attracted the researchers working around this area. However, the measurement noise, disturbances and nonlinearities strongly affect the positioning at such a small scale. Those problems, which are usually treated by physicists or electronics specialists are solved here using system theory (modeling, identification, observation and control).

Thesis objectives and contribution

The main objective of this thesis is to elaborate high performance control strategies for a three-dimensional (X,Y,Z) model of nanopositioning system and their real-time validation on an experimental tunneling current-based platform, started in GIPSA-lab a few years ago [Blanvillain, 2010], [Ahmad, 2011]. The main challenge is to take into account different nonlinear dynamics, disturbances and noises appearing in such 3D system, composed mainly of a piezoelectrically actuated tunneling tip (like in STM) and a microcantilever (like in AFM) and to control the whole system with nanoscale accuracy and high bandwidth.

The contribution of this thesis is twofold. First, the development of a new three-dimensional model of the nanopositioning device is done, based on the tunneling current phenomenon, with piezoelectrically actuated tunneling tip and electrostatically actuated cantilever, taking into account the adverse effects of different nature. They are associated mainly with piezoelectric actuators (like nonlinear hysteresis, creep, structural vibration, or cross-couplings between the axes) but also with the tunneling current phenomenon (exponential nonlinearity) and with the electrostatic actuator (quadratic nonlinearity). Such a 3D model, to the authors’ knowledge, does not appear in the literature. The second contribution is the development of different control approaches for such 3D model. To that end, the horizontal motion in X and Y directions is first studied. The nonlinear hysteresis and creep exhibited by piezoelectric
actuators are compensated using different methods (operator-based Prandtl-Ishlinskii model, its modified version, disturbance observer and combination of the two, as well as an adaptive approach). The effects of piezo vibration and cross-couplings between X and Y axes are reduced using robust control methods (SISO LQG/LTR, SISO $\mathcal{H}_\infty$ and MIMO $\mathcal{H}_\infty$). Next, the horizontal motion is combined with the vertical motion of the Z axis, based on the tunneling current phenomenon, controlled by the piezoelectrically actuated tip and the electrostatically actuated cantilever (by means of pole-placement with sensitivity functions shaping and $\mathcal{H}_\infty$ design). The results for three applications are presented. First, 3D nanopositioning on the fixed part of the cantilever is validated experimentally. In the second application, tested in simulation, the model of STM-like device is used with the aim of surface reconstruction (using three SISO PID controllers with decoupling method and MIMO LQI control). Finally, the aim of the last application is the nanopositioning of the multi-mode cantilever model on its mobile part by means of electrostatic actuation with piezoelectrically actuated tunneling tip and with proximity force (appearing between the tip and the cantilever) compensation. All applications are based on the tunneling current phenomenon.

**Thesis organization**

**Chapter 1:** In this chapter a state-of-the-art is presented. Among the nanoscale applications, the focus is mainly on Scanning Tunneling Microscopy. The key components used in such nanoscale applications, like piezoelectric actuators or tunneling current sensor (in case of STM) are described in detail, together with the associated challenge of their control, especially connected with tunneling nonlinearity and with the adverse phenomena of piezoelectric actuators like hysteresis, creep, vibration and cross-couplings between axes. At the end, an overview of the nanopositioning control in three dimensions is tackled.

**Chapter 2:** This chapter is focused on the description of the lab-made experimental nanopositioning platform based on tunneling current phenomenon, used in this thesis. The full nonlinear system model in three dimensions is developed. It includes the horizontal model (motion along X and Y axes) with focus on the piezoelectric actuators, driven by voltage amplifiers and read by capacitive sensors, and the vertical model (motion along the Z axis) of piezoelectrically actuated tunneling tip with a high-gain tunneling current sensor and electrostatically actuated cantilever.

**Chapter 3:** In this chapter the problem of modeling and compensation of nonlinear hysteresis and creep present in piezoelectric actuators (in X and Y directions) is considered. Experimental data are used for hysteresis model identification and results for real-time hysteresis compensation are presented. To that end, several modeling/compensation methods are used, starting from the classical and modified inverse-based Prandtl-Ishlinskii (PI/MPI) model, disturbance observer (DOB) and the hybrid method, which combines both of them (MPI/DOB). Finally, a polynomial-based model of hysteresis with adaptively changing coefficients is used together with Newton-based inversion algorithm. All the results are obtained experimentally using the nanopositioning platform of GIPSA-lab.
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**Chapter 4:** Here the 2D horizontal system (X and Y axes) already compensated for hysteresis is considered, with the purpose of structural vibration and cross-coupling reduction. The two-input two-output (TITO) high-order linear model is identified and its order is reduced using balanced truncation method. Such a model together with specified uncertainty, serves as a nominal model for the controller design. Three kinds of robust controllers are designed and experimentally tested on the nanopositioning platform: single variable LQG/LTR, single variable $\mathcal{H}_\infty$ and multivariable $\mathcal{H}_\infty$.

**Chapter 5:** This chapter is devoted to the vertical system of piezoelectrically actuated metallic tip. The tip is approached to the fixed metallic surface of the cantilever and the tunneling current phenomenon is observed. Its exponential dependence on the tip/surface gap is confirmed by fitting the model curve to the experimental data. The model with tunneling nonlinearity is then linearized around an equilibrium point and a pole placement controller with sensitivity functions shaping is designed on the basis of this linearized model. Finally, experimental results for tunneling current stabilization and tracking are shown.

**Chapter 6:** In this chapter the horizontal motion in X and Y directions is coupled with the vertical motion in Z direction (not including the cantilever motion). Two kinds of applications are considered here: the nanopositioning in three dimensions, validated experimentally, and STM-like application, tested in simulation. In the nanopositioning application the tunneling tip tracks the reference trajectory along X, Y and Z axes (in the Z axis, the tunneling current tracks the prespecified reference called "virtual surface"). Here, three kinds of hysteresis compensation methods (open-loop MPI, closed-loop DOB and a hybrid MPI/DOB) are tested in horizontal directions in the presence of tunneling current in the vertical direction. In the STM-like application, the tunneling tip is moved along horizontal X and Y axes, tracking the prespecified trajectory, while the tunneling current in vertical Z direction is stabilized at a constant level. To that end, two control approaches are tested with the aim of surface reconstruction: SISO PID decentralized control with decoupling compensators and MIMO Linear Quadratic Integral (LQI) centralized control. In the first (more classical) case, the surface is retrieved from the control signal of the vertical piezo, and in the second one, a Kalman observer is used for its reconstruction.

**Chapter 7:** In this chapter, modeling, analysis and simulation of a multi-mode cantilever model are done. Properties of mode vanishing near the singular points of the associated modal shape function are used for actuator and sensor location in order to damp the modes. This allows to reduce the order of the system, as well as to increase its bandwidth. The application of three-mode cantilever model nanopositioning based on the tunneling current phenomenon is presented. The control of tunneling gap through electrostatically actuated cantilever is done using $\mathcal{H}_\infty$ design and the cantilever positioning over a distance greater than 1 nm is done through piezoelectrically actuated tunneling tip using PID control. A proximity force estimator is designed for estimation and subsequent compensation of the interaction force between the tip and the cantilever.

**Chapter 8:** This chapter concludes the manuscript and gives some perspectives and possible extensions.
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1.1 Introduction

In this first chapter, a short state-of-the-art is given as a starting point to the work on nanopositioning, considered in this thesis. First, some micro-/nanoscale applications are briefly reviewed. Then, an overview of main phenomena (such as tunneling current) and tools (such as piezoelectric actuators), that will be useful for us, as well as related control issues are given. Finally, 3D operation, which plays a fundamental role in the present work, is discussed.

1.2 Micro-/Nanoscale applications

The Scanning Tunneling Microscope (STM), since its invention in the beginning of the 1980s by Gerd Binnig and Heinrich Rohrer [Binnig and Rohrer, 1986], has experienced extensive research and gained wide acceptance in nanotechnology, mainly due to its capability of measuring topographical/electrical properties of the surfaces with an atomic resolution. The scheme of an STM-like scanning device is shown in Fig. 1.1. When the conductive tip is approached to the metallic surface at a distance lower than $1 \cdot 10^{-9}$ m and if it is electrically biased w.r.t. the surface (bias voltage applied in-between), electrons can leave one material and pass to another one. Such flow of electrons is called then tunneling current and its intensity depends on the tip/surface gap. Now, by keeping the tunneling current (and as a result this gap)
constant using proper control, and by simultaneously moving the tip along the surface horizontally using piezoelectric actuators, the tip is forced to follow the topographical variations (or more precisely the contour of constant density of states) of the surface. The amount of this variations (topographical/electrical) can be retrieved via control signal of the vertical piezo [Abramovitch et al., 2007].

The Atomic Force Microscope (AFM) [Binnig et al., 1986], which unlike STM uses position sensor instead of tunneling current sensor, became even more popular, since it applies also to non-conductive surfaces, thus more focus has been devoted to it in the literature. It has fundamentally changed research in such areas as biology [Zou et al., 2004], chemistry [Jandt et al., 2000], physics [Tsukada et al., 2000], materials science [Yamanaka et al., 1999] and micro-/nanorobotics [Xie et al., 2012].
Other applications where the nanopositioning plays very important role include Hard Disk Drives (HDDs) [Hu et al., 1999], where the read/write head is positioned over data tracks or nanolithography [Gentili et al., 1993]. Fig. 1.2 provides a couple of STM/AFM illustrative applications.

1.3 Tools, challenges and associated control issues

1.3.1 Tunneling current phenomenon

In metals the electrons fill the energy levels up to the particular top energy known as the Fermi level $E_F$ as shown in Fig. 1.3a. If two conductive materials (here the tip and the surface) are brought close enough to each other, there is a small vacuum gap between them which is a potential barrier. The electrons of one metal can leave it, overcome an energy barrier and travel to the other metal only if an additional amount of energy, so-called work function $\phi$, is delivered to them. Both, the tip and the surface without any external supply have the same electrical potential and therefore their Fermi levels are aligned. Biasing the surface w.r.t. the tip with the potential $V_b$, as shown in Fig. 1.3b, decreases the Fermi level of the latter by the energy $eV_b$. Such a difference between the Fermi levels of the surface $E_{F_s} = E_F$ and of the tip $E_{F_t} = E_F - eV_b$ results in filled energy states in the former and empty energy states in the latter. The filled/empty states force the electrons to jump from one material to the other one and such a flow of electrons is called tunneling current. The direction of tunneling depends on the polarity of the constant bias voltage $V_b$ (i.e. if the negative electrode of the supply is connected to the tip, its Fermi level will increase w.r.t. the one of the surface and the tunneling direction will be reversed).

In classical mechanics, if a particle of total energy $E$ encounters a potential barrier of energy $V > E$ it cannot pass through it and will be reflected. In case of quantum mechanics, the wave–particle duality concept states that every elementary particle (in this case the electron) can be treated not only as a particle but also as a wave and even if its total energy is smaller than the potential energy of the barrier there is still a non-zero probability that it may pass this forbidden region and reappear on the other side as shown in Fig. 1.4. Mathematically, the electron state can be described by referring to the following time-independent Schrödinger equation in one dimension ($z$ in this case), that describes the stationary states (indeed in atoms the potential on the orbits does not change with time):

$$-\frac{\hbar^2}{2m} \frac{d^2}{dz^2} \psi(z) + V(z)\psi(z) = E\psi(z)$$

(1.1)

where $\psi(z)$ is the wave function describing the wave-like behavior of the electron, $E$ is its total energy, which equals to the sum of the potential energy $V(z)$ and the kinetic energy (described by the first term in equation (1.1)) and $\hbar = 1.05 \cdot 10^{-34} \text{J} \cdot \text{s}$ is a reduced Planck constant. Assuming the square potential barrier of length $d$, described as follows:

$$V(z) = \begin{cases} V_0, & 0 < z < d \\ 0, & \text{otherwise} \end{cases}$$

(1.2)
the space $z$ is divided into three regions as shown in Fig. 1.4: region I ($z < 0$), region III ($z > d$), both outside the barrier, with zero potential energy and region II ($0 < z < d$) inside the barrier with constant potential energy $V_0$. For each region one searches the solution of (1.1).

Outside the barrier (in regions I and III) $E - V(z) > 0$. From (1.2), $V(z) = 0$ and the total energy of electron is equal to its kinetic energy. Equation (1.1) takes the following form:

$$\frac{\hbar^2}{2m_e} \frac{d^2}{dz^2} \psi(z) + E \psi(z) = 0 \quad (1.3)$$

This linear ordinary differential equation can be expressed using Laplace operator as follows:

$$\left( \frac{\hbar^2}{2m_e} s^2 + E \right) \psi(s) = 0 \quad (1.4)$$

which has the following solutions:

$$s_{1,2} = \pm i \frac{\sqrt{2m_e E}}{\hbar} \quad (1.5)$$

Figure 1.3: Tunneling effect: (a) Unbiased tip/surface. (b) Surface biased w.r.t. the tip.
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Figure 1.4: Electron behaviour in three energy regions during tunneling effect.

Hence, the final solution for the wave function in regions I and III is a linear combination of solutions (1.5) as follows:

\[ \psi_I(z) = A_1 e^{s_1 z} + A_2 e^{s_2 z} = A_1 e^{ik_0 z} + A_2 e^{-ik_0 z} \]  
\[ \psi_{III}(z) = C_1 e^{s_1 z} + C_2 e^{s_2 z} = C_1 e^{ik_0 z} + C_2 e^{-ik_0 z} \]

where \( k_0 = \sqrt{\frac{2m_e E}{\hbar}} \) is a wave number outside the barrier. One can notice that the solutions (1.6) and (1.7) represent oscillating waves.

Inside the barrier (region II) \( E - V(z) < 0 \). From (1.2), \( V(z) = V_0 \) and equation (1.1) takes the following form:

\[ \frac{\hbar^2}{2m_e} \frac{d^2}{dz^2} \psi(z) + (E - V_0) \psi(z) = 0 \]

or in Laplace domain:

\[ \left( \frac{\hbar^2}{2m_e} s^2 + E - V_0 \right) \psi(s) = 0 \]

The following solutions are obtained:

\[ s_{1,2} = \pm i \sqrt{\frac{2m_e (E - V_0)}{\hbar}} = \pm \sqrt{\frac{2m_e (V_0 - E)}{\hbar}} \]

This gives the following solution for the wave function inside the barrier:

\[ \psi_{II}(z) = B_1 e^{s_1 z} + B_2 e^{s_2 z} = B_1 e^{-k_1 z} + B_2 e^{k_1 z} \]

where \( k_1 = \sqrt{\frac{2m_e (V_0 - E)}{\hbar}} \) is a wave number inside the barrier. One can notice that the solution (1.11) represents a combination of an exponentially increasing and exponentially decaying terms with decaying rate \( k_1 \). Only the decaying term is taken into account for further considerations, since it corresponds to the tunneling through the barrier.

Knowing the wave function \( \psi(z) \) allows one to calculate the probability density for the electron to be found at the specific location \( z \). This probability is proportional to the wave

\[ P(z) = \frac{|\psi(z)|^2}{\hbar} \]
function squared $|\psi(z)|^2$. We are interested in the case when the tunneling occurs, *i.e.* we want to assess the probability that the electron at position $z = 0$ can cross the barrier and be found at position $z = d$. Taking only the decaying part of equation (1.11), $\psi_{II}(z) = B_1 e^{-k_1 z}$ (where $B_1 = \psi_{II}(0)$), this probability can be expressed as follows:

$$P \propto |\psi_{II}(d)|^2 = |\psi_{II}(0)|^2 e^{-2k_1 d} \quad (1.12)$$

In an unbiased case, like in Fig. 1.3a, $V_0 - E = \phi$ and in case of tunneling effect when two metals are biased w.r.t. each other, like in Fig. 1.3b, $V_0 - E = \phi - eV_b$ and when the bias voltage $V_b$ is chosen to be small enough (such that $eV_b << \phi$), the wave number $k_1 \approx \sqrt{\frac{2m_e \phi}{\hbar}}$ (when the materials for the tip and the sample surface differ electrically, the work function is assumed to be an average of the work functions corresponding to each material).

The tunneling current can be related to the density of empty states of the tip or filled states of the surface (see Fig. 1.3b). The higher the number of these states, the higher value of the tunneling current. Assuming that after biasing $E_{F_s} = E_F$ is the Fermi level of the sample surface, the states filled by electrons in the surface lie on the energy levels between $E_{F} - eV_b$ and $E_{F}$, hence the electrons will flow to the empty states of the tip between the same energy levels $E_{F_t} = E_{F} - eV_b$ and $E_{F}$. The formed tunneling current is proportional to the sum of the probabilities (1.12) taken over this energy range as follows:

$$i_t \propto \frac{eV_b}{\epsilon} \sum_{E_F - eV_b}^{E_F} |\psi_{II}(0)|^2 e^{-2\sqrt{\frac{2m_e \phi}{\hbar}}}d \quad (1.13)$$

Defining the local density of states (LDOS) near some energy region $E$ in an interval $\epsilon$ and at the position $z$ as:

$$\rho_{LS}(z,E) = \frac{1}{\epsilon} \sum_{E-\epsilon}^{E} |\psi(z)|^2 \quad (1.14)$$

and assuming the continuity of the wave function (*i.e.* $\psi(0) = \psi_I(0) = \psi_{II}(0)$ and $\psi(d) = \psi_{II}(d) = \psi_{III}(d)$) the tunneling current (1.13) can be rewritten in terms of LDOS (filled) in an interval $\epsilon = eV_b$ near the Fermi level of the sample surface $E_F$ at the surface location $z = 0$ as follows:

$$i_t \propto eV_b \frac{1}{\epsilon} \sum_{E_F - eV_b}^{E_F} |\psi_{II}(0)|^2 e^{-2\sqrt{\frac{2m_e \phi}{\hbar}}}d = eV_b \rho_{LS}(0, E_F) e^{-2\sqrt{\frac{2m_e \phi}{\hbar}}}d \quad (1.15)$$

or in terms of LDOS (empty) in the same interval $\epsilon = eV_b$ and again near the Fermi level of the sample surface $E_F$ but at the tip location $z = d$:

$$i_t \propto eV_b \rho_{LS}(d, E_F) \quad (1.16)$$

Defining a constant $g = e\rho_{LS}(0, E_F)$ and $k = -2\sqrt{\frac{2m_e \phi}{\hbar}}$, which depends on the metal electrical properties, the tunneling current equation is given by:

$$i_t = gV_b e^{-kd} \quad (1.17)$$

One can see that $i_t$ depends not only on the distance $d$, but also on the bias voltage $V_b$ and the electrical properties of the used surfaces ($\phi$). Since the principle of STM device is based
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on the tunneling current phenomenon, in order to have a reliable images of LDOS (which may approximate the surface topography) one has to keep the bias voltage \( V_b \) constant and the scanned surface must be composed of only one material in order to obtain constant effective work function \( \phi \).

1.3.2 Piezoelectric actuators - modeling and control

Due to their high resolution, high stiffness and fast response piezoelectric actuators are widely used in micro-/nanoscale applications such as in STM [Binnig and Rohrer, 1986] or AFM [Abramovitch et al., 2007] and other nanopositioning applications [Devasia et al., 2007], [Sebastian and Salapaka, 2005]. However, they exhibit some adverse phenomena of nonlinear hysteresis, creep, structural vibration and cross-couplings between the axes shown in Fig. 1.5. Overcoming these difficulties can substantially improve positioning precision, range of operation and increase the bandwidth.

Figure 1.5: Adverse phenomena of piezoelectric actuators: (a) Hysteresis. (b) Creep. (b) Structural vibration. (d) Cross-coupling (from X to Y axis).
Hysteresis.
Hysteresis is a nonlinear phenomenon between the applied input voltage and the output displacement of piezoelectric actuator as shown in Fig. 1.5a [Bertotti and Mayergoyz, 2006]. The displacement depends not only on the current input voltage but also on its past history (memory effect). Hysteresis is amplitude-dependent and is more visible in response to high input voltages (in long-range positioning like during imaging large samples over large displacements). Moreover, recent studies have shown that this effect is frequency-dependent, as well [Janaideh et al., 2009b]. Uncompensated, it can significantly limit the accuracy (in case of positioning the error can reach 15% of the piezo travel range or even go beyond 35% for high frequencies [Gu et al., 2014b]), lead to high image distortions (in case of scanning applications) or even be the reason of instability in a controlled system [Shan and Leang, 2012].

Many hysteresis models have been studied in the literature and generally they can be divided into two categories: physics-based models and phenomenological models. As the name suggests, the models from the first category are developed based on the physical rules. The most common models in this group are the Jiles-Atherton model [Jiles and Atherton, 1986] (applied to the ferromagnetic hysteresis) and domain wall model [Smith and Ounaie, 2000] derived from the first one. The main drawback of these models is their complexity and often limited applicability, since the model derived from the physical rules for one kind of materials may not be valid for the other kind of materials governed by other physical rules. Therefore, they are mostly replaced by the phenomenological models, which do not require the physical insight into the modeling but use mathematical equations to describe hysteresis. Phenomenological models based on differential equations such as Duhem model [Lin and Lin, 2012] Bouc-Wen model [Rakotondrabe, 2011] or Dahl model [Xu and Li, 2010] can be very easily added to the dynamical state-space models describing the whole piezoceramic system, though the general solution is quite difficult to obtain. The most popular phenomenological models for hysteresis based on integral equations are so-called operator-based models, where the hysteresis output is obtained as an integral of weighted elementary operators. The models in this group include Preisach model, Krasnosel’skii-Pokrovskii (KP) model and Prandtl-Ishlinskii (PI) model and the difference between them lies in the elementary operators they use. The Preisach model uses a relay operator $\hat{\gamma}_{\alpha, \beta}[u(t)]$ and its output is a weighted integral of many of these operators expressed as:

$$ y(t) = P[u](t) = \int \int_{\alpha \geq \beta} \mu(\alpha, \beta) \hat{\gamma}_{\alpha, \beta}[u(t)] d\alpha d\beta $$

(1.18)

with

$$ \hat{\gamma}_{\alpha, \beta}[u(t)] = \begin{cases} 0, & u(t) \leq \beta \\ 1, & u(t) \geq \alpha \\ \hat{\gamma}_{\alpha, \beta}[u_0], & \forall \tau \in [t_0, t], u(\tau) \in (\beta, \alpha) \\ 0, & \text{if } u(\tau) \in (\beta, \alpha), \exists t_1 \in [t_0, t), \text{s.t. } u(t_1) = \alpha \text{ and } \forall \tau \in (t_1, t], u(\tau) \in (\beta, \alpha) \\ 1, & \text{if } u(\tau) \in (\beta, \alpha), \exists t_1 \in [t_0, t), \text{s.t. } u(t_1) = \beta \text{ and } \forall \tau \in (t_1, t], u(\tau) \in (\beta, \alpha) \end{cases} $$

(1.19)
where $\alpha$ and $\beta$ are the thresholds such that $\alpha \geq \beta$ and $\mu(\alpha, \beta)$ is called the density function. The Preisach model is the oldest one among the operator-based models and is widely recognized owing to its general structure, but due to double integrals appearing in (1.18) the identification procedure becomes quite complicated. Moreover, this model due to discontinuous nature of the relay operator is not analytically invertible and thus the numerical approximations are usually used for implementation of the inverse compensators. On the other hand, Prandtl-Ishlinskii model uses so-called play operator $F_r[u](t)$ and its output is again a weighted integral of these operators expressed as:

$$y(t) = \Pi[u](t) = p_0 u(t) + \int_0^R p(r)F_r[u](t)dr$$  \hspace{1cm} (1.20)

with

$$y(0) = F_r[u](0) = f_r(u(0), 0)$$

$$y(t) = F_r[u](t) = f_r(u(t), y(t))$$

for $t_i < t \leq t_{i+1}, \quad 0 \leq i \leq N - 1$

$$f_r(u, y) = \max(u - r, \min(u + r, y))$$  \hspace{1cm} (1.21)

where $r$ is the model threshold, $p(r)$ is a density function and $p_0 > 0$ and $R$ is the upper integration limit. The Prandtl-Ishlinskii model can be considered as a subclass of the Preisach model, since it was derived from the latter. The advantage of the PI model w.r.t. the Preisach model is that it is simpler and it is analytically invertible, hence it can be used in real-time applications without any numerical approximations. The drawback of this model is that due to its symmetry, it cannot describe the asymmetric hysteresis loops. Therefore, several Modified/Generalized Prandtl-Ishlinskii (MPI/GPI) models for asymmetric and saturated behavior have been reported in literature like dead-zone operators cascaded with the play operators [Kuhnen, 2003], the model with asymmetric backlash as an elementary operator [Dong and Tan, 2009] or the play operators based upon hyperbolic-tangent envelope functions [Janaideh et al., 2009a]. All of these models assume that the hysteresis effect does not depend on the rate of input signals, though as it was mentioned before, in reality it is rate-dependent. Therefore, several works have emerged which include the Preisach model with rate-dependent density function [Mayergoyz, 1988] and Prandtl-Ishlinskii model where the rate-dependence is included in both the threshold and the density function [Janaideh et al., 2008]. In [Ang et al., 2007], the model used in [Kuhnen, 2003] has been extended to the rate-dependent Modified Prandtl–Ishlinskii model, where the slope of the hysteresis was modeled (based only on the experimental data) as a linear function of the rate of the control input. Other hysteresis models include polynomial-based models [Sun et al., 2004], [Bashash and Jalili, 2008], ellipse-based models [Gu and Zhu, 2010], [Gu and Zhu, 2011] and intelligent modeling such as using neural networks [Chuntao and Yonghong, 2004], [Dong et al., 2008] or fuzzy systems [Li et al., 2013b]. In [Cruz-Hernandez and Hayward, 2001] the hysteresis is modeled as a phase lag between input and output.
Creep.  
Another adverse phenomenon present in piezoelectric actuators, which also leads to the loss of precision, is a creep phenomenon (i.e. the piezo can drift when positioned over extended periods of time [Abramovitch et al., 2007] and slow-speed operations) shown in Fig. 1.5b. Two most popular models reported in the literature are the nonlinear logarithmic model [Jung and Gweon, 2000] and the linear viscoelastic model [Croft et al., 2001]. The first model assumes that the creep response has a logarithmic shape over time and can be represented by the following equation:

\[
y(t) = y_0 \left[ 1 + \gamma \log_{10} \left( \frac{t}{t_0} \right) \right]
\]  

(1.22)

where \( y(t) \) is the response of piezoelectric actuator to a fixed input voltage and the parameters \( t_0, y_0 \) and \( \gamma \) are practically identified from the experimental data, \( t_0 \) refers to the time at which the creep effect is obvious (after applying the input voltage and after oscillations vanishing in the output response, from Fig. 1.5b \( t_0 \approx 0.1 \) s), \( y_0 \) is the displacement at time \( t_0 \) and \( \gamma \) determines the rate of the logarithmic response. The linear model of creep, as proposed in [Croft et al., 2001] consists of a series connection of springs and dampers as shown in Fig. 1.6 and can be described in Laplace domain as follows:

\[
G_{\text{creep}}(s) = \frac{y(s)}{u(s)} = \frac{1}{k_{c_0}} + \sum_{i=1}^{n} \frac{1}{c_{c_i} s + k_{c_i}}
\]

(1.23)

where \( u(s) \) and \( y(s) \) are the measured response and input voltage of piezoelectric actuator in Laplace domain, respectively, \( k_{c_0} \) models low frequency elastic behavior (but not creep itself) of the piezo, \( k_{c_i} \) is the spring constant of each spring, \( c_{c_i} \) is the damping constant of each damper and \( n \) is the number of spring-damper elements. The advantage of this model over its logarithmic counterpart is that, unlike the latter, its output does not become unbounded for sufficiently small \( (t \to 0) \) or large \( (t \to \infty) \) time [Devasia et al., 2007], [Gu et al., 2014b]. Moreover, both \( y_0 \) and \( \gamma \) depend on \( t_0 \) and the identification of parameter \( \gamma \) of model (1.22) is difficult to determine (even for a fixed time \( t_0 \)). Since the creep occurs at low frequencies, it is usually not taken into account during fast operations.

Structural vibration.  
In STM/AFM applications high resolution of the scanned images is often required, however, the scanning procedure can take sometimes several minutes or even fractions of an hour [Abramovitch et al., 2007]. This time can be shortened when the scanning frequency is increased. However, fast scanning input signals with high frequency components (especially
1.3. Tools, challenges and associated control issues

Triangular waveforms, which include odd harmonics) may excite lightly-damped resonance peaks of the positioning device. This resonant nature of piezoelectric actuators causes another adverse phenomenon called structural vibration (see Fig. 1.5c or the inset of Fig. 1.5b), which leads to high positioning errors or even instability and is the main phenomenon limiting high-speed operation of the nanopositioning devices. Therefore without proper control the scanning speed is often limited from 1% up to 10% of piezo’s first resonant frequency [Moheimani, 2008]. The vibration modeling mainly consists of finding a linear model, after hysteresis phenomenon (or without taking it into account). The structure of the considered dynamical system is usually quite uncertain or not known a priori, hence only the input and output data sets are taken into account for the identification procedure, which can use such techniques/tools as MATLAB System Identification Toolbox [Li et al., 2013a], sub-space state space technique [Yong et al., 2010b] or using dynamic signal analyzer [Croft and Devasia, 1999]. These methods very often lead to high order models and therefore proper model reduction is looked either for the obtained model only (before the controller design), for the controller model only (after controller design), or in both cases.

**Cross-couplings.**

Another adverse phenomenon exhibited by piezoelectric actuators is the cross-coupling between different axes, observed as a nonzero displacement in the axis other than the excited one, as shown in Fig. 1.5d. This effect increases with both the increased frequency and amplitude of the input signals. In STM/AFM applications in the case when the raster scan is used, one horizontal axis serves as the fast one (typically excited with a triangle input) and the other one as the slow one (excited with a ramp input). In this case the coupling-based positioning errors from the faster axis to the probing vertical one is more significant than from the slower one [Tien et al., 2004]. The coupling effect is one of the major limitations for high speed imaging in STM/AFM devices and can lead not only to large topography distortions but can even damage the cantilever/tip probe and/or the sample [Shi et al., 2009]. Moreover, the cross-couplings between the horizontal X and Y axes are present as well [Yong et al., 2010b].

**Control of piezoelectric actuators.**

A large number of works has been devoted to overcoming the above-mentioned phenomena in order to improve positioning accuracy, increase range of operation and bandwidth. Generally they can be classified into open-loop feedforward and closed-loop feedback methods, or combination of the two as shown in Fig. 1.7. In the feedforward control, models of the addressed phenomena (such as hysteresis, creep or vibration) are used in order to compensate for them, by cascading their corresponding inverses one after another in the feedforward path of the system [Croft et al., 2001] while in the feedback control the nonlinear hysteresis or creep are assumed as disturbances over a linear system. Inverse-based methods, though computationally intensive, are common solutions in cases where sensors are not available. On the other hand, closed-loop techniques are accurate and need not model inversion, but the drawback is that they require (sometimes expensive) sensors for feedback control. The combination of both, feedforward and feedback control, usually gives better results than feedforward or feedback alone, since it allows to take advantage of both approaches - the feedforward control ensures good tracking, while the feedback control robustness w.r.t. modeling errors of the inverse
models, parameter variations as well as disturbances of different nature [Butterworth et al., 2008].

![Diagram of control architectures](image)

Figure 1.7: Control architectures used to control piezoelectric actuator: (a) Feedforward control. (b) Feedback control. (c) Feedforward feedback control.

There exists a vast amount of works on feedforward compensation of hysteresis phenomenon and they are mainly based on the inverse model such as the operator-based Preisach model [Hughes and Wen, 1997], [Tan and Bennani, 2008] the Prandtl-Ishlinskii (PI) model [Kuhnen and Janocha, 2001], [Rakotondrabe et al., 2010] or its modifications/generalizations for asymmetric hysteresis loops [Ang et al., 2007], [Janaideh et al., 2009a], [Gu et al., 2014a]. Adaptive inverses of Preisach and PI models can be found in [Tan and Baras, 2005] and [Kuhnen and Janocha, 1999], respectively. For the differential-based models like Duhem or Bouc-Wen model the inversion is either impossible or extremely difficult to obtain [Gu et al., 2014b] and to overcome this problem, the feedforward compensator can be obtained like in [Rakotondrabe, 2011], where so-called multiplicative-inverse structure is used, which does not require constructing the model inverse explicitly. Moreover, since inverse PI model is also PI-type, one can model the hysteresis inverse directly, from the experimental input/output data, by inverting the input/output axes (i.e. by taking the input data as the output and vice-versa) and fitting the PI model to such data. The hysteresis can be considered as a nonlinear bounded disturbance and eliminated in the feedback loop as well using PID con-
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trol [Leang and Devasia, 2007], robust H∞ [Chuang et al., 2011] approach or disturbance observer (DOB) [Yi et al., 2009], [Ryba et al., 2014b]. In [El-Shaer et al., 2013] a Generalized Prandtl-Ishlinskii (GPI)-based robust performance enhancement using DOB was studied and illustrated in simulation. As reported in [Amin-Shahidi and Trumper, 2013] the hysteresis can be almost completely avoided using charge amplifiers, which are an interesting alternative for a voltage-based control. However, due to high complexity and cost of the circuit designs of charge amplifiers, voltage-based control is mainly used.

The creep phenomenon can be compensated by the feedforward control using either inverse model of (1.22) [Jung et al., 2001] or (1.23) [Croft et al., 2001] or it can be integrated with PI model and canceled together with hysteresis by its inverse model [Krejci and Kuhnen, 2001]. It can be also assumed as a disturbance and eliminated by the feedback control, mainly PID control [Leang and Devasia, 2007], or via disturbance observer together with hysteresis [Ryba et al., 2014b]. In [Sun and Pang, 2006] post-correction of the AFM image has been done to compensate for the effect of creep and hysteresis.

The creep phenomenon can be compensated by the feedforward control using either inverse model of (1.22) [Jung et al., 2001]. As pointed in [Clayton et al., 2009], the exact vibration inverse [Silverman, 1969] is possible when the dynamical model is minimum-phase (i.e. no zeros on the open right half of the complex plane). In case of non-minimum systems the standard inverse would result in an unbounded feedforward input causing an internal instability in the controlled system. One can inverse only the minimum-phase part and adjust for the overall system gain or use for example more accurate Fourier-transform approach [Leang and Devasia, 2007] which leads to the optimal inversion w.r.t. cost function based on the trade-off between the tracking accuracy and the control effort, similar to LQR designs. When the desired reference trajectory is known a priori Repetitive Control (RC) [Necipoglu et al., 2011] can be used. In [Wu and Zou, 2007] an iterative control approach (IIC) was used for compensating both, hysteresis and vibration of the piezo scanner during high-speed, large-range positioning.

The open-loop feedforward control using the inverse model of vibration can be found for example in [Croft et al., 2001]. As pointed in [Clayton et al., 2009], the exact vibration inverse [Silverman, 1969] is possible when the dynamical model is minimum-phase (i.e. no zeros on the open right half of the complex plane). In case of non-minimum systems the standard inverse would result in an unbounded feedforward input causing an internal instability in the controlled system. One can inverse only the minimum-phase part and adjust for the overall system gain or use for example more accurate Fourier-transform approach [Leang and Devasia, 2007] which leads to the optimal inversion w.r.t. cost function based on the trade-off between the tracking accuracy and the control effort, similar to LQR designs. When the desired reference trajectory is known a priori Repetitive Control (RC) [Necipoglu et al., 2011] can be used. In [Wu and Zou, 2007] an iterative control approach (IIC) was used for compensating both, hysteresis and vibration of the piezo scanner during high-speed, large-range positioning.

The feedforward approaches for vibration compensation which do not require model inversion, include input-shaping methods as in [Schitter et al., 2008a] (where the scanning speed has been increased by three orders of magnitude compared to conventional AFM) or notch filters as reported in [Leang and Devasia, 2007], where both hysteresis and creep were eliminated via high-gain feedback and the resonant peak of dynamic response was modified by the notch filter, improving the stability margin of the system. The advantage of these methods is that they do not require to model full system dynamics, but only need the values of the resonant frequencies and their corresponding damping ratios. A simple proportional-integral-derivative (PID) controller often fails in dealing with highly resonant positioners especially at high frequencies. When charge control is used to reduce hysteresis phenomenon, an active damping proved to be an effective way to cope with vibration effects such as Integral Resonant Controller (IRC) [Bhikkaji and Moheimani, 2008] or Positive Position Feedback controller (PPF) [Mahmood and Moheimani, 2009b]. The combination of inversion-based feedforward control with active damping feedback control and charge actuation as in [Aphale et al., 2008] proved to increase the tracking bandwidth in the presence of parameter variations such as resonance frequencies. In [Habib et al., 2012], an LQG control is used as another damping technique for lateral positioning of the AFM. However, pure LQG controller is not guaranteed to be
robust, unlike LQR [Safonov and Athans, 1977]. Unfortunately, not all the states can be available and the LQR controller has to work with a state observer. To recover nice properties of LQR design (at least 60° phase margin and 6dB gain margin), an LQG/LTR (Loop Transfer Recovery) procedure was proposed by [Kwakernaak, 1972] and furtherly developed by [Doyle and Stein, 1979], [Doyle and Stein, 1981]. This technique has been successfully applied to suppress the vibration in piezo smart composite wing [Munteanu and Ursu, 2008], at micro-/nanoscale for dual-stage actuators in HDDs [Hu et al., 1999], in vertical direction in AFM [Yeh et al., 2008] as well as to reduce the vibration of lightly-damped resonant system equipped with piezoelectric actuator [Ryba et al., 2014b]. In the recent years, a rapid growth of modern robust control designs has been recorded in nanopositioning due to uncertainties of different nature (different operating conditions, hysteresis, unmodeled dynamics etc.). In [Sebastian and Salapaka, 2005] two kinds of robust controllers were tested experimentally: the Glover–McFarlane loop-shaping and mixed-sensitivity $H_{\infty}$ controllers. In the first one, the design task of meeting the performance specifications and robustness are separated into two steps, which appears to be particularly attractive when the controller already exists and one wants to robustify it. Moreover, the uncertainty does not need to be explicitly characterized in this design. The second approach offers more degrees of freedom and achieves simultaneously performance and robustness and is used when the uncertainty model is available. In [Halim and Moheimani, 2001] spatial resonant $H_{2}$ controller applied to piezoelectric laminate beam has been designed. Both bandwidth and scanning range can be increased significantly by using a dual actuated system as reported in [Schitter et al., 2008b] or [Kuiper et al., 2010] for AFM. The idea is to combine a long-range, low-bandwidth actuator with a short-range, high-bandwidth actuator. The bandwidth can be also increased by using proper reference scanning inputs like triangular waveform with cutted sharp top [Schitter et al., 2008a] or other scanning trajectories including archimedean spiral [Mahmood and Moheimani, 2009a], cycloid [Yong et al., 2010a] or Lissajous [Tuma et al., 2012] curves.

Finally, to deal with cross-coupling phenomena several works have been reported in the literature. In [Tien et al., 2004] and [Shi et al., 2009], the Inversion-based Iterative Control (IIC) method is proposed to cancel the cross-coupling phenomena from the horizontal X and Y axes to the vertical Z axis in AFM application. The control of cross-couplings between horizontal X and Y axes of nanopositioning stages have been studied in [Mahmood and Moheimani, 2009c], where both vibration and cross-couplings have been tackled via Positive Position Feedback (PPF) control. In [Das et al., 2012], the experimental implementation of the multi-variable resonant controller is used to reduce both vibration and cross-couplings between the axes of the piezoelectric tube scanner of AFM. In [Yong et al., 2010b] a parallel flexure-based nanopositioner based on the compliant mechanism is developed to minimize the cross-coupling effects with $H_{\infty}$ control to furtherly eliminate these adverse phenomena for fast raster scanning.

1.3.3 Sensors and measurement noises

As mentioned previously, the closed-loop techniques provide an accurate performance, since they assure robustness w.r.t. model uncertainties, disturbances of different nature and system parameter variations. This would not be possible without a feedback from the measured system
1.4 3D operation

The aim of this work is to control the experimental tunneling current-based nanopositioning platform in three dimensions. In [Merry et al., 2008], [Habib et al., 2012] or [Das et al., 2012] 3D approaches for AFMs are described, but to the author’s knowledge, there is a lack of publications devoted to 3D control of STMs. While the horizontal control of STM and AFM is similar, the principle of work in vertical axis is completely different. The most considered cases are 1D or 2D control. In previous works it was in particular considered the problem of 1D robust digital control in vertical Z direction in experiments by pole placement with sensitivity functions shaping [Ahmad et al., 2012b], and $H\infty$ design (see [Ahmad et al., 2010], [Ahmad et al., 2012a]), as well as in horizontal X direction [Ryba et al., 2014b] using observer-based
hysteresis compensation with vibration reduction by LQG/LTR technique. In [Ahmad et al., 2012a] also 2D extension is proposed taking into account cross-coupling phenomenon but only in simulation. Most popular approaches use a SISO strategy (three controllers, one for each axis). Its performance can yet be deteriorated in case of large model uncertainties, sensor noises and other external disturbances. In this manuscript a comparison of 3D SISO PID and MIMO LQI control of STM in simulation is presented with the purpose of surface reconstruction [Ryba et al., 2013]. The nanopositioning in three dimensions is tested in experiments, with this difference that tunneling current is not kept on a constant level but tracks a prespecified reference signal, playing the role of "virtual surface". The above mentioned phenomena of hysteresis, creep, vibration, cross-coupling between the axes and tunneling nonlinearity are tackled.

1.5 Conclusions

In this chapter the Scanning Probe Microscopy such as STM and AFM has been briefly presented together with other nanopositioning applications. The importance, challenges and difficulties arising from the control of such devices at such small scale have been discussed. The tools (such as piezoelectric or electrostatic actuators and capacitive or current sensors) that are used to control the physical laws considered in this manuscript have been presented with the associated modeling and existing control approaches to account for the adverse phenomena of piezoelectric actuators (such as nonlinear hysteresis, creep, vibration and cross-coupling between the axes) in both horizontal and vertical directions, the exponential tunneling nonlinearity, as well as the measurement noise of the high-gain current sensor. Finally, a brief look at the control of nanopositioning devices in 3 dimensions has been given. The considered experimental setup, which is presented in the next chapter, is a micro-/nanopositioning device, which shares some components with both STM (tunneling current phenomenon) and AFM (cantilever). However, its principle of work is much more similar to the STM, and therefore it will be sometimes called as STM-like device.
Chapter 2

System description and modeling
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2.1 Introduction

In this chapter, the experimental setup used throughout the work is briefly described and novel 3D nonlinear model is introduced including horizontal X and Y axes, followed by vertical Z axis. The source of its nonlinear behavior is due to: nonlinear hysteresis of piezoelectric actuators, exponential dependence of tunneling current on the distance between two electrodes, quadratic nonlinearity of the electrostatic actuator and nonlinear interaction force between the tip and the surface.

2.2 Experimental setup

The researches in this thesis are carried out on tunneling current-based platform of GIPSA-lab shown in Fig. 2.1. Three piezoelectric actuators are driven by control signals from 16-bit D/A converter of the control card, amplified by a high voltage amplifier E-240-100 of gain 15 [V/V] and bandwidth 4 kHz. A platinum/iridium (Pt-Ir) tunneling tip is moved along metallic surface in X and Y directions by piezoelectric actuator Tritor T-402-00 of gain 235 [nm/V] and bandwidth 630 Hz while much smaller and stiffer piezoelectric actuator of gain 1.2 [nm/V] and bandwidth 120 kHz moves the tip in Z direction as shown in Fig. 2.2. Two capacitive sensors CS005 with capaNCDT 6500C device (gain 200 [V/mm] and bandwidth 8.5 kHz) are used to measure the displacements along X and Y axes. In the Z direction, the distance between tip and surface (< 1 nm) is determined by the value of tunneling current (nA), measured via high gain (10^9 [V/nA]) sensor. These three analog outputs are converted
into digital values by 16-bit A/D converter of the measurement card and used subsequently by the real-time application working in Target PC with the sampling rate $f_s$ of 20 kHz. The control algorithms and compensators are developed in Matlab & Simulink™ software on a development PC, and downloaded via Ethernet interface into a Target PC. Two acquisition cards (one for control and one for measurement signals) connected with Target PC through PCI bus are used together with two anti-aliasing Butterworth filters with cutoff frequency of 20 kHz.

Figure 2.1: Schema of the experimental setup.

Figure 2.2: Experimental setup of 3D nanopositioning platform: (a) General view. (b) The heart of the platform.
2.3 3D System modeling

In this subsection a full 3D nonlinear model of the considered system, shown in Fig. 2.3 as Plant$_{xyz}$, is developed. In this scheme, the nonlinear parts are distinguished as dashed orange blocks. More details about modeling, control or compensation of each specific subsystem are given in the subsequent chapters.

![Diagram of the full 3D nonlinear model](image)

Figure 2.3: Schema of the full 3D nonlinear model.

### 2.3.1 Horizontal X and Y axes

A 2D scanning system of X and Y horizontal axes is shown in Fig. 2.3 as subsystem Plant$_{xy}$. The horizontal piezoelectric actuators in X and Y axes are used to move the tunneling tip along the surface. As pointed in the previous chapter they are widely used in nanopositioning applications due to their high resolution, high stiffness and fast response. However, they
exhibit nonlinear hysteresis, creep, vibration and cross-coupling between the axes. Now, taking into account all the above-mentioned adverse phenomena, the piezoelectric actuator for the X (resp. Y axis) can be modeled as follows (see also Fig. 2.3): 

\[
\begin{align*}
\text{Piezo}_x: & \quad \left\{ \begin{array}{l}
q_{px}(t) = NL_x[v_{px}](t) = \Gamma_x [v_{px}(t)] + d_x(t) \\
D_{px}(s) : \quad \left\{ \begin{array}{l}
x_{px}(t) = A_{px}x_{px}(t) + B_{px}d_{px}(t) \\
x_{px}(t) = C_{px}x_{px}(t) + D_{px}q_{px}(t)
\end{array} \right.
\end{array} \right. \\
X_y(s) : \quad \left\{ \begin{array}{l}
x_{xy}(t) = A_{xy}x_{xy}(t) + B_{xy}y_{y}(t) \\
x_{xy}(t) = C_{xy}x_{xy}(t) + D_{xy}y_{y}(t)
\end{array} \right.
\end{align*}
\]

(2.1) 

or in Laplace domain:

\[
\begin{align*}
\text{Piezo}_x : & \quad \left\{ \begin{array}{l}
q_{px}(s) = NL_x[v_{px}](s) = \Gamma_x [v_{px}(s)] + d_x(s) \\
x_x(s) = D_{px}(s)q_{px}(s) \\
x_y(s) = X_y(s)y_y(s) \\
x_p(s) = x_x(s) + x_y(s)
\end{array} \right. \\
\text{Piezo}_y : & \quad \left\{ \begin{array}{l}
q_{py}(s) = NL_y[v_{py}](s) = \Gamma_y [v_{py}(s)] + d_y(s) \\
y_x(s) = D_{py}(s)q_{py}(s) \\
y_z(s) = Y_z(s)x_x(s) \\
y_p(s) = y_y(s) + y_z(s)
\end{array} \right. \\
\end{align*}
\]

(2.2) 

where \(NL_x[v_{px}](t)\) (resp. \(NL_y[v_{py}](t)\)) is a nonlinear part which consists of the model of static nonlinear hysteresis \(\Gamma_x[v_{px}](t)\) (resp. \(\Gamma_y[v_{py}](t)\)) (more details on how to modelize hysteresis are given in chapter 3) and a slowly varying disturbance \(d_x(t)\) (resp. \(d_y(t)\)), which gathers the effect of creep, unmodeled hysteresis and other low-frequency disturbances. This static (or low frequency) part of piezo is followed by the direct dynamics \(D_{px}(s)\) (resp. \(D_{py}(s)\)) and cross-coupling \(X_y(s)\) (resp. \(Y_z(s)\)), where \(x_x(t)\) (resp. \(y_y(t)\)) is a direct contribution to the piezo displacement \(x_p(t)\) (resp. \(y_p(t)\)) and \(x_y(t)\) (resp. \(y_z(t)\)) is a contribution due to cross-coupling phenomenon. The intermediate variables \(q_{px}(t)\) (resp. \(q_{py}(t)\)) link the nonlinear and linear parts of piezoelectric actuators. The piezo gain \(G_{px}\) (resp. \(G_{py}\)) is hidden in the hysteresis models \(\Gamma_x[v_{px}](t)\) (resp. \(\Gamma_y[v_{py}](t)\)), thus the direct dynamical parts have unit static gain (i.e. \(D_{px}(0) \approx 1\) and \(D_{py}(0) \approx 1\)). For the quasi-static behavior (e.g. for the design of the disturbance observer for hysteresis and creep compensation, described in chapter 3), a simple second order model \(D_{px}(s) = \frac{\omega_{px}^2}{s^2 + 2\xi_{px}\omega_{px}s + \omega_{px}^2}\) is used (where \(\xi_{px}\) is the damping ratio and \(\omega_{px}\) the undamped natural frequency of piezo). However, for the operation at high frequencies a full high-order black box dynamical model is needed and identified as shown in chapter 4.
The voltage amplifier which feeds piezoelectric actuator in X (resp. Y) axis can be described by a first order system as follows:

$$\dot{x}_{t,ex}(t) = -\omega_{ex} x_{1,ex}(t) + u_x(t)$$

$$v_{px}(t) = G_{ex} \omega_{ex} x_{1,ex}(t)$$

(2.5)

$$\dot{x}_{t,vy}(t) = -\omega_{vy} x_{1,vy}(t) + u_y(t)$$

$$v_{py}(t) = G_{vy} \omega_{vy} x_{1,vy}(t)$$

(2.6)

or in Laplace domain:

$$VA_x(s) = \frac{v_{px}(s)}{u_x(s)} = \frac{G_{ex} \omega_{ex}}{s + \omega_{ex}}$$

(2.7)

$$VA_y(s) = \frac{v_{py}(s)}{u_y(s)} = \frac{G_{vy} \omega_{vy}}{s + \omega_{vy}}$$

(2.8)

where $u_x(s)$ (resp. $u_y(s)$) and $v_{px}(s)$ (resp. $v_{py}(s)$) are the Laplace transforms of the amplifier input and output, and $G_{ex}$, $\omega_{ex}$ (resp. $G_{vy}$, $\omega_{vy}$) are its gain and bandwidth, respectively.

Finally, the piezo displacements $x_p(t)$, $y_p(t)$ are converted into the voltage units by two capacitive sensors which can be modeled as follows:

$$\dot{x}_{1,capx}(t) = -\omega_{capx} x_{1,capx}(t) + x_p(t)$$

$$v_x(t) = G_{capx} \omega_{capx} x_{1,capx}(t)$$

(2.9)

$$\dot{x}_{1,capy}(t) = -\omega_{capy} x_{1,capy}(t) + y_p(t)$$

$$v_y(t) = G_{capy} \omega_{capy} x_{1,capy}(t)$$

(2.10)

or in Laplace domain:

$$CS_x(s) = \frac{v_x(s)}{x_p(s)} = \frac{G_{capx} \omega_{capx}}{s + \omega_{capx}}$$

(2.11)

$$CS_y(s) = \frac{v_y(s)}{y_p(s)} = \frac{G_{capy} \omega_{capy}}{s + \omega_{capy}}$$

(2.12)

where $v_x(s)$ (resp. $v_y(s)$) is the Laplace transform of the capacitive sensor output $v_x(t)$ (resp. $v_y(t)$), and $G_{capx}$, $\omega_{capx}$ (resp. $G_{capy}$, $\omega_{capy}$) are its gain and bandwidth, respectively. The final readout from the sensors is noised in practice as follows:

$$y_1(t) = v_x(t) + n_1(t)$$

(2.13)

$$y_2(t) = v_y(t) + n_2(t)$$

(2.14)

where $n_1(t)$ and $n_2(t)$ are the noises of the measured outputs $y_1(t)$ and $y_2(t)$, respectively.
2.3.2 Vertical Z axis

The scheme of the vertical system, referred in Fig. 2.3 as Plant$_z$, is shown in Fig. 2.4. The heart of the vertical system model is the tunneling phenomenon between the metallic tip and the metallic surface. As mentioned in the previous chapter, practically, this phenomenon is possible if the distance $d(t)$ between the sharp tip and the clean surface is smaller than 1 nm, therefore the aim is to maintain the tunneling gap $d(t)$ within this distance. The model of the tunneling current used in this manuscript (shown in Fig. 2.3 as a nonlinear block $PL'_t$) is expressed as follows:

$$PL'_t: \quad i_t(t) = \begin{cases} gV_b e^{-kd(t)}, & 0 < d(t) \leq 1 \text{ nm} \\ 0, & d(t) > 1 \text{ nm} \end{cases}$$

(2.15)
This distance can be expressed as (see also Fig. 2.3 and Fig. 2.4):
\[ d(t) = d_0 + z_p(t) - z_c(x_f, t) \]  
(2.16)

where \( d_0 \) is a tip/surface initial distance, \( z_p(t) \) is the actual tip position, \( z_c(x_f, t) \) represents the cantilever displacement (see Fig. 2.3) at position \( x_f \) (in chapter 6 in STM-like application, surface variations \( z_s(t) \) are used instead of cantilever displacement). Due to the exponential term in (2.15), even small variations of the tip/surface distance \( d(t) \) greatly influence the tunneling current (decreasing the gap by 1Å (0.1 nm) causes an increase of this current by an order of magnitude and vice versa), which makes the control quite difficult and challenging (an open-loop operation is not possible in this case). On the other hand, taking into account the fact that a typical atomic diameter is of around 0.3 nm, such strong dependency on the distance makes the value of the tunneling current dominated by the contribution between the last atoms of the surface and the tip which in turn results in an atomic resolution of the obtained images.

The piezoelectric actuator in the Z direction is used to approach/withdraw the tip vertically to/from the scanned surface. Since the displacements in this direction are very small (order of nanometers), the hysteresis phenomenon is negligible and the static part of piezo is simply its gain \( G_{pz} \). However, the creep is still present and it will be considered as a disturbance \( d_z(t) \). The model of the piezoactuator can be defined as follows:

### Piezo \(_Z\):

\[
\begin{align*}
\dot{q}_{pz}(t) &= -G_{pz}v_{pz}(t) + d_z(t) \\
D_{pz}(s) &:= \begin{cases} \\
\dot{x}_{1,pz}(t) &= x_{2,pz}(t) \\
\dot{x}_{2,pz}(t) &= -\omega_{pz}^2 x_{1,pz}(t) - 2\xi_{pz}\omega_{pz} x_{2,pz}(t) + \omega_{pz}^2 q_{pz}(t) \\
z_z(t) &= x_{1,pz}(t) \\
Z_x(s) &:= \begin{cases} \\
\dot{x}_{xx}(t) &= A_{xx} x_{xx}(t) + B_{xx} x(t) \\
z_x(t) &= C_{xx} x_{xx}(t) + D_{xx} x(t) \\
Z_y(s) &:= \begin{cases} \\
\dot{x}_{yy}(t) &= A_{yy} x_{yy}(t) + B_{yy} y(t) \\
z_y(t) &= C_{yy} x_{yy}(t) + D_{yy} y(t) \\
z_p(t) &= z_z(t) + z_x(t) + z_y(t)
\end{cases}
\end{cases}
\end{align*}
\]

(2.17)

or in Laplace domain:

### Piezo \(_Z\):

\[
\begin{align*}
q_{pz}(s) &= -G_{pz}v_{pz}(s) + d_z(s) \\
z_z(s) &= q_{pz}(s) D_{pz}(s) \\
D_{pz}(s) &= \frac{\omega_{pz}^2}{s^2 + 2\xi_{pz}\omega_{pz}s + \omega_{pz}^2} \\
z_x(s) &= Z_x(s) x(s) \\
z_y(s) &= Z_y(s) y(s) \\
z_p(s) &= z_z(s) + z_x(s) + z_y(s)
\end{align*}
\]

(2.18)

where \( z_z(s) \) is a direct contribution to the piezo displacement \( z_p(s) \) and \( z_x(s), z_y(s) \) are the contributions due to cross-couplings from X and Y axes, respectively. \( D_{pz}(s) \) is a vibrational part of piezo, and \( \xi_{pz}, \omega_{pz} \) are piezo damping and bandwidth, respectively. The piezo moves downwards (in the negative direction), when the input voltage \( v_{pz} \) is increased, hence the minus appears near the piezo gain \( G_{pz} \) in the first equation of (2.18).
Similarly to the horizontal axes, the voltage amplifier in the vertical axes, which feeds the vertical piezo can be modeled as the following first order system:

\[
\dot{x}_{1,vz}(t) = -\omega_{vz} x_{1,vz}(t) + u_z(t)
\]

or in Laplace domain:

\[
VA_z(s) = \frac{v_{pz}(s)}{u_z(s)} = \frac{G_{vz}\omega_{vz}}{s + \omega_{vz}} \tag{2.20}
\]

where \(u_z(s)\) and \(v_{pz}(s)\) are the Laplace transforms of the amplifier input and output, and \(G_{vz}\), \(\omega_{vz}\) are its gain and bandwidth, respectively.

Since the value of the tunneling current is very small (order of magnitude of nA), a high-gain current sensor is used to capture and amplify it. This sensor can be modeled as follows:

\[
\dot{x}_1(t) = x_2(t)
\]

\[
\dot{x}_2(t) = -\omega^2 x_1(t) - 2\xi_t \omega_t x_2(t) + \omega^2 G_t i_t(t)
\]

or in Laplace domain:

\[
CS_t(s) = \frac{v_z(s)}{i_t(s)} = \frac{G_t \omega^2_t}{s^2 + 2\xi_t \omega_t + \omega^2_t} \tag{2.22}
\]

where \(i_t(s)\) and \(v_z(s)\) are the Laplace transforms of the tunneling current \(i_t(t)\) and current sensor output \(v_z(t)\), respectively and \(G_t\), \(\xi_t\), \(\omega_t\) are its gain, damping and bandwidth, respectively. The sub-nanometer scale causes high sensitivity of the tunneling current to the external disturbances and noises. The signal to noise ratio in this direction is much smaller than in the horizontal ones. The final measured output is expressed as follows:

\[
y_3(t) = v_z(t) + n_3(t) \tag{2.23}
\]

where \(n_3(t)\) is the noise of the measured output \(y_3(t)\).

**Proximity and counteracting forces.**

Due to small distance between the materials the inter-atomic proximity forces appear and depending on this distance they can be either attractive or repulsive. This interaction is a nonlinear function of the distance \(d\) between the tip and the surface and is shown in Fig. 2.3 as an internal physical feedback from this distance through the nonlinear function \(INT_{tc}\) to the cantilever input as follows García and San Paulo, 2000, Stark et al., 2004:

\[
F_p(t) = INT_{tc}(d(t)) = \begin{cases} 
-HR/6d(t)^2, & d(t) \geq a_p \\
-HR/6a_p^2 + \frac{4}{3}E_{eff}\sqrt{R}(a_p - d(t))^{3/2}, & d(t) < a_p
\end{cases} \tag{2.24}
\]

where \(R\) is the tip radius, \(H\) the Hamaker constant. The value of \(a_p\) separates the attractive \((d(t) \geq a_p)\) and repulsive \((d(t) < a_p)\) zones. In the attractive zone van der Waals forces attract the tip versus the surface (it is assumed that the tip apex is spherical and the surface is plate). When the distance tip/surface is decreased to the interatomic value \(a_p\), the adhesion...
force appears in addition to the pure van der Waals force according to the Dejarguin-Muller-Toporov (DMT) theory Derjaguin et al., 1975, which models the repulsive zone. This adhesive force successively decreases the effect of the van der Waals force and when the two forces are equal, the atoms of the two materials are in mechanical contact and start to repeal each other. The effective contact stiffness appearing in the adhesive force is given by

$$E_{\text{eff}}^* = \frac{\left(\frac{1}{1-v_t^2}\right)/E_t + \left(\frac{1}{1-v_c^2}\right)/E}{\left(\frac{1}{1-v_t^2}\right)/E_t + \left(\frac{1}{1-v_c^2}\right)/E}^{-1},$$

where $v_t$ and $v_c$ are the Poisson ratios and $E_t$ and $E$ the elastic moduli of the tip and the cantilever, respectively. During normal STM operation the tip is not in contact with the surface, hence the range of tip/surface distances coincides with the range of attractive force only ($d(t) \geq a_p$). Due to the attractiveness of the proximity force during normal STM operation, the minus appears in (2.24). However this force bends the cantilever upwards (see Fig. 2.4) in the positive direction of the Z axis, hence it is taken with minus sign in the scheme from Fig. 2.3.

In order to avoid a stuck between the tip and the cantilever, the proximity force should be counteracted by another external force. To that end, a metallic plate is added and biased w.r.t the base of the cantilever with the potential $V_e(t)$. This electrostatic actuator $EA$ (see Fig. 2.3 and Fig. 2.4) bends the cantilever in opposite direction to the proximity force direction (with minus sign) and together with the cantilever creates a capacitor with the capacitance expressed as follows:

$$C(l(t)) = \frac{\varepsilon_0 A_e}{l(t)}$$

where $A_e$ is the cantilever surface under the electrostatic plate and $l(t)$ is the distance between the two. The total energy of this capacitor is equal to the work needed to transport all the charge from one plate to another and is given by:

$$W = \frac{1}{2} C(l(t)) V_e(t)^2$$

Due to the potential difference between these two conductive materials an electrostatic force appears which can be expressed as follows:

$$F_e(t) = \frac{dW}{dl} = \frac{1}{2} \frac{d}{dl} C(l(t)) V_e(t)^2 = -\frac{1}{2} \frac{\varepsilon_0 A_e}{l(t)^2} V_e(t)^2$$

where $l(t) = l_0 + z_c(x_f, t)$ and $l_0$ is the distance between the unbended cantilever (at zero position) and the electrostatic actuator as shown in Fig. 2.4, $z_c(x_f, t)$ is the total cantilever displacement at the tip position $x_f$, defined as the superposition of the displacements caused by the proximity and the counteracted electrostatic forces as follows:

$$z_c(x_f, t) = z_{c_p}(x_f, t) + z_{c_e}(x_f, t)$$

where $z_{c_p}(x_f, t) > 0$, since it has the direction of $-F_p > 0$ and $z_{c_e}(x_f, t) < 0$, since it has the direction of $F_e < 0$. The total force that is acting on the cantilever is expressed as follows:

$$F_c(t) = -F_p(t) + F_e(t)$$
Cantilever model.
In this thesis a multi-mode cantilever of length $L$ with forced vibration and damping is adopted like in Salapaka et al., 1997 to model the subsystem $CNT(s)$ shown in Fig. 2.3. The cantilever motion is govern by the following partial differential equation:

$$EI\frac{\partial^4 z_c(x,t)}{\partial x^4} + p_d(x,t) + \rho A \frac{\partial^2 z_c(x,t)}{\partial t^2} = -F_p(t) \quad (2.30)$$

The behavior of this model depends on both the position $x$ and time $t$. For convenience of notation, $v' = \frac{dv}{dx}$ will stand for the spatial derivative (here w.r.t. the $x$ variable) and $\dot{v} = \frac{dv}{dt}$ time derivative of variable $v$. The interaction force is applied at the position $x_f$ from the base of the cantilever (in this manuscript this force is the proximity force in the positive direction $-F_p(t)$ (2.24)). The value of the damping force $p_d(x,t)$ can be expressed as follows:

$$p_d(x,t) = \xi \frac{\partial z_c(x,t)}{\partial t} - F_e(t) \quad (2.31)$$

and is the sum of the natural structural cantilever damping force and the damping force that is introduced to the system (here $-F_e(t)$ (2.27)). Using (2.31) in (2.30) one obtains the following equation:

$$EI\frac{\partial^4 z_c(x,t)}{\partial x^4} + \frac{\partial z_c(x,t)}{\partial t} + \rho A \frac{\partial^2 z_c(x,t)}{\partial t^2} = \begin{pmatrix} F_e(t) \end{pmatrix} - F_p(t) + F_e(t) \quad (2.32)$$

The cantilever displacement can be expressed as a weighed sum of the time-dependent fundamental mode deformations $q_j(t)$ (corresponding to the $j^{th}$ mode), with spatially-dependent weighting functions referred as the modal shape functions $\phi_j(x)$, as follows:

$$z_c(x,t) = \sum_{j=1}^{\infty} \phi_j(x)q_j(t) \quad (2.33)$$

where the modal shape function $\phi_j(x)$ is given by:

$$\phi_j(x) = (\sin \lambda_j L + \sinh \lambda_j L)(\cos \lambda_j x - \cosh \lambda_j x) + (\cos \lambda_j L + \cosh \lambda_j L)(\sinh \lambda_j x - \sin \lambda_j x) \quad (2.34)$$

with $\lambda_j L$ being $j^{th}$ mode wavelength which satisfies the following equation:

$$\cos \lambda_j L \cosh \lambda_j L + 1 = 0 \quad (2.35)$$

The modal shape function (2.34) satisfies the following formulas:

$$\int_0^L \phi_j(x)^2 dx = L(\sin \lambda_j L + \sinh \lambda_j L)^2 \quad (2.36)$$

$$\int_0^L (\phi_j''(x))^2 dx = \lambda_j^4 L(\sin \lambda_j L + \sinh \lambda_j L)^2 \quad (2.37)$$

The fundamental deformation $q_j(t)$ of $j^{th}$ mode is the solution of the following 2$^{nd}$ order differential equation:

$$m_j \ddot{q}_j(t) + c_j \dot{q}_j(t) + k_j q_j(t) = F_{e_j}(t) \quad (2.38)$$
where \( m_j, k_j, c_j \) and \( F_{c_j}(t) \) are respectively the mass, spring constant, damping coefficient and force corresponding to \( j^{th} \) mode. Using (2.36) and (2.37) they can be expressed as follows:

\[
m_j = \rho A \int_0^L \phi_j(x)^2 \, dx = \rho A L (\sin \lambda_j L + \sinh \lambda_j L)^2
\]

(2.39)

\[
k_j = EI \int_0^L (\phi''_j(x))^2 \, dx = EI \lambda_j^4 L (\sin \lambda_j L + \sinh \lambda_j L)^2
\]

(2.40)

\[
c_j = \xi L \int_0^L \phi_j(x)^2 \, dx = \xi L (\sin \lambda_j L + \sinh \lambda_j L)^2
\]

(2.41)

\[
F_{c_j}(t) = \phi_j(x_f) F_c(t)
\]

(2.42)

In state-space with standard state variables \( x_{2j-1,c}(t) = q_j(t) \), \( x_{2j,c}(t) = \dot{q}_j(t) \) and using (2.42) in (2.38), the \( j^{th} \) mode can be expressed as follows:

\[
\begin{bmatrix}
\dot{x}_{2j-1,c}(t) \\
\dot{x}_{2j,c}(t)
\end{bmatrix}
= \begin{bmatrix}
0 & 1 & \cdots & 0 & 0 \\
-\frac{k_j}{m_j} & -\frac{c_j}{m_j} & \cdots & 0 & 0
\end{bmatrix}
\begin{bmatrix}
x_{2j-1,c}(t) \\
x_{2j,c}(t)
\end{bmatrix}
+ \begin{bmatrix}
0 \\
\frac{\phi_j(x_f)}{m_j}
\end{bmatrix} F_c(t)
\]

(2.43)

Taking first \( n_c \) modes (\( j = 1..n_c \)), the state space representation for the cantilever takes the following form:

\[
\begin{bmatrix}
\dot{x}_{1,c}(t) \\
\dot{x}_{2,c}(t) \\
\vdots \\
\dot{x}_{2n_c-1,c}(t) \\
\dot{x}_{2n_c,c}(t)
\end{bmatrix}
= \begin{bmatrix}
0 & 1 & \cdots & 0 & 0 \\
-\frac{k_{nc}}{m_{nc}} & -\frac{c_{nc}}{m_{nc}} & \cdots & 0 & 0
\end{bmatrix}
\begin{bmatrix}
x_{1,c}(t) \\
x_{2,c}(t) \\
\vdots \\
x_{2n_c-1,c}(t) \\
x_{2n_c,c}(t)
\end{bmatrix}
+ \begin{bmatrix}
0 \\
\frac{\phi_1(x_f)}{m_1} \\
\vdots \\
\frac{\phi_{nc}(x_f)}{m_{nc}}
\end{bmatrix} F_c(t)
\]

(2.44)

\[
y_c(t) = \begin{bmatrix}
1 & 0 & \cdots & 1 & 0
\end{bmatrix} \begin{bmatrix}
x_{1,c}(t) \\
x_{2,c}(t) \\
\vdots \\
x_{2n_c-1,c}(t) \\
x_{2n_c,c}(t)
\end{bmatrix}
+ \begin{bmatrix}
0 \\
D_c F_c
\end{bmatrix}
\]

(2.45)

with \( 2n_c \)-dimensional state vector:

\[
x_c(t) = \begin{bmatrix}
x_{1,c}(t) \\
x_{2,c}(t) \\
\vdots \\
x_{2n_c-1,c}(t) \\
x_{2n_c,c}(t)
\end{bmatrix}
= \begin{bmatrix}
q_1(t) \\
\dot{q}_1(t) \\
\vdots \\
q_{nc}(t) \\
\dot{q}_{nc}(t)
\end{bmatrix}
\]

(2.46)

or in compact way:

\[
\dot{x}_c = A_c x_c + B_c F_c
\]

\[
y_c = C_c x_c + D_c F_c
\]

(2.47)
Finally, inserting \( q_j(t) = x_{2j-1,c}(t) \) into (2.33), the displacement of the cantilever with \( n_c \) modes can be expressed in state coordinates as follows:

\[
  z_c(x, t) = \sum_{j=1}^{n_c} \phi_j(x) x_{2j-1,c}(t)
\]  

(2.48)

Especially, when \( x = x_f \), one considers the cantilever displacement at the tip position (see Fig. 2.4) and (2.48) takes the following form:

\[
  z_c(x, t)|_{x=x_f} = z_c(x_f, t) = \sum_{j=1}^{n_c} \phi_j(x_f) x_{2j-1,c}(t)
\]  

(2.49)

Cantilever displacement can be expressed also in Laplace domain (assuming first \( n_c \) modes, zero initial conditions for \( q_j(0) = 0 \), taking the Laplace transform of (2.38) and using it in (2.33)) as follows:

\[
  z_c(x, s) = \sum_{j=1}^{n_c} \phi_j(x) \frac{1}{s^2 + \frac{c_i}{m_j} s + \frac{K_i}{m_j}} F_{c_j}(s) = \sum_{j=1}^{n_c} \phi_j(x_f) \frac{1}{s^2 + \frac{c_i}{m_j} s + \frac{K_i}{m_j}} F_{c}(s)
\]  

(2.50)

One can say that the modal shape function \( \phi_j(x) \) allows to distribute in space the modal contributions. It is a convenient way, since only this shaping function depends on position and the other part (modal) depends only on time.

Finally, taking into account all the equations from this chapter, one can write the following full nonlinear 3D state-space model which corresponds to the schema in Fig. 2.3:

\[
  \begin{bmatrix}
    \dot{x}_{1,vz}(t) \\
    \dot{x}_{pz}(t) \\
    \dot{x}_{xy}(t) \\
    \dot{x}_{1,capx}(t) \\
    \dot{x}_{1,vy}(t) \\
    \dot{x}_{py}(t) \\
    \dot{x}_{yz}(t) \\
    \dot{x}_{1,capy}(t) \\
    \dot{x}_{1,t}(t) \\
    \dot{x}_{2,t}(t) \\
    \dot{x}_{3D}(t)
  \end{bmatrix} =
  \begin{bmatrix}
    -\omega_{vz} x_{1,vz}(t) + u_z(t) \\
    A_{px} x_{pz}(t) + B_{px} q_{pz}(t) \\
    A_{xy} x_{xy}(t) + B_{xy} y(t) \\
    -\omega_{capx} x_{1,capx}(t) + x_x(t) + x_y(t) \\
    -\omega_{vy} x_{1,vy}(t) + u_y(t) \\
    A_{py} x_{py}(t) + B_{py} q_{py}(t) \\
    A_{yz} x_{yz}(t) + B_{yz} x_z(t) \\
    -\omega_{capy} x_{1,capy}(t) + y(t) + z(t) \\
    -\omega_{vz} x_{1,vz}(t) + u_z(t) \\
    x_{2,pz}(t) \\
    -\omega_{pz}^2 x_{1,pz}(t) - 2\xi_{pz}\omega_{pz} x_{2,pz}(t) + \omega_{pz}^2 q_{pz}(t) \\
    A_{xz} x_{xz}(t) + B_{xz} x_z(t) \\
    A_{zy} x_{zy}(t) + B_{zy} y(t) \\
    A_z x_z(t) + B_z F_{c}(t) \\
    x_{2,t}(t) \\
    -\omega_{t}^2 x_{1,t}(t) - 2\xi_{t}\omega_{t} x_{2,t}(t) + \omega_{t}^2 G + \sum_{i} V_{ie^{-kt}}(t)
  \end{bmatrix}
\]  

(2.51)

\[
  f(x_{3D}(t), u_{3D}(t), d_{3D}(t))
\]
In this chapter, the full nonlinear 3D model has been developed for the considered tunneling current-based platform. First, the horizontal motion in X and Y axes has been considered. The
model of piezoelectric actuators (driven by voltage amplifier and read by capacitive sensor) including nonlinear hysteresis, creep, structural vibration and cross-coupling is given. Next, the model in vertical Z direction includes the exponential behavior of the tunneling nonlinearity between the tip (driven by the piezoelectric actuator) and the cantilever (driven by the electrostatic actuator). The current sensor catches and amplifies the small value of tunneling current. The next chapters give more insight to the modeling of the single components of the full nonlinear model as well as to appropriate control and compensation.
CHAPTER 3

Static hysteresis and creep
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3.1 Introduction

In this section the nonlinear effect of hysteresis is studied. The measured data from the capacitive sensors of the experimental nanopositioning platform in X and Y directions are used together with the corresponding control signals in these directions to identify the model of static nonlinearity. To that end, the Prandtl-Ishlinskii model in its classical (referred simply as PI) and modified (referred as MPI) version is first fitted to the measured data, inverted and cascaded with the corresponding axis of the real plant in the feedforward path. The presentation of this open-loop technique is followed by that of observer-based hysteresis compensation as proposed in [Yi et al., 2009]. In this method the hysteresis modeling is given up and this nonlinear effect is assumed as an unknown slowly varying disturbance over piezo displacement and reconstructed via disturbance observer (DOB). This technique is considered as a closed-loop method, since it uses the feedback from the measured displacement. However, differently from [Yi et al., 2009], the disturbance is considered as a new entry of a state vector.
and reconstructed via state observer together with the system state (see also [Ryba et al., 2014b] and [Ryba et al., 2014a]), hence the direct inversion of system dynamics is avoided. Next, the open-loop MPI is combined with closed-loop DOB (i.e. the observed disturbance is now the mismatch between the real hysteresis response and its MPI model), which is shown to improve the accuracy of modeling and compensation (see [Ryba et al., 2015b]). Finally, one parametric polynomial model with adaptively changing coefficients is used to modelize hysteresis and the proper compensation input is determined in real-time using Newton-based algorithm, which does not require model inversion (see [Ryba et al., 2015a]).

3.2 Prandtl-Ishlinskii approach

In this section the PI approach is used to model and compensate hysteresis effect. In static case, for identification purpose of a static hysteresis, the piezo dynamics $D_{px}(s)$ can be neglected (i.e. $q_{px}(t) = x_p(t)$ in Fig. 3.1). The backlash operator of the Prandtl-Ishlinskii (PI)

$$x_{pH}(t) = H_{x_H}[x_{px}(t), x_{pH0}](t) = \max \{v_{px}(t) - r_{x_H}, \min \{v_{px}(t) + r_{x_H}, x_{pH}(t - T_s)\}\},$$

where $r_{x_H}$ is an input threshold for $v_{px}$ and $T_s$ is the sampling time. The elementary backlash operator (3.1) multiplied by a weight value $w_{x_H}$ forms so called weighted backlash operator

![Figure 3.1: 2D Schema (inverse-based approach).](image-url)
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The linear weighted superposition of \( n + 1 \) backlash operators with different threshold values finally defines the PI hysteresis operator \( H_x \) as follows (see Fig. 3.2b):

\[
x_{PH}(t) = H_x[v_{px}](t) = w_{xH}^T H_{r_{xH}}[v_{px}, x_{PH0}](t),
\]

where \( w_{xH} \) is the vector of weights, \( r_{xH} \) is the vector of thresholds such that \( 0 = r_{xH0} < r_{xH1} < ... < r_{xHn} < +\infty \), \( x_{PH0} \) is the vector of initial states of the backlash operators and \( H_{r_{xH}}[v_{px}, x_{PH0}](t) \) is the vector of backlash operators. In its classical form the PI model is symmetric, it consists of hysteresis operator \( H_x \) only and the superposition operator \( S_x \) in Fig. 3.1 is omitted (i.e. \( S_x[x_{PH}](t) = x_{PH}(t) \)). Therefore the PI model \( \Gamma_x[v_{px}](t) = H_x[v_{px}](t) \) approximates static nonlinearity \( NL_x \) and \( x_{PH}(t) \approx q_p \) (see Fig. 3.1). The procedure for hysteresis compensator \( \Gamma_x \) design consists of three consecutive steps: model initialization, model identification and model inversion.

![Figure 3.2: Hysteretic nonlinearity: (a) Weighted backlash operator. (b) Hysteresis operator as a superposition of \( n + 1 \) backlash operators [Ang et al., 2007], [Rakotondrabe et al., 2010].](image)

3.2.1 Model initialisation, identification and inversion

In model initialization step, the range of input voltage \( \max\{v_{px}\} \) is divided into \( n + 1 \) (often equal) intervals defining the threshold values \( r_{xH} \) as follows:

\[
r_{xH_i} = \frac{i}{n+1}\max\{v_{px}\}, \quad i = 0..n.
\]

and the backlash operators are initialized to zero (deenergized state):

\[
x_{PH0_i} = 0, \quad i = 0..n.
\]

Fig. 3.3 shows the identification procedure of the PI approach, which is the second step of the compensator design. One searches for the optimal weights \( w_{xH}^* \) that minimize (in the least squares sense) the following model error:

\[
E_x[v_{px}, \tilde{x}_p](t) = H_x[v_{px}](t) - \tilde{x}_p(t)
\]

\[
= w_{xH}^T H_{r_{xH}}[v_{px}, x_{PH0}](t) - \tilde{x}_p(t)
\]

\[
= w_{xH}^T H_{r_{xH}}[v_{px}, x_{PH0}](t) - \tilde{x}_p(t)
\]
with an output displacement \( \tilde{x}_p(t) = \frac{y_1(t)}{G_{capx}} \) measured at each time instant \( t \). The quadratic loss function to be minimized is given by:

\[
J_x(w_{xH}) = \frac{1}{2} \sum_{i=1}^{l} (E_x[v_{px}, \tilde{x}_p](t_i))^2
\]

\[
= \frac{1}{2} w_{xH}^T F_x w_{xH} + w_{xH}^T f_{x1} + f_{x0}
\]  

(3.6)

where \( t_i = i \cdot T_s \) and \( l \) is a size of the collected experimental data set. The quadratic term represented by the Hessian matrix \( F_x \), the linear term represented by the vector \( f_{x1} \) and the scalar \( f_{x0} \) in (3.6) are defined as follows:

\[
F_x = \sum_{i=1}^{l} H_{r_{xH}}[v_{px}, x_{pH0}](t_i) H_{r_{xH}}^T [v_{px}, x_{pH0}](t_i)
\]  

(3.7)

\[
f_{x1} = \sum_{i=1}^{l} \tilde{x}_p(t_i) H_{r_{xH}}[v_{px}, x_{pH0}](t_i)
\]  

(3.8)

\[
f_{x0} = \sum_{i=1}^{l} \frac{1}{2} \tilde{x}_p^2(t_i)
\]  

(3.9)

To ensure the existence of the model inverse, the slope of the PI model has to be monotonous function of the input voltage and since this slope is defined as the sum of the weights of the activated backlashes, these weights \( w_{xH} \) have to be constrained by the following convex polyhedron:

\[
P_x = \{ w_{xH} : U_H w_{xH} - u_H \geq 0 \}
\]  

(3.10)

where \( U_H \in \mathbb{R}^{n+1 \times n+1} \), \( u_H \in \mathbb{R}^{n+1} \) are defined as:

\[
U_H = \begin{pmatrix} 1 & 0 & \cdots & 0 \\ 1 & 1 & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 1 & 1 & \cdots & 1 \end{pmatrix}, \quad u_H = \begin{pmatrix} \epsilon \\ \epsilon \\ \vdots \\ \epsilon \end{pmatrix}
\]  

(3.11)

and \( \epsilon > 0 \) is a possibly infinitely small value. This condition ensures strong monotonicity of the hysteresis curve. Note, that the absolute term (3.9) does not depend on \( w_{xH} \), and as a result it can be neglected during the optimization procedure. In this case the quadratic optimization problem constrained by (3.10) and (3.11) boils down to:

\[
QP_x : \min_{w_{xH} \in P_x} \{ J_x(w_{xH}) \} = \min_{w_{xH} \in P_x} \left\{ \frac{1}{2} w_{xH}^T F_x w_{xH} + w_{xH}^T f_{x1} \right\}
\]  

(3.12)

The third step is the inversion of the hysteresis model identified in the previous step. The inverse model is also PI type as follows:

\[
v_{px}(t) = \Gamma_x^{-1}[x_{pH}](t) = H_x^{-1}[x_{pH}](t) = w'_{xH}^T H_{r_{xH}}[x_{pH}, v_{px0}](t)
\]  

(3.13)
3.2. Prandtl-Ishlinskii approach

with the transformed vector of thresholds:

$$r'_{xH_i} = \sum_{j=0}^{i} w_{xH_j} (r_{xH_i} - r_{xH_j}), \quad i = 0..n,$$

vector of weights:

$$w'_{xH0} = \frac{1}{w_{xH0}}, \quad i = 1..n$$

$$w'_{xH1} = -\frac{w_{xH_i}}{w_{xH0} + i \sum_{j=1}^{i} w_{xH_j}} \cdot \frac{w_{xH0} + \sum_{j=1}^{i-1} w_{xH_j}}{w_{xH0} + \sum_{j=1}^{i} w_{xH_j}},$$

and vector of initial states of the inverted backlash operators:

$$v_{pH0} = \sum_{j=0}^{i} w_{xH_j} x_{pH0_j} + \sum_{j=i+1}^{n} w_{xH_j} x_{pH0_j}, \quad i = 0..n.$$

Symbol $'$ refers to the parameters of the inverted model (for instance $w'_{xH}$ is a vector of weights of the inverted model of hysteresis operator).

3.2.2 Hysteresis compensation

In this subsection hysteresis compensation in real time is performed on the two horizontal piezoactuated axes of the nanopositioning platform. To that end, the PI model is fitted to the experimental data, inverted and cascaded with the plant in the feedforward path. A triangular voltage input signal of positive variable amplitude and frequency 0.1 Hz is chosen.
Figure 3.4: PI approach for hysteresis compensation (in X (left) and Y (right) direction) with 16 backlashes: (a), (b) Before identification. (c), (d) After identification. (e), (f) Inverted model. (g), (h) Compensation.
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Figure 3.5: Reference tracking using PI approach for X (left) and Y (right) directions (subscripts 'uc' and 'c' refer to the uncompensated and compensated case, respectively): (a), (b) Triangle of variable amplitude. (c), (d) Step response.

as an identification signal. This frequency has to be low enough in order not to excite piezo dynamics, and sufficiently high in order to avoid the creep phenomenon. Fitting the model curve into the measured data is done using the Quadratic Programming algorithm of Matlab Optimization Toolbox™. The identification procedure at each iteration modifies the model weights until the proper tolerance is achieved. The fitting accuracy increases with the number of backlashes and in the considered case 16 backlashes have been chosen. Fig. 3.4a (resp. Fig. 3.4b) shows the hysteresis of a measured response of the piezoactuator and the hysteresis model with the initial weights, while Fig. 3.4c (resp. Fig. 3.4d) shows the results after the identification procedure for X (resp. Y) directions. The corresponding inverted PI model shown in Fig. 3.4e (resp. Fig. 3.4f) is cascaded with the plant system as shown in Fig. 3.1. The effect of hysteresis was successfully cancelled in both directions (see Fig. 3.4g and Fig. 3.4h, respectively). Since the classical PI model is symmetric and the measured hysteresis curve is evidently asymmetric (especially for higher voltages), the model does not catch the hysteresis to the end (despite high accuracy of 16 backlashes). The fitting accuracy can be substantially improved using the modified version of the PI approach called MPI, which is presented in the next section. However, even with PI model the tracking performance is quite good as shown
in Fig. 3.5a (resp. Fig. 3.5b). The creep phenomenon is however still present as shown in Fig. 3.5c and Fig. 3.5d and to compensated its effect, additional modeling should be done, or it can be eliminated by feedback control.

3.3 Modified Prandtl-Ishlinskii approach

Since the PI model in its classical form cannot catch asymmetric hysteresis loops (due to the property of symmetry of the elementary play operator it uses), the Modified Prandtl-Ishlinskii (MPI) model has been elaborated in order to solve this problem. The idea behind this method lies in introduction of an asymmetric elementary one-sided dead-zone operator (in addition to the backlash operator) defined as follows:

\[
x_{ps}(t) = S_{rs}[x_{ph}] (t) = \begin{cases} 
\max\{x_{ph}(t) - r_{xs}, 0\}, & r_{xs} > 0 \\
x_{ph}(t), & r_{xs} = 0 
\end{cases}
\] (3.17)

where \( r_{xs} \) is a threshold for \( x_{ph} \). Next, an elementary one-sided dead-zone operator (3.17) is multiplied by a weight value \( w_{xs} \) as shown in Fig. 3.6a forming a weighted one-sided dead-zone operator. The PI superposition operator \( S_x \) is given by the linear weighted superposition of many one-sided dead-zone operators with different threshold values (see Fig. 3.6b) as follows:

\[
x_{ps}(t) = S_x[x_{ph}] (t) = w_{xs}^T S_{rs}[x_{ph}] (t),
\] (3.18)

where \( r_{xs} \) is the vector of thresholds such that \( 0 = r_{xs0} < r_{xs1} < ... < r_{xsm} < +\infty \), \( w_{xs} \) is the vector of weights and \( S_{rs}[x_{ph}] (t) \) is the vector of dead-zone operators. Finally, the concatenation of PI hysteresis operator \( H_x \) defined by (3.2) and PI superposition operator \( S_x \) defined by (3.18) defines MPI operator \( \Gamma_x \), which is an approximation of the static nonlinearity.
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\( NL_x \) (see Fig. 3.1) as follows:

\[
x_{p_z}(t) = \Gamma_x[v_{px}](t) = S_x[H_x[v_{px}]](t)
= w_{xS}^T S_{rsS}[w_{zH}^T H_{rsH}[v_{px}, x_{pH}0]](t)
\]  

(3.19)

The procedure for compensator design for MPI method is similar to the PI approach and it consists of 3 consecutive steps described in the following subsections.

3.3.1 Model initialisation, identification and inversion

In the initialization step, the threshold values \( r_{xH} \) and \( r'_{xS} \) are equally distributed over the range of input \( v_{px} \) and output \( x_{ps} \), respectively, as follows:

\[
r_{xH,i} = \frac{i}{n+1} \max\{v_{px}\}, \quad i = 0..n,
\]  

(3.20)

\[
r'_{xS,i} = \frac{i}{m+1} \max\{x_{ps}\}, \quad i = 0..m,
\]  

(3.21)

and it is assumed that the backlash operators are in their deenergized state as follows:

\[
x_{pH0} = 0, \quad i = 0..n.
\]  

(3.22)

In the identification step, the optimal weights \( w^*_x = [w^*_xH, w^*_xS]^T \) are looked for in the sense of least-square minimization of the following error model (see Fig. 3.7):

\[
E_x[v_{px}, \bar{x}_p](t) = H_x[v_{px}](t) - S_x^{-1}[\bar{x}_p](t)
= w^T_{xH} H_{rsH}[v_{px}, x_{pH}0](t) - w^T_{xS} S_{rsS}[\bar{x}_p](t)
= \begin{pmatrix} w^T_{xH} & w^T_{xS} \end{pmatrix} \begin{pmatrix} H_{rsH}[v_{px}, x_{pH}0](t) \\ -S_{rsS}[\bar{x}_p](t) \end{pmatrix} \Psi_x[v_{px}, x_{pH}0, \bar{x}_p](t)
\]  

(3.23)

The loss function \( J_x(w_x) \) to be minimized is given by:

\[
J_x(w_x) = \frac{1}{2} \sum_{i=1}^{l} (E_x[v_{px}, \bar{x}_p](t_i))^2 = \frac{1}{2} w_x^T F_x w_x
\]  

(3.24)

with the Hessian matrix \( F_x \) defined as follows:

\[
F_x = \sum_{i=1}^{l} \Psi_x[v_{px}, x_{pH}0, \bar{x}_p](t_i) \Psi_x^T[v_{px}, x_{pH}0, \bar{x}_p](t_i)
\]  

(3.25)

Again the monotonicity of the hysteresis loading curve is required for the existence of the model inverse. This can be assured if the weights \( w_{xH} \) and \( w'_{xS} \) are constrained by the following convex polyhedron:

\[
P_x = \left\{ w_{xH}, w'_{xS} : \begin{pmatrix} U_H & 0 \\ 0 & U_S' \end{pmatrix} \begin{pmatrix} w_{xH} \\ w'_{xS} \end{pmatrix} - \begin{pmatrix} 0 \\ 0 \end{pmatrix} \right\}
\]  

(3.26)
where $U_H$ and $u_H$ are defined like in (3.11) and $U'_S \in \mathbb{R}^{m+1 \times m+1}$, $u'_S \in \mathbb{R}^{m+1}$ are given by:

\[
U'_S = \begin{pmatrix} 1 & 0 & \cdots & 0 \\ 1 & 1 & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 1 & 1 & \cdots & 1 \end{pmatrix}, \quad u'_S = \begin{pmatrix} \epsilon \\ \epsilon \\ \vdots \\ \epsilon \end{pmatrix}.
\] (3.27)

The constrained quadratic optimization problem for finding unknown weights $w_x$ can be formulated as below:

\[
QP_x : \min_{w_x \in P_x} \{ J_x(w_x) \} = \min_{w_x \in P_x} \left\{ \frac{1}{2} w_x^T F_x w_x \right\}
\] (3.28)

Using identified weights $w'_S$ and thresholds $r'_S$ defined by (3.21), the vector of thresholds $r_x$ and vector of weights $w_x$ of the one-sided dead-zone operators can be computed as follows:

\[
r_{x0} = \sum_{j=0}^{i} w'_{xj} (r'_{xj} - r'_{xj+1}), \quad i = 0..m,
\] (3.29)

\[
r_x = \Xi_S (r'_x, w'_S)
\]

\[
w_{x0} = \frac{1}{w'_{x0}}, \quad i = 1..m
\]

\[
w_{xi} = - \frac{w'_{x0} + \sum_{j=1}^{i} w'_{xj}}{w'_{x0} + \sum_{j=1}^{i-1} w'_{xj}} w'_{xj}, \quad i = 1..m
\] (3.30)

\[
w_x = \Phi_S(w'_S)
\]
Figure 3.8: MPI approach for hysteresis compensation (in X (left) and Y (right) direction) with 16 backlashes and 16 dead-zones: (a), (b) Before identification. (c), (d) After identification. (e), (f) Inverted model. (g), (h) Compensation.
The inverse of the MPI model is finally given by:

\[ v_{px}(t) = \Gamma^{-1}_x[x_{ps}](t) = \left[ H^{-1}_x[S^{-1}_x[x_{ps}]](t) \right] \]

with the transformed vector of thresholds \( r'_{xH} \), vector of weights \( w'_{xH} \) and vector of initial states \( v_{px0} \) of the inverted backlash operators as defined in (3.14)-(3.16). The inverse model \( S^{-1}_x \) of superposition operator \( S_x \) has been already determined by \( r'_{xS} \) and \( w'_{xS} \) during initialization and identification steps, respectively. The number of backlashes and dead-zone operators has been set to 16. The other identification conditions are the same as in case of PI model.

### 3.3.2 Hysteresis compensation

The feedforward hysteresis compensator is obtained by cascading the inverse MPI model \( \Gamma^{-1}_x \) with the real plant as shown in Fig. 3.1. The compensation results for each axis are given in Fig. 3.8 and the tracking performance in Fig. 3.9. Comparing these results with the ones corresponding to the PI model, one can clearly see that MPI model outperforms its classical PI version, as unlike the latter it can capture the asymmetric hysteresis curves. However the creep phenomenon is still present as shown in Fig. 3.9c and Fig. 3.9d. Its effect will be compensated in the next subsections.

### 3.4 Observer-based approach

Apart from the hysteresis phenomenon, piezoelectric actuators can drift when positioned over extended periods of time during slow-speed operation. This adverse effect is called the creep phenomenon. A low-order state-space disturbance observer is designed for hysteresis and creep reconstruction and subsequent compensation in both horizontal axes as shown in Fig. 3.10. Both hysteresis and creep are treated as a slowly varying disturbance \( d_x \) over the linear affine representation of hysteresis (see Fig. 3.11a). This disturbance is assumed to be bounded as shown in [Ryba et al., 2015b] and the first equation of (2.3) is expressed as:

\[ NL_x[v_{px}] = G_{px}v_{px} + d_x \]  

Since the bandwidths of voltage amplifier (4 kHz) and capacitive sensor (8.5 kHz) are relatively high w.r.t. the bandwidth of the piezoelectric actuator (630 Hz), they can be treated as constant gains \( G_{vx} \) and \( G_{capx} \), respectively. Similarly, the bandwidth of anti-aliasing filters is around 20 kHz and as a result it can be neglected as well. The following second order model of the X axis is used to estimate the slowly varying disturbance \( d_x \):

\[ \ddot{x}_p + 2\xi_{px}\omega_{px}\dot{x}_p + \omega_{px}^2 x_p = \omega_{px}^2 \left( G_{px}v_{px} + d_x \right) = \omega_{px}^2 \left( G_{px}G_{vx}u_x + d_x \right) = \omega_{px}^2 \left( u_1 + d_x \right) \]

\[ NL_x[u_x] \]  

\[ NL_x[u_{1x}] \]  

(3.33)
3.4. Observer-based approach

It includes the gain $G_{vx}$ of the voltage amplifier $VA_x(s)$, the piezo dynamics $D_{px}(s)$ and the gain $G_{capx}$ of the capacitive sensor $CS_x(s)$ and can be rewritten in state-space (with state variables: $x_1 = x_p$, $x_2 = \dot{x}_p$) as follows:

$$\begin{bmatrix} \dot{x}_1 \\ \dot{x}_2 \end{bmatrix} = \begin{bmatrix} 0 & 1 \\ -\omega_{px}^2 & -2\xi_{px}\omega_{px} \end{bmatrix} \begin{bmatrix} x_1 \\ x_2 \end{bmatrix} + \begin{bmatrix} 0 \\ \omega_{px}^2 \end{bmatrix} u_1 + \begin{bmatrix} 0 \\ \omega_{px}^2 \end{bmatrix} d_x + w_x$$

$$y_1 = \begin{bmatrix} G_{capx} \\ 0 \end{bmatrix} \begin{bmatrix} x_1 \\ x_2 \end{bmatrix} + n_1$$

where $u_x$ is the voltage amplifier input, $y_1$ is the capacitive sensor output, $w_x$ and $n_1$ are the process and measurement noises, respectively. The observer dynamics is chosen to be much faster than the disturbance variations and therefore those variations can be "seen" by the
observer as constant ($\dot{d}_x \approx 0$) between two consecutive time instants. Next, the state-space model (3.34) is augmented with the disturbance dynamics (i.e. with the extended state vector $x_e = [x^T \ d_x]^T$) as follows:

$$
\begin{align*}
\dot{x}_e &= A_{e} x_e + B_{e} u_1 + w_e \\
y_1 &= C_{e} x_e + n_1
\end{align*}
$$

(3.35)

Figure 3.10: 2D schema (observer-based approach).

Figure 3.11: Hysteresis approximation: (a) Affine approximation. (b) MPI approximation.
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\[
A_{e_x} = \begin{pmatrix} A_x & B_{d_x} \\ 0 & 0 \end{pmatrix}, \quad B_{e_x} = \begin{pmatrix} B_x \\ 0 \end{pmatrix}, \quad C_{e_x} = \begin{pmatrix} C_x^T \\ 0 \end{pmatrix}^T
\] (3.36)

The steady-state Kalman observer of this system is defined as:

\[
\dot{\hat{x}}_e = A_{e_x} \hat{x}_e + B_{e_x} u_1 + L_{x}(y_1 - C_{e_x} \hat{x}_e)
\] (3.37)

where \( L_x = P_x C_{e_x}^T N^{-1}_1 \) is the observer gain matrix and \( P_x \) is the solution of the following associated Algebraic Riccati Equation (ARE):

\[
A_{e_x} P_x + P_x A_{e_x}^T - L_x N_1 L_x^T + W_x = 0
\] (3.38)

with the process \( W_x \) and measurement \( N_1 \) covariance matrices.

Now, using the estimated disturbance \( \hat{d}_x \) in (3.32) gives the following input/output dependency:

\[
\hat{y}_1 = \hat{N}L_x[u_x] = G_{capx} \hat{N}L_x[u_x] = G_{capx}(G_{px} G_{ux} u_x + \hat{d}_x)
\] (3.39)

Fig. 3.12a (resp. Fig. 3.12b) shows a good consistency of the measured and reconstructed hysteresis between the input \( u_x \) (resp. \( u_y \)) and output \( y_1 \) (resp. \( y_2 \)). To compensate for
Figure 3.13: Reference tracking using observer-based approach for X (left) and Y (right) directions: (a), (b) Triangle of variable amplitude. (c), (d) Step response.

the output disturbance $d_x$ (resp. $d_y$), its estimate $\hat{d}_x$ (resp. $\hat{d}_y$) is then substracted from the input $G_{\text{cap}x}x_r$ (resp. $G_{\text{cap}y}y_r$) forming new input $u_1$ (resp. $u_2$) as shown in Fig. 3.10. In Fig. 3.12c (resp. Fig. 3.12d) the reference voltage $x_r$ (resp. $y_r$) (see Fig. 3.10) being a triangle of variable amplitude and frequency 1 Hz was applied and the corresponding output voltage $y_1$ (resp. $y_2$) was measured without (in red) and with (in blue) DOB. The hysteresis was successfully compensated as shown in Fig. 3.12c (resp. Fig. 3.12d). The corresponding tracking triangular reference is shown in Fig. 3.13a (resp. Fig. 3.13b). Unlike MPI, DOB approach cancels also the creep phenomenon as shown in Fig. 3.13c (resp. Fig. 3.13d).

3.5 Observer-based approach with MPI model

In this section a disturbance observer (DOB) is combined with MPI approach as shown in Fig. 3.14 and the affine hysteresis approximation (3.32) is replaced by MPI model as follows
The disturbance \( d_x \) is combining now the mismatch between the real hysteresis and the MPI model. This mismatch includes the creep and other external disturbances as well and is considered as smaller in magnitude (almost everywhere) than in case of the affine hysteresis approximation. Fig. 3.15 shows comparison of MPI, DOB and hybrid MPI/DOB in terms of hysteresis compensation in the X axis and for different input frequencies. One can see the effect of excited dynamics with increasing frequency. Table 3.1 shows the corresponding percentage compensation errors. They are evaluated by taking the ratio of the major hysteresis loop width and the full range of the reference (i.e. \( H\% = \frac{L_H - L_L}{L_H} \times 100\%\)) as shown in Fig. 3.15a.

Table 3.1: Amount of hysteresis \( H\%\) using different compensation methods and different frequencies - experimental result (uncompensated system has \( H\% = 11.37\%\) of hysteresis)

<table>
<thead>
<tr>
<th></th>
<th>MPI</th>
<th>DOB</th>
<th>MPI+DOB</th>
</tr>
</thead>
<tbody>
<tr>
<td>1Hz</td>
<td>1.10%</td>
<td>0.53%</td>
<td>0.26%</td>
</tr>
<tr>
<td>20Hz</td>
<td>3.12%</td>
<td>2.12%</td>
<td>0.98%</td>
</tr>
<tr>
<td>50Hz</td>
<td>5.01%</td>
<td>6.25%</td>
<td>4.03%</td>
</tr>
</tbody>
</table>

The corresponding tracking performance is shown in Fig. 3.16. For low frequencies DOB outperforms MPI approach, however for higher frequencies the performance of low-order DOB worsens and it can be improved by combining it with MPI approach. The creep phenomenon is compensated only when DOB is used as shown in Fig. 3.17.

The disturbance model is assumed as constant (i.e. \( \dot{d}_x = 0 \)), which is not true. However,
Figure 3.15: Hysteresis compensation in the X direction and for 1 Hz (left), 20 Hz (middle) and 50 Hz (right) for: (a)-(c) MPI approach, (d)-(f) DOB approach, (g)-(i) MPI+DOB approach.

this assumption is less restrictive in the case of DOB based on MPI model (3.40) than in the case of DOB with the affine model (3.32), which can be seen in Fig. 3.18, where the rate of change $\dot{d}_x$ is smaller in magnitude in case of MPI-based approach. This can be understood as follows: adding MPI model linearizes the system to some extent and as a result one may expect the improved performance w.r.t. the DOB alone or MPI alone.
In this section a $p^{th}$ order polynomial with adaptively changing coefficients is chosen to model static hysteresis [Ryba et al., 2015a]. For brevity, only the equations of motion for the X axis (including gains $G_{cx}$, $G_{cex}$, nonlinear hysteresis $H_x[v_{px}(t)]$ and assuming $D_{px}(s) = 1$ for low-frequency behavior) are given and therefore subscript $x$ is omitted. This simple parametric
model is described as follows:

\[ y_{m_k} = g(u_k, \theta_k) = \sum_{i=0}^{p} \theta_{i_k} y_{k_i}, \]  
(3.41)

\[ y_k = y_{m_k} + e_k, \]  
(3.42)
where $\theta_k$ is a time-varying vector of model parameters (to be adapted) and $e_k$ is the mismatch (including measurement noise) between the real plant output $y_k$ and the model output $y_{mk}$.

\begin{align*}
\theta_{k+1} &= \hat{\theta}_k, \\
y_k &= h_k' \theta_k + e_k, \\
e_k &\sim \mathcal{N}(0,1/d_k) \mid_{d_{k+1}=d_k},
\end{align*}

(3.43)

where $\theta_k \in \mathbb{R}^p$ is a randomly variable vector of unknown parameters, $h_k \in \mathbb{R}^p$ is the known regression vector, $'$ stands for the transposition operator. The error $e_k$ is assumed to be normally distributed, discrete with unknown variance $1/d_k$ (to be estimated as well). It is assumed that there is no drift in the evolution of $1/d_k$. The following posterior probability density function (pdf) is used to describe the uncertainty of the set of parameters $\Theta_k = \{\theta_k, d_k\}$ having the observed data $D^k = \{u_\gamma, y_\gamma\}_{\gamma=1}^k$:

\begin{align*}
f(\Theta_k|D^k) &\propto (2\pi/d_k)^{-(v_k|k+1+p-2)/2} \\
&\times \exp \left[ -((\theta_k - \hat{\theta}_{k|k})'P_{k|k}^{-1}(\theta_k - \hat{\theta}_{k|k})d_k/2) \right] \\
&\times \exp \left[ -\sum_{k|k} d_k/2 \right]
\end{align*}

(3.44)

In $k|k-1$, $k$ indicates the current time, and $k-1$ the time of the last recognized output and symbol $\propto$ denotes the proportionality. The data learning step (with accordance with Kalman

Figure 3.19: The considered model of X axis with adaptive estimator (AE) and numerical inversion block (NI) for hysteresis compensation.

3.6.1 Adaptive forgetting as a statistical decision problem

This subsection is devoted to the adaptive parameter estimator AE shown in Fig. 3.19. Using (3.41)-(3.42), the case when the output $y_k$ depends on the observations in the following way is considered:

\begin{align*}
\theta_{k+1} &= \hat{\theta}_k, \\
y_k &= h_k' \theta_k + e_k,
\end{align*}

where $\theta_k \in \mathbb{R}^p$ is a randomly variable vector of unknown parameters, $h_k \in \mathbb{R}^p$ is the known regression vector, $'$ stands for the transposition operator. The error $e_k$ is assumed to be normally distributed, discrete with unknown variance $1/d_k$ (to be estimated as well). It is assumed that there is no drift in the evolution of $1/d_k$. The following posterior probability density function (pdf) is used to describe the uncertainty of the set of parameters $\Theta_k = \{\theta_k, d_k\}$ having the observed data $D^k = \{u_\gamma, y_\gamma\}_{\gamma=1}^k$:

\begin{align*}
f(\Theta_k|D^k) &\propto (2\pi/d_k)^{-(v_k|k+1+p-2)/2} \\
&\times \exp \left[ -((\theta_k - \hat{\theta}_{k|k})'P_{k|k}^{-1}(\theta_k - \hat{\theta}_{k|k})d_k/2) \right] \\
&\times \exp \left[ -\sum_{k|k} d_k/2 \right]
\end{align*}

(3.44)

In $k|k-1$, $k$ indicates the current time, and $k-1$ the time of the last recognized output and symbol $\propto$ denotes the proportionality. The data learning step (with accordance with Kalman
Filter equations) is given as follows:

\[ K_k = P_{k|k-1} h_k / (1 + h'_k P_{k|k-1} h_k), \]  
\[ \epsilon_{k|k-1} = y_k - h'_k \theta_{k|k-1}, \]  
\[ \hat{\theta}_{k|k} = \hat{\theta}_{k|k-1} + K_k \epsilon_{k|k-1}, \]  
\[ P_{k|k} = (I - K_k h'_k) P_{k|k-1}, \]  
\[ \Sigma_{k|k} = \Sigma_{k|k-1} + \epsilon_{k|k-1}^2 / (1 + h'_k P_{k|k-1} h_k), \]  
\[ v_{k|k} = v_{k|k-1} + 1. \]  

(3.45)  
(3.46)  
(3.47)  
(3.48)  
(3.49)  
(3.50)

where \( \equiv \) stands for the equality by definition. In [Karny, 2006] a detailed discussion about the particular statistics and their prior settings is given.

In (3.43) it is assumed that the set of parameters \( \Theta_k \) does not change, which is an unrealistic assumption. Here, one wants to determine the predictive pdf \( f(\Theta_{k+1} | D^k) \) and compensate for this unrealistic assumption. Suppose that no explicit time evolution model is available and only the following pair of alternatives gives the prior information about model parameters:

\[ f_0(\Theta_{k+1}) \equiv f(\Theta_k | D^k), \]  
\[ f_1(\Theta_{k+1}) \propto (2\pi/d_{k+1})^{-(p+2)/2}, \]  

(3.51)  
(3.52)

where \( f_0(\Theta_{k+1}) \) refers to the case when the parameters are not changing within time interval \((k, k+1)\) and \( f_1(\Theta_{k+1}) \) to the case when all the parameters are uniquely distributed between \((k, k+1)\).

One defines an unknown pdf \( f_A(\Theta_{k+1}) \) restricted to the decision space \( f_A^*(\Theta_{k+1}) \equiv \{ f_0(\Theta_{k+1}), f_1(\Theta_{k+1}) \} \) equal to \( f_0(\Theta_{k+1}) \) with a probability \( \varphi_0 > 0 \) and to \( f_1(\Theta_{k+1}) \) with a probability \( \varphi_1 > 0 \) subject to the constraint \( \varphi_0 + \varphi_1 = 1 \). For the forthcoming manipulation \( \varphi \equiv [\varphi_0, \varphi_1]' \). The distance between the reality \( f(\Theta_{k+1}) \) and \( f_A(\Theta_{k+1}) \) is assessed using so called Kullback-Leibler divergence [Karny, 2006] defined as follows:

\[ \mathcal{D}(f(\Theta_{k+1}) || f_A(\Theta_{k+1})) \equiv \int_{\Theta^*} f(\Theta_{k+1}) \ln \left( \frac{f(\Theta_{k+1})}{f_A(\Theta_{k+1})} \right) d\Theta. \]  

(3.53)

where for an arbitrary \( k \), \( \Theta^* \) is the space of \( \Theta_k \). The following cost function is defined:

\[ \phi(f(\Theta_{k+1}), \varphi) \equiv \varphi_0 [\mathcal{D}(f(\Theta_{k+1}) || f_0(\Theta_{k+1}))] \]
\[ - (1 + \rho) \varphi_0 ] + \varphi_1 [\mathcal{D}(f(\Theta_{k+1}) || f_1(\Theta_{k+1})) - \varphi_1] \]  

(3.54)

with the penalties coefficients \( \varrho_0 \) and \( \varrho_1 \) for the success of the corresponding alternatives (3.51) and (3.52), respectively:

\[ \varrho_0 \equiv \mathcal{D}(f(\Theta_k | D^k) || f(\Theta_k | D^{k-1})), \]  
\[ \varrho_1 \equiv \mathcal{D}(f(\Theta_k | D^k) || f_1(\Theta_k)). \]  

(3.55)  
(3.56)
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The only tuning parameter in the considered adaptive method is the scalar $\rho \geq 0$. The higher value of this parameter, the more trust in the alternative $f_1(\Theta_{k+1})$. The decision max-min problem is then defined as follows:

$$\max_{\varphi} \min_{f(\Theta_{k+1})} \varphi(f(\Theta_{k+1}), \varphi). \quad (3.57)$$

Substituting $\varphi_0 = \lambda_{k+1|k} (\varphi_1 = 1 - \lambda_{k+1|k})$ allows to write the result of the decision problem (3.57) as follows:

$$P_{k+1|k} = P_{k|k}/\lambda_{k+1|k}, \quad \Sigma_{k+1|k} = \lambda_{k+1|k}\Sigma_{k|k},$$

$$\hat{\theta}_{k+1|k} = \hat{\theta}_{k|k}, \quad v_{k+1|k} = \lambda_{k+1|k}v_{k|k}, \quad \Sigma_{k+1|k} = \lambda_{k+1|k}\Sigma_{k|k}, \quad \hat{\theta}_{k+1|k} = \hat{\theta}_{k|k}, \quad v_{k+1|k} = \lambda_{k+1|k}v_{k|k}, \quad \Sigma_{k+1|k} = \lambda_{k+1|k}\Sigma_{k|k}, \quad \hat{\theta}_{k+1|k} = \hat{\theta}_{k|k}, \quad v_{k+1|k} = \lambda_{k+1|k}v_{k|k}, \quad \Sigma_{k+1|k} = \lambda_{k+1|k}\Sigma_{k|k}.$$  

(3.58)

Equations (3.58) and (3.59) close the time updating step of the sufficient statistics w.r.t. (3.57).

3.6.2 Numerical indirect model inverse

In this subsection having a parametric model of static nonlinearity defined by (3.41) one searches an input $u_k$ such that the output of the model $y_{m_k}$ follows the reference $r_k$. To that end, the numerical root-finding algorithm is used to solve for the proper $u_k$ in the following equation:

$$f(u_k, \theta_k, r_k) = y_{m_k} - r_k = g(u_k, \theta_k) - r_k = 0. \quad (3.60)$$

Note that in this way one does not need to find an explicit inverse model $g^{-1}(r_k, \theta_{k_i})$ (not necessarily linear in parameters $\theta_{k_i}$). The Newton’s iteration algorithm is used for solving (3.60). It is well known that this algorithm does not guarantee the convergence, unlike for example the bisection method. On the other hand, it has better (quadratic) convergence than the latter (linear). Therefore a combination of both approaches is used here. The numerical algorithm needs the starting point $u_0$, which in the considered case is restricted to the allowable control voltage interval from 0 to 10 V. Since the Newton’s method solves the problem locally, (3.60) may have several solutions even in this interval. Therefore, a natural choice for the starting point value is the one that is sufficiently close to the expected solution (for example the control voltage in the previous time instant $u_0 = u_{k-1}$).
First, the algorithm tries to find an interval \([u_L \ u_R]\) around the starting point \(u^0\) where the solution of (3.60) is located, as follows:

\[
\{ \begin{align*}
    u_L & := u_L - a \\
    u_R & := u_R + b
\end{align*} \}
\text{ until } f(u_L, \theta_k, r_k)f(u_R, \theta_k, r_k) < 0.
\]

where \(a > 0, b > 0\) are possibly small values. Next, the combined Newton/bisection numerical algorithm is used (starting from \(u^0\)) with an iteration described by the following equations:

\[
u_{i+1}^{\text{N}} = u_i - \frac{f(u_i, \theta_k, r_k)}{f'_u(u_i, \theta_k, r_k)}, \tag{3.62}
\]

\[
u_{i+1}^{\text{B}} = \frac{(u_L + u_R)}{2}, \tag{3.63}
\]

\[
u_{i+1} = \begin{cases} 
    u_{i+1}^{\text{N}} & \text{if } u_{i+1}^{\text{N}} \in [u_L \ u_R] \\
    u_{i+1}^{\text{B}} & \text{if } u_{i+1}^{\text{N}} \not\in [u_L \ u_R]
\end{cases}, \tag{3.64}
\]

\[
u_L = u_{i+1}^{\text{B}} \text{ if } f(u_R, \theta_k, r_k)f(u_{i+1}^{\text{B}}, \theta_k, r_k) < 0, \tag{3.65}
\]

\[
u_R = u_{i+1}^{\text{B}} \text{ if } f(u_L, \theta_k, r_k)f(u_{i+1}^{\text{B}}, \theta_k, r_k) < 0.
\]

where \(u_{i+1}^{\text{N}}\) and \(u_{i+1}^{\text{B}}\) stand for control input computed by Newton iteration and bisection step, respectively. The Newton iteration (3.62) is done everytime when possible and the bisection (3.63) only if the Newton’s iteration gives solution out of the interval (3.64)-(3.65) where the solution exists. Therefore, the convergence (which is quadratic) is always assured. The found voltage (after reaching the maximum number of iterations or the required accuracy) is applied to the piezoelectric actuator as \(u_k\). Fig. 3.20a shows tracking triangular trajectory of variable amplitude in simulation using Newton approach alone while Fig. 3.20b shows the result of combined Newton with bisection method. One can clearly see that the latter approach, unlike Newton’s method alone, is robust against solutions that can be found outside the local neighbourhood of the previous control voltage (which can be seen as sudden jumps in Fig. 3.20a).

### 3.6.3 Hysteresis compensation

In this section experimental results for horizontal (X) axis of a GIPSA-lab system, are presented. These results are obtained for 3rd order time-varying polynomial \(i.e. \ p = 3\) in (3.41)).

The following sinusoidal reference of variable amplitude is applied to the considered system in the X direction:

\[
x_r(t) = 5 + 2\sin(2\pi t) + 2\sin(2\pi 1.2t + \pi) \tag{3.66}
\]

Fig. 3.21a and Fig. 3.21b show the measured and the reconstructed hysteresis curves via adaptation algorithm for parameter values \(\rho = 0.4\) and \(0.8\), respectively. The actual parameters of the polynomial model (3.41) estimated by the adaptive estimator \(AE\) are passed in real-time.
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Figure 3.20: Triangular reference tracking with adaptation using numerical algorithm \( NI \): (a) only Newton method, (b) Newton combined with bisection.

to the numerical inversion algorithm \( NI \) (see Fig. 3.19), which searches for the proper compensation input. The corresponding adapted inverse model, shown in Fig. 3.21c and Fig. 3.21d is applied in cascade with the real plant. The compensation results are shown in Fig. 3.21e and Fig. 3.21f, respectively. Note that parameter \( \rho \) highly influences the parameter estimation (and as a result the fitting accuracy). Better fit is obtained for \( \rho = 0.8 \).

Fig. 3.22a-Fig. 3.22f show the corresponding tracking results. Fig. 3.22a shows tracking without any compensation. In the intervals 20-25 s, 25-30 s and 30-35 s the adaptive compensator is switched between different values of parameter \( \rho \) (\( \rho = 0.8, 0.4 \) and 0.0, respectively). The tracking error increases when \( \rho \) decreases as shown in Fig. 3.22e. Fig. 3.22f shows time evolution of the variable forgetting factor \( \lambda \) during this experiment. The estimator \( AE \) forgets mostly the data at the time instant when the input voltage changes direction (i.e. the polynomial parameters rapidly change their values from ascending to descending curve). The forgetting level depends on the input amplitude as well. The higher value of parameter \( \rho \), the faster adaptivity to changing conditions. Finally, Fig. 3.23a, Fig. 3.23c and Fig. 3.23e show tracking performance for triangular reference of variable amplitude without any compensation, with well-known MPI approach and with the proposed adaptive compensator (with \( \rho = 0.5 \)), respectively. The corresponding tracking errors are given in Fig. 3.23b, Fig. 3.23d and Fig. 3.23f, respectively. The results clearly show that the proposed compensator adapts to both changing amplitude as well as to the direction of the input, thus one avoids additional modeling for different amplitudes and ascending or descending hysteresis curves. Since the parameters are updated on-line it outperforms non adaptive approaches based on off-line identification such as MPI approach.
Figure 3.21: Experimental results of hysteresis compensation for sinusoidal reference of variable amplitude \( x_r(t) = 5 + 2\sin(2\pi t) + 2\sin(2\pi 1.2t + \pi) \) for \( \rho = 0.4 \) (left) and \( \rho = 0.8 \) (right): (a), (b) Measured and estimated hysteresis. (c), (d) Inverted model. (e), (f) Compensation.
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Figure 3.22: Experimental results for tracking sinusoidal reference of variable amplitude: (a) Without compensation. (b), (c), (d) With compensation for $\rho = 0.8, 0.4, 0.0$, respectively. (e) Corresponding tracking errors. (f) Corresponding variable forgetting factor.
Figure 3.23: Experimental results for tracking triangular reference of variable amplitude: (a), (c), (e) Without any compensation, with MPI and with the proposed adaptive compensator, respectively. (b), (d), (f) Corresponding tracking errors.
3.7 Conclusion

In this chapter the nonlinear hysteresis and creep phenomena have been investigated. To that end, several methods for their subsequent modeling, identification and compensation have been tested on the horizontal axes of the experimental platform. The Prandtl-Ishlinskii (PI) model due to its symmetric nature cannot capture asymmetric hysteresis curves, however it still gives much better results than without any compensation. The Modified Prandtl-Ishlinskii (MPI) model extends the PI approach for the asymmetric curves and therefore substantially increases the accuracy. Unlike MPI, the observer-based approach (DOB) successfully compensates the creep phenomenon in addition to hysteresis. Further improvement (especially for higher frequencies) can be achieved by combining the DOB with MPI. A nice alternative is an adaptive approach, which uses in the considered case a simple polynomial model with adaptively changing coefficients. The numerical inversion algorithm works in real-time and one avoids the explicit model inversion.
### 4.1 Introduction

This chapter is devoted to the structural vibration and cross-coupling reduction of horizontal piezoelectric actuators used to move the tunneling tip in X-Y plane along the scanned surface. Such a horizontal 2D system is already compensated for hysteresis as treated in the previous chapter. In [Habib et al., 2012], LQG control was used to tackle for the vibration effects while positioning the lateral axes of the AFM. As mentioned in chapter 1, pure LQG controller is not guaranteed to be robust w.r.t. the model uncertainties. It is commonly known that full state feedback LQR controller has at least $60^\circ$ phase margin and $6\text{dB}$ gain margin and as a result the closed-loop system with this controller is always stable (see [Safonov and Athans, 1977]). However, from the practical point of view not all the states can be available for state feedback design, either because there is a lack of sensors in the system or some states are impossible to measure. In this case a state observer is added to the system to estimate its states on the basis of the measured outputs and the LQR controller is now based not on the states but on their estimates (output feedback controller). The performance of this observer, which is based on the nominal model of the system, depends on how much uncertainty is in the system and since the real system differs from the nominal one, the robust stability
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margins of LQR cannot be more assured. In [Doyle and Stein, 1979], it has been shown that these margins can be arbitrarily small even for minimum phase, stable systems. One may try to "speed-up" observer dynamics by playing with its process and measurement covariance matrices but this may be not sufficient. To overcome this limitation the LQG/LTR (Loop Transfer Recovery) procedure was proposed by [Kwakernaak, 1972] and furtherly developed by [Doyle and Stein, 1981]. The idea behind this method lies in LQR loop recovery w.r.t. the uncertainty on the input or output of the minimum-phase plant by relaxing the optimality either of the quadratic feedback controller or the Kalman filter, respectively. This method has been applied for example in [Munteanu and Ursu, 2008] for vibration control of smart composite wing of the aircraft or in [Hu et al., 1999] to assure high track density for dual-stage actuators in HDDs as well as to piezoelectric tuning fork in Z direction of the AFM [Yeh et al., 2008]. However, due to small displacements (less than 100 nm), the hysteresis effect has been completely omitted in this work, which was the main motivation for the present work to experimentally validate the efficiency of this method for vibration reduction in the presence of nonlinear hysteresis in long-range positioning. Inspired by [Sebastian and Salapaka, 2005], other robust $H_\infty$ controllers based on the mixed-sensitivity design have been designed and tested as well.

First, the full 2D linear model (together with cross-couplings) is identified and subsequently reduced in section 4.2. The model uncertainty is given here as well. Next, in sections 4.3 and 4.4, the experimental studies on robust control of the Multi-Input Multi-Output (MIMO) 2D plant are presented using Single-Input Single-Output (SISO) LQG/LTR and SISO/MIMO $H_\infty$ strategies, respectively, together with some comparison.

### 4.2 Linear nominal and perturbed model

#### 4.2.1 Model identification

The linear model of the system already compensated for hysteresis with unit static gain, used as a vibration model, is identified here. The input identification signal is a chirp voltage of amplitude 0.5 V around 4 V with frequencies linearly growing with time from 0.1 Hz to Shannon frequency $0.5f_s$, where $f_s$ is the sampling rate of 20 kHz. Firstly, this input is applied on the X axis of the system as $x_h$, while the Y axis remains on a constant level (i.e. $y_h = 4$V). The corresponding response, measured via two capacitive sensors for the X and Y axes is shown in Fig. 4.1a and Fig. 4.1c, respectively. The same identification signal is applied subsequently on the Y axis of the system as $y_h$, while the X axis remains on a constant level (i.e. $x_h = 4$V) and again the two measurements are recorded (see Fig. 4.1b and Fig. 4.1d).

40th-order models were fitted to the measured responses in order to obtain very good accordance with the real data as shown in Fig. 4.2. The diagonal sub-figures correspond to the direct dynamic behavior (i.e. from the input to the corresponding output), while the off-diagonal sub-figures show the cross-coupling between the two axes in the frequency domain. These four high-order single-input single-output (SISO) models together create a full-order
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two-input two-output (TITO) model as follows:

\[
G_p(s) = \begin{pmatrix} G_{xx_p}(s) & G_{xy_p}(s) \\ G_{yx_p}(s) & G_{yy_p}(s) \end{pmatrix}
\]  

(4.1)

This model will reflect the behavior of the real system as much as possible and will only serve as a perturbed model for robustness considerations and not for the controller design. The step response of the full-order TITO model (4.1) is shown in Fig. 4.3. Again, the non-zero response on the off-diagonal sub-figures shows that the cross-coupling effect is evident. The amount of coupling in the low frequencies is almost zero (see Fig. 4.2), since the observers designed in the previous chapter, mainly for hysteresis compensation, cancel any other low frequency disturbances, including creep and low frequency cross-couplings. However, with increasing frequencies the coupling-based positioning errors become quite significant.

Figure 4.1: Experimental input/output data used for identification: (a) from X to X (b) from Y to X (c) from X to Y (d) from Y to Y.
Figure 4.2: Frequency response of the real system and full-order TITO model.

Figure 4.3: Step response of the full-order TITO model.

4.2.2 Model reduction and model uncertainty

The full-order TITO model presented previously is an idealistic case and cannot be used for the controller design due to its complexity. Therefore, a proper model reduction is looked for
in this subsection. This reduced-order TITO model is described as follows:

\[ G(s) = \begin{pmatrix} G_{xx}(s) & G_{xy}(s) \\ G_{yx}(s) & G_{yy}(s) \end{pmatrix} \] (4.2)

To that end, the balanced truncation method is used. First the full order model is converted to its balanced form and next the states which are weakly controllable/observable (with small corresponding singular values) are neglected. Here the reduction has been performed for all of the components of \( G_p(s) \) separately, for having more degree of freedom. Fig. 4.4 shows Hankel singular values of each of the component of the full-order model. The states with singular values less than the prespecified thresholds (pointed by the black lines) are then neglected resulting in reduced models of components with the number of states pointed by the red line. The values of thresholds for the singular values for each of the component were chosen to be 0.35, 0.18, 0.2 and 0.17, respectively, which results in three 10th-order and one 11th-order models. The magnitude plot in the frequency domain and step responses of both full- and

![Hankel singular values of the components of the full-order TITO model (red lines point at the number of states of the reduced model): (a) \( \sigma_{xx} \), (b) \( \sigma_{xy} \), (c) \( \sigma_{yx} \), (d) \( \sigma_{yy} \).](image)
reduced-order TITO models are shown in Fig. 4.5 and Fig. 4.6, respectively. One can see a very good accordance of both models despite order reduction.

![Figure 4.5: Frequency response of the full- and reduced-order TITO model.](image)

![Figure 4.6: Step response of the full- and reduced-order TITO model.](image)

The controlled system has to be robust w.r.t. the model uncertainty. In many practical situations the actual system can behave slightly differently from the model on the basis of
4.3 LQG/LTR approach for vibration reduction

which the controller has been designed. The full-order ideal TITO model defined by (4.1) reflects the behavior of the real system with a high accuracy for all frequencies and thus it will be referred here as a perturbed model \( G_p(s) \). However, for real-time implementation only the reduced-order model, referred here as nominal model \( G(s) \), will be used. The uncertain system can be described in an additive or multiplicative way. The additive uncertainty is a simple way to represent the discrepancy between the perturbed and the nominal model by taking the difference between their respective transfer functions. In this work, however, the output multiplicative structure has been chosen to model the uncertain system as follows (see Fig. 4.7):

\[ G_p(s) = (1 + W\Delta(s)\Delta(s))G(s) \]  

(4.3)

where \( \Delta(s) \) is any stable transfer function, which represents the normalized complex perturbations such that \( |\Delta(j\omega)| \leq 1 \), \( \forall \omega \) and \( W\Delta(s) \) is a rational transfer function representing the uncertainty weight chosen as follows:

\[ |W\Delta(j\omega)| \geq |W\Delta(j\omega)\Delta(j\omega)| = l\Delta(\omega) = \left| \frac{G_p(j\omega) - G(j\omega)}{G(j\omega)} \right|, \forall \omega \]  

(4.4)

where \( l\Delta(\omega) \) represents relative magnitude of the neglected dynamics. In other words \( W\Delta(s) \) is chosen such that \( |W\Delta(j\omega)| \) is an upper bound on the relative errors \( l\Delta(\omega) \).

\[ r(t) \]
\[ G(s) \]
\[ G_p(s) \]
\[ W\Delta(s) \]
\[ \Delta(s) \]
\[ d(t) \]
\[ y(t) \]
\[ n(t) \]

Figure 4.7: Feedback system with output multiplicative uncertainty.

4.3 LQG/LTR approach for vibration reduction

On the basis of the obtained model \( G(s) \), a Linear Quadratic Gaussian with Loop Transfer Recovery (LQG/LTR) controller can be designed. Two SISO LTR controllers will be designed (each for one axis of the considered system). To that end, two components of \( G(s) \) are taken into account, \( G_{xx}(s) \) (for \( C_x(s) \) controller design) and \( G_{yy}(s) \) (for \( C_y(s) \) controller design). These models in state-space are given by:

\[ G_{xx} : \begin{cases} \dot{x}_{xx} = A_{xx}x_{xx} + B_{xx}x_h + w_{xx}; & x_{xx} \in \mathbb{R}^{10} \\ y_1 = C_{xx}x_{xx} + n_1 \end{cases} \]  

(4.5)
with the control inputs \( x_h \) and \( y_h \) (the subscript \( h \) means that the system is already compensated for hysteresis). \( w_{xx}, w_{yy} \) and \( n_1, n_2 \) are its process and measurement noises, respectively. To assure zero steady-state tracking error, the forward path of the controlled system must contain an integrator, thus both systems (4.5) and (4.6) are augmented with an integral action before controller design procedure (see Fig. 4.8). The augmented system for the X axis is expressed as:

\[
G_{xxa} : \begin{cases} 
\begin{pmatrix} \dot{x}_{xx} \\ \dot{x}_h \end{pmatrix} = \begin{pmatrix} A_{xx} & B_{xx} \\ 0 & 0 \end{pmatrix} \begin{pmatrix} x_{xx} \\ x_h \end{pmatrix} + \begin{pmatrix} 0 \\ 1 \end{pmatrix} x_h + \begin{pmatrix} 0 \\ w_{xx} \end{pmatrix} : x_{xxa} \in \mathbb{R}^{11} \\
y_1 = \begin{pmatrix} C_{xxa} \\ 0 \end{pmatrix} \begin{pmatrix} x_{xx} \\ x_h \end{pmatrix} + n_1
\end{cases}
\]

Similarly, the augmented system for the Y axis is expressed as:

\[
G_{yya} : \begin{cases} 
\begin{pmatrix} \dot{x}_{yy} \\ \dot{y}_h \end{pmatrix} = \begin{pmatrix} A_{yy} & B_{yy} \\ 0 & 0 \end{pmatrix} \begin{pmatrix} x_{yy} \\ y_h \end{pmatrix} + \begin{pmatrix} 0 \\ 1 \end{pmatrix} y_h + \begin{pmatrix} 0 \\ w_{yy} \end{pmatrix} : x_{yya} \in \mathbb{R}^{12} \\
y_2 = \begin{pmatrix} C_{yya} \\ 0 \end{pmatrix} \begin{pmatrix} x_{yy} \\ y_h \end{pmatrix} + n_2
\end{cases}
\]

The optimal LQR solutions \( \dot{x}_h^* = -K_{xxa} x_{xxa} \) and \( \dot{y}_h^* = -K_{yya} x_{yya} \) minimize the following cost functions on trajectories of (4.7) and (4.8), respectively:

\[
J_x(\dot{x}_h) = \int_0^\infty (x_{xxa}^T Q_{xxa} x_{xxa} + \dot{x}_{xxa}^T R_{xxa} \dot{x}_{xxa}) dt
\]

\[
J_y(\dot{y}_h) = \int_0^\infty (x_{yya}^T Q_{yya} x_{yya} + \dot{y}_{yya}^T R_{yya} \dot{y}_{yya}) dt
\]

Here, we consider an LTR design on the plant output (the loop can be recovered also on the plant input, since the problems are dual). From Fig.4.8 one can see that the loop transfer function for X direction (resp. Y direction) obtained by breaking the LQG loop at point \( P_{1x} \) (resp. \( P_{1y} \)) \( (i.e. \) Kalman Filter (KF) loop transfer function) is:

\[
LTF_{P_{1x}}(s) = C_{xxa} \Phi_{xxa}(s) K_{fxxa} ; \quad \Phi_{xxa}(s) = (sI_{11 \times 11} - A_{xxa})^{-1}
\]

\[
LTF_{P_{1y}}(s) = C_{yya} \Phi_{yya}(s) K_{fyya} ; \quad \Phi_{yya}(s) = (sI_{12 \times 12} - A_{yya})^{-1}
\]

and the loop transfer function obtained by breaking the LQG loop at point \( P_{2x} \) (resp. \( P_{2y} \)) is simply an open loop transfer function \( L_x(s) \) (resp. \( L_y(s) \)):

\[
LTF_{P_{2x}}(s) = L_x(s) = G_{xxa}(s) K_{xLQG/LTR}(s) = G_{xx}(s) \frac{1}{s} K_{xLQG/LTR}(s)
\]

\[
LTF_{P_{2y}}(s) = L_y(s) = G_{yya}(s) K_{yLQG/LTR}(s) = G_{yy}(s) \frac{1}{s} K_{yLQG/LTR}(s)
\]
4.3. LQG/LTR approach for vibration reduction

\[ LTF_{P_2}(s) = L_y(s) = G_{yy}(s)K_{yLQG/LTR}(s) = G_{yy}(s)\frac{1}{s}K_{yLQG/LTR}(s) \] (4.14)

Now, the aim of LTR procedure is to make \( LTF_{P_2}(s) \) (resp. \( LTF_{P_1}(s) \)) to approach to \( LTF_{P_1}(s) \) (resp. \( LTF_{P_1}(s) \)) by properly designed respective LQR controller. In other words, the LQG/LTR design consists of two steps:

1) **Loop transfer design** - design LQG loop transfer function on the basis of LQR (full-state feedback) at point \( P_1 \) (resp. \( P_1 \)).

2) **Loop transfer recovery (LTR)** - approximate the desired loop transfer function obtained from step 1 with a recovery procedure at point \( P_2 \) (resp. \( P_2 \)) (which is the plant output).

**Figure 4.8:** Feedback loop with two SISO LQG/LTR controllers (based only on the diagonal part of \( G(s) \)).

**Step 1):** (the full state design) is done via Kalman Filter Algebraic Riccati Equation (KF ARE) for X and Y axes as follows:

\[
A_{x_0}P_{x_0} + P_{x_0}A_{x_0}^T - K_{f_{x_0}}N_1K_{f_{x_0}}^T + W_{xx} = 0
\] (4.15)

\[
A_{y_0}P_{y_0} + P_{y_0}A_{y_0}^T - K_{f_{y_0}}N_2K_{f_{y_0}}^T + W_{yy} = 0
\] (4.16)

with properly chosen process and measurement covariance matrices:

\[
W_{xx} = E[w_{xx}w_{xx}^T], \quad W_{yy} = E[w_{yy}w_{yy}^T], \quad N_1 = E[n_1n_1^T] = \rho_x I_{1 \times 1}, \quad N_2 = E[n_2n_2^T] = \rho_y I_{1 \times 1}
\] (4.17)

\[
W_{xy} = E[w_{xx}w_{yy}^T] = B_{xx}B_{yy}^T, \quad N = E[n_1n_2^T]
\] (4.18)
Step 2): (LQR loop recovery at plant output) is done via LQR ARE:

\[
A^T_{xx} S_{xx} + S_{xx} A_{xx} - K^T_{c_{xxa}} R_{xxa} K_{c_{xxa}} + Q_{xxa} = 0
\]

\[
A^T_{yya} S_{yya} + S_{yya} A_{yya} - K^T_{c_{yya}} R_{yya} K_{c_{yya}} + Q_{yya} = 0
\]

with the weighting matrices for the state and the control effort:

\[
Q_{xxa} = q_x C^T_{xxa} C_{xxa}, \quad R_{xxa} = I_{1 \times 1}
\]

\[
Q_{yya} = q_y C^T_{yya} C_{yya}, \quad R_{yya} = I_{1 \times 1}
\]

Once the controllers \(K_{x_{LQG/LTR}}(s)\) and \(K_{y_{LQG/LTR}}(s)\) are designed for the augmented systems (4.7) and (4.8), the integrators are finally inferred into the controllers to control the original systems (see Fig. 4.8) as follows:

\[
C_x(s) = \frac{1}{s} K_{x_{LQG/LTR}}(s)
\]

\[
C_y(s) = \frac{1}{s} K_{y_{LQG/LTR}}(s)
\]

The Nyquist plots of the loop transfer functions \(LTF_{P_{2x}}(s)\) (resp. \(LTF_{P_{2y}}(s)\)) for X (resp. Y) axis are shown in Fig.4.9a (resp. Fig.4.9b) in dashed lines (from green to black) and the respective bode plots for X (resp. Y) axis are shown in Fig.4.9c (resp. Fig.4.9d). One can observe their convergence to the desired optimal LQR loop transfer function \(LTF_{P_{2x}}(s)\) (resp. \(LTF_{P_{2y}}(s)\)), shown in solid blue line, when the recovery gain \(q_x\) (resp. \(q_y\)) is increased. One can say that the nice properties of LQR have been recovered. Having the open-loop transfer functions \(L_{xp}(s)\) and \(L_{yp}(s)\) for the perturbed systems \(G_{xxp}(s)\) and \(G_{yyb}(s)\) defined as follows:

\[
L_{xp}(s) = G_{xxp}(s)C_x(s)
\]

\[
L_{yp}(s) = G_{yyb}(s)C_y(s)
\]

and the open-loop transfer functions \(L_x(s)\) and \(L_y(s)\) for the nominal systems \(G_{xx}(s)\) and \(G_{yy}(s)\) defined by (4.13) and (4.14), the robust stability of the closed-loop systems w.r.t. model uncertainties is assured by the following conditions (see also Landau):

\[
|L_{xp}(j\omega) - L_x(j\omega)| < |1 + L_x(j\omega)|, \quad \forall \omega
\]

\[
|L_{yp}(j\omega) - L_y(j\omega)| < |1 + L_y(j\omega)|, \quad \forall \omega
\]

The recovered open-loop transfer functions \(LTF_{P_{2x}}, LTF_{P_{2y}}\) are shown in Fig. 4.10a and Fig. 4.10b, respectively and the graphical verification of robust stability conditions (4.27), (4.28) is shown in Fig. 4.10a and Fig. 4.10d, respectively. The obtained LQG/LTR SISO controllers \((C_x(s)\) and \(C_y(s)\)), are applied to the nominal \((G_{xx}(s)\) and \(G_{yy}(s)\)) and perturbed \((G_{xxp}(s)\) and \(G_{yyb}(s)\)) SISO models, which are the diagonal parts of TITO nominal and perturbed models \((G(s)\) and \(G_p(s)\)). Figs. 4.11a-4.11b show magnitude plot of the perturbed SISO models in open-loop and of both perturbed and nominal SISO models in closed-loop. One can see that the resonant peaks were successfully damped for both axes and as a result
the structural vibration has been significantly reduced as shown in step tracking in Figs. 4.11c-4.11d. However, it is the TITO model and TITO plant that should be controlled and which contain the model of couplings, omitted in the controller design procedure. The behavior of the TITO plant in closed-loop, controlled by the two designed LQG/LTR SISO controllers is given in section 4.4.3 at the end of this chapter together with other control approaches for the comparison reason.
Figure 4.10: Robustness w.r.t. model uncertainty: a), b) Recovered LTF$P_2$ for X and Y axis, respectively. c), d) Robust stability check for X and Y axis, respectively.

4.4 $\mathcal{H}_\infty$ approach for vibration reduction

4.4.1 General $\mathcal{H}_\infty$ problem

The $\mathcal{H}_\infty$ optimal control problem can be formulated as follows: Among all stabilizing controllers $C(s)$ find an optimal one $C^*(s)$ that minimizes the the $\mathcal{H}_\infty$ norm of the lower linear fractional transformation $F_l(P(s), C(s))$, i.e.:

$$\gamma^* = \min_{C(s)} \|F_l(P(s), C(s))\|_\infty = \|F_l(P(s), C^*(s))\|_\infty$$ (4.29)

where $\gamma^*$ is an optimal cost and $P(s)$ is an augmented plant (plant $G(s)$ with weighting functions). There is no guarantee that there exists controller which achieves that minimum.
Figure 4.11: Performance of SISO LQG/LTR controllers: a), b) Magnitude response of the system in open-loop and closed-loop (with real and nominal system) for X and Y axis, respectively. c), d) Step response of the system in open-loop and closed-loop (with real and nominal system) for X and Y axis, respectively.

Therefore the optimal problem (4.29) is often formulated as a sub-optimal one as follows:

\[
\gamma^* = \inf_{C(s)} ||F_l(P(s), C(s))||_\infty \leq ||F_l(P(s), C^*(s))||_\infty \leq \gamma
\]  

(4.30)

where \(\inf\) stands for infimum and \(\gamma\) is an upper bound of \(||F_l(P(s), C^*(s))||_\infty\), which we would like to make as close as possible to the optimal value \(\gamma^*\).

In this work, the Mixed-sensitivity \(H_\infty\) control problem is considered. It consists of the design of the \(H_\infty\) optimal controller while shaping the sensitivity function \(S(s)\), the control sensitivity function \(R(s)\) and the complementary sensitivity function \(T(s)\), defined as follows:

\[
S(s) = (I + G(s)C(s))^{-1}
\]
\[
R(s) = (I + G(s)C(s))^{-1}C(s)
\]
\[
T(s) = (I + G(s)C(s))^{-1}G(s)C(s)
\]  

(4.31)

4.4. \(H_\infty\) approach for vibration reduction
The objective is to minimize the $H_\infty$ norm of the system, for a given performance vector. In the mixed sensitivity problem, this vector is composed of the sensitivity functions (4.31), multiplied by the respective weights $W_S(s)$, $W_R(s)$ and $W_T(s)$ and the problem is expressed as follows:

$$\gamma^* = \inf_{C(s)} ||N(C(j\omega))||_\infty \leq \gamma$$

$$N(C(s)) = \begin{bmatrix} W_2(s)S(s) \\ W_R(s)R(s) \\ W_T(s)T(s) \end{bmatrix} = \begin{bmatrix} W_S(s)S(s) \\ W_R(s)C(s)S(s) \\ W_T(s)T(s) \end{bmatrix},$$

where $\gamma^*$, $\gamma$ are the optimal and the obtained cost values, respectively. The weights are used to shape their respective sensitivity functions according to the desired requirements. The tracking error from Fig. 4.7 can be expressed as follows:

$$e(t) = r(t) - y(t) = S(s)(r(t) - d(t)) + T(s)n(t) \quad (4.33)$$

We want to keep this error small in both the tracking and the disturbance band. However, from the constraint $S(s) + T(s) = 1$ we can see that keeping the output sensitivity function $S(s)$ small will imply complementary sensitivity function $T(s)$ to be close to one, which will cause propagation of the noise $n(t)$ into the tracking error. Therefore, since usually the disturbance rejection $d(t)$ and tracking the reference $r(t)$ is in lower frequencies, one tries to keep $S(s)$ small only in this band of interest. The desired requirements in our case are defined as follows:

1) **Robust stability in face of model uncertainty.** The controlled system has to be robustly stable w.r.t. the model uncertainty. From small gain theorem (see Zames 1966), it is known that the autonomous system described as a feedback interconnection of a stable systems $S_1(s)$ and $S_2(s)$ is asymptotically stable if the following condition is fulfilled:

$$||S_1(j\omega)S_2(j\omega)||_\infty < 1 \quad (4.34)$$

In our case (for the output multiplicative uncertainty like in Fig.4.7) if we set $S_1(s) = T(s)$ and $S_2(s) = W_\Delta(s)\Delta(s)$ and taking into account that $|\Delta(j\omega)| \leq 1, \forall \omega$ we will assure (4.34) when the following condition is true (see also for instance [Skogestad and Postlethwaite, 2005]):

$$||T(j\omega)W_\Delta(j\omega)||_\infty < 1 \quad (4.35)$$

We define the following high-pass $n_\Delta^{th}$-order weighting function with lower and upper bounds determined by $A_\Delta$ and $M_\Delta$, respectively:

$$W_\Delta(s) = \left( \frac{s + \omega_\Delta A_\Delta^{1/n_\Delta}}{1/M_\Delta^{1/n_\Delta} s + \omega_\Delta} \right)^{n_\Delta}$$

in order to impose an upper bound on the relative magnitude of the neglected dynamics by properly choosing the bandwidth $\omega_\Delta$. 

2) **Good robustness margins.** Good robustness margins can be assured if \( \Delta G \geq 2 \) and \( \Delta \phi \geq 29^\circ \), where \( \Delta G \) and \( \Delta \phi \) stand for the gain and phase margins, respectively. Both conditions can be assured if \( \Delta M \geq 0.5 \), where \( \Delta M \) is the modulus margin. These conditions in terms of constraints on the sensitivity functions can be expressed as follows:

\[
\|S(j\omega)\|_\infty \leq 6\text{dB}, \quad \forall \omega
\]

\[
\|T(j\omega)\|_\infty \leq 3.5\text{dB}, \quad \forall \omega
\]

3) **Reference tracking and disturbance rejection.** We define the following low-pass \( n_e \)-order weighting function with lower and upper bounds determined by \( A_e \) and \( M_e \), respectively:

\[
W_e(s) = \left( \frac{1/M_e^{1/n_e} + \omega_e}{s + \omega_e A_e^{1/n_e}} \right)^{n_e}
\]

in order to impose the desired performance for tracking accuracy (by choosing \( A_e \) possibly small to mitigate an integral action for low frequencies and as a result to eliminate the steady-state error and other disturbances up to the desired bandwidth \( \omega_e \)).

4) **Control moderation and noise rejection.** We define the following high-pass \( n_u \)-order weighting function with lower and upper bounds determined by \( A_u \) and \( M_u \), respectively:

\[
W_u(s) = \left( \frac{s + \omega_u A_u^{1/n_u}}{1/M_u^{1/n_u} s + \omega_u} \right)^{n_u}
\]

in order to impose the limit on the actuator force and thus eliminate possible saturations in the controlled system (by choosing properly the value of \( A_u \) as an inverse of the maximal control effort within the bandwidth determined by \( \omega_u \), which is used to attenuate the effect of noise at high frequencies).

By choosing \( M_e = 2 \) in (4.39) we will immediately assure (4.37). Thus the weight for shaping the output sensitivity function will take the form:

\[
W_S(s) = W_e(s), \quad M_e = 2
\]

By choosing \( A_\Delta = 1/1.5 \) in (4.36) we will immediately assure (4.38). Thus the weight for shaping the complementary sensitivity function will take the form:

\[
W_T(s) = W_\Delta(s), \quad A_\Delta = 1/1.5
\]

By choosing properly \( \omega_u \) in (4.40) we will assure the attenuation of the noise influence on the control input (in our case we want to reject the noise influence for the frequencies beyond 2 kHz). Thus the weight for shaping the control sensitivity function will take the form:

\[
W_R(s) = W_u(s), \quad \omega_u = 2\pi \cdot 2000 \text{ rad/s (2 kHz)}
\]

More details about the numerical values of the rest of parameters of the weighing functions are given in the next section.
4.4.2 SISO design

In this subsection two SISO decentralized controllers \( C_x(s) \) and \( C_y(s) \) are designed for lateral X and Y axes of the considered system, respectively. The controllers are based on the model of the respective axis only (i.e. in the design procedure only the diagonal parts of \( G(s) \) (i.e. \( G_{xx}(s) \) and \( G_{yy}(s) \)) are used., the cross-coupling models \( G_{xy}(s) \) and \( G_{yx}(s) \) are neglected and seen as a disturbance acting on the output of the respective axis).

For SISO transfer function \( H(s) \) the \( \mathcal{H}_\infty \) norm is defined as follows:

\[
||H||_\infty \overset{\text{def}}{=} \max_\omega |H(j\omega)| \geq |H(j\omega)|
\]  

(4.44)

The Mixed sensitivity problem (4.32) for the case of two SISO decentralized controllers is given by:

\[
\begin{align*}
&\left\| W_{S_x}(j\omega)S_x(j\omega) \right\|_\infty \leq \gamma_x, & \left\| W_{S_y}(j\omega)S_y(j\omega) \right\|_\infty \leq \gamma_y \\
&\left\| W_{R_x}(j\omega)R_x(j\omega) \right\|_\infty \leq \gamma_x, & \left\| W_{R_y}(j\omega)R_y(j\omega) \right\|_\infty \leq \gamma_y \\
&\left\| W_{T_x}(j\omega)T_x(j\omega) \right\|_\infty \leq \gamma_x, & \left\| W_{T_y}(j\omega)T_y(j\omega) \right\|_\infty \leq \gamma_y
\end{align*}
\]  

(4.45)

where \( \gamma_x \) and \( \gamma_y \) are the cost values of optimization procedure. This is equivalent to:

\[
\begin{align*}
&\left\| W_{S_x}(j\omega)S_x(j\omega) \right\|_\infty \leq \gamma_x, & \left\| W_{S_y}(j\omega)S_y(j\omega) \right\|_\infty \leq \gamma_y \\
&\left\| W_{R_x}(j\omega)R_x(j\omega) \right\|_\infty \leq \gamma_x, & \left\| W_{R_y}(j\omega)R_y(j\omega) \right\|_\infty \leq \gamma_y \\
&\left\| W_{T_x}(j\omega)T_x(j\omega) \right\|_\infty \leq \gamma_x, & \left\| W_{T_y}(j\omega)T_y(j\omega) \right\|_\infty \leq \gamma_y
\end{align*}
\]  

(4.46)

Using the Cauchy-Schwartz inequality, if we have the following conditions, conditions (4.46) will be satisfied as well:

\[
\begin{align*}
&\left\| W_{S_x}(j\omega) \right\|_\infty \left\| S_x(j\omega) \right\|_\infty \leq \gamma_x, & \left\| W_{S_y}(j\omega) \right\|_\infty \left\| S_y(j\omega) \right\|_\infty \leq \gamma_y \\
&\left\| W_{R_x}(j\omega) \right\|_\infty \left\| R_x(j\omega) \right\|_\infty \leq \gamma_x, & \left\| W_{R_y}(j\omega) \right\|_\infty \left\| R_y(j\omega) \right\|_\infty \leq \gamma_y \\
&\left\| W_{T_x}(j\omega) \right\|_\infty \left\| T_x(j\omega) \right\|_\infty \leq \gamma_x, & \left\| W_{T_y}(j\omega) \right\|_\infty \left\| T_y(j\omega) \right\|_\infty \leq \gamma_y
\end{align*}
\]  

(4.47)

or equivalently:

\[
\begin{align*}
&\left\| S_x(j\omega) \right\|_\infty \leq \frac{\gamma_x}{\left\| W_{S_x}(j\omega) \right\|_\infty}, & \left\| S_y(j\omega) \right\|_\infty \leq \frac{\gamma_y}{\left\| W_{S_y}(j\omega) \right\|_\infty} \\
&\left\| R_x(j\omega) \right\|_\infty \leq \frac{\gamma_x}{\left\| W_{R_x}(j\omega) \right\|_\infty}, & \left\| R_y(j\omega) \right\|_\infty \leq \frac{\gamma_y}{\left\| W_{R_y}(j\omega) \right\|_\infty} \\
&\left\| T_x(j\omega) \right\|_\infty \leq \frac{\gamma_x}{\left\| W_{T_x}(j\omega) \right\|_\infty}, & \left\| T_y(j\omega) \right\|_\infty \leq \frac{\gamma_y}{\left\| W_{T_y}(j\omega) \right\|_\infty}
\end{align*}
\]  

(4.48)

Using (444), conditions (4.48) can be finally expressed as follows:

\[
\begin{align*}
&\left| S_x(j\omega) \right| \leq \frac{\gamma_x}{\left| W_{S_x}(j\omega) \right|}, & \left| S_y(j\omega) \right| \leq \frac{\gamma_y}{\left| W_{S_y}(j\omega) \right|} \\
&\left| R_x(j\omega) \right| \leq \frac{\gamma_x}{\left| W_{R_x}(j\omega) \right|}, & \left| R_y(j\omega) \right| \leq \frac{\gamma_y}{\left| W_{R_y}(j\omega) \right|} \\
&\left| T_x(j\omega) \right| \leq \frac{\gamma_x}{\left| W_{T_x}(j\omega) \right|}, & \left| T_y(j\omega) \right| \leq \frac{\gamma_y}{\left| W_{T_y}(j\omega) \right|}
\end{align*}
\]  

(4.49)
4.4. $\mathcal{H}_\infty$ approach for vibration reduction

The two perturbed systems can be expressed in the output multiplicative structure as follows:

$$G_{xx}(s) = (1 + W_{\Delta}(j\omega)\Delta_{xx}(s))G_{xx}(s)$$
$$G_{yy}(s) = (1 + W_{\Delta}(j\omega)\Delta_{yy}(s))G_{yy}(s)$$

(4.50)

where $\Delta_{xx}(s)$ and $\Delta_{yy}(s)$ represent the normalized complex perturbations such that $|\Delta_{xx}(j\omega)| \leq 1$, $|\Delta_{yy}(j\omega)| \leq 1$, $\forall \omega$ and $W_{\Delta}(j\omega)$, $W_{\Delta}(j\omega)$ are the uncertainty weights for X and Y axes, respectively. They are chosen as follows:

$$|W_{\Delta x}(j\omega)| \geq |W_{\Delta y}(j\omega)\Delta_{xx}(j\omega)| = l_{\Delta_{xx}}(\omega) = \left| \frac{G_{xx}(j\omega) - G_{xx}(s)(j\omega)}{G_{xx}(s)(j\omega)} \right|, \forall \omega$$

(4.51)

$$|W_{\Delta y}(j\omega)| \geq |W_{\Delta y}(j\omega)\Delta_{yy}(j\omega)| = l_{\Delta_{yy}}(\omega) = \left| \frac{G_{yy}(j\omega) - G_{yy}(s)(j\omega)}{G_{yy}(s)(j\omega)} \right|, \forall \omega$$

(4.52)

Since they are the upper bounds on the relative errors (relative neglected dynamics) $l_{\Delta_{xx}}(\omega)$ and $l_{\Delta_{yy}}(\omega)$ as shown in Fig. 4.12, they can infer them directly to the controller design procedure, so that it can be robust against them. They were chosen like in (4.36) with the following numerical values for X and Y axes, respectively:

$$n_{\Delta x} = 3, \ A_{\Delta x} = 1/10, \ M_{\Delta x} = 10, \ w_{\Delta x} = 2\pi \cdot 600 \text{ rad/s}$$

(4.53)

$$n_{\Delta y} = 2, \ A_{\Delta y} = 1/40, \ M_{\Delta y} = 8, \ w_{\Delta y} = 2\pi \cdot 800 \text{ rad/s}$$

(4.54)

The robust stability condition (4.35) takes the following form:

$$||T_x(j\omega)W_{\Delta x}(j\omega)||_\infty < 1, \ ||T_y(j\omega)W_{\Delta y}(j\omega)||_\infty < 1$$

(4.55)

The weighting functions for the tracking error were chosen like in (4.39) with the following numerical values for X and Y axes, respectively:

$$n_{e_x} = 1, \ A_{e_x} = 1/1000, \ M_{e_x} = 2, \ w_{e_x} = 2\pi \cdot 400 \text{ rad/s}$$

(4.56)

$$n_{e_y} = 1, \ A_{e_y} = 1/1000, \ M_{e_y} = 2, \ w_{e_y} = 2\pi \cdot 600 \text{ rad/s}$$

(4.57)
Figure 4.13: Sensitivity functions for the nominal plant and the obtained controller for X (left) and for Y (right) axis: a), b) Output sensitivity function. c), d) Complementary sensitivity function. e), f) Control sensitivity function.
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Finally the weighting functions for control moderation were chosen like in (4.40) with the following numerical values for X and Y axes, respectively:

\[ n_u = 1, \quad A_u = 1/10, \quad M_u = 2, \quad w_u = 2\pi \cdot 2000 \text{ rad/s} \]  
\[ n_y = 1, \quad A_y = 1/10, \quad M_y = 2, \quad w_y = 2\pi \cdot 2000 \text{ rad/s} \]  

Final weightings for the sensitivity functions were chosen like in (4.41), (4.42) and (4.43), which means that the numerical values for $A_{\Delta_x}$ and $A_{\Delta_y}$ in (4.53)-(4.54) were reset to the higher value 1/1.5 in order to assure good robustness margins. Now, using mixed sensitivity procedure of Matlab two optimal SISO controllers $C_x(s)$ and $C_y(s)$ were found with their corresponding cost values as follows:

\[ \gamma_x = 1.18, \quad \text{for} \quad C_x(s) \]  
\[ \gamma_y = 1.34, \quad \text{for} \quad C_y(s) \]  

Figure 4.14: Performance of SISO $H_\infty$ controllers: a), b) Magnitude response of the system in open-loop and closed-loop (with real and nominal system) for X and Y axis, respectively. c), d) Step response of the system in open-loop and closed-loop (with real and nominal system) for X and Y axis, respectively.
The obtained values are only slightly greater than one, meaning that our requirements are almost met (more precisely they are met w.r.t. the values (4.60), see also equations (4.49)). Fig. 4.13 shows the sensitivity functions for the obtained controllers $C_x(s)$ and $C_y(s)$ and their corresponding nominal systems $G_{xx}(s)$, $G_{yy}(s)$. One can see that our requirements are more severe for the Y axis. They can be relaxed for both axes in order to obtain the cost functions (4.60) less than one by for example decreasing the required bandwidth. Nevertheless, we are satisfied with the obtained performance (see Fig. 4.14). Figs. 4.14a-4.14b show magnitude plot

![Figure 4.15](image-url)

**Figure 4.15**: Reduction of SISO $H_\infty$ controllers with 17 states: a), b) Frequency response of $n^{th}$ order controller for X and Y axis, respectively. c), d) Step response of the closed-loop system with $n^{th}$ order controller and real system for X and Y axis, respectively.
of the real plant in open-loop and of both real and nominal plant in closed-loop. One can see that the resonant peaks were successfully damped for both axes and as a result the structural vibration has been significantly reduced as shown in step tracking in Figs. 4.14c-4.14d.

The $H_\infty$ method produces controllers with high order (which is the sum of the order of the plant, on the basis of which the controller has been computed, and the orders of the weighting functions). In our case this order is $17^{\text{th}}$ for each axis and it can be reduced using for example balanced truncation method (like previously for the plant model reduction). The frequency response of the full- and reduced-order SISO controllers are shown in Fig.4.15a (for the X axis) and Fig.4.15b (for the Y axis) and their corresponding step reference tracking performance is shown in Fig. 4.15c and Fig. 4.15d. One can see that significant controller reduction can be achieved (with almost no performance deterioration for $12^{\text{th}}$- and $13^{\text{th}}$-order and with some performance deterioration for $8^{\text{th}}$- and $6^{\text{th}}$-order). We will keep $12^{\text{th}}$-order for the X axis and $13^{\text{th}}$-order for the Y axis (the same order as for the obtained LQG/LTR controllers in the previous sections in order to compare them at the end of this chapter). If lower performance is required the low-order controllers can be chosen.

### 4.4.3 MIMO design

The Mixed sensitivity problem is similar as for the SISO case, with this difference that the measure of the gain of the system at each frequency are the singular values of this system. They are satisfactory definition of gain (range of gain) for a matrix transfer function (see [Skogestad and Postlethwaite, 2005]). For MIMO transfer matrix $H(s)$ the $H_\infty$ norm is defined as follows:

$$||H||_\infty \text{ def } \max_\omega \sigma(H(j\omega)) \geq \bar{\sigma}(H(j\omega)), \quad (4.61)$$

where $\sigma(H(j\omega))$ denote maximum singular value of $H(s)$.

By multivariable transfer function shaping we understand the shaping of singular values of appropriately specified transfer functions. For the mixed sensitivity problem (4.32) the MIMO counterpart is given as follows:

$$||W_S(j\omega)S(j\omega)||_\infty < \gamma$$
$$||W_T(j\omega)T(j\omega)||_\infty < \gamma$$
$$||W_R(j\omega)R(j\omega)||_\infty < \gamma \quad (4.62)$$

where $S(s)$, $T(s)$, $R(s)$ are sensitivity functions matrices and $\gamma$ is a cost value of the optimization procedure. Using (4.61), the conditions (4.62) can be expressed as follows:

$$\sigma(S(j\omega)) < \gamma \sigma(W_S^{-1}(j\omega))$$
$$\sigma(R(j\omega)) < \gamma \sigma(W_R^{-1}(j\omega))$$
$$\sigma(T(j\omega)) < \gamma \sigma(W_T^{-1}(j\omega)) \quad (4.63)$$

For comparison reason, the same requirements and thus the same weighting functions were considered as in SISO $H_\infty$ approach. The mixed sensitivity procedure gave the cost value
\( \gamma = 1.38 \). This means that the requirements were almost met as seen in Fig. 4.16, showing the singular values of the sensitivity functions and the singular values of their corresponding weightings. The order of the obtained sub-optimal centralized TITO controller is 54 (which is the sum of the orders of four subsystems \( G_{xx}, G_{yy}, G_{xy}, G_{yx} \)) and the used weighting functions. This order can be finally reduced using balanced truncation method resulting in \( 30^{th} \)-order controller.

To compare all of the considered control approaches for structural vibration reduction, the SISO decentralized controllers obtained via LQG/LTR and \( H_{\infty} \) procedures are compared together with MIMO \( H_{\infty} \) centralized controller for control of the TITO plant \( G_p(s) \) as shown in Fig. 4.17. Fig. 4.18 and Fig. 4.19 show the frequency response of the system in open-loop and closed-loop when different controllers are used with the nominal and perturbed plant, respectively. For the diagonal parts of the TITO model, \( H_{\infty} \) SISO approach give slightly better results than SISO LQG/LTR approach, but both of them do not reduce cross-couplings (the off-diagonal parts of the model), being however still better than in open-loop.
4.4. $H_\infty$ approach for vibration reduction

Figure 4.17: Closed-loop controlled TITO system: a) SISO control. b) MIMO control.

Figure 4.18: Frequency response of an open-loop and closed-loop nominal system for different control approaches for structural vibration reduction.
Figure 4.19: Frequency response of an open-loop and closed-loop perturbed system for different control approaches for structural vibration reduction.

Moreover, because of coupling phenomena one can see the undesirable peaks even in the diagonal parts (see the insets in Fig. 4.18 and Fig. 4.19). One can clearly see that $H_\infty$ MIMO approach outperforms other approaches and successfully reduce the resonant peaks for both direct models and couplings.

Tracking the step reference of 1 V for the real system and the considered approaches is shown in Fig. 4.20 when one axis (either X or Y) is excited in the same moment. One can see that all of the approaches successfully reduce the structural vibrations w.r.t. the open-loop case. The performance of $H_\infty$ SISO and $H_\infty$ MIMO controllers is comparable for the diagonal parts and better than in case of SISO LQG/LTR controllers, however only MIMO approach deals with cross-coupling phenomena. Fig. 4.21 shows the step responses when both X and Y axes are excited in the same moment (each response is the sum of the responses of the diagonal part and the corresponding coupling) showing the effect of coupling directly on the diagonal responses and the superiority of MIMO approach over the other ones.

4.5 Conclusion

The MIMO approach outperforms the SISO approach while controlling the MIMO plant, since it takes into account the whole model including cross-coupling between the axes. The $H_\infty$ control appears to give better results than classical LQG/LTR approach, since by properly
Figure 4.20: Step response of an open-loop and closed-loop real system for different control approaches for structural vibration reduction when only one axis is excited at the same time.

Figure 4.21: Step response of an open-loop and closed-loop real system for different control approaches for structural vibration reduction when only one axis is excited at the same time.
designed weighting functions, it can assure more gain at low frequencies, while rolling-offs the higher-frequency part. The classical LQG/LTR has less degrees of freedom in loop-shaping design - i.e. the loop is shaped by properly chosen either Kalman Filter covariance matrices (in case of recovery at the plant output) or LQR weightings (in case of recovery at the plant input) and the recovery part is done automatically. However these design parameters are the same for all frequencies and if the model is uncertain, choosing a "high-gain" controller will excite higher frequency part, and thus we have to limit the desired bandwidth. There exist of course non-classical methods, like frequency-based LQG, where the weighting matrices are frequency-dependent, but the classical LQG/LTR approach assumes one shot parameters while $H_\infty$ loop-shaping does not. On the other hand the latter method produces controllers of high order (which is the sum of the order of the plant and order of the weighting functions) and subsequent model reduction is needed. The existence of weighting functions makes the tuning procedure more difficult, however more degrees of freedom allow to shape the loop closer to the desired one. The last issue is whether MIMO control is really worth of consideration. If the MIMO plant is strongly non-diagonal (i.e. with significant cross-couplings) the approach may be interesting, provided that a precision plays more important role than the required hardware resources and if the designed controller will fit to the hardware limitations. If this is not the case or the cross-couplings are not significant the SISO approach can be more satisfactory.
5.1 Introduction

In chapter 2 the tunneling phenomenon has been described in details. It has been shown that this quantum phenomenon takes place when a conductive tip approaches a conductive surface at a distance lower than 1 nm and when these metals are biased w.r.t. each other with constant voltage $V_b$. This chapter is focused on the issues connected with this phenomenon which is a heart of the experimental platform of GIPSA-lab. The general block scheme of the nonlinear plant in Z direction is shown in Fig. 5.1. The focus is given to the tunneling current phenomenon, hence the cantilever model is not taken into account in this section (its displacement is replaced by the surface variations $z_s(t)$). The cross-couplings from the horizontal axes are not considered here either. The tunneling tip is approaching the fixed part...
of the cantilever (surface). The nonlinear model is first identified and linearized around an equilibrium point, then a robust pole-placement controller with sensitivity functions shaping with RS structure is designed using the framework described in details in [Landau and G., 2006] and applied to our experimental platform (as in [Ryba et al., 2014a]).

5.2 Nonlinear and linearized model

In chapter 2 the full nonlinear model in 3 dimensions has been developed. Taking into account differential equations for the vertical direction from the input \( u_z(t) \) to the output \( y_3(t) \) from (2.51), without taking into account the couplings from the horizontal axes \( (z_x(t) \) and \( z_y(t) \)), one obtains the following nonlinear state-space model:

\[
\begin{align*}
\dot{x}_{1,vz}(t) &= -\omega_{vz} x_{1,vz}(t) + u_z(t) \\
\dot{x}_{1,pz}(t) &= x_{2,pz}(t) \\
\dot{x}_{2,pz}(t) &= -\omega_{pz}^2 x_{1,pz}(t) - 2\xi_{pz}\omega_{pz} x_{2,pz}(t) + \omega_{pz}^2 (-G_{pz} G_{vz} \omega_{vz} x_{1,vz}(t) + d_z(t)) \\
\dot{x}_{1,t}(t) &= x_{2,t}(t) \\
\dot{x}_{2,t}(t) &= -\omega_t^2 x_{1,t}(t) - 2\xi_t \omega_t x_{2,t}(t) + \omega_t^2 G_t g V_b e^{-k(d_0 + x_{1,pz}(t) - z_s(t))} \\
y_3(t) &= x_{1,t} + n_3(t)
\end{align*}
\]

(5.1)

We can recall that the first equation of (5.1) represents first order model of the voltage amplifier described by the following transfer function:

\[
VA_z(s) = \frac{v_{pz}(s)}{u_z(s)} = \frac{G_{vz} \omega_{vz}}{s + \omega_{vz}}
\]

(5.2)

The effect of hysteresis in the vertical direction is negligible and the creep phenomenon is considered as a disturbance \( d_z(t) \), which can be eliminated in the feedback loop. Hence, the piezoelectric actuator (second and third equations of (5.1)) is expressed as the following linear system:

\[
Piezo_z(s) : \frac{z_p(s)}{v_{pz}(s)} = -G_{pz} D_{pz}(s) = \frac{-G_{pz} \omega_{pz}^2}{s^2 + 2\xi_{pz}\omega_{pz}s + \omega_{pz}^2}
\]

(5.3)

The last three equations of (5.1) describe the physical law subsystem \( PL'_t \) (see Fig. 5.1) together with the current sensor \( CS_t(s) \). The source of nonlinearity of (5.1) is the exponential dependency of the tunneling current on the distance \( d(t) = d_0 + z_p(s) - z_s(t) \), when this distance is less than 1 nm and the constant bias voltage \( V_b \) is applied between the tip and the surface:

\[
i_t(t) = \begin{cases} 
g V_b e^{-kd(t)} & \text{if } 0 < d(t) \leq 1 \text{ nm} \\
0 & \text{if } d(t) > 1 \text{ nm}
\end{cases}
\]

(5.4)

The small value of tunneling current is finally amplified by the high-gain current sensor:

\[
CS_t(s) = \frac{v_z(s)}{i_t(s)} = \frac{G_i \omega_t^2}{s^2 + 2\xi_t \omega_t + \omega_t^2}
\]

(5.5)

The numerical parameters used for the model described in this chapter are summarized in Table 5.1. The constant parameter values of \( k = 1.65 \text{ Å}^{-1} \) and \( g = 0.0011 \) were experimentally
found by fitting the nonlinear function \(i_t(t) = gV_be^{-kd(t)}\) to the experimental data as shown in Fig. 5.2. For identification purpose it was assumed that the tunneling current appears when the distance is less than 1 nm. The data used for identification are the output from the current sensor \(y_3(t)\) and the piezo control voltage \(u_z(t)\). Since the hysteresis phenomenon is negligible for such small piezo displacement \(z_p(t)\), the latter can be deduced from the control

Table 5.1: System parameters for the vertical system.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\omega_{vz})</td>
<td>Voltage amplifier bandwidth</td>
</tr>
<tr>
<td>(G_{vz})</td>
<td>Voltage amplifier gain</td>
</tr>
<tr>
<td>(\omega_{pz})</td>
<td>Piezoactuator bandwidth</td>
</tr>
<tr>
<td>(G_{pz})</td>
<td>Piezoactuator gain</td>
</tr>
<tr>
<td>(\xi_{pz})</td>
<td>Piezoactuator damping</td>
</tr>
<tr>
<td>(\omega_t)</td>
<td>Current sensor bandwidth</td>
</tr>
<tr>
<td>(G_t)</td>
<td>Current sensor gain</td>
</tr>
<tr>
<td>(d_0)</td>
<td>Initial distance tip/surface</td>
</tr>
<tr>
<td>(V_b)</td>
<td>Bias voltage</td>
</tr>
<tr>
<td>(g)</td>
<td>Tunneling current constant 1</td>
</tr>
<tr>
<td>(k)</td>
<td>Tunneling current constant 2</td>
</tr>
<tr>
<td>(i_{eq})</td>
<td>Equilibrium tunneling current</td>
</tr>
<tr>
<td>(d_{eq})</td>
<td>Equilibrium distance tip/surface</td>
</tr>
<tr>
<td>(m_e)</td>
<td>Electron mass</td>
</tr>
<tr>
<td>(e)</td>
<td>Electron charge</td>
</tr>
<tr>
<td>(eV)</td>
<td>Electronvolt</td>
</tr>
</tbody>
</table>

Figure 5.2: Fitting the model (solid-red) \(i_t = gV_be^{-kd}\) to the experimental data (dashed-blue).
signal (knowing the piezo gain $G_{pz}$). The tip moves slowly towards the surface and when the tunneling current appears, the control voltage is set to zero, which corresponds to the initial distance $d_0 = 1$ nm. Since the obtained data are quite noisy, they are smoothed using the moving average method before the curve fitting. Fig. 5.2 shows that this fitting is quite well, which proves the exponential behavior of the tunneling nonlinearity. From chapter 2, $k = c_e \sqrt{\phi}$, where $c_e = 2\sqrt{2m_e/\hbar} = 1.02^{-1}/(eV)^{1/2} \approx 2.548 \cdot 10^{19}\text{·}2^{-1/2}$.

The identified value of $k$ corresponds to the effective work function tip/surface $\phi \approx 4.2 \text{ eV}$, which is in accordance with the work functions for metals.

The physical law (5.4) is nonlinear and it is linearized around an equilibrium point $(d_{eq}, i_{eq})$ before linear control design. The first order Taylor expansion of (5.4) gives:

$$i_t(t) = i_{eq} + \frac{di_t}{dd} |_{d(t)=d_{eq}} (d(t) - d_{eq}) = i_{eq} - ki_{eq}(d(t) - d_{eq})$$

and subsequently:

$$\Delta i_t = i_t(t) - i_{eq} = -ki_{eq}(d(t) - d_{eq}) = -ki_{eq}\Delta d$$

or in terms of transfer function:

$$PL_t(s) = \frac{i_t(s)}{d(s)} = -ki_{eq} = \frac{i_t(s)}{z_p(s)} = PL_t(s)$$

Combining (5.2), (5.3), (5.8), and (5.5) altogether gives:

$$G_z(s) = \frac{y_3(s)}{u_z(s)} = CS_t(s)PL_t(s)Piezo_z(s)VA_z(s) = \frac{G_t\omega_t^2}{s^2 + 2\xi_t\omega_t + \omega_t^2} \frac{G_{pz}\omega_{pz}^2}{s^2 + 2\xi_{pz}\omega_{pz}s + \omega_{pz}^2} \frac{G_{vz}\omega_{vz}}{s + \omega_{vz}}$$

The bandwidths of the voltage amplifier, the piezoelectric actuator and the current sensor in the Z axis are equal to 4 kHz, 120 kHz and 13 kHz, respectively. Since, the bandwidth of the open-loop system is determined by the smallest bandwidth among all of its components (in this case voltage amplifier) and the desired closed-loop bandwidth is similar to the one in open-loop (4 kHz), hence in practice both piezoelectric actuator and current sensor can be taken as static gains. Therefore only the dynamics of the voltage amplifier is taken into account for the controller design procedure. For that reason (5.9) reduces to:

$$G_z(s) = \frac{y_3(s)}{u_z(s)} = G_tki_{eq}G_{pz}G_{vz}\omega_{vz}\frac{\omega_{vz}}{s + \omega_{vz}}$$

5.3 Digital control using Pole-placement with sensitivity functions shaping

In this subsection a pole placement with sensitivity functions shaping controller for vertical motion of the tip is designed. In [Ahmad et al., 2012b] it was experimentally shown that this method gives better results than simple PI control. The digital controller has an RS structure.
as described in [Landau and G., 2006] and is shown in Fig. 5.3. The linear continuous-time model (5.10) is first discretized with ZOH giving a discrete-time model used for digital controller design, which can be expressed in the frequency domain as follows:

\[ H(z^{-1}) = \frac{z^{-d_l}B(z^{-1})}{A(z^{-1})} \]  

(5.11)

with \( z^{-1} \) variable defined as:

\[ z^{-1} = e^{-j\omega} = \cos \omega - jsin \omega, \quad \omega = 2\pi \frac{f}{f_s} \]  

(5.12)

where \( f/f_s \) is a normalized frequency (w.r.t. the sampling frequency), \( d_l \) stands for system pure delay expressed in number of sampling periods, \( B(z^{-1}) = b_1z^{-1}+...+b_nz^{-n_B} \), \( A(z^{-1}) = 1 + a_1z^{-1} + ... + a_nz^{-n_A} \) are polynomials of the numerator and denominator of the plant model, respectively. The closed-loop transfer function (complementary sensitivity function) from the reference \( r(t) = z_r(t) \) to the output \( y(t) = y_3(t) \) is given by:

\[ S_{yr}(z^{-1}) = H_{CL}(z^{-1}) = \frac{z^{-d_l}B(z^{-1})R(z^{-1})}{A(z^{-1})S(z^{-1}) + z^{-d_l}B(z^{-1})R(z^{-1})} \]  

(5.13)

The aim is to find unknown coefficients of the following controller polynomials:

\[ R(z^{-1}) = r_0 + r_1z^{-1} + ... + r_nz^{-n_R} \]  

(5.14)

\[ S(z^{-1}) = 1 + s_1z^{-1} + ... + s_nz^{-n_S} \]  

(5.15)

assuming that the plant polynomials \( A(z^{-1}) \) and \( B(z^{-1}) \) are known. Desired performances are defined in terms of requirements on the shape of the output sensitivity function (from \( p(t) = d_z(t) \) to \( y(t) = y_3(t) \)) and of the input (control) sensitivity function (from \( n(t) = n_3(t) \) or \( p(t) = d_z(t) \) to \( u(t) = u_z(t) \)) defined respectively as follows:

\[ S_{yp}(z^{-1}) = \frac{A(z^{-1})S(z^{-1})}{A(z^{-1})S(z^{-1}) + z^{-d_l}B(z^{-1})R(z^{-1})} \]  

(5.16)

\[ S_{un}(z^{-1}) = S_{yp}(z^{-1}) = -\frac{A(z^{-1})R(z^{-1})}{A(z^{-1})S(z^{-1}) + z^{-d_l}B(z^{-1})R(z^{-1})} = -\frac{R(z^{-1})}{S(z^{-1})}S_{yp}(z^{-1}) \]  

(5.17)

Note that:

\[ S_{yr}(z^{-1}) + S_{yp}(z^{-1}) = 1 \]  

(5.18)
The desired closed-loop poles are defined by the polynomial $P(z^{-1})$ given by:

$$P(z^{-1}) = P_D(z^{-1})P_F(z^{-1})$$  \hspace{1cm} (5.19)

where $P_D(z^{-1})$ contains the dominant closed-loop poles (the poles that determine the ‘main’ dynamics of the closed-loop system) and they are the roots of the denominator of the following discretized normalized continuous-time second-order system:

$$\frac{\omega_0^2}{s^2 + 2\xi\omega_0 s + \omega_0^2}$$  \hspace{1cm} (5.20)

with the desired closed-loop bandwidth $\omega_0$ and damping $\xi$. Polynomial $P_F(z^{-1})$ defines auxiliary closed-loop poles that are faster than the dominant poles (i.e. they are placed at the frequency higher than $\omega_0/2\pi$).

Now, the controller polynomials (5.14) and (5.15) can be found by solving the following equation (so called "Bezout identity"):

$$P(z^{-1}) = A(z^{-1})S(z^{-1}) + z^{-d_1}B(z^{-1})R(z^{-1})$$  \hspace{1cm} (5.21)

The right part of (5.21) is the denominator of the closed-loop transfer function (5.13) and the left part contains the desired-closed loop poles defined by (5.19).

The controller polynomials (5.14) and (5.15) may contain prespecified fixed parts $H_R(z^{-1})$ and $H_S(z^{-1})$, respectively. Then polynomials $R(z^{-1})$ and $S(z^{-1})$ can be expressed as:

$$R(z^{-1}) = H_R(z^{-1})R'(z^{-1})$$  \hspace{1cm} (5.22)

$$S(z^{-1}) = H_S(z^{-1})S'(z^{-1})$$  \hspace{1cm} (5.23)

From (5.12), $z^{-1} = 1$ for $f = 0$, hence by introducing a fixed part $H_S(z^{-1}) = 1 - z^{-1}$ (which is equal to zero at the zero frequency), one assures zero gain for the output sensitivity function (5.16) at this frequency (since from (5.23) $S(1) = 0$). This implies zero tracking error at the steady-state. Similarly, $z^{-1} = -1$ for the Shannon frequency $f = 0.5f_s$, hence by introducing a fixed part $H_R(z^{-1}) = 1 + z^{-1}$, one assures zero gain for the input sensitivity function (5.17) at this frequency (since from (5.22) $R(-1) = 0$). This implies that the controller does not react to signals close to the Shannon frequency, and the operation is like in open-loop. This is to avoid an actuator stress for high frequencies, where the cascade interconnection actuator-plant has generally low gain (see [Landau and G., 2006]).

Inserting (5.22) and (5.23) into (5.21) gives a new expression of Bezout equation (5.21) (including fixed parts):

$$P(z^{-1}) = A'(z^{-1})S'(z^{-1}) + z^{-d_1}B'(z^{-1})R'(z^{-1})$$  \hspace{1cm} (5.24)

where

$$A'(z^{-1}) = A(z^{-1})H_S(z^{-1})$$  \hspace{1cm} (5.25)

$$B'(z^{-1}) = B(z^{-1})H_R(z^{-1})$$  \hspace{1cm} (5.26)

and the problem boils down to resolution of (5.24) w.r.t. the polynomials $R'(z^{-1})$ and $S'(z^{-1})$. If $A(z^{-1})$ and $B(z^{-1})$ do not have common factors, equation (5.24) has an unique solution.
with minimal degree provided that the following constraints on the degree of polynomials are fulfilled:

\[ n_P = \text{deg}(P(z^{-1})) \leq n_A + n_{Hi} + n_B + n_{Hi} + d_l - 1 \]
\[ n_S = \text{deg}(S(z^{-1})) \leq n_B + n_{Hi} + d_l - 1 \]
\[ n_R = \text{deg}(R(z^{-1})) \leq n_A + n_{Hi} - 1 \]

The details on how to solve (5.24) can be found in [Landau and G., 2006]. Once the polynomials \( R'(z^{-1}) \) and \( S'(z^{-1}) \) are found, they are inserted into (5.22) and (5.23), respectively, giving the final RS controller ready for implementation.

In the considered case, using the parameters from Table 5.1, the model after discretization with ZOH defined by (5.11), has the following numerical parameters: \( a_1 = -0.2846, b_1 = 212.5, d_l = 1 \). The following characteristics on the designed controller were imposed:
- **Closed-loop dominant poles \( P_D \):** Poles placed at frequency \( \omega_d = 2\pi \times 4000 \text{ rad/s} \) and with damping \( \xi = 0.9 \), which corresponds to the highly damped desired system without overshoot and with the closed-loop bandwidth similar to the open-loop one.
- **Closed-loop auxiliary poles \( P_F \):** Double high frequency real poles placed at -0.2 to improve the closed-loop robustness without affecting significantly the desired closed-loop performances.
- **Controller fixed part \( H_S \):** \( H_S(z^{-1}) = 1 - z^{-1} \), an integrator to assure zero steady-state tracking error and low frequency disturbance rejection.
- **Controller fixed part \( H_R \):** \( H_R(z^{-1}) = 1 + z^{-1} \), a real zero added at Shannon frequency 0.5 \( f_s \) in order to shape the input sensitivity function and to impose an open-loop behavior close to this frequency.

With the above characteristics, the obtained RS controller for the Z axis has the following numerical form:

\[
R(z^{-1}) = 10^{-3} \times (1.1634 - 0.8331z^{-1} + 0.3301z^{-2})
\]
\[
S(z^{-1}) = 1 - 0.6664z^{-1} - 0.0723z^{-2} - 0.2613z^{-3}
\]

The closed-loop sensitivity functions of the the model with the designed RS controller are given in Fig. 5.4. From the output sensitivity function, shown in Fig. 5.4a, one can see that at low frequencies the gain is almost zero, which is due to the integral action introduced by the fixed part \( H_S(z^{-1}) \). The closed-loop system has also a good stability margin \( |S_{yp}(z^{-1})|_\infty < 6dB \). At the Shannon frequency \( |S_{yp}(z^{-1})| = 1 \) and from (5.18) it follows that \( |S_{yp}(z^{-1})| = |H_{CL}(z^{-1})| = 0 \), which in turn implies \( |S_{yp}(z^{-1})| = 0 \) at this frequency (see Fig. 5.4b and Fig. 5.4c). This is due to signal blocking at 0.5\( f_s \), introduced by the fixed part \( H_R(z^{-1}) \). Finally, Fig. 5.4d shows the step response of the digital control system. The response is without oscillations, due to the high desired damping factor \( \xi = 0.9 \). The settling time \( t_s \approx 0.17 \text{ ms} \) and the obtained closed-loop bandwidth \( \omega_{b_{CL}} = 2\pi/t_s \approx 3.7 \text{ kHz} \), which is close to the open-loop bandwidth \( \omega_{b_{OL}} = 4 \text{ kHz} \) (the difference is due to the auxiliary poles added to improve system robustness).

### 5.4 Obtaining tunneling current - experimental validation

In this subsection, the previously designed RS controller is connected with the Z axis of the experimental platform as shown in Fig. 5.5. The procedure for obtaining tunneling current
Figure 5.4: Performance of the closed-loop system model with RS controller: a) Output sensitivity function $S_{yp}(z^{-1})$, b) Input (control) sensitivity function $S_{up}(z^{-1})$. c) Closed-loop pulse transfer function $H_{CL}(z^{-1})$ (complementary sensitivity function). d) Step response of the closed-loop system.

Figure 5.5: Closed-loop control system with real plant.

consists of two consecutive steps:
- Manual approach - During this step (called also a "coarse approach") the tip is approached
5.4. Obtaining tunneling current - experimental validation

Figure 5.6: Manual approach (view via high-precision camera): (a) The tip and the surface. (b) Tip deformation after contact with the surface.

Figure 5.7: Fine approach and tunneling current control: (a) Fine approach of the tip with tunneling current stabilization, (b) Tracking the sinusoidal reference of tunneling current.

to the surface manually using the micrometer screws until both the tip and the surface are visible through the camera as shown in Fig. 5.6a. Attention must be paid to avoid physical contact between the tip and the surface so as not to crash/deform the tip apex, as shown in Fig. 5.6b, since it can have an adverse influence on the quality of the obtained tunneling current (therefore a sharp tip and a clean surface is usually required).

- **Fine approach** - This step is done in three stages via proper control as shown in Fig. 5.7a.
In the first step, the vertical piezo moves the tip closer to the surface until the tunneling current appears and saturates (1 in the figure). The saturation indicates that the value of the tunneling current is too high to be measured by the card with the range 0-10V. Therefore, in the second stage, the piezo "withdraws" the tip away from the surface and compares the actual value of tunneling voltage with the reference one (imposed by the user) until they are equal (2 in the figure), and if this occurs, the previously designed RS controller is switched on and the loop is closed (3 in the figure). Fig. 5.7a shows the case of tunneling current stabilization around the reference value $z_r=0.5$ V and Fig. 5.7b shows tracking the sinusoidal reference. Despite quite significant noise at such small scale arising mainly from the high-gain current sensor the results are satisfactory. To minimize noise effect, a Faraday cage is used and the presence of the anti-vibration table helps to attenuate external disturbances.

5.5 Conclusion

In this chapter, a vertical dynamical model has been examined and used to design a digital controller with a polynomial structure in order to control the tunneling current. To that end, the pole placement with sensitivity functions shaping method has been used. The procedure to obtain the tunneling current has been described and the results for its stabilization and tracking have been presented. The behavior of this current, when positioned in three dimensions is described in the next chapter.
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3D results for nanopositioning and STM applications
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6.1 Introduction

In this chapter, two kinds of applications are under consideration. In section 6.2 a nanopositioning application in three dimensions is validated experimentally, while in section 6.3 STM-like results (surface reconstruction) are given in simulation. In the first case, the tip is positioned along X, Y, and Z axes using three piezoelectric actuators. At each time instant the tip is moved to the \((x(t), y(t))\) point of the X-Y plane using a prespecified scanning trajectory. In the vertical direction the piezo tracks the prespecified reference signal, which plays the role of "virtual surface". In the second case, the STM application is presented in simulation and two control strategies are settled with a purpose of surface reconstruction. SISO PID decentralized control is first tested, where unlike in the previous case, the tunneling current is kept on a constant level and the surface topography is reconstructed from the control signal of the vertical piezo. Then a multivariable centralized Linear Quadratic Integral (LQI) control is proposed, where the tunneling current is again kept constant and the surface topography is reconstructed via Kalman observer. Various adverse phenomena like tunneling nonlinearity, actuator hysteresis, creep, vibrations and cross-couplings are compensated. Both strategies are compared at the end and the results are presented in the form of 3D and more common 2D images, similar to the ones obtained from STM/AFM. Each value of the tunneling voltage \(y_3(t)\) from the current sensor has corresponding points in X-Y plane \((y_1(t), y_2(t))\), expressed...
in volts (or \( \mu m \)) as well (for the horizontal X,Y axes 1V corresponds to the displacement of 5\( \mu m \), and for the vertical Z axis 1V corresponds to the tunneling current of 1nA).

To move the tip in X-Y plane, two kinds of scanning trajectories are used: raster and more recent spiral pattern [Mahmood and Moheimani, 2009a], shown in Fig. 6.1. In the raster pattern, a triangle input voltage is used in one (fast) direction (here X, see Fig. 6.1a) and a linear ramp in the other (slow) direction (here Y, see Fig. 6.1c) as follows:

\[
x_r(t) = x_{r0} + A_r \left| t - \frac{1}{f_r} \left( t f_r + \frac{1}{2} \right) \right| (-1)^{\lfloor t f_r + \frac{1}{2} \rfloor}
\]

\[
y_r(t) = y_{r0} + \alpha_r t
\]

where \( x_{r0} \) and \( y_{r0} \) are the starting points for the signals \( x_r(t) \) and \( y_r(t) \), respectively, \( A_r, f_r \) are the amplitude and frequency of the triangle signal, respectively, \( \alpha_r \) defines the slope of the ramp signal and the symbol \( \lfloor x \rfloor \) represents the floor function of \( x \).

The spiral pattern centered at point \((x_{s0}, y_{s0})\) is generated by the pair \((r_s(t), \theta_s(t))\) in polar coordinates, where \( r_s(t) \) and \( \theta_s(t) \) are the instantaneous spiral radius and spiral angle at time \( t \), respectively. The following differential equation defines the spiral radius time evolution (see [Mahmood and Moheimani, 2009a]):

\[
\frac{dr_s(t)}{dt} = \frac{P_s \omega_s(t)}{2\pi}
\]

with the angular velocity \( \omega_s \) and the spiral pitch \( P_s \) given by:

\[
P_s = \frac{2R_s}{N_s - 1}
\]

where \( R_s \) is the non-instantaneous spiral radius and \( N_s \) is defined as the number of times the spiral curve crosses the line \( y(t) = y_{r0} \) (in Fig. 6.1f \( N_s = 8 \) and the crossing places are numbered from 1 to 8). Separating variables and integrating both sides of equation (6.3) with \( r_s(0) = 0 \) gives:

\[
r_s(t) = \frac{P_s}{2\pi \omega_s} t
\]

and the spiral angle at time \( t \) is expressed by:

\[
\theta_s(t) = \omega_s t
\]

Since the piezoelectric actuators are moved in X and Y directions, one needs to translate the polar coordinates \((r_s(t), \theta_s(t))\) to the Cartesian ones as follows:

\[
x_r(t) = x_{r0} + r_s(t) \cos \theta_s(t)
\]

\[
y_r(t) = y_{r0} + r_s(t) \sin \theta_s(t)
\]

where \( x_{r0} = x_r(0) \) and \( y_{r0} = y_r(0) \) define a center in the Cartesian space of the spiral reference. This center is chosen such that the whole spiral curve lies in positive quadrant of the Cartesian space, since only the positive input voltages are used.
Figure 6.1: Signals used for the raster (left column) and the spiral (right column) pattern generation: (a), (b) Reference $x_r(t)$. (c), (d) Reference $y_r(t)$. (e), (f) Reference pattern in X-Y plane.
6.2 Nanopositioning in 3D - experimental validation

In this section the positioning of the tip in three dimensions is validated experimentally. To that end, the 3D STM-like micro/nanopositioning platform developed in GIPSA-lab is used. In the horizontal scanning directions the hysteresis and creep are eliminated using the techniques developed in chapter 3. Due to much smaller displacements, the hysteresis effect in the Z direction is negligible. The performance of open-loop MPI alone, closed-loop DOB alone (based on the affine hysteresis approximation) and a hybrid approach (DOB, based on MPI hysteresis approximation) is compared, while simultaneously controlling the tunneling current in the Z direction, using pole placement controller with sensitivity functions shaping \[\text{Landau and G., 2006}], \[\text{Ahmad et al., 2012b}], designed in chapter 5. The scanning frequency in the horizontal X-Y axes is not too high in order not to cause coupling-based positioning errors in the vertical Z axis and not to lose the tunneling current. Future work can be devoted to identify and compensate these couplings. In real STM, the aim is to scan the surface in the X-Y plane and to keep the tunneling current constant (as discussed in simulation in the next section). In this way the surface topography is retrieved via the control signal. Here instead, the "virtual surface" is imposed by the proper reference tunneling voltage \(z_r(t)\) tracked while moving in X-Y plane (nanopositioning application).

First test is done using DOB in both horizontal axes in order to eliminate the hysteresis and creep phenomenon and the amplitude of the reference is small, which implies low signal to noise ratio (the noise in the Z direction is reasonably high \(\text{w.r.t.}\) the amplitude of the reference tunneling voltage). This reference \(z_r(t)\) being sinusoidal variations between 0.25 V and 1.25 V (which corresponds to tunneling current \(i_t(t)\) between 0.25 nA and 1.25 nA or the distance \(d(t)\) between 9.3 Å and 8.3 Å, respectively) is shown in Fig. 6.2a and Fig. 6.2b in 3D and 2D view, respectively. The raster scan is used in X-Y plane - a triangle signal (6.1) of \(A_r = 2 \mu m\) amplitude and slow frequency \(f_r = 0.5\) Hz is applied to the piezoactuator in the X direction and a linear ramp signal (6.2) in the Y direction as shown in Fig. 6.1e. In our case both forward and backward movements along the X direction produce a line of the scanned samples, while moving slowly in the Y direction. For the clarity of results the hysteresis and creep are already compensated for the Y axis. 2D and 3D images of the "virtual surface" without creep and hysteresis compensation for X axis for \(1 \mu m \times 1 \mu m\) \((0.2\ V \times 0.2\ V)\) range are shown in Fig. 6.2c and Fig. 6.2d, respectively and with compensation in Fig. 6.2e and Fig. 6.2f, respectively. The scanning trajectory without and with compensation is shown in Fig. 6.2g and Fig. 6.2h, respectively. The difference between the reference image and the image without compensation can be more pronounced when none of the two axes is compensated. In X-Y plane, the obtained image with observer-based hysteresis and creep compensation resembles the reference one better than without compensation (compare Fig. 6.2d and Fig. 6.2f with Fig. 6.2b), however, the vertical resolution can be deteriorated due to the fact that the observers work in a feedback loop, thus the measurement noise can be propagated to the system input. This can be however improved as shown later using a low-pass filter on the observers’ output as well as by properly tuned their corresponding covariance matrices. The RS controller tracks the reference tunneling voltage well. However, our lab-made system at ambient conditions has signal-to-noise ratio not as high as commercial STM, especially at this
Figure 6.2: Experimental results for 3D operation of the platform and low signal to noise ratio: (a) Reference tunneling current (3D view). (b) Reference tunneling current (2D view). (c) Tunneling current without hysteresis and creep compensation (3D view). (d) Tunneling current without hysteresis and creep compensation (2D view). (e) Tunneling current with hysteresis and creep compensation (3D view). (f) Tunneling current with hysteresis and creep compensation (2D view). (g) X-Y trajectory without hysteresis and creep compensation. (h) X-Y trajectory with hysteresis and creep compensation.
The system is sensitive to external disturbances, which can be sometimes seen as sudden high jumps of the tunneling voltage. Furthermore, an increase of scanning speed in the horizontal axes can cause coupling-based positioning errors in the vertical axis. This makes the control of the all system very challenging.

In the second test, to increase signal to noise ratio, the disturbance observers were "well-tuned" (their covariance matrices were set to give more trust in the model than to the measurement). Moreover, a low pass filter has been added on the observers’ output and the amplitude of the reference signal was increased (i.e. one may expect to see better the hills and valleys of the signal when its amplitude is increased w.r.t. the noise). The sinusoidal reference $z_r(t)$ between 1 V and 7 V (which corresponds to tunneling current $i_t(t)$ between 1 nA and 7 nA or the distance $d(t)$ between 8.4 Å and 7.3 Å, respectively) is imposed as shown in Fig. 6.3a and Fig. 6.3b in 3D and 2D view, respectively. The aim of this test is to compare techniques for hysteresis and creep compensation developed in chapter 3, namely MPI, DOB and MPI/DOB approaches. The spiral scanning pattern described in section 6.1 is used (see (6.7) and (6.8)) to move the tip in horizontal directions. The tracking of the spiral pattern in X-Y plane for different scanning frequencies $2\pi \omega_s$ is shown in Fig. 6.4. The values of the center of the spiral reference $(x_{r0}, y_{r0}) = (5V, 4V)$ and the non-instantaneous radius $R_s = 3V$. For the clarity of the presented results, the number of curves $N_s = 8$ (see equation (6.4)) was chosen. The

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|c|c|c|c|}
\hline
 & MPI & DOB & MPI+DOB \\
 & rms ($\mu$m) & max ($\mu$m) & rms ($\mu$m) & max ($\mu$m) & rms ($\mu$m) & max ($\mu$m) \\
\hline
1Hz & 0.0588 & 0.1557 & 0.0042 & 0.0137 & 0.0022 & 0.0074 \\
10Hz & 0.0964 & 0.2045 & 0.0361 & 0.1334 & 0.0130 & 0.0590 \\
20Hz & 0.1157 & 0.2390 & 0.0760 & 0.2808 & 0.0274 & 0.1070 \\
50Hz & 0.1065 & 0.2839 & 0.1884 & 0.5086 & 0.0706 & 0.2490 \\
\hline
\end{tabular}
\caption{Tracking error-experimental result}
\end{table}
Figure 6.4: Tracking spiral trajectory of frequency $2\pi\omega_s$: (a)-(c) 1 Hz. (e)-(g) 10 Hz. (i)-(k) 20 Hz. (m)-(o) 50 Hz. (d), (h), (l), (p) Corresponding tracking errors.

corresponding RMS and maximal tracking errors are summarized in Table 6.1.

Comparing Fig. 6.4b with Fig. 6.4a and Fig. 6.4f with Fig. 6.4e, one can see the advantage of DOB w.r.t. MPI approach for low frequencies. This is due to the fact that DOB works in closed-loop, while MPI in open-loop. The performance of DOB worsens w.r.t. MPI model when the input frequency is increased (compare Fig. 6.4j with Fig. 6.4i and Fig. 6.4n with Fig. 6.4m). This can be explained by the fact that DOBs are based on low (second) order model and their accuracy for higher frequencies can be improved by increasing this order, which increases the model complexity. The accuracy can be also improved by combining DOB...
Figure 6.5: Tunneling current obtained using only MPI (left), only DOB (middle) and combined MPI+DOB (right) approach for the scanning frequencies $2\pi \omega_s$: (a)-(c) 1 Hz. (d)-(f) 10 Hz. (g)-(i) 20 Hz. (j)-(l) 50 Hz.
with MPI, which gives the best performance among all considered configurations as shown in the third column of Fig. 6.4. The last column of Fig. 6.4 shows the corresponding tracking errors. For correct image presentation, the number of curves has to be dense enough and has been increased to $N_s = 50$. The corresponding images of the "virtual surface" in the Z direction for different scanning frequencies are shown in Fig. 6.5. The advantage of hybrid MPI+DOB approach over MPI or DOB alone is visible especially for higher frequencies (see Fig. 6.5j - Fig. 6.5l). The level of deformation/improvement is indicated by dash-dotted lines. The red and blue arrows point at two hills and two valleys, respectively. The MPI model linearizes piezoelectric actuator and improves the performance of low-order observer, while the presence of DOB assures robustness w.r.t. the hysteresis modeling uncertainties and external disturbances. Next, MPI+DOB approach is used for 1 Hz scanning frequency and the result for hysteresis and creep compensation is shown in Fig. 6.6. The adverse phenomena of hysteresis and creep strongly deform the obtained image, when none of the axis is compensated as shown in Fig. 6.6a. Fig. 6.6b - Fig. 6.6d show the compensation results only for X axis, only for Y

Figure 6.6: Tunneling current obtained for scanning frequency 1 Hz and MPI+DOB. (a) Without any compensation for X and Y axes. (b) With compensation only for X axis. (c) With compensation only for Y axis. (d) With compensation for both X and Y axes.
axis and for both X and Y axes, respectively. One can see that after compensation the details (hills and valleys) of the surface, generated by the tunneling voltage are equalized in terms of shape and size and the obtained image from Fig. 6.6d can be compared with the reference one from Fig. 6.3b.

6.3 Surface reconstruction in STM application in simulation

In the previous section, experimental results for nanopositioning in three dimensions were given, where the tunneling current tracked the prespecified reference, called "virtual surface". In this section the STM application is presented in simulation. The tunneling current is kept on a constant level (constant current mode), while simultaneously scanning in X-Y plane. The surface topography is retrieved via control signal in the Z direction. Cross-couplings from the horizontal X and Y axes to the vertical Z axis are modeled and the results for two approaches are presented: SISO approach (3 PID decentralized controllers together with decoupling compensators) and MIMO approach (a centralized Linear Quadratic Integral Controller (LQI), which takes into account the whole system model with cross-couplings).

6.3.1 Plant simulation model

The plant model simulated in this subsection, shown in Fig. 6.7, was developed in the early stage of the work and differs a little from the model considered in chapter 2. For example it does not take into account the cross-couplings between the horizontal axes (i.e. \( x_y(t) = y_x(t) = 0 \)). As a result \( x_p(t) = x_x(t) + x_y(t) = x_x(t) \) and \( y_p(t) = y_y(t) + y_x(t) = y_y(t) \) in the full nonlinear model block schema from Fig. 2.3. The hysteresis in X (resp. Y) direction is modeled as a symmetrical nonlinearity \( H_x[v_{px}](t) \) (resp. \( H_y[v_{py}](t) \)) using classical Prandtl-Ishlinskii model described in chapter 3 and is compensated via its inverse model cascaded in a feedforward...
6.3. Surface reconstruction in STM application in simulation

path of the corresponding axis. The creep phenomenon for X (resp. Y) directions has been modeled as a linear system \(G_{\text{creep}x}(s)\) (resp. \(G_{\text{creep}y}(s)\)), used only in the simulated plant model. However, from the control point of view nothing changes and the creep is still assumed to be a disturbance \(d_x(t)\) and \(d_y(t)\), compensated via feedback control (PID or LQI). This phenomenon in the Z direction has been neglected since the surface variations are changing rapidly.

Most of the subsystems are modeled as in chapter 2. Here, this model is recalled with some modifications. Each horizontal motion is driven by the piezoelectric actuator fed by the voltage amplifier and read by the capacitive sensor. Like before, the voltage amplifier is described by the following low-pass system:

\[
\begin{align*}
\dot{x}_{1,\text{px}}(t) &= -\omega_{\text{px}} x_{1,\text{px}}(t) + u_x(t) \\
v_{\text{px}}(t) &= G_{\text{px}} \omega_{\text{px}} x_{1,\text{px}}(t)
\end{align*}
\]  

(6.9)

or in Laplace domain:

\[
VA_x(s) = \frac{v_{\text{px}}(s)}{u_x(s)} = \frac{G_{\text{px}} \omega_{\text{px}}}{s + \omega_{\text{px}}}
\]  

(6.10)

The piezoelectric actuator exhibits the adverse phenomenon of hysteresis \(H_x[v_{\text{px}}](t)\) and also tends to drift in response to a slowly varying input. This drift (creep phenomenon) in the considered simulated plant is described by a 3\(^{rd}\) order transfer function as in [Croft et al., 2001] as follows:

\[
G_{\text{creep}x}(s) = \frac{s^3 + 0.630 s^2 + 0.0216 + 6.25 \cdot 10^{-5}}{s^3 + 0.516 s^2 + 0.0171 + 4.69 \cdot 10^{-5}}.
\]  

(6.11)

The proper vibration part \(D_{\text{px}}(s)\) of piezo is given by:

\[
D_{\text{px}}(s) = \frac{\omega_{\text{px}}^2}{s^2 + 2\zeta_{\text{px}} \omega_{\text{px}} s + \omega_{\text{px}}^2}
\]  

(6.12)

This yields a nonlinear model made of a static nonlinearity \(H_x[v_{\text{px}}]\), followed by the linear dynamics \(G_{\text{creep}x}(s)D_{\text{px}}(s)\), known as a Hammerstein structure [Giri and Bai, 2010] and the simulated piezo in the plant model from Fig. 6.7 is given by:

\[
\text{Piezo}_x : \begin{cases} 
q_{\text{px}}(t) = H_x[v_{\text{px}}(t)] \\
x_{\text{px}}(s) = G_{\text{creep}x}(s)D_{\text{px}}(s) \\
x_p(t) = x_x(t)
\end{cases}
\]  

(6.13)

However, for the controller design, the creep phenomenon is considered as a disturbance \(d_x(t)\) and the control model of piezo takes the following form:

\[
\text{Piezo}_x : \begin{cases} 
q_{\text{px}}(t) = H_x[v_{\text{px}}(t)] + d_x(t) \\
x_{\text{px}}(s) = D_{\text{px}}(s) = \frac{\omega_{\text{px}}^2}{s^2 + 2\zeta_{\text{px}} \omega_{\text{px}} s + \omega_{\text{px}}^2} \\
x_p(t) = x_x(t)
\end{cases}
\]  

(6.14)

or in state space with state variables \(x_{\text{px},1}(t) = x_p(t)\) and \(x_{\text{px},2}(t) = \dot{x}_p(t)\):

\[
\begin{align*}
\dot{x}_{1,\text{px}}(t) &= x_{2,\text{px}}(t) \\
\dot{x}_{2,\text{px}}(t) &= -\omega_{\text{px}}^2 x_{1,\text{px}}(t) - 2\zeta_{\text{px}} \omega_{\text{px}} x_{2,\text{px}}(t) + \omega_{\text{px}}^2 q_{\text{px}}(t) \\
x_p(t) &= x_{1,\text{px}}(t)
\end{align*}
\]  

(6.15)
In [Croft et al., 2001] an inverse-based feedforward control approach is used to compensate for hysteresis, creep and vibration parts of piezo. Here instead, only hysteresis is compensated using feedforward inverse-based classical Prandtl-Ishlinskii model, and then the feedback control is used to compensate for the creep and vibration.

Finally, the capacitive sensor is described as in chapter 2 as follows:

\[ \dot{x}_{1,\text{capz}}(t) = -\omega_{\text{capz}} x_{1,\text{capz}}(t) + x_p(t) \]
\[ v_z(t) = G_{\text{capz}} \omega_{\text{capz}} x_{1,\text{capz}}(t) \quad (6.16) \]

or in Laplace domain:

\[ C_{S_x}(s) = \frac{v_z(s)}{x_p(s)} = G_{\text{capz}} \omega_{\text{capz}} \quad (6.17) \]

The final sensor output is disturbed by measurement noise as follows:

\[ y_1(t) = v_z(t) + n_1(t) \quad (6.18) \]

Identical modeling is done for the Y axis, and is not given here for brevity.

The modeling in the Z direction is the same as in chapter 2 with the difference that the creep phenomenon \( d_z(t) \) of piezo is neglected in this case, since it is assumed that the surface variations are changing fast enough. The voltage amplifier is described as follows:

\[ \dot{x}_{1,pz}(t) = -\omega_{pz} x_{1,pz}(t) + u_z(t) \]
\[ v_{pz}(t) = G_{pz} \omega_{pz} x_{1,pz}(t) \quad (6.19) \]

or in Laplace domain:

\[ V_{A_z}(s) = \frac{v_{pz}(s)}{u_z(s)} = G_{pz} \omega_{pz} \quad (6.20) \]

The piezoelectric actuator of the gain \( G_{pz} \) and the bandwidth \( \omega_{pz} \) in the Z axis together with cross-couplings from the horizontal axes to the vertical axis (\( Z_z(s) \) and \( Z_y(s) \)) is described by the following linear model (the displacements along this axis are very small and the effect of hysteresis is negligible):

\[
\begin{align*}
\text{Piezo}_z & : \\
q_{pz}(t) &= -G_{pz} v_{pz}(t) \\
D_{pz}(s) : \\
\dot{x}_{1,pz}(t) &= x_{2,pz}(t) \\
\dot{x}_{2,pz}(t) &= -\omega_{pz}^2 x_{1,pz}(t) - 2\xi_{pz} \omega_{pz} x_{2,pz}(t) + \omega_{pz}^2 q_{pz}(t) \\
z_{pz}(t) &= x_{1,pz}(t) \\
Z_x(s) : \\
\dot{x}_{1,zx}(t) &= -\omega_{xz} x_{1,zx}(t) + x_p(t) \\
z_x(t) &= -G_{xz} \omega_{xz} x_{1,zx}(t) + G_{xz} x_p(t) \\
Z_y(s) : \\
\dot{x}_{1,zy}(t) &= -\omega_{zy} x_{1,zy}(t) + y_p(t) \\
z_y(t) &= -G_{zy} \omega_{zy} x_{1,zy}(t) + G_{zy} y_p(t) \\
z_p(t) &= z_z(t) + z_x(t) + z_y(t) \\
\end{align*}
\]

where the cross-coupling subsystems \( Z_x(s) \) and \( Z_y(s) \) are the first order high-pass systems expressed in Laplace domain as follows:

\[ Z_x(s) = \frac{z_x(s)}{x_p(s)} = \frac{G_{zy}s}{s + \omega_{zy}} \quad (6.22) \]
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\[ Z_y(s) = \frac{z_y(s)}{y_p(s)} = \frac{G_{zy}s}{s + \omega_{zy}} \]  \hspace{1cm} (6.23)

where \( G_{xx}, \omega_{xx} \) (resp. \( G_{yy}, \omega_{yy} \)) are the gain and the bandwidth of \( Z_x(s) \) (resp. \( Z_y(s) \)).

The physical tunneling law is the heart of the considered STM-like system and is modeled like before as the exponential dependency of the tunneling current on the distance tip/surface \( d(t) \), when the latter is less than 1nm and the bias voltage \( V_b \) is applied between the two materials as follows:

\[ PL'_t: \quad i(t) = \begin{cases} gV_b e^{-kd(t)}, & 0 < d(t) \leq 1 \text{ nm} \\ 0, & d(t) > 1 \text{ nm} \end{cases} \]  \hspace{1cm} (6.24)

where the distance \( d(t) \) is given by:

\[ d(t) = d_0 + z_p(t) - z_s(t) \]  \hspace{1cm} (6.25)

with initial distance \( d_0 \) between the tip and the surface, piezo displacement \( z_p(t) \) (disturbed by the cross-coupling phenomena) and surface variations \( z_s(t) \).

The tunneling current is captured and amplified by the high-gain sensor of the gain \( G_t \) and the bandwidth \( \omega_t \) modeled like before as follows:

\[ \begin{align*}
\dot{x}_{1,t}(t) &= x_{2,t}(t) \\
\dot{x}_{2,t}(t) &= -\omega_t^2 x_{1,t}(t) - 2\xi_t \omega_t x_{2,t}(t) + \omega_t^2 G_t i(t) \\
v_z(t) &= x_{1,t}(t)
\end{align*} \]  \hspace{1cm} (6.26)

or in Laplace domain:

\[ CS_t(s) = \frac{v_z(s)}{i_t(s)} = \frac{G_t \omega_t^2}{s^2 + 2\xi_t \omega_t + \omega_t^2} \]  \hspace{1cm} (6.27)

providing a noisy output:

\[ y_3(t) = v_z(t) + n_3(t) \]  \hspace{1cm} (6.28)

6.3.2 SISO approach - 3 PID controllers with decoupling compensators

Fig. 6.8 shows the block scheme of the considered SISO controlled system. As mentioned before, the inverse Prandtl-Ishlinskii model \( (H_x^{-1} \text{ and } H_y^{-1}) \) is used to linearize piezoelectric actuators in both horizontal directions and such a linearized system is controlled by two PID controllers, which compensate the creep phenomena as well. The third PID controller in the \( Z \) direction keeps the tip/surface distance on a desired constant level. The cross-couplings \( Z_x(s) \) and \( Z_y(s) \) from the horizontal axes to the vertical one can be quite strong, thus a proper compensation is looked for in order to obtain correct image of the surface topography.

As in [Shi et al., 2009], for X to Z coupling identification, the Y axis remains unexcited \( \text{i.e.} \ y_r \text{ is set to 0} \), which means that there is no influence on the \( Z \) axis coming from the \( Y \) axis \( \text{i.e.} \ z_y(t) \approx 0 \). It is assumed also that the scanned surface is chosen to be "more or less" flat \( \text{i.e.} \ z_s(t) \approx 0 \). The reason behind this is that the surface variations \( z_s(t) \), as well as coupling positioning errors \( z_x(t), z_y(t) \) are viewed as external disturbances on the tip position \( z_p(t) \) as shown in Fig. 6.7. The coupling from \( Y \) to \( Z \) axis is identified in the
Figure 6.8: STM-like controlled system with decentralized PID SISO controllers and decoupling compensators.

similar way.

Assuming both capacitive sensors $CS_x(s)$ and $CS_y(s)$ as static gains one obtains:

$$x_p(t) \approx \hat{x}_p(t) = \frac{y_1(t)}{G_{capx}}, \quad y_p(t) \approx \hat{y}_p(t) = \frac{y_2(t)}{G_{capy}} \quad (6.29)$$

The transfer functions describing the identified coupling models are given by:

$$\hat{Z}_x(s) = \frac{\hat{z}_x(s)}{\hat{x}_p(s)} = \frac{\hat{G}_{zz}}{s + \hat{\omega}_{zx}}, \quad \hat{Z}_y(s) = \frac{\hat{z}_y(s)}{\hat{y}_p(s)} = \frac{\hat{G}_{zz}}{s + \hat{\omega}_{zy}} \quad (6.30)$$

where $\hat{G}_{zz}$, $\hat{\omega}_{zx}$, $\hat{G}_{zy}$, $\hat{\omega}_{zy}$ are identified parameters of the coupling subsystems. Neglecting the dynamics of the piezoactuator $D_{pz}(s)$ and the dynamics of the voltage amplifier $VA_z(s)$ in the Z direction one obtains:

$$\hat{G}_{zz}(s) = \frac{\hat{z}_z(s)}{u_z(s)} = -G_{pz}G_{vz} \quad (6.31)$$

The control signal in the Z direction $u_z(t)$ consists of two parts: the part that is used for cross-couplings compensation $u_c(t)$ and the proper (non-compensating) part $u_s(t)$ that is used to adjust the tip/surface distance when the cross-couplings are compensated as follows:

$$u_z(t) = u_c(t) + u_s(t) = u_{cx}(t) + u_{cy}(t) + u_s(t) \quad (6.32)$$

where the compensating components for $Z_x(s)$ and $Z_y(s)$ couplings are given by:

$$u_{cx}(t) = -\frac{\hat{Z}_x(s)}{\hat{G}_{zz}(s)} \hat{x}_p(t), \quad u_{cy}(t) = -\frac{\hat{Z}_y(s)}{\hat{G}_{zz}(s)} \hat{y}_p(t) \quad (6.33)$$
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After cross-couplings compensation one can assume that \( z_p(t) \approx z_s(t) \approx -G_{pz}G_{vz}u_s(t) \). Neglecting the dynamics of the current sensor \( CS_I(s) \), the estimated distance can be expressed as follows:

\[
\ddot{d}(t) = \frac{1}{k} \ln \left( \frac{1}{gV_b} \frac{y_3(t)}{G_t} \right)
\]  

(6.34)

Finally, the surface is reconstructed from the current sensor output \( y_3(t) \) and the proper part of the control signal \( u_s(t) \) as follows:

\[
\dot{z}_s(t) = d_0 + z_p(t) - \ddot{d}(t) = f_s(u_s(t), y_3(t)) = d_0 - G_{pz}G_{vz}u_s(t) + \frac{1}{k} \ln \left( \frac{1}{gV_b} \frac{y_3(t)}{G_t} \right)
\]  

(6.35)

The results for the surface reconstruction are given in subsection 6.3.4 together with the results obtained for MIMO design, for comparison.

6.3.3 MIMO approach - Linear Quadratic Integral Controller (LQI)

In this subsection, a Linear Quadratic Integral (LQI) controller is designed. It is Linear Quadratic Gaussian controller with an integral action (i.e. LQG for tracking). The technique is a model-based approach, and is based on the model developed in subsection 6.3.1, with a state vector \( x(t) \in \mathbb{R}^{15 \times 1} \) composed of the following state variables: \( x_{1,vx}(t), x_{1,vz}(t), x_{2,pz}(t), x_{1,capx}(t), x_{1,capy}(t), x_{2,py}(t), x_{1,py}(t), x_{1,vz}(t), x_{1,pz}(t), x_{2,px}(t), x_{1,eq}(t), x_{1,ty}(t), x_{1,tx}(t),\) and \( x_{2,t}(t) \), an output vector \( y(t) \in \mathbb{R}^{3 \times 1} \) made of \( y_1(t), y_2(t) \) and \( y_3(t) \), and an input vector \( u(t) \in \mathbb{R}^{3 \times 1} \) made of \( u_1(t), u_2(t) \) (assuming hysteresis compensation on \( X \) and \( Y \) axes as before - see Fig. 6.9) and \( u_3(t) = u_z(t) \) is considered. The model, still nonlinear with exponential tunneling nonlinearity (6.24), is then linearized around an equilibrium point \((d_{eq}, i_{eq})\) as in chapter 5 as follows:

\[
i(t) - i_{eq} = -k_{eq}(d(t) - d_{eq})
\]  

(6.36)

resulting in a final linear model used for the LQI controller design:

\[
\Delta \dot{x}(t) = A \Delta x(t) + B \Delta u(t) + B_d \Delta z_s(t) + w(t)
\]

\[
\Delta y(t) = C \Delta x(t) + n(t)
\]  

(6.37)

where \( \Delta x(t) = x(t) - x_{eq}, \Delta u(t) = u(t) - u_{eq}, \Delta y(t) = y(t) - y_{eq} \) are deviations of respective variables around their equilibrium. It is assumed that process noise \( w(t) \) and measurement noise \( n(t) \) are zero-mean Gaussian noises with covariances \( W = E[w(t)w(t)^T] \) and \( N = E[n(t)n(t)^T] \), respectively (\( E[x] \) stands for the expected value of \( x \)). A classical LQG controller is an interconnection of a Kalman estimator and a Linear Quadratic Regulator (LQR), which is used for a stabilization around zero. The purpose is to scan the surface in in X-Y plane and to keep the tunneling current on a constant non-zero level in the Z direction, hence the LQG with an integral action (referred here as LQI) is adopted as shown in Fig. 6.9. The reference vector \( r(t) \) is composed of the references for each direction: \( x_r(t), y_r(t), z_r(t) \).

**Observer Design.** The surface variations \( z_s(t) \) are considered as an unknown disturbance on the tip position \( z_p(t) \). The aim of the designed observer is to reconstruct not only the state
Figure 6.9: STM-like controlled system with centralized LQI MIMO controller.

$x(t)$ of the system, but also the surface variations. If the observer parameters are chosen in such a way that its dynamics is sufficiently fast, the surface variations can be assumed constant (i.e. $\dot{z}_s(t) \approx 0$) from the controller point of view (i.e. the observer reconstruction speed is much faster than the surface variations). The covariance matrices $W$ and $N$ are chosen to guarantee both stability and proper dynamics of this observer.

The state vector for reconstruction is extended into $\Delta x_e(t) = [\Delta x(t) z_s(t)]^T$ and is a part of the following state space representation:

$$
\Delta \dot{x}_e(t) = A_e \Delta x_e(t) + B_e \Delta u(t) + w(t) \\
\Delta y(t) = C_e \Delta x_e(t) + n(t)
$$

(6.38)

with the state space matrices defined as follows:

$$
A_e = \begin{pmatrix} A & B_d \\ 0 & 0 \end{pmatrix}, \quad B_e = \begin{pmatrix} B \\ 0 \end{pmatrix}, \quad C_e = \begin{pmatrix} C & 0 \end{pmatrix}
$$

(6.39)

The steady-state Kalman observer for such observable system is given by:

$$
\Delta \dot{x}_e(t) = A_e \Delta x_e(t) + B_e \Delta u(t) + L(\Delta y(t) - C_e \Delta x_e(t))
$$

(6.40)

where $\Delta \hat{x}_e(t)$ is an optimal state estimate of (6.38) in terms of minimizing the mean square error $E[\Delta \hat{x}_e(t) - \Delta x_e(t)]$ if the observer gain matrix $L = PC_e^T N^{-1}$ is properly chosen. The matrix $P$ is a solution of the following Algebraic Riccati Equation (ARE):

$$
A_e P + P A_e^T - L N L^T + W = 0
$$

(6.41)
Controller Design. As mentioned before, the LQG has to be adapted to the tracking problem in order to ensure that the output $y(t)$ tracks the reference signal $r(t)$, which can be easily done via extending the classical LQG feedback from the system state estimate $\Delta \hat{x}(t)$ (the state estimate $\Delta \hat{x}(t)$ is used and not the extended state estimate $\Delta \hat{x}_e$, since $z_s(t)$ is not controllable) with the feedback from integrated error $x_i(t)$ such that $\Delta u(t) = -K x_c(t)$, where $x_c(t) = [\Delta \hat{x}(t) \ x_i(t)]^T$. The integrated error $x_i(t)$ is given by:

$$x_i(t) = \int e(t) dt = \int [r(t) - y(t)] dt \quad (6.42)$$

The following cost function is minimized:

$$J(u(t)) = \int_0^\infty [x_c(t)^T Q x_c(t) + \Delta u(t)^T R \Delta u(t)] dt \quad (6.43)$$

with the feedback matrix $K = R^{-1} B_c^T S$, where $S$ is a solution of the following ARE:

$$A_c^T S + S A_c - K^T R K + Q = 0 \quad (6.44)$$

$$A_c = \begin{pmatrix} A & 0 \\ -C & 0 \end{pmatrix}, \quad B_c = \begin{pmatrix} B \\ 0 \end{pmatrix} \quad (6.45)$$

where $Q$ is a positive semi-definite weighting matrix for the state with integral action $x_c(t)$ and $R$ is a positive definite weighting matrix for the control $\Delta u(t)$.

6.3.4 Simulation results for surface reconstruction

The final simulation results for surface reconstruction in the STM-like system for both SISO and MIMO design are presented in this subsection. The numerical values used for simulation are summarized in Table 6.2. Most of them are with a good accordance with the parameters’ values of the experimental platform under development in GIPSA-lab (see e.g. [Ahmad et al., 2012b], [Ryba et al., 2013]). The raster scan is used to scan the surface in X-Y plane, while simultaneously keeping the tunneling current on the constant level (here 0.9 nA). The X axis is assumed as the fast scanning axis, where a triangle signal of amplitude 1 $\mu$m and frequency 100 Hz is applied and the Y axis is the slow axis, where a linear ramp is applied, which moves the tip to the next line in a raster pattern. It is assumed that the data are collected only during the forward movement of the tip (rising part of the triangle).

The influence of different adverse phenomena (cross-couplings, hysteresis, creep and vibration) on the surface reconstruction are investigated here for both SISO and MIMO designs from the previous subsections. It is assumed that all these phenomena are already compensated for the Y axis and subsequently eliminated for the X axis. Fig. 6.10a shows the reference surface topography being the sinusoidal variations of amplitude 5 Å. Due to large cross-coupling from the horizontal axes to the vertical one, the image of the surface without any compensation can be completely deteriorated as shown in Fig. 6.10b. Two decoupling compensators designed in SISO design in subsection 6.3.2 were switched on and the obtained image shown in Fig. 6.10c.
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### Table 6.2: System parameters used for simulation.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\omega_{Vx}$, $\omega_{Vy}$, $\omega_{Vz}$</td>
<td>Bandwidth of voltage amplifier</td>
<td>4 kHz</td>
</tr>
<tr>
<td>$G_{Vx}$, $G_{Vy}$, $G_{Vz}$</td>
<td>Gain of voltage amplifier</td>
<td>15 V/V</td>
</tr>
<tr>
<td>$\omega_{pz}$, $\omega_{pby}$, $\omega_{px}$</td>
<td>Bandwidth of piezoactuator</td>
<td>630, (120000) Hz</td>
</tr>
<tr>
<td>$G_{px}$, $G_{py}$, $G_{pz}$</td>
<td>Gain of piezoactuator</td>
<td>25, (1.2) nm/V</td>
</tr>
<tr>
<td>$\xi_{px}$, $\xi_{pby}$, $\xi_{pz}$</td>
<td>Damping of piezoactuator</td>
<td>0.9</td>
</tr>
<tr>
<td>$\omega_{capx}$, $\omega_{capy}$</td>
<td>Bandwidth of capacitive sensor</td>
<td>8.5 kHz</td>
</tr>
<tr>
<td>$G_{capx}$, $G_{capy}$</td>
<td>Gain of capacitive sensor</td>
<td>200 V/mm</td>
</tr>
<tr>
<td>$\omega_t$</td>
<td>Bandwidth of current sensor</td>
<td>13 kHz</td>
</tr>
<tr>
<td>$G_t$</td>
<td>Gain of current sensor</td>
<td>$10^9$ V/A</td>
</tr>
<tr>
<td>$d_0$</td>
<td>Initial distance tip-surface</td>
<td>1 nm</td>
</tr>
<tr>
<td>$V_b$</td>
<td>Biased voltage</td>
<td>1.025 V</td>
</tr>
<tr>
<td>$g$</td>
<td>Tunneling current constant</td>
<td>0.0011</td>
</tr>
<tr>
<td>$k$</td>
<td>Tunneling current constant</td>
<td>1.65 Å$^{-1}$</td>
</tr>
<tr>
<td>$i_{eq}$</td>
<td>Equilibrium tunneling current</td>
<td>0.9 nA</td>
</tr>
<tr>
<td>$d_{eq}$</td>
<td>Equilibrium distance tip-surface</td>
<td>8.5 Å</td>
</tr>
<tr>
<td>$\omega_{zx}$, $\omega_{zy}$</td>
<td>Bandwidth of cross-coupling</td>
<td>100 Hz</td>
</tr>
<tr>
<td>$G_{zx}$, $G_{zy}$</td>
<td>Cross-coupling gains (maximum positioning error w.r.t. scanning displacement)</td>
<td>3%</td>
</tr>
<tr>
<td>$\omega_{zx}$, $\omega_{zy}$</td>
<td>Bandwidth of cross-coupling</td>
<td>100 Hz</td>
</tr>
<tr>
<td>$G_{zx}$, $G_{zy}$</td>
<td>Cross-coupling gains (maximum positioning error w.r.t. scanning displacement)</td>
<td>3%</td>
</tr>
</tbody>
</table>

The results resemble the reference sinusoidal surface variations. The difference is due to other remaining phenomena of hysteresis, creep and vibrations. Fig. 6.10d shows the image after hysteresis compensation and Fig. 6.10e after the creep and vibration compensation. These results have been obtained for the SISO design with three PID controllers and in this classical approach the surface is reconstructed from the control signal of vertical piezo [Abramovitch et al., 2007]. However, in case of large model uncertainties and measurement noise, the performance of this approach deteriorates. In case of MIMO design described in subsection 6.3.3, the surface is reconstructed via the state observer together with the system state. Since the whole model is taken into account, including the cross-coupling phenomena and the level of noise is decreased by properly chosen covariance matrices $W$ and $V$, the reconstructed surface is better than in SISO case as shown in Fig. 6.10f. The difference can be seen also in tunneling voltage stabilization at $z_r = 0.9V$ (corresponding to 9 nA of tunneling current) as shown in Fig. 6.11.

### 6.4 Conclusion

In this chapter two applications have been investigated: nanopositioning validated experimentally on the 3D lab-made micro-/nanopositioning device, and STM-like surface reconstruction tested in simulation. In the first application, the piezoactuated tip followed a prespecified trajectory in X, Y and Z directions. In the horizontal X and Y axes raster and spiral trajectories were used, and in the vertical Z direction the prespecified sinusoidal trajectory has been imposed playing the role of "virtual surface". First, the amplitude of this surface was chosen to be small enough w.r.t. the measurement noise (low signal to noise ratio). The obtained images were influenced by noise, however the surface details can be well-distinguished.
Figure 6.10: Surface reconstruction: (a) Reference surface variations $z_r(t)$. (b) Without any compensation. SISO approach with subsequent compensation of: (c) cross-couplings, (d) hysteresis, (e) creep and vibrations. (f) MIMO approach.
The low-pass filters added on the observers’ output as well as increased signal to noise ratio improved significantly the presented results and the performance of the following compensation methods for hysteresis and creep was compared: Modified Prandtl-Ishlinskii (MPI), disturbance observer (DOB) and hybrid MPI + DOB. Illustrative results show, that all of the approaches give significantly better results than without any compensation among which the hybrid MPI+DOB approach gives the best results.

The second application - STM-like surface reconstruction was tested in simulation. Two control strategies were analyzed: decentralized SISO control, where three PID controllers were used (each for one axis of the considered system) and MIMO centralized control using Linear Quadratic Integral (LQI) controller. In the first approach the surface was reconstructed via control signal of the vertical piezo, while in the second approach estimated via state observer. In both approaches the hysteresis was first compensated using classical Prandtl-Ishlinskii model. Illustrative surface images have been presented for subsequent cross-couplings, hysteresis, creep and vibration compensation for SISO approach. The MIMO approach outperforms its SISO counterpart in terms of both surface reconstruction and tunneling current stabilization, since it is based on the whole system model (including cross-coupling phenomena) and appears more robust to model uncertainties and measurement noises.
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7.1 Introduction

This chapter is devoted to modeling and control of the electrostatically actuated cantilever based on the tunneling current measurement. The idea is to consider here the (multi-mode) dynamics of the cantilever. The electrostatic actuator is used to keep the tunneling gap constant, while the piezoelectric actuator adjusts the tip (and as a result positions the cantilever, since the gap cantilever/tip is already maintained constant). This extends the former study of [Blanvillain et al., 2014], which considered a one-mode cantilever model without proximity force compensation. The numerical data (such as cantilever dimensions) used for simulation have been taken from the cantilever provider from Nano World company and are summarized in Table 7.1 ($t_c$ stands for the cantilever thickness in order to avoid confusion with the time $t$). The multi-mode model of the cantilever from [Salapaka et al., 1997] is borrowed for further studies and analysis for $n = 3$ first modes. Some "singular points" of the modal shape functions along horizontal $x$ position of the cantilever are emphasized and used for actuator/sensor location. Near these singular points the model is degenerating (i.e. the corresponding shaped modes are vanishing) and as a result the model order can be reduced. The success in damping the resonances for the piezoelectric actuators in the horizontal axes, shown in chapter 4, motivated the use of $\mathcal{H}_\infty$ approach to control the tunneling gap via resonant cantilever. The proximity force is approximated from the tunneling current measurement and then compensated via PID controller which actuates the tip via piezoelectric actuator.
Table 7.1: Numerical data concerning the cantilever.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( w ) Cantilever width</td>
<td>100 ( \mu )m</td>
</tr>
<tr>
<td>( L ) Cantilever length</td>
<td>500 ( \mu )m</td>
</tr>
<tr>
<td>( t_c ) Cantilever thickness</td>
<td>1 ( \mu )m</td>
</tr>
<tr>
<td>( E ) Cantilever Young’s modulus of elasticity</td>
<td>180 GPa</td>
</tr>
<tr>
<td>( Q ) the Q factor</td>
<td>33</td>
</tr>
<tr>
<td>( n ) Number of first modes used for simulation</td>
<td>3</td>
</tr>
</tbody>
</table>

7.2 Multi-mode cantilever model analysis

In chapter 2 the equations describing the multi-mode model of the cantilever have been presented. In this section this model is used and simulated for the first 3 modes. Recalling equation (2.30), the cantilever motion subject to proximity force \(-F_p(t)\) and damping force \(p_d(x,t)\) (constant per unit length) can be described as follows (see Fig. 7.1a):

\[
EI \frac{\partial^4 z_c(x,t)}{\partial x^4} + p_d(x,t) + \rho A \frac{\partial^2 z_c(x,t)}{\partial t^2} = -F_p(t)
\]

where \( I = wt_c^3/12 \) is the moment of inertia of the cantilever and \( A = wt_c \) is its cross sectional area. The force \( F_p(t) \) is the interaction force between the tip and the cantilever and is acting

![Figure 7.1](image_url)

Figure 7.1: Schematic showing the cantilever: (a) Subjected to the external force of value \(-F_p(t)\) acting at a distance \(x_f\) from the base of the cantilever with the the damping force \(p_d(x,t)\), assumed constant per unit length. (b) The equivalent schematic with the total net force \(F_c(t) = -F_p(t) + F_e(t)\).

at the distance \(x_f\) from the base of the cantilever. The damping force \(p_d(x,t)\) is the sum of the natural structural damping force of the cantilever and the external damping force (here the electrostatic force \(F_e(t)\)) as follows:

\[
p_d(x,t) = \xi \frac{\partial z_c(x,t)}{\partial t} - F_e(t)
\]

(7.2)
with the damping factor $\xi = 3.515/Q\sqrt{EI\rho A/L^4}$ (assumed constant for all modes). Inserting (7.2) into (7.1) gives (see Fig. 7.1b):

$$EI \frac{\partial^4 z_c(x,t)}{\partial x^4} + \xi \frac{\partial z_c(x,t)}{\partial t} + \rho A \frac{\partial^2 z_c(x,t)}{\partial t^2} = \sum_{i} F_i(t)$$

(7.3)

where $F_i(t) = -F_p(t) + F_s(t)$ is the total net force acting at a distance $x_f$ from the base of the cantilever, which can be distributed over the cantilever length $L$.

The cantilever displacement is expressed as the sum of the fundamental deformations $q_j(t)$ shaped by the modal shape functions $\phi_j(x)$ ($j = 1, 3$) as follows:

$$z_c(x,t) = \sum_{j=1}^{3} \phi_j(x)q_j(t)$$

(7.4)

where $\phi_j(x)$ is given by (2.34) and $q_j(t)$ is the solution of (2.38). The displacement depends not only on the time $t$ but also on the horizontal position $x$ along the cantilever. However, as mentioned in chapter 2, the modal shape function $\phi_j(x)$ allows to distribute in space the modal contributions $q_j(t)$ and it only depends on position, while the modal part depends only on time. Recalling equation (2.50), the cantilever displacement in Laplace domain can be expressed as follows (assuming zero initial conditions $q_j(0) = \dot{q}_j(0) = 0$):

$$z_c(x,s) = \sum_{j=1}^{3} \frac{\phi_j(x_f)}{s^2 + \frac{c_j}{m_j} s + \frac{k_j}{m_j}} \frac{1}{m_j} F_c(s)$$

(7.5)

with the modal parameters defined by (2.39)-(2.42). The computed parameters for the considered 3-mode model are summarized in Table 7.2. Note that one can rewrite equation (7.5) as follows:

$$z_c(x,s) = \sum_{j=1}^{3} \frac{m_j}{\phi_j(x)\phi_j(x_f)} s^2 + \frac{1}{\phi_j(x)\phi_j(x_f)} s + \frac{k_j}{\phi_j(x)\phi_j(x_f)} F_c(s)$$

(7.6)

Now taking only the first mode of (7.6) one obtains the equivalent single-mode model, at

Table 7.2: Parameters computed for the first three modes.

<table>
<thead>
<tr>
<th>$j$</th>
<th>$\lambda_j$</th>
<th>$\phi_j(L)$</th>
<th>$m_j$</th>
<th>$k_j$</th>
<th>$c_j$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$0.3798 \times 10^4$</td>
<td>$-8.5673$</td>
<td>$2.1446 \times 10^{-8}$</td>
<td>$2.7311$</td>
<td>$2.3184 \times 10^{-6}$</td>
</tr>
<tr>
<td>2</td>
<td>$0.9392 \times 10^4$</td>
<td>$107.6972$</td>
<td>$3.3694 \times 10^{-7}$</td>
<td>$1.6850 \times 10^4$</td>
<td>$3.6424 \times 10^{-4}$</td>
</tr>
<tr>
<td>3</td>
<td>$1.5710 \times 10^4$</td>
<td>$-2.5803 \times 10^4$</td>
<td>$1.9389 \times 10^{-4}$</td>
<td>$7.6025 \times 10^7$</td>
<td>$2.0961 \times 10^{-1}$</td>
</tr>
</tbody>
</table>

the force location $x_f$ and sensor location $x$, with the following parameters:

$$m_{\text{single}} = \frac{m_1}{\phi_1(x)\phi_1(x_f)} \quad c_{\text{single}} = \frac{c_1}{\phi_1(x)\phi_1(x_f)} \quad k_{\text{single}} = \frac{k_1}{\phi_1(x)\phi_1(x_f)}$$

(7.7)
Figure 7.2: Modal shape functions for 3 modes with singular points (pointed in red): (a) 1\textsuperscript{st} mode. (b) 2\textsuperscript{nd} mode. (c) 3\textsuperscript{rd} mode.

Figure 7.3: Frequency response of (a) shaped modal and (b) total displacement (sum of shaped modes) when the applied input force and measured output displacement are at the distance $x = L = 500 \, \mu m$ (i.e. cantilever end).
Three resonant frequencies were found using parameters from Table 7.2 according to the formula \( f_j = \frac{\omega_j}{2\pi} = \frac{k_j}{m_j}/(2\pi) = \sqrt{EI/(\rho A)}/(2\pi) \) and they are equal to 5.68 kHz, 35.59 kHz and 99.65 kHz. The force constant at the end of cantilever is given by the formula \( k_f(L) = \frac{Ewt^3}{4L^3} = 0.036 \ N/m \).

Analyzing the model (7.5), it can be noticed that depending on the position \( x \), the contribution of the \( j^{th} \) mode to the total displacement is different and can vanish completely when its corresponding modal shape function \( \phi_j(x) \) is equal to zero. Here, the positions where this happens are called the singular points. Fig. 7.2 shows the modal shape functions \( \phi_j(x) \) for the considered model. The singular points are pointed by the red points and it appears that \( j^{th} \) mode has \( j \) singular points. It can be also noticed that all modes have singular point at
Figure 7.5: Magnitude plot of the cantilever total displacement at singular points, when the applied force is at $x_f = 500 \mu m$ (cantilever end): (a) $x = 1 \mu m \approx 0 \mu m$. (b) $x = 252 \mu m$. (c) $x = 391.5 \mu m$. (d) $x = 434 \mu m$.

$x = 0 \mu m$ (cantilever fixed part). Fig. 7.3a shows the bode diagram of the shaped modes individually and Fig. 7.3b the bode diagram of the whole model (sum of the one, two and three shaped modes) from the input force $F_c(t)$ to the output cantilever displacement $z_c(x, t)$, where both the applied input force and captured output displacement are taken at the end of cantilever ($x = x_f = L = 500 \mu m$). Fig. 7.4 shows the frequency response (magnitude plot) of the individual shaped modes at singular points, when the input force is applied at the cantilever end ($x_f = L$). It can be clearly seen that all the modes are vanishing at $x = 0 \mu m$ (see Fig. 7.4a), the second mode vanishes at $x = 391.5 \mu m$ (see Fig. 7.4c) and the third one at $x = 252 \mu m$ and $x = 434 \mu m$ (see Fig. 7.4b and Fig. 7.4d, respectively). The corresponding frequency response for the total displacement is shown in Fig. 7.5. One can see that placing
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Figure 7.6: Magnitude plot of different shaped modes at singular points, when the applied force is at \( x_f = 252 \ \mu m \): (a) \( x = 1 \ \mu m \approx 0 \ \mu m \). (b) \( x = 252 \ \mu m \). (c) \( x = 391.5 \ \mu m \). (d) \( x = 434 \ \mu m \).

The displacement sensor (if such exists) at the position near the singular point can damp the associated mode and in consequence reduce the model order. These results have been obtained for the fixed position for the applied force \( (x_f = L) \). What happens when this position is also placed in one of the singular points \( (i.e. \ \phi_j(x_f) = 0) \)? From model (7.5) it appears immediately that the \( j^{th} \) mode contribution will vanish as well in this case. Fig. 7.6 shows the frequency response (magnitude plot) of the shaped modes at singular points in such a case, where the input force is applied at the position \( x_f = 252 \ \mu m \) (one of the singular points for the third mode). One can notice, that at each plot the third mode is vanishing, thus its contribution to the total displacement (see Fig. 7.7) is almost zero. Moreover, at the
location $x = 391.5 \, \mu m$, the second mode is vanishing as well (see Fig. 7.6c) and as a result the corresponding model for the total displacement can be reduced in this case to the first mode only as shown in Fig. 7.7c. From this observation one can conclude that the model order can be reduced by both sensor and actuator locations.

Fig. 7.8a and Fig. 7.8c show the input force being the step function with random Gaussian noise with signal to noise ratio SNR=30 dB and SNR=15 dB, respectively while Fig. 7.8b and Fig. 7.8d show the corresponding cantilever total displacement with modal contributions (forced at $x_f = L = 500 \, \mu m$ and measured at $x = 150 \, \mu m$). Fig. 7.9 shows the case corresponding to Fig. 7.7 where the force (of SNR = 15 dB) from Fig. 7.8c is kept at $x_f =$
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![Graphs](a), (c) Input force $F_c(t)$ for SNR = 30 dB and 15 dB, respectively. (b), (d) Corresponding output displacements $z_c(x,t)$ (total and coming from individual shaped modes), captured at the position $x = 150 \, \mu m$, when the input force $F_c(t)$ is applied at $x_f = L = 500 \, \mu m$.

$L = 252 \, \mu m$ (singular point for the third mode) and is captured at four singular points. In all cases, the contribution coming from the third mode is zero, since the force is applied at the singular point of the modal shape function $\phi_3(x_f)$. The total displacement in Fig. 7.9a at $x = 1 \, \mu m$ is almost zero and is increasing with the position $x$. As expected, for $x = 391.5 \, \mu m$ (singular point of the modal shape function $\phi_2(x_f)$), the second mode is additionally vanishing and the total displacement of the full 3-mode model is exactly equal to the displacement of the 1-mode model.

In the case of the considered tunneling current-based platform, the displacement sensor
is not present and the only sensor in the vertical direction measures the tunneling current (or the gap between the tip and the cantilever). The cantilever displacement $z_c(x_f, t)$ causes the change in this gap according to (2.16) which in turn affects the value of the current. In this case, the measurement and the force location is constrained to the same position $x = x_f$ (tip position). According to the previous observations, in order to damp the mode, $x = x_f$ should be located near one of the singular points, corresponding to this mode. Here, $x = x_f$ is set to $0.81L = 405 \, \mu m$, which is between the singular points for the second and the third mode, in order to obtain a satisfactory damping of the two. This can be seen in Fig. 7.10 showing frequency response of shaped modal and total displacement. Comparing this figure with Fig. 7.3, where the $x = x_f = L$, a significant damping can be noticed. Fig. 7.11a and
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Fig. 7.11b show the displacement at $x = x_f = 0.81L = 405 \mu m$ in response to the excitation force from Fig. 7.8a and Fig. 7.8c, respectively. The contributions from the second and third mode to the total displacement are negligible.

Figure 7.10: Frequency response of (a) shaped modal and (b) total displacement (sum of shaped modes) when the applied input force and measured output displacement are at the distance $x = x_f = 0.81L = 405 \mu m$.

Figure 7.11: Output displacement of the cantilever (shaped modal and total) for $x = x_f = 0.81L = 405 \mu m$ for the input force with: (a) SNR = 30 dB (Fig. 7.8a). (b) SNR = 15 dB (Fig. 7.8c).
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Fig. 7.12 shows the considered controlled vertical system (more details about its control is given in the following subsections). It consists of two closed-loops, one inside the other one

\[
\begin{align*}
\dot{z}_c(x)|_{x=x_f} & = b V_e^2 \\
-2z_c(x)|_{x=x_f} & = b V_e^2
\end{align*}
\]

Figure 7.12: Closed-loop control of the vertical subsystem. The tunneling gap \( d = z_t - z_c(x_f) = d_0 + z_p - z_c(x_f) \) is regulated by the \( H_\infty \) controller via cantilever position \( z_c(x_f) = z_{c_0}(x_f) + z_{c_e}(x_f) \) by keeping the tunneling voltage \( y_3 \) and as a result the tunneling gap on the constant level of \( z_r \). The interaction (proximity) force \( F_p \) between the tip and the cantilever is estimated via \( FE \) subsystem from the tunneling voltage \( y_3 \) and the control signals \( u_z \) and \( u_e \) and eliminated by adjusting the position of the tunneling tip \( z_p \) via outer closed-loop with PID controller, tuned automatically using Matlab & Simulink software.

and proximity force estimator \( FE \). The inner closed-loop consists of the nonlinear physical law \( PL' \) with the current sensor \( CS_t(s) \) and linear cantilever \( CNT(s) \) actuated by the nonlinear electrostatic actuator \( EA \), controlled by \( H_\infty \) controller which is designed to control the tunneling gap on the constant level (i.e. tunneling voltage \( y_3 \) on the desired level \( z_r \)). Recalling equation (2.27), the nonlinear electrostatic actuator can be described by:

\[
F_e(t) = -\frac{1}{2 l(t)^2} V_e(t)^2
\] (7.8)

where \( l(t) = l_0 + z_c(x_f, t) \), \( l_0 \) is the distance between the unbended cantilever and the electrostatic plate (see Fig. 2.4) and \( z_c(x_f, t) \) is the total cantilever displacement at the tip position \( x_f \), defined as the superposition of the displacements caused by the proximity and the elec-
trostatic forces as follows:

\[ z_c(x_f, t) = z_{ep}(x_f, t) + z_{ce}(x_f, t) \]  

(7.9)

Since in static conditions this force can be approximated as \( F_e(t) \approx k_f z_{ce}(x_f, t) \) (where \( k_f \) is cantilever effective stiffness (force constant)), one gets the expression which links directly \( z_{ce}(x_f, t) \) with the input voltage \( V_e(t) \) as follows:

\[ z_{ce}(x_f, t) \approx -\frac{1}{k_f} \frac{\varepsilon_0 A_e}{2 l(t)^2} V_e(t)^2 = -\frac{1}{k_f} \frac{\varepsilon_0 A_e}{2 (l_0 + z_c(x_f, t))^2} V_e(t)^2 \]  

(7.10)

Finally, since \( l_0 >> z_c(x_f, t) \) further approximation of (7.10) gives (see also [Blanvillain et al., 2014]):

\[ z_{ce}(x_f, t) \approx -\frac{1}{k_f} \frac{\varepsilon_0 A_e}{2 l_0} V_e(t)^2 = -b V_e(t)^2 \]  

(7.11)

The nonlinear electrostatic actuator can be expressed finally as follows:

\[ F_e(t) \approx k_f z_{ce}(x_f, t) \approx -k_f b V_e(t)^2 \]  

(7.12)

where the cantilever effective force constant \( k_f \) is equal to the inverse of the cantilever DC gain \( k_f = CNT_{DC}^{-1} \). In order to linearize the actuator an exact linearization is used as follows:

\[ V_e(t) = \sqrt{\frac{u_e}{b}} \]  

(7.13)

where \( u_e = b V_e^2 = -\dot{z}_{ce}(x_f) \). Therefore, the control signal \( u_e \) (with minus sign) serves as an estimation of the cantilever position coming from the electrostatic force \( F_e \). Since this force is negative it bends the cantilever downwards (\( z_{ce}(x_f) < 0 \)). The presence of the square root in (7.13) restricts \( u_e \) to be positive. One can design the controller with anti-windup design, however here the positiveness of \( u_e \) will be assured by restricting the cantilever displacement coming from the electrostatic force \( z_{ce} \) to be negative, therefore \( u_e = \text{sat}(u_e) = -\dot{z}_{ce} \) almost ever and the saturation block is added only for the security reason. Recalling (5.8), the linearization of the nonlinear physical tunneling law \( PL'_t \) around equilibrium point gives:

\[ PL'_t(s) = \frac{i_t(s)}{d(s)} = -ki_{eq} = -\frac{i_t(s)}{z_c(s)} = PL_t(s) \]  

(7.14)

Taking into account the two linearizations (7.13) and (7.14), the \( H_\infty \) linear controller is based on the following linearized model from \( u_e \) to \( y_3 \):

\[ G_{u_e \rightarrow y_3}(s) = -CS_t(s)ki_{eq}CNT(s)CNT_{DC}^{-1} \]  

(7.15)

Once the inner loop is closed, a well tuned PID controls the tip position (and the cantilever position as well, since the gap is kept constant by the inner closed-loop). This two-loop scheme enables positioning the cantilever and tip above 1 nm, which is not possible with only one loop, since the gap must be kept below this distance. The force estimator \( FE \) estimates the proximity force on the basis of the measured tunneling voltage \( y_3 \) and the control signals of the piezoelectric and electrostatic actuators (\( u_z \) and \( u_e \), respectively) and will be described in the last subsection. Since the total cantilever displacement is the sum of the
displacement components coming from the electrostatic and proximity forces (i.e. \(z_c(x_f) = z_{ce}(x_f) + z_{cp}(x_f) \approx \frac{1}{k_f}(-F_p + F_e) = \frac{1}{k_f}F_e\) in the static case), knowing the estimated cantilever displacement \(\hat{z}_{cp}\) taken from the estimated proximity force \(\hat{F}_p\) allows to adjust the reference for the cantilever displacement coming from the electrostatic force (with minus sign) \(-z_{ce}\) in such a way that the total cantilever displacement \(z_c\) is kept on the reference level \(z_{cr}\). The low-pass filter \(LP\) with cut-off frequency of 70 Hz is added on the reference \(-z_{ce}\) in order to eliminate the influence of its high frequency components on the tunneling current.

### 7.3.1 \(\mathcal{H}_\infty\) design for tunneling gap control via electrostatically actuated cantilever

In this section \(\mathcal{H}_\infty\) controller is designed for the two models corresponding to the two positions highlighted in the previous section (i.e. \(x = x_f = L = 500 \mu m\) and \(x = x_f = 0.81L = 405 \mu m\)). In both cases the controller for the 3-mode model (called the perturbed model) is designed on the basis of the 1-mode model (called the nominal model) as shown in Fig. 7.13a and Fig. 7.13b. The linearized perturbed model from the input \(u_e\) to the output \(y_3\) (see Fig. 7.12) including the 3-mode model of the cantilever is given by:

\[
G_{u_e \rightarrow y_3 p}(s) = -CS_t(s)k_{eq}CNT_{3m}(s)CNT_{3mDC}^{-1}
\]  

(7.16)

where \(CNT_{3mDC}\) is the DC gain of the cantilever model \(CNT_{3m}(s)\). The considered nominal model corresponds to model (7.16) but with 1-mode model of the cantilever and is given by:

\[
G_{u_e \rightarrow y_3}(s) = -CS_t(s)k_{eq}CNT_{1m}(s)CNT_{1mDC}^{-1}
\]  

(7.17)

The output multiplicative structure has been chosen to model the uncertain system (7.16) as
7.3. Tunneling current-based cantilever nanopositioning with electrostatic actuation and piezoelectric tip actuation

Figure 7.14: The relative errors \( l_\Delta(\omega) \) together with their upper bounds \( |W_\Delta(j\omega)| \) used for \( H_\infty \) design: (a) \( x = x_f = L = 500 \mu m \) and 5th order weight \( W_\Delta(s) \). (b) \( x = x_f = L = 500 \mu m \) and 2nd order weight \( W_\Delta(s) \). (c) \( x = x_f = 0.81L = 405 \mu m \) and 5th order weight \( W_\Delta(s) \). (d) \( x = x_f = 0.81L = 405 \mu m \) and 2nd order weight \( W_\Delta(s) \).

follows:

\[
G_{u_e \rightarrow y_3}(s) = (1 + W_\Delta(s)\Delta(s))G_{u_e \rightarrow y_3}(s)
\]  

(7.18)

where \( \Delta(s) \) is any stable transfer function, which represents the normalized complex perturbations such that \( |\Delta(j\omega)| \leq 1, \forall \omega \) and \( W_\Delta(s) \) is a rational transfer function representing the uncertainty weight chosen as follows:

\[
|W_\Delta(j\omega)| \geq |W_\Delta(j\omega)\Delta(j\omega)| = l_\Delta(\omega) = \left| \frac{G_{u_e \rightarrow y_3}(j\omega) - G_{u_e \rightarrow y_3}(j\omega)}{G_{u_e \rightarrow y_3}(j\omega)} \right|, \forall \omega
\]

(7.19)
where \( l_\Delta(\omega) \) represents relative magnitude of the neglected dynamics (i.e. one chooses \( W_\Delta(s) \) such that \( |W_\Delta(j\omega)| \) is an upper bound on the relative errors \( l_\Delta(\omega) \)). Fig. 7.14 shows the relative errors \( l_\Delta(\omega) \) together with \( |W_\Delta(j\omega)| \) for the 5\(^{th}\) and 2\(^{nd}\) order weight \( W_\Delta(s) \) with cross-over frequency of 5 kHz and for two cases, where \( x = x_f = L = 500 \mu m \) and \( x = x_f = 0.81L = 405 \mu m \) (for both cases \( W_\Delta(s) \) are exactly the same). Since \( W_\Delta(s) \) will shape the complementary sensitivity function, to assure good robustness margin, it is already constrained at low frequencies by the 3.5 dB from below. It can be seen that for the considered bandwidth 5 kHz, the 5\(^{th}\) order weight \( W_\Delta(s) \) successfully bounds the relative errors from above for the two cases. For the 2\(^{nd}\) order weight, the robust stability of the model corresponding to \( x = x_f = L = 500 \mu m \) is not achieved, while for the case where \( x = x_f = 0.81L = 405 \mu m \) it is. Moreover, in the second case the bandwidth can be furtherly increased, since there is still a little space for robust stability. The following weights have been chosen to shape the
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sensitivity functions:

$$W_{S_z}(s) = \frac{s + 6.283 \times 10^4}{2s + 62.83}$$  \hspace{1cm} (7.20)

$$W_{T_z}(s) = W_{\Delta}(s)$$  \hspace{1cm} (7.21)

$$W_{R_z}(s) = -\frac{G_{1ki_{eq}}}{10} = -1.65 \times 10^9$$  \hspace{1cm} (7.22)

Fig. 7.15 shows the sensitivity functions shaped by the associated weights (2nd order uncertainty weight $W_{\Delta}(s)$ in this case). The optimal cost function $\gamma = 1.35$ has been obtained.

Fig. 7.16 shows the reference tracking corresponding to the two cases and weights. The open-loop response of the model has been scaled by its gain in order to be with the same scale with the closed-loop one. The performance achieved is the same apart from the case where robust stability is not achieved ($x = x_f = L = 500 \ \mu m$ and 2nd order weight $W_{\Delta}(s)$). One can conclude that proper location of the actuator and sensor allows to reduce the order of

![Graphs showing reference tracking](image1)

Figure 7.16: $H_\infty$ control of the linearized model from the input $u_e$ to the output $y_3$ (without the noise) (the open-loop response of the plant has been scaled by its gain in order to be with the same scale with the closed-loop one): (a) $x = x_f = L = 500 \ \mu m$ and 5th order weight $W_{\Delta}(s)$. (b) $x = x_f = L = 500 \ \mu m$ and 2nd order weight $W_{\Delta}(s)$. (c) $x = x_f = 0.81L = 405 \ \mu m$ and 5th order weight $W_{\Delta}(s)$. (d) $x = x_f = 0.81L = 405 \ \mu m$ and 2nd order weight $W_{\Delta}(s)$.
the controller and/or increase the desired bandwidth. Fig. 7.17a and Fig. 7.17b show the frequency response (magnitude) of the scaled open-loop and closed-loop system for the two considered cases. The comparison with the simple PID controller has been shown in Fig. 7.18.

Figure 7.17: Bode diagrams of the scaled open-loop (OL) and closed-loop system with $H_\infty$ controller (with 5th order weight $W_\Delta(s)$) and the perturbed plant model: (a) $x = x_f = L = 500 \, \mu m$. (b) $x = x_f = 0.81L = 405 \, \mu m$.

Figure 7.18: Comparison of $H_\infty$ control with the PID controller ($PID_t$ is the closed-loop response with the first shot parameters of PID proposed by Matlab & Simulink and $PID_l$ refers to the fastest possible PID controller before the stability loss).
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The PID gains have been tuned using Matlab & Simulink software. The proposed solution (PID₁) has quite low bandwidth and can be increased, however this introduces at some point significant oscillations until the system is on the stability limit (PID₂). The model-based \( H_{\infty} \) controller clearly outperforms PID.

7.3.2 Cantilever positioning via piezoelectrically actuated tip with proximity force compensation

Recalling equation (2.24), the proximity interaction force between the tunneling tip and the cantilever is expressed as follows:

\[
F_p(t) = INT_{tc}(d(t)) = \begin{cases} 
-H R/6d(t)^2, & d(t) \geq a_p \\
-H R/6a_p^2 + \frac{4}{3}E_{eff}\sqrt{R}(a_p - d(t))^{3/2}, & d(t) < a_p
\end{cases}
\]  

(7.23)

![Figure 7.19: Simulated proximity force for different tip curvature radius \( R \). Here, the interatomic distance \( a_p = 0.166 \) nm. The inset plot shows the zoom of the proximity forces in the tunneling voltage measuring range (i.e. 0-10 V, which corresponds to the tip/surface distance 0.7-1 nm).](image)

Fig. 7.19 shows the behavior of proximity force (7.23) for the following numerical values: different tip curvature radius \( R = [20, 30, 40, 50] \) nm, the Hamaker constant \( H = 6.4 \times 10^{-20} \) J, interatomic value \( a_p = 0.166 \) nm, the effective contact stiffness \( E_{eff} = [(1 - v_t^2)/E_t + (1 - v^2)/E]^{-1} \) with the Poisson ratios \( v_t = 0.28 \) and \( v = 0.17 \) and the elastic moduli \( E_t = 129 \) GPa and \( E = 180 \) GPa of the tip and the cantilever, respectively. As mentioned before, the interatomic value \( a_p \) separates the region where only attractive van der Waals force is present.
from the region where the repulsive adhesive force is added to the van der Waals force. When the two forces become equal (proximity force $F_p = 0$) the materials are in mechanical contact and the total net proximity force starts to be repulsive. In the considered case the measuring range of the tunneling voltage is constrained to the standard value of the data acquisition cards between 0 and 10 V, which corresponds to the tip/surface distance below 1 nm and down to 0.7 nm and therefore during normal operation (where the tunneling current can be measured) only the attractive proximity force should appear (non-contact mode). The proximity force could be estimated from the measurement of $z_c(x_f)$ if the cantilever displacement sensor (like in AFM) was available as follows (in static case):

$$\hat{F}_p = \hat{F}_e - \hat{F}_c \approx k_f \hat{z}_c(x_f) - k_f z_c(x_f) = k_f u_e - k_f \hat{z}_c(x_f)$$

(7.24)

In the considered case the only available measurement is the tunneling voltage $y_3$. The proximity force can be then approximated from the measurement $y_3$ and the control signals $u_e$ and $u_z$ as proposed below:

$$\hat{F}_p = \hat{F}_e - \hat{F}_c \approx k_f u_e - k_f \hat{z}_c(x_f)$$

(7.25)

where $\hat{z}_c(x_f)$ is given by:

$$\hat{z}_c(x_f) = \hat{z}_t - \hat{d} = \left(-G_{pz} G_{vz} u_z + d_0\right) \left\{ -\frac{1}{k} \ln \left(\frac{y_3}{G_{tg} V_b}\right) \right\}$$

(7.26)

Fig. 7.20 shows the performance of the two closed-loop scheme from Fig. 7.12, when the proximity force is absent. The tunneling current is kept on the constant level of 1 nA (which corresponds to the tunneling voltage of 1 V) via electrostatic actuator, by the $H_\infty$ controller as shown in Fig. 7.20a. This corresponds to the distance $d = 0.84$ nm. The corresponding control signal $u_e$ is shown in Fig. 7.20b. Note that $u_e = -\hat{z}_c$ (i.e. it is the estimation of the $z_c$ taken with minus sign). The displacements $\hat{z}_t$ and $\hat{z}_c$ of the tip and the cantilever, respectively are shown in Fig. 7.20c. One can see that the PID controller of the outer loop controls the cantilever position $z_c$ around the reference $z_c$ by adjusting the tip position $\hat{z}_t$ via piezoelectric actuator (it is possible since the gap between the tip and the cantilever is already kept on the constant level of 0.84 nm by the $H_\infty$ controller of the inner loop). The low-pass filter $LP$ added on the cantilever reference allows to reduce the peaks appearing in the tunneling current measurement due to the square signal of this reference. The creep phenomenon which acts as a disturbance $d_z$ over the tip position has been successfully canceled (which can be also seen on the control signal $u_z$ of the tip, which drifts as shown in Fig. 7.20d).

Fig. 7.21 shows the performance of the two closed-loop scheme in the presence of the proximity force. First, the case when the creep $d_z$ of the tip is not present is considered. Fig.7.21a shows the tip and the cantilever displacements without ($z_{tu}$ and $z_{cu}$) and with ($z_{tc}$ and $z_{cc}$) proximity force compensation. Without compensation the cantilever cannot be positioned at the reference signal $z_{cr}$, since the force $-F_p$ attracts it upwards. As a result the tip moves upwards as well in order to keep the tunneling gap constant. When the interaction force is compensated, the proper cantilever and tip positioning is possible. The estimated proximity force is shown in Fig. 7.21b. Notice that Fig. 7.21c and Fig. 7.21d
7.4 Conclusion

In this chapter simulation results for the 3-mode cantilever model have been presented. Knowing the singular points of the modal shape functions allows to place the actuator/sensor near the case when the creep phenomenon of piezoactuated tip is present. In this case the proximity force cannot be well estimated, however the results are still much better than without compensation. The performance could be improved when the creep model of the piezo was taken into account in the proximity force estimator. It should be stressed that this compensation depends on the accuracy of the parameters used in the estimator and other phenomena like creep.

Figure 7.20: The performance of the two closed-loop scheme from Fig. 7.12 when the proximity force $F_p$ is absent: (a) Tunneling voltage $y_3$. (b) Control signal $u_e$ of the inner loop with $H_\infty$ controller. (c) Cantilever and tip displacements. (b) Control signal $u_z$ of the outer loop with PID controller.
them in order to damp the associated modes and as a result to reduce the order and increase the bandwidth of the system. The application of such a 3-mode cantilever nanopositioning has been considered on the basis of the tunneling current. The tunneling gap is kept constant via electrostatically actuated cantilever by $H_\infty$ control. The positioning over the distance of 1 nm was possible using a second closed-loop, which controls the cantilever position through the tip position via piezoelectrically actuated tunneling tip. To that end, a proximity force estimator has been designed in order to compensate it, on the basis of the measured tunneling current and two control signals.

Figure 7.21: The performance of the two closed-loop scheme from Fig. 7.12 when the proximity force $F_p$ is present: (a) Tip and cantilever displacements without ($z_{tu}$ and $z_{cu}$) and with ($z_{tc}$ and $z_{cc}$) proximity force compensation (without the creep phenomenon). (b) Estimated proximity force $F_p$ (without the creep phenomenon). (c) Tip and cantilever displacements without ($z_{tu}$ and $z_{cu}$) and with ($z_{tc}$ and $z_{cc}$) proximity force compensation (with the creep phenomenon). (d) Estimated proximity force $F_p$ (with the creep phenomenon).
Conclusions and perspectives

Conclusions:

Summing up, the main goal of this thesis was to develop 3D model for the nanopositioning system corresponding to the experimental set-up developed in GIPSA-lab, its proper control with high accuracy over possibly high bandwidth and experimental validation of the proposed techniques. To that end, the platform has been equipped for 3D operation with capacitive sensors for both X and Y horizontal displacements in addition to the vertical actuation.

The developed 3D model finally consists of piezoelectrically actuated scanning horizontal X and Y axes and vertical probing Z axis. The latter is equipped with piezoelectrically actuated tunneling tip (like in STM) and with electrostatically actuated micro-cantilever (like in AFM). Such a model is quite complex and due to several nonlinearities (exponential nonlinearity of tunneling current, hysteresis of piezoelectric actuators, quadratic nonlinearity of electrostatic actuator) and other adverse phenomena (creep, vibration, cross-couplings between piezo axes, high measurement noise of tunneling current sensor), it is a real challenge to control it with nanoscale accuracy. First, hysteresis and creep phenomena exhibited by piezoelectric actuators in horizontal axes have been compensated in real-time using different techniques (classical Prandtl-Ishlinskii (PI) model, its modified version (MPI), disturbance observer (DOB) and a combination of MPI with DOB, as well as an adaptive approach). An identification with subsequent order reduction of such linearized horizontal 2D model allowed to design several linear controllers (LQG/LTR, SISO $H_\infty$, MIMO $H_\infty$) for piezo vibration and cross-coupling reduction between X and Y axes. Their comparative experimental validation has been presented. The real challenge is a control of the vertical motion (Z axis), based on the tunneling current phenomenon, due to several requirements (nanoscale operating range, high sensitivity to measurement noise and external disturbances, sharp tip, clean surface etc.). A two-stage procedure for approaching the tip to the surface and obtaining tunneling current has been used (coarse approach done manually and fine approach done automatically). Tunneling current proper control using pole placement with sensitivity functions shaping methodology has been experimentally validated. Finally, illustrative results for three applications have been presented:

- 3D nanopositioning application (without cantilever motion), validated experimentally. The tunneling tip tracks prespecified reference signals in X, Y and Z directions (in the Z direction the reference is called "virtual surface", since it imitates surface variations). The adverse phenomena of hysteresis, creep, vibrations and cross-couplings in the horizontal axes were eliminated using above mentioned techniques with tunneling current.
control in vertical axis using pole placement with sensitivity functions shaping methodology.

- STM-like application, validated in simulations. The tip is moved along the X and Y axes, while the reference for the Z axis is kept constant. To that end, two control strategies have been compared: SISO PID decentralized control (3 PIDs, each for one axis, with decoupling compensators) and one MIMO LQI centralized controller. In the first approach, the surface topography is retrieved from the control signal of the vertical piezo (classical approach) and in the second approach it is reconstructed via Kalman observer (proposed approach). The second approach gave more satisfactory results.

- Multi-mode cantilever positioning application, tested in simulations. A scheme consisting of two closed-loops (an inner closed-loop with electrostatically actuated cantilever using $H_\infty$ controller and an outer closed-loop with piezoelectrically actuated tunneling tip using PID controller) allowed to position the cantilever on a distance larger than 1 nm. The interaction force appearing between the tip and the cantilever has been compensated via proximity force estimator.

**Perspectives:**

Several perspectives/extensions can be deduced in view of the obtained results:

- The multi-mode cantilever model tested in simulations needs to be validated in experiments. To that end, the sampling frequency should be increased in order to catch at least two modes. However, the acquisition cards in the present configuration limit the sampling frequency to 30 kHz. High speed data acquisition, based for example on FPGA technology can be used for that purpose.

- Cross-couplings from the horizontal to the vertical axes should be compensated. However, it is hard to identify them from the tunneling-current measurement, since it is affected also by the surface variations (for that purpose the surface should be ideally flat). For high frequencies, the tip can move outside the operating range as well, resulting in loss of tunneling current.

- For the second application (STM-like application), in order to be experimentally validated, a proper reference grating (surface) should be used. Here instead, a "virtual surface" was imposed as the reference in the vertical direction, which only imitated the real surface (the first application - 3D nanopositioning). For that reason, the first application has been tested in experiments, while the second one in simulations only.

- Accurate model parameters are needed for the proximity force compensation using the proposed estimator. Adding for example another sensor which measures the cantilever displacement could help with exact force estimation.


