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# Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>ABS</td>
<td>Acrylonitrile Butadiene Styrene</td>
</tr>
<tr>
<td>CAD</td>
<td>Computer Aider Design</td>
</tr>
<tr>
<td>CIR</td>
<td>Channel Impulse Response</td>
</tr>
<tr>
<td>CPD</td>
<td>Complex Pressure Distribution</td>
</tr>
<tr>
<td>CW</td>
<td>Continuous Wave</td>
</tr>
<tr>
<td>FS</td>
<td>Full Saturation</td>
</tr>
<tr>
<td>GM</td>
<td>Garrett &amp; Munk</td>
</tr>
<tr>
<td>IMF</td>
<td>Interplanetary Magnetic Field</td>
</tr>
<tr>
<td>IW</td>
<td>Internal Waves</td>
</tr>
<tr>
<td>MBW</td>
<td>Machinable Blue Wax</td>
</tr>
<tr>
<td>MCF</td>
<td>Mutual Coherence Function</td>
</tr>
<tr>
<td>MHD</td>
<td>MagnetoHydroDynamic</td>
</tr>
<tr>
<td>NDT</td>
<td>Non Destructive Testing</td>
</tr>
<tr>
<td>PE</td>
<td>Parabolic Equation</td>
</tr>
<tr>
<td>PS</td>
<td>Partial Saturation</td>
</tr>
<tr>
<td>P3DCOM</td>
<td>Propagation through 3D Corresponding Ocean</td>
</tr>
<tr>
<td>P3DTEx</td>
<td>Propagation through 3D Tank Experiment</td>
</tr>
<tr>
<td>RAFAL</td>
<td>Random Faced Acoustic Lens</td>
</tr>
<tr>
<td>RayTAL</td>
<td>Ray Tracing through an Acoustic Lens</td>
</tr>
<tr>
<td>rms</td>
<td>root-mean square</td>
</tr>
<tr>
<td>SOFAR</td>
<td>SOund Fixing And Ranging</td>
</tr>
<tr>
<td>SNR</td>
<td>Signal-to-Noise Ratio</td>
</tr>
<tr>
<td>SSA</td>
<td>Small Slope Approximation</td>
</tr>
<tr>
<td>US</td>
<td>UnSaturation</td>
</tr>
<tr>
<td>VLA</td>
<td>Vertical Linear Array Lens</td>
</tr>
</tbody>
</table>
WPRM \hspace{1em} \text{Wave Propagation in Random Media}
### Main Symbols

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a$</td>
<td>parameter in an expression of $\Lambda$</td>
</tr>
<tr>
<td>$b$</td>
<td>intercorrelation parameter</td>
</tr>
<tr>
<td>$c$</td>
<td>sound speed in water</td>
</tr>
<tr>
<td>$c_i$</td>
<td>sound speed in medium $i$</td>
</tr>
<tr>
<td>$c_0$</td>
<td>mean sound speed in water</td>
</tr>
<tr>
<td>$d$</td>
<td>intercorrelation parameter</td>
</tr>
<tr>
<td>$d'_T$</td>
<td>transducer/hydrophone diameter</td>
</tr>
<tr>
<td>$dx$</td>
<td>ray path</td>
</tr>
<tr>
<td>$f$</td>
<td>source center frequency</td>
</tr>
<tr>
<td>$f_c$</td>
<td>source center frequency in water tank</td>
</tr>
<tr>
<td>$h_{ks}$</td>
<td>Kolmogorov-Smirnov test output</td>
</tr>
<tr>
<td>$h_n(t)$</td>
<td>impulse response of $n$–th realization at time $t$</td>
</tr>
<tr>
<td>$j^*$</td>
<td>internal waves wavenumber</td>
</tr>
<tr>
<td>$k_i$</td>
<td>wavenumber in medium $i$</td>
</tr>
<tr>
<td>$\hat{k}_i$</td>
<td>approached wavenumber in medium $i$</td>
</tr>
<tr>
<td>$l$</td>
<td>discrete sensor spacing</td>
</tr>
<tr>
<td>$m$</td>
<td>acoustic log-intensity mean</td>
</tr>
<tr>
<td>$n$</td>
<td>realization index</td>
</tr>
<tr>
<td>$n_{x,y,z}$</td>
<td>number of steps in numerical code</td>
</tr>
<tr>
<td>$n$</td>
<td>normal vector to $\Sigma$</td>
</tr>
<tr>
<td>$p_i$</td>
<td>acoustic pressure in medium $i$</td>
</tr>
<tr>
<td>$q$</td>
<td>intercorrelation parameter</td>
</tr>
<tr>
<td>$r$</td>
<td>inverse acoustic correlation length to wavelength ratio</td>
</tr>
<tr>
<td>$\hat{\theta}$</td>
<td>set of estimated parameters</td>
</tr>
<tr>
<td>$s$</td>
<td>hydrophone vertical displacement amplitude</td>
</tr>
</tbody>
</table>
\( s_n(t) \)  
source signal for the \( n \)-th realization at time \( t \)

\( s_h \)  
scale of medium heterogeneities

\( s_u \)  
normalized standard deviation of the ray divergence

\( t \)  
time

\( x_{\text{dist}} \)  
distance between RAFAL’s average output face and receiver

\( x_f \)  
distance between source and RAFAL’s input face

\( x_m \)  
signal model

\( x_n(t) \)  
received signal at time \( t \)

\( x_t \)  
test source abscissa

\( x_{t_{\text{max}}} \)  
maximum test source abscissa

\( x_0 \)  
average RAFAL’s output face abscissa

\( x_1 \)  
RAFAL’s input face abscissa

\( x_2 \)  
RAFAL’s average output face abscissa

\( z_t \)  
test source depth

\( z_{t_{\text{max}}} \)  
maximum test source depth

\( A_t \)  
source signal amplitude

\( A_{1,2} \)  
intercorrelation constant

\( B_{-x\,dB} \)  
\(-x\,dB\) flat frequency response

\( C \)  
spatial intercorrelation function

\( C_0 \)  
spatial intercorrelation constant

\( C_2 \)  
spatial intercorrelation constant

\( C_4 \)  
intensity spatial intercorrelation

\( D \)  
water depth

\( D(s_1,s_2) \)  
phase-structure function between spacings \( s_1 \) and \( s_2 \)

\( D_a \)  
array depth

\( D_s \)  
source depth

\( D_Z \)  
hydrophone total vertical shift

\( D_{Z_0}^{S} \)  
source total vertical shift

\( E_i \)  
statistical expectation under hypothesis \( i \)

\( F_s \)  
sampling frequency

\( G \)  
deflection

\( G_i \)  
Green’s function in medium \( i \)

\( G_{Th} \)  
theoretical array gain
Main Symbols

- $H$: RAFAL’s thickness
- $H_0$: Hankel’s function
- $H_i$: $i$-th hypothesis
- $H_{x,y,z}$: size of considered box in numerical code
- $H_l$: size of the RAFAL
- $I$: acoustic intensity
- $J_0$: Bessel function
- $J_1$: Bessel function of the first kind
- $K_i$: wavevector in medium $i$
- $L_a$: array length
- $L_{H}$: horizontal correlation of the RAFAL’s randomly rough output face
- $L_{H_s}$: horizontal correlation of the sound speed fluctuations
- $L_V$: vertical correlation of the RAFAL’s randomly rough output face
- $L_{V_s}$: vertical correlation of the sound speed fluctuations
- $L_x$: longitudinal acoustic correlation length
- $L_y$: horizontal acoustic correlation length
- $L_y^l$: horizontal acoustic correlation length in the lens case
- $L_z$: vertical acoustic correlation length in the lens case
- $\bar{M}$: average maximum of detection algorithm output
- $N$: number of sensors on a linear array
- $N_{eig}$: number of eigenrays
- $N$: inverse ratio of the propagation range to the wavelength
- $N_{h,v}$: normalized horizontal, vertical acoustic correlation length
- $N_p$: number of periods in the source signal
- $N_r$: number of realization per RAFAL
- $N_R$: normalized propagation distance
- $N_\text{RAFAL}$: number of manufactured RAFAL per configuration
- $N_S$: number of segments
- $N_s$: number of virtual sensors
- $N_{\text{Snap}}$: number of noise snapshots
- $P_i$: $i$ algorithm output
- $R$: propagation range
- $R_c$: discrete radius of coherence
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R_F$</td>
<td>Fresnel radius</td>
</tr>
<tr>
<td>$R_S$</td>
<td>slit radius</td>
</tr>
<tr>
<td>$R_{xx}$</td>
<td>signal spatial covariance</td>
</tr>
<tr>
<td>$R_\delta$</td>
<td>autocorrelation function of sound speed fluctuations</td>
</tr>
<tr>
<td>$R_\xi$</td>
<td>autocorrelation function of random roughness</td>
</tr>
<tr>
<td>$S$</td>
<td>Sombrero function</td>
</tr>
<tr>
<td>$SI$</td>
<td>scintillation index</td>
</tr>
<tr>
<td>$T$</td>
<td>temperature</td>
</tr>
<tr>
<td>$U$</td>
<td>ray divergence</td>
</tr>
<tr>
<td>$U_0$</td>
<td>depth function for the sound speed profile</td>
</tr>
<tr>
<td>$V_i$</td>
<td>statistical variance under the hypothesis $i$</td>
</tr>
<tr>
<td>$V_i$</td>
<td>$i$-th eigenvector</td>
</tr>
</tbody>
</table>

- $\alpha$: $L_z$ parameter (=0.174)
- $\beta$: beam spread projection diameter
- $\gamma$: hydrophone sensitivity
- $\delta(.)$: Dirac function
- $\delta_c$: sound speed deviation
- $\delta c_0$: standard deviation of sound speed deviation
- $\delta AG$: array gain degradation
- $\delta_x$: PE resolution step in numerical code
- $\delta_x^i$: PE resolution step inside the RAFAL in numerical code
- $\epsilon$: vertical sensor displacement error
- $\eta$: small horizontal displacement
- $\kappa$: pressure field
- $\lambda$: signal wavelength in ocean
- $\lambda_c$: signal wavelength in water tank
- $\lambda_i$: $i$-th eigen value
- $\eta$: eigenvector matrix
- $\chi$: pressure derivative
- $\nu$: normal vector on $\Sigma$
- $\rho$: transducer radius
- $\rho_c$: radius of coherence
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\sigma$</td>
<td>acoustic log-intensity standard deviation</td>
</tr>
<tr>
<td>$\sigma^2_N$</td>
<td>noise power</td>
</tr>
<tr>
<td>$\theta$</td>
<td>source elevation angle</td>
</tr>
<tr>
<td>$\theta_{3dB}$</td>
<td>half beam spread angle at $-3\ dB$</td>
</tr>
<tr>
<td>$\tau$</td>
<td>source signal duration</td>
</tr>
<tr>
<td>$\tau_n$</td>
<td>time delay for the $n$-th realization</td>
</tr>
<tr>
<td>$\mu$</td>
<td>Fourier variable dual to $z$</td>
</tr>
<tr>
<td>$\omega$</td>
<td>angular frequency</td>
</tr>
<tr>
<td>$\zeta$</td>
<td>small vertical displacement</td>
</tr>
<tr>
<td>$\zeta_{IW}$</td>
<td>displacement due to internal waves</td>
</tr>
<tr>
<td>$\xi$</td>
<td>amplitude of random roughness</td>
</tr>
<tr>
<td>$\xi_0$</td>
<td>standard deviation amplitude of random roughness</td>
</tr>
<tr>
<td>$\Gamma$</td>
<td>MCF</td>
</tr>
<tr>
<td>$\Delta_c$</td>
<td>normalized sound speed fluctuations</td>
</tr>
<tr>
<td>$\Delta_{Z_s}$</td>
<td>source depth shift</td>
</tr>
<tr>
<td>$\Lambda$</td>
<td>Flatté’s diffraction parameter</td>
</tr>
<tr>
<td>$\Lambda_l$</td>
<td>Flatté’s diffraction parameter in the lens case</td>
</tr>
<tr>
<td>$\Pi_i$</td>
<td>Fourier transform of the acoustic pressure field</td>
</tr>
<tr>
<td>$\Phi$</td>
<td>Flatté’s strength parameter</td>
</tr>
<tr>
<td>$\Phi_l$</td>
<td>Flatté’s strength parameter in the lens case</td>
</tr>
<tr>
<td>$\Phi_\delta$</td>
<td>cumulative autocorrelation function of sound speed fluctuations</td>
</tr>
<tr>
<td>$\Sigma$</td>
<td>rough surface profile</td>
</tr>
</tbody>
</table>
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1.1 General objective

The topic of acoustic wave propagating in a fluctuating ocean is tackled in this thesis. The ocean medium is in constant motion, and cannot always be considered as the steady and flat sea described by Hemingway in “The Old Man and the Sea” (Hemingway 1963). The influence of the medium fluctuations on wave propagation has been of a great and constant interest over the last decades, in various domains, such as optics (Tatarskii 1971), electromagnetism, and acoustics (in air and water) (Dashen et al. 2010). We focus here on the effects inside the volume of the medium of propagation, and let aside the scattering arising from the roughness of the interfaces (for instance, an agitated sea surface, or a rough sea bottom). Internal waves were proven to be responsible for the sound speed deviations from the mean value observed in shallow and coastal waters (Garrett and Munk 1972). Due to the high complexity of the physical phenomena involved, the evaluation of the influence of the resulting fluctuations on acoustic wave propagation is challenging. The final objective of the work presented throughout this document is the ability for detection systems to compensate for the observed signal distortions.
Indeed, degradation of the detection performance is noticed when the signals travel through a fluctuating medium. The research for corrective signal processing techniques allowing to mitigate this result is therefore of primary interest. Spectacular results in terms of enhancement of the resolution have been observed in the field of adaptive optics applied to observational astronomy (Metchev et al. 2003). Their results are encouraging researchers to address this topic in other domains such as underwater acoustics. The studies presented throughout this thesis focus on configurations involving the propagation of acoustic waves in the mid-frequency band ($1 \sim 15 \text{ kHz}$) over distances of the order $1 \sim 10 \text{ km}$. The configurations of interest here are those presenting short times of propagation compared to the daily period of medium fluctuations so that the studied phenomena are considered spatially random but frozen in time.

The first main objective of this work is to provide an experimental protocol allowing, under laboratory conditions, to reproduce similar effects of ocean fluctuations due to internal waves on the propagated acoustic waves. Let us underline that a protocol allowing to mimic the induced typical statistical features of the received signals is sought out, rather than the reenactment of the phenomenon responsible for the signal distortions.

In order for the developed experimental protocol to provide results representative of what can be observed during at-sea measurements, a scaling procedure is necessary. Based on a dimensional analysis, it permits a direct scaled match between the configurations studied in a water tank and real scale oceanic cases.

The degradation of the existing detection techniques performance is also studied in this thesis, enhancing the idea that corrective signal processing methods are needed.

The work and the results presented here represent a way to reproduce the effects of complex physical phenomena on acoustic wave propagation using a simple scaled experimental scheme in a water tank. The possibility of this protocol to be a benchmark allowing to validate or discard corrective signal processing techniques is the main reason for this research.

A state of the art is proposed in section 1.2.1 to 1.4. The topic of wave propagation in random media (WPRM) has been tackled by many different scientific fields. Section 1.2.1 explores the way spatial and temporal fluctuations impact the propagation of optical, electromagnetic (essentially radio), and acoustic waves. If major differences are noted in practice in all these domains, the original problem is mainly analogous to what can be observed in a fluctuating ocean. The complexity of the physical phenomena motivated the development of scaled experiments in controlled and reproducible environments. Some examples are provided in section 1.3. One of the major reasons for the development of these protocols is the ability to test signal processing techniques allowing to compensate for the degradation of performance that they experience when medium fluctuations occur. The existing adaptive techniques are briefly presented in section 1.4 and discussed in further details in Chapter 6.

Finally, the contributions of the work presented here are provided in section 1.5, as well as the plan of the dissertation.
1.2 Wave propagation through random media

1.2.1 Transverse review

The study of WPRM is shared by many fields since media from very small scales (rocks, organic layers) to extremely large ones (interstellar medium) exhibit inhomogeneities that induce scattering of the propagating waves (Ishimaru 1978), due to local changes in index of refraction. The case of the ocean is treated in section 1.2.2 in terms of sources of fluctuations and description of the physical impact on the traveling of acoustic waves. We focus here on the analogous phenomena existing in the nature.

The propagation of ultrasonic waves as a diagnostic tool in order to image organic tissues to prevent or monitor the evolution of diseases is a relevant example. In fact, sound speed inhomogeneities are found in large organs such as the liver, or breast, inducing some distortions of the propagated wavefronts (Zhu and Steinberg 1992). The resolution of the images is hence limited by the capability to correctly describe the observed fluctuations. On the other hand, the measurement of a scattered wave may represent a way to reveal the presence of an anomaly. Similarly, ultrasonic wavefront distortions can be observed in non-destructive testing (NDT) of materials. However, the presence of a scatterer in the medium of propagation in this context is often the reason of the testing in the first place. In this case, the perturbation of the propagated wave is sought out, since it may hint an unwiling intrinsic characteristic of the material (e.g. anisotropy, cracks).

The earth interior is also an important source of inhomogeneities. Understanding the effect of the multi-scale heterogeneities is essential to interpret the behavior of seismic waves. As an example, the multiple scattering was recognized to be the source of the so-called coda (i.e. late arrivals of signals) (Aki 1980). Probing geological media therefore requires some statistical knowledge of the characteristics of the medium.

Optical scintillation due to atmospheric turbulence has been recognized as a limiting factor for the size and the resolution of telescopes (Newton 1704). Indeed, the index of refraction variations due to temperature fluctuations induce what is known as the “twinkling” of stars. The Kolmogorov spectrum allowing to statistically describe turbulence was developed in this context (Kolmogorov 1941). The topic of optical scintillation due to atmospheric turbulence was theorized by Tatarskii (Tatarskii 1971). Figure 1.2 shows an example of the star twinkling:
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Figure 1.1: Twinkling of a star. From NASA.

Vincent Van Gogh’s painting *Starry Night* is perhaps the most famous representation of the phenomenon. In fact, the study of the statistics of the luminance of the painting showed that it described quite accurately the Kolmogorov spectrum of turbulence (Aragón et al. 2008).

Figure 1.2: *Starry Night* by Vincent Van Gogh. From vangoghgallery.com.

Other examples of WPRM can be found in engineering applications such as radio communications. It was indeed demonstrated that fluctuations in the ionosphere in terms of electron density were responsible for the scintillation of radio sources (Briggs and Parkin 1963, Buckley 1975). Rickett (Rickett 1977) also gathered information about the fluctuations in the interstellar plasma which cause distortions of radio waves from far radio sources, such as quasars and pulsars. The interstellar scattering is described in more details in (Rickett 1990), highlighting the limitations caused by this phenomenon. The analogy between this phenomenon and the topic of this dissertation is shown in figure 1.3:
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At interplanetary scale, solar wind is also considered to generate strong fluctuations leading to perturbations in the electromagnetic wave transmission. Magnetohydrodynamic (MHD) turbulence is, for example, caused by solar winds (Matthaeus and Goldstein 1982) which have also been proven to interact with interplanetary magnetic field (IMF) (Gosling et al. 1987, Zank 1999). Solar winds are also responsible for a well-known phenomenon, the appearance of aurora borealis (Dessler 1966).

All these examples emphasize the fluctuating aspect of any propagation medium. At all space and time scales, perturbations in the measurement environments are observed. The case of sound propagation through the ocean medium is not different, as presented in section 1.2.2.

1.2.2 Wave propagation in a random ocean

1.2.2.1 Sources of fluctuation

The ocean is in constant motion. Multiple physical phenomena contribute to the spatio-temporal variation of the world’s oceans, from very large basin-scale heterogeneities, such as gyres, to small, meter-scale, turbulence. Driven by wind (Ekman transport) and the Coriolis effect, ocean gyres present a scale of the order of magnitude of the size of the ocean. Smaller events, such as eddies, are characterized by a diameter of 10 to 500 km and typical periods of days to months. Some examples of temperature and salinity heterogeneities induced by eddies are given in Tychensky and Carton (1998). The phenomenon of up-welling, of space and time scales up to respectively a few hundreds km and a few tens of days, is also well known to produce ocean temperature fluctuations. Tides are an example of non-wind driven event that cause ocean motion. In fact, the relationship between tides and the moon was raised by Pytheas as early as in the IVth century BC. A graphical representation of the space-time scale of the phenomena is proposed in Graham (1993).
However, these large-scale phenomena all present a quite long time period, which leads ocean engineering scientists to focus mainly on smaller-scale events such as those located in the bottom left corner of figure 1.4. For instance, the interactions of the propagated wave with the interfaces of the medium were proven to induce severe degradation in the signal coherence (Kuperman and Ingenito 1977, Kuperman and Schmidt 1989) when the interface is rough.

There is a tremendous amount of literature about the issue of scattering from rough surfaces, especially in the case of high-frequency acoustic waves interacting with an agitated sea surface. The studies conducted during World War II were extended by Eckart (Eckart 1953), where a theoretical analysis of the problem is provided. A comprehensive study of the ocean surface roughness and the associated model for sound propagation is presented in Marsh et al. (1961) and in Urick (1973). McDaniel (McDaniel 1993) also reviewed the topic of scattering from the sea surface, addressing it as a twofold problem: the scattering from the roughness of the surface and the volume attenuation due to the presence of bubbles or bubble layers and plumes. Statistical parameters such as the root-mean-square (rms) surface wave-height are classically used to describe the sea surface (Zhou et al. 2007). Statistical models for the sea surface can also be found, such as in Elfouhaily et al. (1997). The evaluation of the backscattering strength depends on the frequency of the signal since it involves the ratio between the acoustic wavelength and the surface rugosity. Several models are available in the literature, including the Chapman-Harris model for mid-frequencies (Chapman and Harris 1962), the Ogden-Erskine model for low frequencies (Ogden and Erskine 1992) and the Crowther model for high frequencies (Crowther 1980). The problem, overall, lies in the spatio-temporal dependence of the
ocean channel impulse response (CIR), when the surface is agitated. The coherence time of such CIR, defined as the time during which the channel remains constant, can be as small as a few seconds (Li and Preisig 2007) which leads to a fading of the underwater acoustic channel response.

The roughness of the seabed is also a source of loss of coherence of acoustic signals propagated in the sea. Due to its extraordinary variability both in sediment nature and roughness, it is excruciatingly difficult to provide a model for the seabed. High-frequency signals show a high sensitivity to the grain size and Rayleigh scattering can be observed (Jackson et al. 1996). On the other hand, lower frequency signals penetrate inside the sea bottom and are therefore impacted by the internal burrowed geological structure. Similarly to what was presented for the sea surface agitation case, several models are used to evaluate the scattering strength of the rough seabed: for example, the formula proposed by DelBalzo (Leclere et al. 1997) is accurate for the $300 \text{Hz} - 1.5 \text{kHz}$ frequency band, whereas the Jackson model can be applied for waves around the $30 \text{kHz}$ center frequency (Jackson et al. 1986).

Besides the effects of ocean interfaces, an increasing interest is found in volume fluctuations. Especially, internal waves (IW) have been proven to induce spatial and temporal fluctuations in the sound speed distribution. In the early to mid 1970s, observations and analytical descriptions of the IW spectrum have been the subject of numerous studies (Boyce 1975, Garrett and Munk 1972; 1975, Munk and Zachariasen 1976, Desaubies 1976). The resulting model of these contributions is known as the GM model (for Garret and Munk model). The idea is to synthesize the available measurements of internal wave energy and to propose a model spectrum describing the variation of energy in terms of wavenumber (vertical and horizontal) and frequency. The internal wave energy per unit mass can therefore be expressed as a function of frequency $\omega$ and mode number $j$:

$$E_{GM}(\omega; j) = H^2N_0N(z)E_0B(\omega)\lambda(j),$$ (1.1)

where $B(\omega) = \frac{2f_C}{\pi \omega} \sqrt{\omega^2 - (f_C)^2}$, $\lambda(j) = \frac{1}{j^2+j^2}$ $\sum_{j=1}^{\infty} \frac{1}{j^2+j^2}$. In the previous equations, for a typical ocean (Munk profile (Garrett and Munk 1972)) $E_0 = 6.10^{-5} \text{J.m}^{-2}$, the buoyancy frequency $N(z) = N_0e^{-(z-H)/H}$, where $N_0$ is the Brunt-Väisälä frequency (or buoyancy frequency), the SOFAR (SOund Fixing and Ranging) depth is $H = 1.3 \text{km}$, $f_C$ is the Coriolis parameter and $j_* = 3$.

Besides the GM model, qualitative descriptions of the sound field fluctuations induced by IW were provided in Munk and Zachariasen (1976). Waveguide invariant studies also allowed to relate the medium fluctuations to the phase and group velocities of the propagated wave (Kuperman et al. 2012, Roux et al. 2013). Ocean acoustic tomography was proven to provide spatial and temporal measurements on the temperature fluctuations due to IW at ultrasonic scale as well (Roux et al. 2011).
The ratio between vertical and horizontal fluctuations due to internal waves is found to be approximately 10, which imparts to the sound speed fluctuations field an anisotropic behavior. Internal waves are also found to be the main source at the origin of volume inhomogeneities, over cycles as long as hours or days (Kuperman and Lynch 2004). They are predominant with respect to meter-scale turbulence (Levine and Irish 1981). Various at-sea measurements demonstrate the influence of internal waves on acoustic wave propagation. Section 1.2.2.2 shows how such fluctuations impact the formulation of the wave equation and the way some classical theories can tackle this issue. The range dependency of the sound speed is illustrated by the measurements presented in Rouseff et al. (2002)

![Sound speed field](image)

**Figure 1.5**: Sound speed field reconstructed using measurements carried out during the SWARM95 experiment. From (Rouseff et al. 2002).

Other examples of field measurements and the corresponding data processing are given in the following sections.

### 1.2.2.2 Effects on wave propagation

Propagation of sound in the ocean is governed by the wave equation:

$$\Delta^2 p = \frac{1}{c^2} \frac{\partial^2 p}{\partial t^2},$$  \hspace{1cm} (1.2)

and its time-independent version, the Helmholtz equation:

$$(\Delta + k^2) p = S,$$  \hspace{1cm} (1.3)

where $k = \omega/c$ and $S$ denotes the source term (classically either an initially plane wave or a point source). Sommerfeld conditions are usually considered (Sommerfeld 1912), as well as pressure release conditions at the surface, such that $p(x, y, z = 0) = 0$ and continuity conditions at the bottom:
\[
\begin{cases}
p = p_b \\
\rho^{-1} \frac{\partial p}{\partial z} = \rho_b^{-1} \frac{\partial p_b}{\partial z}
\end{cases}
\tag{1.4}
\]

In the case of propagation through internal waves, fluctuations of the space distribution of sound speed are observed. Thus, \(c\) can be written as (Dashen et al. 2010)

\[c(x, t) = c_0(z) + \delta c(x, t), \tag{1.5}\]

where \(c_0\) is the deterministic mean sound speed profile and \(\delta c(x, t)\) is the internal wave-induced sound speed fluctuation term. In practice, \(\delta c(x, t)\) is related to the magnitude of the displacement due to internal waves, noted \(\zeta_{IW}(x, t)\), so that:

\[\delta c(x, t) = [\partial z U_0(z)]_p \zeta_{IW}(x, t), \tag{1.6}\]

where \([\partial z U_0(z)]_p\) is the fractional gradient of the sound speed profile (with the pressure effect removed) (Flatté 2002).

The Helmholtz equation is classically solved using either ray theory (high frequency hypothesis), or normal modes theory (low-frequency hypothesis), when the configuration studied is “range-independent” (Jensen et al. 2011). In the case of an ocean medium perturbed by internal waves, the dependence in range appears in the term \(\delta c(x, t)\). Therefore, the range-dependent Helmholtz equation is solved using either, in the high-frequency case, ray theory taking into account the effects of the sound speed fluctuations (Esswein and Flatté 1980; 1981), or, in the low-frequency case, coupled mode theory (Evans 1983). Nevertheless, strong limitations of these techniques are observed: in fact, ray theory fails near caustics and shadow zones induced by sound speed fluctuations (Flatté and Rovner 2000), and mode theory is too expensive in terms of numerical calculations at high frequencies, since the number of modes becomes very important.

An efficient way to tackle the middle-frequency band (100 Hz – 10 kHz) is the parabolic equation (PE) (Jensen et al. 2011). Based on the two main hypotheses of weak fluctuations of the medium and narrow-angle propagation, the parabolic equation was applied to optical wave propagation through weak turbulence (Tatarskii 1971) and allows to perform a step-by-step solving with a given initial condition (Flatté and Tappert 1975, Dashen et al. 2010). This procedure is valid because of the first order derivative in distance of propagation presented by the standard PE. It was shown otherwise in Flatté and Vera (2003) that full wave equations are not necessary to accurately describe the influence of IW on underwater acoustic propagation. The radiation transport equation was also used in order to extend PE methods to higher frequency cases (Wilson and Tappert 1979). Analytical solutions for the parabolic equation in a randomly fluctuating ocean have also been proposed, using Rytov’s method particularly (Munk and Zachariasen 1976). Path-integral techniques can also be used to solve the
standard parabolic equation (Dashen et al. 1985).

An *a priori* qualitative characterization of the acoustic field using dimensional parameters is classically used in WPRM (Wolf 1975) and its most spread version in underwater acoustic was developed by Flatté (Dashen et al. 2010). In this case, the dimensional parameters are

- the *strength* parameter, $\Phi$, which characterizes the amplitude of the acoustic field distortions. In the geometrical limit, it is defined as the standard deviation of the random phase fluctuations of the signal.

- the *diffraction* parameter, $\Lambda$, which characterizes the qualitative nature of the distortions.

Regimes of fluctuations are then defined, depending on the values of $\Lambda$ and $\Phi$, as depicted by figure 1.6, in the case of a single-scale medium:

![Figure 1.6: $\Lambda$-$\Phi$ plane. From (Dashen et al. 2010).](image-url)
If $\Lambda >> 1$ and $\Phi < 1$, the Rytov approximation can be applied, which means that the pressure field may be approached using a perturbation expansion. When $\Lambda < 1$ and $\Phi \approx 1$, a single eigenray occurs, exhibiting a small displacement in vertical correlation length: this is the unsaturated regime. The configuration were $\Phi > 1$ and $\Phi^2 \Lambda > 1$ is called partial saturation. The eigenray splits into multiple well-correlated eigenrays. Finally, if $\Phi > 1$ and $\Phi \Lambda > 1$, the eigenray splits into uncorrelated eigenpaths. The appearance of caustics and shadow zones is characteristic of the saturation. Physically, the unsaturated case corresponds to configurations where weak fluctuations occur at short ranges of propagation, and the saturated regime correspond to cases where strong fluctuations or long range propagation occurs. The boundaries between the various regimes of fluctuations should not be considered as strict delimiters, since their domain of validity may overlap. They are used in the present manuscript in order to provide qualitative information about the signals propagated through fluctuating media and they should not be taken as absolute predictions. Examples of the interpretation of the images resulting from atmospheric turbulence in terms of regimes of fluctuation can also be found, such as shown in figure 1.7 (Texereau 1948):

![Figure 1.7: Evolution of an image at the output of a telescope in presence of very calm atmosphere (V), calm atmosphere (IV), agitated atmosphere -or unsaturation- (III), strongly agitated atmosphere -or partial saturation- (II), and very strongly agitated atmosphere - or full saturation- (I). From (Texereau 1948)](image)

Most of the published materials focus on the calculation of the moments of the acoustic field, since derivations and predictions of the detailed realization of the pressure field in a complex random environment itself seem unreasonable and deprived of interest. Statistics of the pressure field propagated through IW have been provided, using the various theories described earlier. For example, path-integral resolution of the parabolic equation was used to derive expressions for the mutual coherence function (MCF), second-order moment of the sound pressure, noted $\Gamma$. The spatial MCF was therefore approximated as follows in Esswein and Flatté (1980)

$$\Gamma(\Delta s) \approx e^{-\frac{1}{2}D(\Delta s)}$$  (1.7)

where $\Delta s$ denotes the spacing between two sensors and $D(\Delta s)$ is the phase-structure function, defined in (Dashen et al. 2010). It was shown in Flatté (2002) that the second-order moment for changes in depth could be expressed as a Gaussian function, i.e. a quadratic form for the phase-structure function:

$$\Gamma(\Delta s) \approx e^{-\frac{1}{2}\left(\frac{\Delta s}{\rho c}\right)^2}$$  (1.8)
where \( \rho_c \) denotes the radius of coherence, defined in Carey (1998) as the sensor spacing for which \( \Gamma (\rho_c) = e^{-\frac{1}{2}} \).

The measurement and the modeling of the loss of spatial (horizontal and vertical) and temporal coherence were extensively investigated using path-integral methods (Flatté and Stoughton 1988, Flatté and Vera 2003, Yang 2008), coupled and adiabatic modes (Voronovich and Ostashev 2006), transport theory (Colosi et al. 2013, Chandrayadula et al. 2013) and numerical PE codes (Tielbürger et al. 1997, Oba and Finette 2002, Flatté 2002, Vera 2007). Alternative methods, such as polynomial chaos, can also be found (Finette 2006, Creamer 2006). Combinations of horizontal ray theory and vertical mode theory is also used (Badiey et al. 2005) in order to characterize the variation of acoustic intensity. This last method is used to cope with the strong anisotropy of the sound speed fluctuations induced by internal waves. The statistical distribution of the acoustic pressure field (Dashen et al. 2010) and intensity (Flatté et al. 1987, Colosi et al. 2001) are also of great interest, since it was shown in these papers that a discrimination between the regimes of fluctuations was possible from the analysis of these quantities.

The direct link between WPRM and the limitation and degradation of the array gain was studied in Laval and Labasque (1981), Carey (1998). This means that the fluctuations of the propagating medium have to be considered in the design of sonar arrays, especially in the case of large arrays. In an ocean perturbed by internal waves, horizontal coherence lengths of 10 to 100 wavelengths and vertical coherence lengths less than 10 wavelengths are found (Gorodetskaya et al. 1999). It is nonetheless difficult to anticipate for the degradation solely caused by the effect of internal waves, since at-sea measurements involved numerous phenomena concurrently, including surface and bottom scattering, distortions of the array and dispersion of sensors properties. The development of signal processing techniques in order to mitigate the detection gain degradation is hence limited to numerical configurations. Could scaled experiment performed in a controlled and reproducible manner emulate the array gain degradation due to fluctuations in the ocean? We will try to answer this question throughout the present document. Section 1.3 investigate the emulators of WPRM in various domains, mainly in optics.

### 1.3 Emulators of WPRM

Due to the tremendous complexity of the phenomena described in section 1.2.1, researchers found an interest in trying to reproduce the physical phenomena, or their impact on wave propagation, in controlled environments. We present here the main motivations behind these developments of scaled experimental protocols, and we provide examples in various domains of physics.
1.3.1 Motivations

The numerous phenomena concurrently involved in measurements of WPRM induces uncertainties on the quantification of the influence of the phenomenon of interest. For example, in the case of fluctuations of acoustic signals propagated in an ocean perturbed by IW, it is difficult to evaluate the influence of the process studied with respect to other sources of fluctuations (listed in section 1.2.2). Moreover, models describing extremely complicated phenomena such as IW are based on at-sea measurements involving high costs. A (cheap) way to isolate the involved phenomena and quantify its influence on wave propagation and signal processing represents therefore a strong interest. This can be performed in controlled environments, such as water tanks, where the development of a reproducible protocol allowing to acquire acoustic data perturbed in a similar fashion to what can be observed in the ocean is possible. The question is now to give a more accurate meaning to the word “similar”.

The ability to work with acoustic data acquired in controlled environments represents a way to benchmark signal processing techniques developed in order to mitigate the loss of coherence of the signals. This procedure can also be performed using numerical models as well, but we see a vivid interest in being able to compare the results with experimental data.

Several fields related to WPRM were investigated using a comparable approach. A non-exhaustive review is given in the following section.

1.3.2 Existing protocols

In the 1960s, the fluctuations of high frequency sound waves traveling through temperature microstructure were investigated in water tanks under laboratory conditions. The range-dependence of the coefficient of variation was studied in (Stone and Mintzer 1962; 1965), where sound pulses were propagated in a water tank heated from below. The time dependence of ultrasonic waves amplitude was measured using a similar protocol (Campanella and Favret 1969). The frequency-dependence of this phenomenon is presented in LaCasce Jr et al. (1962). Transverse spatial correlations close to the definition of the coherence function described earlier were provided in Sederowitz and Favret (1969). In 1979, Chotiros and Smith (Chotiros and Smith 1979) compared measurements under similar conditions to theoretical description of turbulence (Tatarskii 1971). In his Ph.D. dissertation, Dobbins summarizes the results presented in these papers (Dobbins 1989). The measurement of the effect of turbulence in the propagation medium of ultrasonic waves was enhanced in Blanc-Benon and Juvé (1993), where the experiment was conducted in air instead of water tanks, avoiding the appearance of air bubbles, possibly responsible for a bias in the analysis of the measurements. A classification of the experimental configuration in terms of regimes of fluctuations is proposed, as well as an analysis of the intensity distribution, whose shape is characteristic of the associated regime of fluctuations.

All these protocols provided interesting results and explored the path of scaled experiments to reproduce larger scale phenomena, but our approach is somewhat different in the sense
that the induced fluctuations must resemble that of the process of interest here. For instance, the subject of the work presented here, propagation in an ocean perturbed by internal waves, is characterized by a strong anisotropy in the sound speed distribution. In our opinion, this property is not achievable following the protocols presented in the previous paragraph. Another way to produce distortions of the propagated waves is therefore needed. In 1985, Booker (Booker et al. 1985) studied the non-intuitive representativeness of perturbations induced by an almost-2D rough phase screen, compared to those induced by an extended 3D fluctuating medium. This analysis was applied successfully to directive Gaussian beams in Andrews et al. (1997), with the conclusion that such protocols may be representative of extended medium configurations, under some specific conditions, such as the continuity in rms phase fluctuations in the two cases. We see a vivid interest in combining this observation with Flatté’s dimensional analysis in order to provide an experimental protocol using a manufactured product, characterized by a few statistical parameters, to reproduce the effects of 3D propagation in a fluctuating medium. The induced sequences of perturbed medium measurements would hence be perfectly controlled and reproducible.

Numerous examples of this type of laboratory experiments are available in the field of optics. Phase screens emulating the turbulence in the atmosphere are used in order to validate or discard some adaptive optics procedures allowing to mitigate the effects of the fluctuations of the medium on optical waves propagation. The analogy between this approach and our objectives is straightforward. Systems involving liquid crystal light modulator (Wilcox et al. 2007), oil-filled (Rhoadarmer et al. 2001) or spray-filled phase plates (Rampy et al. 2012), computer-generated holography (Neil et al. 1998), optical glass and near-index matching polymer (Mantravadi et al. 2004) and surface-etched phase screens (Hippler et al. 2006) were studied, leading to considerable progress in the development of adaptive optics. The dynamic aspect of atmospheric turbulence is also studied in protocols involving rotating single or double phase plates (Petit et al. 2011).

1.4 Corrective Signal Processing

The distortions of the wavefront due to fluctuations of the medium of propagation degrade the performance of detection and localization of the source. Nevertheless, this assessment is not inevitable, and efforts have been made in the last decades to develop corrective processing techniques allowing to compensate for the effects related to environmental fluctuations.

The fluctuations of the medium of propagation can cause the detection of a source of interest to be impossible. The degradation of array gain due to the loss of signal coherence was investigated in Cox (1973a), where the main source of distortions was believed to be the unknown deviations of hydrophone location along the array. Other examples (Ancey 1973, Laval and Labasque 1981, Wilson 1998) show that the gain of an array is strongly dependent on the coherence function. Degradation of array gain due to internal waves effects were studied
by Carey (Carey 1998) and (Gorodetskaya et al. 1999), enhancing on the fact that underwater acoustic scenarios often involved very low signal-to-noise ratios (SNRs), which may make the detection performance degradation critical. In other domains, such as optics or medical imaging, the main issue lies in the resolution of the output image produced by the processing. This issue may be considered as secondary in the case of underwater acoustics, since the detection problem is the main source of interest, but we can nonetheless imagine successive signal processing techniques allowing to address firstly the issue of detection and, in a second time, localization of acoustic sources of interest (direction of arrival, range). A detailed, but non-exhaustive review of the main existing corrective signal processing techniques is given in Chapter 6. The methods covered in this chapter include practical techniques arising from the adaptive optics community, more theoretical techniques based on the optimal filter, robust time-reversal methods, medical imaging corrective techniques, more original and, at first glance, unlikely successful techniques, such as speckle imaging (Labeyrie 1970) and lucky imaging (Hufnagel 1966, Fried 1966). We also explain why the techniques presenting the highest potential of applicability in the case of underwater acoustic wavefront distortion are the methods based on the incoherent combination of sub-arrays and the techniques arising from radio wave studies (Jin and Friedlander 2004, Lee et al. 2008).

1.5 Thesis Content

A scaled experiment in a water tank allowing to reproduce the impact of random ocean fluctuations on acoustic wave is described in this dissertation. Presented in Real et al. (2014b), the experimental scheme consists in transmitting an ultrasonic wave through an acoustic lens consisting of a plane input face and a randomly rough output face, called RAFAL (RAndom Faced Acoustic Lens).

A scaling procedure ensures the representativeness of the experimental configuration: the dimensional analysis a priori predicts typical features of the received signal based on the evaluation of Flatté’s parameters and the acoustic correlation length. The analytical calculation of the acoustic pressure field propagated through the RAFAL is provided following approximations detailed and justified throughout the document. Especially, a comparison between the statistical moments (of order 1, 2 and 4) of the pressure field in the cases of a confined perturbation and of an extended 3D fluctuating medium is given.

The results obtained following the developed scaled experimental protocol are analyzed, emphasizing on the validity of the predictions in terms of regime of fluctuations. The distribution of the complex pressure and acoustic intensity, as well as the spatial mutual coherence function are investigated for all the configurations studied.

The influence of the distortions of the acoustic signals acquired in the water tank on the detection capability of classically used array beamforming techniques is studied. These techniques are proven to exhibit strong degradation in terms of detection performance. The existing corrective signal processing techniques are presented and the methods showing, in our opinion, the highest potential are listed. Finally, a description and an analysis of an at-sea measurement
campaign is described and compared to the results obtained in the laboratory experiment.

The present document is organized as follows: Chapter 2 presents the scaling procedure based on a dimensional analysis in order to ensure the representativeness of the presented experimental protocol. This protocol is detailed in Chapter 3, where the measurements are described. The results associated with the data acquired in the water tank are analyzed in Chapter 4. A statistical analysis of the studied configurations is proposed, in terms of distribution of the complex pressure and acoustic intensity, as well as MCF investigation. The degradation of detection performance using classical techniques is investigated in Chapter 5, where a detailed review of the corrective signal processing techniques is also provided. Chapter 6 focuses on a glimpse of results obtained during an at-sea campaign.

Concluding remarks and ideas for future work are given in the final chapter.
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2.1 Introduction

In order to provide a reliable and meaningful analogy between various configurations involving wave propagation through random media and in an artificial, small scale facility, a way to analyze the involved physical phenomena is needed. Since a large variability of the environmental conditions is observed in this field of study (in terms of signal frequency, propagation range and, of course, environmental parameters related to the fluctuations of the medium), the use of an as-small-as-possible set of dimensional parameters should help sorting out different configurations. Moreover, it is frequent, in WPRM, to characterize a priori the qualitative properties of the propagated acoustic field in terms of such dimensional parameters. As an example, in geophysics, the scattering regimes are often displayed as functions of the normalized distance \( R/s_h \) and the product \( k_0s_h \), where \( R \) is the propagation distance, \( s_h \) is the scale
length of the heterogeneities and \( k_0 \) is the wavenumber (Wu and Aki 1988). In ocean acoustics, the \( \Lambda - \Phi \) plane defined by Flatté (Dashen et al. 2010) is used to sort out various oceanic configurations into regimes of fluctuations presenting typical features. This particularly pertinent dimensional analysis was presented in Chapter 1 and is detailed in section 2.2.1.

In Booker et al. (1985), a comparison between the fourth-order moments (scintillation index and intensity correlation function) in the extended fluctuating medium configuration and through two thin phase screens setups (ten times and a hundred times smaller than the propagation distance) is proposed. The two configurations are comparable when the same value of rms phase fluctuation is ensured, for example by tuning the fluctuations to be ten times stronger in the first phase screen case. A condition for the position of the phase screen is given: the best match is found for central position between the source and the receiver. A continuity in terms of ratio of the Fresnel radius to the scale of fluctuations is also required (Booker et al. 1985, Andrews et al. 1997).

We propose an adaptation of this work using Flatté’s dimensional analysis. The rms phase fluctuations in the “natural” 3D case and in the “artificial” almost-2D setup are set to be equal using the strength parameter \( \Phi \). In our case, the “artificial” almost-2D setup consists in an acoustic lens presenting a plane input face and a randomly rough output face. It is denoted RAFAL, as said in Chapter 1. A continuity in the diffraction parameter \( \Lambda \) - analogous to the ratio of the Fresnel radius to the scale of fluctuations - is also proposed in our scheme. The fluctuations intensity are tuned in order to retrieve the same statistical behavior of the propagated wave by adjusting the parameters of the roughness of the output face of the lens. Distortions resembling those observed in an extended fluctuating medium are therefore induced.

Most of the bulk consists in carrying out statistical studies for the propagated wave (order 1 for the mean field, order 2 for the coherence and order 4 for the intensity fluctuations). Analytical evaluations of the first and second-order moments both in the “natural” and “artificial” configurations are proposed in this chapter. In particular, it allows us to equate the acoustic correlation lengths (normalized with the wavelength) in both cases.

An analytical expression of the fourth-order moment is proposed in Appendix A and it is found to be very similar in the extended medium case and in the locally perturbed setup.

The link between the moments equations and Flatté’s typology and classification into regimes of fluctuations is confirmed in Appendix B. The analytical expression of the mean number of eigenrays \( \langle N_{eig} \rangle \) as a function of the normalized standard deviation of the ray divergence, \( s_u = \sigma_u / \langle U \rangle \), is proposed, based on the resolution of the PE applied to the Fourier transforms of the second and fourth-order moments of the acoustic pressure field. The evidence of the existence of three distinct regimes of fluctuations is underlined by the behavior of \( \langle N_{eig} \rangle \) in figure B.2.

Our objective is twofold:
1. we first want to guarantee the consistency between our scaled experiment and a realistic ocean configuration in terms of regimes of fluctuations in the \( \Lambda - \Phi \) plane. To do so, expressions for the strength and the diffraction parameters in our experimental protocol configuration are required. The calculations leading to these expressions are detailed in this chapter (section 2.4.1 for the strength parameter and 2.5 for the diffraction parameter);

2. the other dimensional parameter involved in our analysis is the ratio of acoustic correlation lengths (either in the horizontal or in the vertical direction) to the acoustic wavelength \( L_y/\lambda \) and \( L_z/\lambda \). This ratio was proven to be fully characterized by the properties of sound speed fluctuations in an ocean medium perturbed by internal waves type fluctuations (Fattaccioli et al. 2009) based on the calculations in Tatarskii (1971). Equating \( L_y/\lambda \) and \( L_z/\lambda \) in our scaled experimental case and in an ocean configuration would ensure the agreement between the second-order moment of the acoustic pressure. The derivation of \( L_z/\lambda \), based on the analytical evaluation of the second-order moment and its radius of curvature, is given in section 2.4.2. The radius of curvature is the radius of the circular arc fitting the second-order moment at his maximum. Since Gaussian statistics are used, it corresponds to the typical scale of the second-order moment, as depicted by figure 2.3.

The “natural” and “artificial” configurations will be considered as analogous or equivalent if these three characteristic parameters are equal. Our final conclusion will be that this three-parameter-set seems to be enough for ensuring analogy, when considering qualitative structure and moments up to the order 4.

### 2.2 Characteristic parameters in the “natural” oceanic case

We first present the calculations leading to the three quantities described in the introduction of this chapter. The calculations presented here are dedicated to their evaluations in the case of a fluctuating ocean.

#### 2.2.1 Flatté’s dimensional analysis

Introduced by Wolf (Wolf 1975) and widely popularized by Flatté (Dashen et al. 2010), the dimensional analysis allows to classify the signal distortions into qualitative regimes of fluctuations. In fact, the measure of the decorrelation induced by medium fluctuations is not sufficient to fully understand the underlying mechanisms leading to the loss of signal coherence, or to the appearance of uncorrelated multipath propagation. For wavelengths smaller than the typical size of inhomogeneities, the so-called regimes of fluctuations are separated into three types:
• (A) the unsaturated regime, where phase fluctuations mostly arise from the medium inhomogeneities;

• (B) the partially saturated regime, where correlated multipath propagation may be observed;

• (C) the fully saturated regime, where uncorrelated eigenrays are observed.

For the same given value of $L_z/\lambda$, any of the three regimes is possible. Figure 2.1 depicts the three regimes of fluctuations in a schematic way, using ray theory, such as in Flatte (1983):

In order to sort out experimental configurations into a given regime of fluctuation, two dimensional parameters were defined (Wolf 1975, Dashen et al. 2010). First, the strength parameter, denoted $\Phi$, accounts, in the geometrical limit, for the variance of the phase of the received signal. It is defined as follows:

$$\Phi^2 = k_0^2 \int_0^R dx \int_{-\infty}^{\infty} R_\delta (u) \, du$$

\hspace{1cm} (2.1)
where \( k_0 \) is the wave number in water, \( R \) is the range of propagation and \( R_\delta \) is the sound speed fluctuations intercorrelation function. The integral is performed along a ray \( dx \), following the path integral terminology (Dashen et al. 2010). Assuming a Gaussian shape for the sound speed fluctuations intercorrelation, the strength parameter can be approximated with the following formula:

\[
\Phi^2 \approx k_0^2 \sqrt{2\pi} \left( \frac{\delta c_0}{c_0} \right)^2 L_{H_z} R
\]

where \( \delta c_0 \) is the standard deviation of the sound speed fluctuations amplitude and \( L_{H_z} \) is their horizontal correlation length.

The other dimensional parameter is the diffraction parameter \( \Lambda \). It allows to evaluate how widely the signal fluctuations are spread by comparing the vertical correlation length of the sound speed inhomogeneities to the Fresnel radius \( R_F \). \( \Lambda \) is defined as:

\[
\Lambda = \frac{1}{R} \int_0^R dx \frac{1}{2\pi} \left( \frac{R_F(x)}{L_{V_z}} \right)^2
\]

The diffraction parameter can be approximated as:

\[
\Lambda \approx \frac{R}{a k_0 L_{V_z}^2}
\]

where \( a = 2 \) for a plane wave or \( a = 6 \) for a point source. \( L_{V_z} \) is the sound speed fluctuations vertical correlation length.

Interpretations and alternative definitions of dimensional parameters in terms of number of eigenrays are given in Appendix B.

Especially, the statistical distribution of the complex acoustic pressure and intensity can be related to the behaviors of rays in the various regimes. Figure 2.2 depicts the travel of rays transmitted through a fluctuating medium in different configurations. The depth of ray \( Z_R \) is displayed as a function of the distance \( x \) and the launch angle \( \theta_0 \).
In figure 2.2a, small deviations from the unperturbed ray trajectory are noticed. In this unsaturated regime, a perturbation expansion around the mean value can describe the acoustic pressure or the acoustic intensity. The probability density functions (pdf) of these two quantities should therefore be centered around their mean values. As the saturation increases (figures 2.2b and 2.2c), multiple roots of the equation $Z(x_R, \theta_0) = z_R$ can be found, leading to multiple eigenrays. The zero-slope points appear frequently in the fully saturated regime, leading to a strong concentration of zeros in the pdf of acoustic pressure and intensity.
Chapter 2. Dimensional analysis

These qualitative physical analyses of the problem will be verified in Chapter 4, where the pdf of complex pressure and intensity are computed for measured and simulated data.

2.2.2 Acoustic field correlation length

For the sake of simplicity and readability, the calculations carried out throughout this section are presented in 2D. Conceptually, they can easily be extended to 3D, but at a high cost in terms of notations and readability. In order to characterize the loss of coherence of the acoustic signals, the evaluation of the acoustic correlation length is essential. It provides the quantitative information about the size of the random fluctuations of the pressure field and complete the qualitative examination performed with Flatté’s dimensional analysis.

In Fattaccioli et al. (2009) (following results developed in Tatarskii (1971)), for the case of a fluctuating ocean, the correlation lengths of the acoustic fields in both transverse directions, denoted here $L_y$ and $L_z$, are related to the acoustic wavelength. In the case of a statistically random homogeneous medium and a point source, an approximation can be analytically calculated for the intercorrelation of the sound field. The intercorrelation of the fluctuations of the sound speed is assumed to be a Gaussian function:

$$R_\delta(\eta, \zeta) = \frac{\delta c(x - \eta/2, z - \zeta/2) \cdot \delta c(x + \eta/2, z + \zeta/2)}{\sqrt{\delta c_x^2} \cdot e^{-\frac{\eta^2}{2L_H^2}} \cdot e^{-\frac{\zeta^2}{2L_V^2}}} \approx 4\delta c_0^2 e^{-\frac{\eta^2}{2L_H^2}} e^{-\frac{\zeta^2}{2L_V^2}} \quad (2.5)$$

where $\delta_c = c - c_0$. The terms $L_H$ and $L_V$ are the correlation lengths of the sound velocity in horizontal and vertical directions. According to (Tatarskii 1971), the acoustic fluctuations only depend on the cumulative effect of the variations of the medium. The so-called $\delta$–correlation approximation leads to the following definition for the cumulative autocorrelation of the sound speed fluctuations, underlining the fact that the sole dependence on $\zeta$ remains:

$$\Phi_\delta(\zeta) = \int_\infty^\infty R_\delta(\eta, \zeta) d\eta \quad (2.6)$$

The transverse intercorrelation function of the sound field is defined by:

$$C(x, z, \zeta) = \left(p(x, z - \zeta/2)p^*(x, z + \zeta/2)\right) \quad (2.7)$$

It is the solution to the parabolic equation (Wilson and Tappert 1979):

$$\left[2ik_0 \frac{\partial}{\partial x} - 2 \frac{\partial^2}{\partial \zeta \partial z} + \frac{k_0^3}{2} (\Phi_\delta(0) - \Phi_\delta(\zeta))\right] C(x, z, \zeta) = 0 \quad (2.8)$$

and can be solved by:
\[ C(x, z, \zeta) = \frac{k_0^2}{4\pi^2x^2} e^{\left(-\frac{k_0^2}{4\pi^2} \int_0^x \left( \Phi(x) - \Phi(x') \right) dx' \right)} e^{(-i k_0 \zeta)} \] (2.9)

Replacing the function \( \Phi \) by its expression and introducing some classical approximations leads to

\[ C(x, z, \zeta) \approx \frac{k_0^2}{4\pi^2x^2} e^{\left(-\sqrt{\frac{k_0^2}{2\pi^2}} \frac{k_0^2}{c_0^2} L_{H_s} \frac{c_0^2}{L_{V_s}} \frac{\zeta^2}{x^2} \right)} \] (2.10)

As a function of \( \zeta \), \( C \) is a Gaussian function of the form \( e^{-\frac{1}{2} \frac{\zeta^2}{L_z^2}} \).

This defines a parameter \( L_z \) which is denoted here the radius of curvature of the Gaussian function. Comparing this general form and the last expression of \( C \) leads to:

\[ L_z = \alpha \frac{\lambda_s}{c_0} \frac{c_0^2}{\delta c_0} \left( \frac{L_{V_s}^2}{x L_{H_s}} \right)^{1/2} \] (2.11)

with \( \alpha \approx 0.174 \).

In section 2.4.2, the radius of curvature of the Gaussian function equivalent to the intercorrelation function of the acoustic field in the case of a wave propagating through a randomly rough acoustic lens will be evaluated.
2.3 Sound field calculation in the lens case

The geometry of the propagation problem is shown in figure 2.4. It is assumed that the sound field \( p(x, y, z) \) is emitted by a harmonic source (pulsation \( \omega \)) located at \( x = 0 \) and propagates to a receiver through the RAFAL. The \( x \) axis is perpendicular to the plane of the lens. The transverse directions are \( y \) (horizontal) and \( z \) (vertical). The flat side of the RAFAL is located at \( x = x_1 \) and its rough face is at \( x = x_2 = H + \xi(y, z) \). The function \( \xi(y, z) \) stands for the roughness of the face. It is assumed that the function \( \xi(y, z) \) follows a normal Gaussian law; its mean value is equal to zero and its standard deviation is \( \xi_0 \). Medium 1 \((x < x_1 \text{ and } x > x_2)\) corresponds to fresh water and is characterized by a constant sound speed \( c_1 \) and a constant density \( \rho_1 \). Medium 2 corresponds to the wax lens \((x_1 < x < x_2)\) and is characterized by a constant sound speed \( c_2 \) and the same density \( \rho_2 = \rho_1 \). The densities of the two materials do not appear in the following calculations since they are very close in both cases (see table 3.2). The calculation procedure has been conducted in 3D but for the sake of simplicity, the study is presented here in 2D (2 variables \((x, z)\)) since for the 3D geometry most formulas are similar in both \( y \) and \( z \) directions. In the following, we therefore write \( p(x, z) \) and \( \xi(z) \).

The diagram presented in figure 2.4 displays the parameters involved with our calculations:

- the standard deviation of the random roughness amplitude \( \xi_0 \);
- the vertical and horizontal correlation lengths \( L_V \) and \( L_H \) of the random roughness amplitude;
- the distance between the source and the RAFAL’s plane input face \( x_1 \);
- the RAFAL average thickness \( H = x_2 - x_1 \);
- the distance between the average random output face and the receiver \( x_{\text{dist}} \).

\[ \begin{array}{c}
\text{Source} \quad \xi_0 \quad L_V \\
\downarrow \quad \downarrow \\
Z \quad Y \\
\text{X} \quad x=0 \\
\text{x1} \quad x2 \\
\text{Receiver} \quad x_{\text{dist}} \\
\end{array} \]

Figure 2.4: Experimental diagram: definition of the physical parameters.
The aim of this section is to provide an analytical expression for the pressure field propagated through the RAFAL. In this configuration, the acoustic pressure is ruled by the Helmholtz equation:

\[
\begin{cases}
(\Delta + k_j^2) p_1 = S, & \text{in water} \\
(\Delta + k_j^2) p_2 = 0, & \text{in RAFAL}
\end{cases}
\] (2.12)

where \( k_j = \omega/c_j \) and \( S \) is the source term. The boundary conditions write into:

\[
\begin{cases}
p_1 = p_2, \\
\partial_n p_1 = \partial_n p_2 \ (\rho_1 \approx \rho_2)
\end{cases}
\] (2.13)

with Sommerfeld conditions (Sommerfeld 1912).

In section 2.3.1, the simplified case of two semi-infinite spaces is studied. Fourier transforms are used to describe the propagation. The main challenge lies in the dependence on the RAFAL’s output face roughness. However, if the roughness of the surface is small, it is possible to use an approximation called Small Slope Approximation. The details of the method are summarized section 2.3.1. Its applications to the lens case is presented in section 2.3.2.

The first step is to calculated the \( z \)-Fourier transform of the sound field \( p(x, z) \) defined by:

\[
\Pi(x, \mu) = \int dz \ e^{-i\mu z} p(x, z),
\] (2.14)

In the following equations we define the component of the wave vector in the \( x \)-direction, denoted \( K_j \), as follows:

\[
K_j = k_j \left( 1 - \frac{\mu^2}{k_j^2} \right)^{1/2},
\] (2.15)

where \( k_j \) is the wavenumber in medium \( j \), defined as \( k_j = \omega/c_j \). In medium \( j \), the propagation along the \( x \) axis is therefore described by terms of the form \( e^{iK_j x}/2iK_j \). Boundary conditions at \( x = x_1 \) and \( x = x_2 \) are taken into account through a transmission coefficient. For instance at \( x = x_1 \) this coefficient is equal to \( 2K_1/(K_2 + K_1) \) since the density is the same on both sides and the surface is plane. Such a simple result is however not available if the surface is rough.

The transducer directivity can be approximated by the Sombrero function corresponding to the directivity of a circular piston of radius \( \rho \) (Gaskill 1978, Kinsler et al. 1999). It is written \( S(\mu \rho) \) in the following equations.

Since forward and small-angle (due to the transducer narrow directivity) propagation is considered here, the parabolic approximation can be applied. We also note that the length scale of the medium fluctuations is much longer in the propagation direction than in the transverse
In the following sections, the source term is denoted $p_0(x, z)$. Its Fourier transform is noted $\Pi_0(x, \mu)$.

### 2.3.1 The Small Slope Approximation in the case of two semi-infinite media

In the case of a sound transmission problem between two semi-infinite media separated by a thin rough surface $\Sigma: x = \xi(z)$, it is possible to derive an approximate expression for the sound field transmitted through the surface, especially if its slope can be considered to be small. The so-called integral Small Slope Approximation (SSA) is used to derive the expression of the sound field in our case (Meecham-Lysanov approach in Voronovich (2012), adapted from the reflection case (Cristol 2008) to the transmission problem). As shown in figure 2.5, the source is here located in the medium 1 ($x < \xi(z)$) and the incident pressure on $\Sigma$ is noted $p_0(M)$, for any point $M$. Integral representations of the reflected and transmitted fields on the boundary $\Sigma$ are first sought out. To do so, let us express the Green’s function defined in the 2D infinite space with the same characteristics as respectively medium 1 (in our case, freshwater) and medium 2 (the material composing the acoustic lens, referred to as Machinable Blue Wax). The Green’s function is given by:

$$G_j(S, M) = -\frac{i}{4} H_0^{(1)}(k_j R(S, M)) \text{ for } j = 1, 2$$  \hspace{1cm} (2.16)
where \( R(S,M) \) is the distance between two points \( S \) and \( M \) and \( H_{0}^{(1)} \) is the Hankel function of order zero and of the first kind. The transverse Fourier transforms of the Green’s function is written:

\[
\hat{G}_{j}(x,\mu) = \frac{e^{jK_{j}|x|}}{2iK_{j}} \tag{2.17}
\]

The integral representation of the total pressure \( p_{1}(M) \) for a point \( M \) in medium 1 can be written:

\[
p_{1}(M) = p_{0}(M) + \int_{\Sigma} dP' \left[ p_{1}(P') \frac{\partial G_1(P',M)}{\partial n(P')} - \frac{\partial p_{1}(P')}{\partial n(P')} G_1(P',M) \right], \tag{2.18}
\]

where \( p_1 \) is the sound pressure and \( \frac{\partial p_1}{\partial n} \) its normal derivative on \( \Sigma \). \( P' \) is a point on \( \Sigma \). Similarly, for medium 2 we obtain:

\[
p_{2}(M) = \int_{\Sigma} dP' \left[ p_{2}(P') \frac{\partial G_2(P',M)}{\partial n(P')} - \frac{\partial p_{2}(P')}{\partial n(P')} G_2(P',M) \right], \tag{2.19}
\]

We obtain the integral equations for the pressure \( \kappa(P') = p_i(P') \) and its first normal derivative \( \chi(P') = \partial p_i(P')/\partial n(P') \) on \( \Sigma \). \( \nu(P') \) denotes the vector normal to the surface, oriented towards the incident side (medium 1). For any point \( P(\xi(z),z) \), in medium 1:

\[
\frac{1}{2} \kappa(P') = p_{0}(P) + \int dP' \left[ \kappa(P') \frac{\partial G_1(P',M)}{\partial n(P')} - \chi(P') G_1(P,P') \right] \tag{2.20}
\]

Similarly, in medium 2:

\[
\frac{1}{2} \kappa(P') = - \int dP' \left[ \kappa(P') \frac{\partial G_2(P',M)}{\partial n(P')} - \chi(P') G_2(P,P') \right] \tag{2.21}
\]

The SSA consists here in replacing the Green’s functions \( G_j \) in the integral equations 2.20 and 2.21 by their asymptotic approximations for \(|\xi(z') - \xi(z)| << |z - z'|/R(P,P')\). In other terms, the idea is to replace inside the integrals the Green’s function \( G_j(\xi(z'),z';\xi(z),z) \) by the Green’s function \( G_j(0,z';0,z) \), which may be understood as a first term in a Taylor expansion along the powers of the maximum slope. This procedure is enough for the Dirichlet problem (reflection on an impenetrable free boundary); for the interface problem with transmission, or for an irregular rigid boundary (Neumann problem), the normal gradient of the Green function must be considered inside the integrals; as illustrated by figure 2.6b), this gradient is canceled on a plane tangent to the local tangent plan to point \( (\xi(z),z) \); if the slope is
weak enough, the irregular boundary remains inside the region where the normal gradient is small.

\[ |M'M'| = |z' - z| \left( 1 + O(\frac{\epsilon_{\text{max}}}{\epsilon}) \right) \]

(A) Green’s function between two points on the irregular interface.

\[ \frac{\partial G}{\partial n} \approx 0 \]

(b) Normal gradient of Green’s function between two points on the irregular interface.

\[ \frac{\partial G}{\partial n} \approx 0 \]

Figure 2.6: Meaning of the Small Slope Approximation.

Subtracting the last two equations (2.20 and 2.21) leads to:

\[- p_0(\xi(z), z) \approx \int dz' \chi(\xi(z'), z') \left[ G_1(0, z - z') + G_2(0, z - z') \right] \]

(2.22)

The right-hand side of equation 2.22 is a classical convolution, which may be easily inverted. The Fourier transform of \( \chi \) is therefore found:

\[ \hat{\chi}(\mu) = \int dz \, e^{-i\mu z} \chi(\xi(z'), z') \approx -2i \frac{K_1 K_2}{K_1 + K_2} \Pi_0(x, \mu), \]

(2.23)

where we recall that \( \Pi_0 \) is the Fourier transform of the incident pressure field \( p_0 \). Similarly, the Fourier transform of \( \kappa \) is obtained:

\[ \hat{\kappa}(\mu) = \int dz \, e^{-i\mu z} \kappa(\xi(z'), z') \approx i \frac{\hat{\chi}(\mu)}{K_2} \approx 2 \frac{K_2}{K_1 + K_2} \Pi_0(x, \mu). \]

(2.24)

Finally, it is possible to obtain the Fourier transform of the pressure field by inverting the order of integrations:
\[ \Pi(x, \mu) \approx \int dz \ e^{-i\mu z} e^{-iK_1 \xi(z)} \left( \int d\mu' e^{i\mu' z} \frac{K_1' K_2'}{K_1' + K_2} \Pi_0(x, \mu') e^{iK_1' x} \right) \]  

(2.25)

### 2.3.2 Application to the lens case

In the case of the RAFAL, the classical transverse Fourier method is applied for the propagation between the source and inside the RAFAL. We then use the integral SSA in order to derive the sound pressure field transmitted from inside the RAFAL to the receiver.

The expression for the initial field (in \( x = 0 \)) in the Fourier domain is:

\[ \Pi_0(x = 0, \mu) = \frac{-i}{4\pi^2} \frac{1}{K_1} S(\mu) \]  

(2.26)

Hence, we can express the Fourier transform of the acoustic pressure in the region between the source and the RAFAL's plane input face:

\[ \Pi_0(x, \mu) = \Pi_0(x = 0, \mu) e^{iK_1 x}. \]  

(2.27)

The transmission term between medium 1 (water) and 2 (RAFAL) is given by the following relationship (at \( x = x_1 \)):

\[ \Pi(x = x_1, \mu) = \Pi_0(x = x_1, \mu) \frac{2K_1}{K_1 + K_2}. \]  

(2.28)

The transmitted field in region 2 can therefore be expressed in a similar fashion to what was done in equation 2.27:

\[ \Pi(x, \mu) = \Pi(x = x_1, \mu) e^{iK_2(x - x_1)} \]  

(2.29)

Finally, according to the formula given by the SSA, the Fourier transform of the pressure field transmitted through the RAFAL’s randomly rough output face (\( x = x_2 + \xi(z) \)) is:

\[ \Pi(x = x_2 + \xi(z), \mu) \]

\[ = \frac{1}{2\pi} \int dz \ e^{-i\mu z} e^{-iK_1 \xi(z)} \left( \int d\mu' e^{i\mu' z} \frac{K_2}{K_1 + K_2} \Pi(x = x_2, \mu) \right) \]

\[ = \frac{1}{2\pi} \int dz \ e^{-i\mu z} e^{-iK_1 \xi(z)} \left( \int d\mu' e^{i\mu' z} \frac{2K_2 K_1}{(K_1 + K_2)^2} e^{iK_1 x_1} e^{iK_2(x_2 + \xi(z) - x_1)} \right) \Pi_0(x = 0, \mu) \]  

(2.30)
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As explained earlier, the parabolic approximation applies to our configuration. Hence, we can write $K_i = k_i$ for amplitude terms and $K_i = k_i - \frac{1}{2} \mu^2 k_i$, denoted $\hat{k}_i$, so that equation 2.30 can be rewritten as:

\[ \Pi(x = x_2 + \xi(z), \mu) \approx \frac{1}{2\pi} \int dz e^{-i\mu z} e^{-i k_1 \xi(z)} \int d\mu' e^{i\mu' z} \frac{2k_2 k_1}{(k_1 + k_2)^2} e^{ik_1 x_1} e^{i k_2 (x_2 - x_1 + \xi(z))} \Pi_0(x = 0, \mu) \]  

(2.31)

The Sombrero function contained in the $\Pi_0(x = 0, \mu)$ term can be approximated with a Gaussian, with the same height and curvature: $S(\mu) \approx \frac{1}{\sqrt{2\pi} \rho^2} e^{-\mu^2 \rho^2 / 8}$, where $\rho$ is the radius of the transducer. It follows:

\[ \Pi(x = x_2 + \xi(z), \mu) \approx C_0 \frac{1}{2\pi} \int dz e^{-i\mu z} e^{-i k_1 \xi(z)} \int d\mu' e^{i\mu' z} e^{-i\mu'^2 \rho^2 / 8} e^{i k_1 x_1} e^{i k_2 (x_2 - x_1 + \xi(z))} \]  

(2.32)

where $C_0$ is a constant coefficient. Equation 2.32 simplifies into:

\[ \Pi(x = x_2 + \xi(z), \mu) \approx C_0 e^{-\mu^2 \rho^2 / 8} e^{i k_1 x_1} e^{i k_2 (x_2 - x_1)} e^{-i(k_1 - \hat{k}_2)\xi(z)} \]  

(2.33)

Finally, the sound field is approached by:

\[ p(x, z) \approx \int d\mu e^{i\mu z} \Pi(x = x_2 + \xi(z), \mu) e^{i \hat{k}_1 (x - x_2)} \]  

(2.34)

2.4 Sound field statistics

In this section, we derive statistics of the sound field evaluated in section 2.3.2. Indeed, the evaluation of the strength parameter $\Phi$ can be performed with the average of the sound pressure transmitted through the RAFAL. This calculation is presented in section 2.4.1. Otherwise, the acoustic field correlation length can be obtained with the intercorrelation function of the sound field.

2.4.1 First-order statistics

By definition of $\Phi$ (Dashen et al. 2010), the mean value of the random sound field can be written $\langle p \rangle \approx e^{-\Phi^2 / 2}$. Evaluating $\langle p \rangle$ in the experimental configuration presented here would allow to
retrieve the corresponding strength parameter, noted $\Phi_{\ell}$. Taking the average of the transmitted field at abscissa $x = x_2 + \xi(z)$ (equation 2.33) gives:

$$
\left\{ \Pi \left( \mu, x = x_2 + \xi(z) \right) \right\} = C_0 e^{-\mu^2 \rho^2 / 8} e^{ik_1 x_1} e^{i k_2 (x_2 - x_1)} \left\{ e^{-i (k_1 - k_2) \xi(z)} \right\} \tag{2.35}
$$

Because of the normal statistics, equation 2.35 gives:

$$
\left\{ \Pi \left( \mu, x = x_2 + \xi(z) \right) \right\} = C_0 e^{-\mu^2 \rho^2 / 8} e^{i k_1 x_1} e^{i k_2 (x_2 - x_1)} e^{-\frac{1}{2} (k_1 - k_2)^2 \xi_0^2} \tag{2.36}
$$

The argument in the last exponential function in equation 2.36 corresponds to the variable part of the pressure field. We can therefore identify a term corresponding to the scaled strength parameter $\Phi_{\ell}$, such that:

$$
e^{-\frac{1}{2} (k_1 - k_2)^2 \xi_0^2} = e^{-\frac{1}{2} \Phi_{\ell}^2} \tag{2.37}
$$

Using a first order approximation, this provides an expression for the scaled strength parameter $\Phi_{\ell}$:

$$
\Phi_{\ell}^2 = (k_1 - k_2)^2 \xi_0^2 \tag{2.38}
$$

which can be written as:

$$
\Phi_{\ell} = k_1 \xi_0 \left( 1 - \frac{c_1}{c_2} \right) \tag{2.39}
$$

### 2.4.2 Second-order statistics

As seen in section 2.2.2, the width of the second-order moment around its maximum can be used to obtain the correlation length of the acoustic field $L_z$. The spatial intercorrelation, noted $C$, is calculated hereafter using the Fourier transform of the pressure field transmitted through the randomly rough acoustic lens. The radius of curvature of $C$ corresponds to the quantity of interest $L_z$. Hence, $L_z$ is the inverse of the radius of curvature of the Fourier transform of $C$. Let us write the analytical expression for the Fourier transform of the intercorrelation function of the sound field:

$$
\tilde{C}(x, z, \Theta) = \frac{1}{2\pi} \int d\zeta e^{i \Theta \zeta} \left\{ p \left( x, z - \frac{1}{2} \zeta \right) p^* \left( x, z + \frac{1}{2} \zeta \right) \right\} \tag{2.40}
$$

The term in brackets can be written using inverse Fourier transforms, so that:
\[ \hat{C}(x, z, \Theta) = \frac{1}{2\pi} \int d\zeta e^{i\Theta \zeta} \int d\Theta e^{-i\Theta_{1}(z - \frac{1}{2}\zeta)} \int d\Theta_{2} e^{-i\Theta_{2}(z + \frac{1}{2}\zeta)} \left( \Pi(x, \Theta_{1})\Pi^{*}(x, \Theta_{2}) \right) \] (2.41)

where \( \upsilon = \Theta_{2} - \Theta_{1} \) and \( \Theta' = \frac{\Theta_{1} + \Theta_{2}}{2} \). Noticing in equation 2.41 that \( \frac{1}{2\pi} \int d\zeta e^{i\Theta \zeta} e^{i\Theta' \zeta} = \delta(\Theta + \Theta') \), where \( \delta(.) \) is the Dirac function, this turns into:

\[ \hat{C}(x, z, \Theta) = \int d\upsilon e^{i\upsilon z} \left( \Pi \left( x, -\Theta - \frac{1}{2}\upsilon \right) \Pi^{*} \left( x, \Theta + \frac{1}{2}\upsilon \right) \right) \] (2.42)

Elementary but tedious calculations lead to a relatively simple analytical expression for the term between brackets in the last integral. The details of these calculations are given in Appendix C. The result is the following, where \( b = \frac{\zeta_{1}}{k_{1}} + \frac{x_{2} - x_{1}}{k_{2}}, \ d^{2} = k_{1}^{2} \zeta_{0}^{2} \left( 1 - \frac{\zeta_{1}}{c_{2}} \right)^{2} \frac{1}{k_{2}^{2}}, \ \eta = 1 + \frac{d^{2}r^{2}}{2} \) and \( \mathcal{R} = \rho^{2}/8 + \frac{\nu^{2}d^{2}}{1 + d^{2}r^{2}/2} \):

\[ \left( \Pi \left( x, \Theta - \frac{1}{2}\upsilon \right) \Pi^{*} \left( x, \Theta + \frac{1}{2}\upsilon \right) \right) = C^{2} \frac{1}{\rho \sqrt{2}} \frac{1}{(2\pi)^{3/2}} e^{-\frac{1}{2} \upsilon^{2}/(2q/\rho^{2})} e^{-\frac{1}{2} \eta^{2}/(2q/\rho^{2})} \] (2.43)

Using the definition of the intercorrelation proposed in equation 2.40 and the property written in equation 2.42, it is possible to obtain an expression for the Fourier transform of the intercorrelation based on the result of equation:

\[ \tilde{C}(x, z, \Theta) = C_{2} \sqrt{2\pi} \frac{1}{\rho^{2} r} \frac{e^{-\frac{1}{2} \frac{\nu^{2}}{2q/\rho^{2}}} e^{-\frac{1}{2} \frac{(x - \Theta + \upsilon \cdot \eta)^{2}}{\mathcal{R}}}}{\sqrt{2\pi} \sqrt{\mathcal{R}}} \] (2.44)

where \( C_{2} \) is a constant coefficient.

The Fourier transform of the intercorrelation function is a solution of the parabolic equation in the Fourier domain, written as the Fourier transform of equation 2.8:

\[ \left[ 2ik_{0} \frac{\partial}{\partial x} + \Theta \frac{\partial^{2}}{\partial x^{2}} + \frac{k_{0}^{2}}{2} \left( \Phi_{\delta}(0) - \Phi_{\delta}(\zeta) \right) \right] \tilde{C}(x, z, \Theta) = 0. \] (2.45)

In the case of propagation through a non-fluctuating media -it is here the case since we are at the output of the RAFAL- the term \( \left( \Phi_{\delta}(0) - \Phi_{\delta}(\zeta) \right) = 0 \) and equation 2.45 is a transport
equation. In this case, with the help of $\tilde{C}(x, z, \Theta) = \tilde{C}(0, z - \frac{\Theta}{k_1} x, \Theta)$, the $x$-dependence is carried by the term $z = \frac{\Theta}{k_1} x$ and equation 2.44 rewrites into:

$$
\tilde{C}(x, 0, \Theta) = C_2^2 \frac{1}{\sqrt{2\pi} \frac{2q}{\rho^2}} e^{-\frac{1}{2} \frac{\Theta^2}{L^2}} e^{-\frac{1}{2} \Theta^2 \left(\frac{x}{k_1} + \frac{b}{q}\right)^2 / R} \sqrt{2\pi R} \quad (2.46)
$$

Examining equation 2.44 leads to the conclusion that the decorrelation due to the roughness of the RAFAL's output face appears in the term $e^{-\frac{1}{2} \Theta^2 \left(\frac{x}{k_1} + \frac{b}{q}\right)^2 / R}$, which is comparable to a Gaussian function whose radius of curvature can be analytically evaluated. The vertical correlation length of the acoustic field propagated through the RAFAL, denoted $L_z$, is finally obtained using the fact that $L_z = \frac{1}{L_{\Theta}}$, which gives:

$$
L_z = \sqrt{\frac{\rho^2}{2q} + \frac{(x/k_1 + b/q)^2}{R}} \quad (2.47)
$$

The ratio $L_z/\lambda$ can therefore be evaluated in the case of our scaled experiment. We already saw in section 2.2.2 that this ratio could be otherwise calculated for an oceanic configuration presenting continuous sound speed fluctuations. Equating the radii of acoustic correlation length to the wavelength in both cases would hence ensure the representativeness of our scaled experimental scheme in terms of loss of coherence.

### 2.5 The Fresnel radius and the diffraction parameter

This section focuses on the evaluation of the diffraction parameter in the case of the scaled experiment presented here. In this configuration, let the diffraction parameter be noted $\Lambda_{\ell}$. Since, as noticed for the strength parameter, its evaluation using Flatté’s definition is not possible in the experimental scheme described in this thesis, a different approach is proposed. It is essentially based on the fact that the diffraction parameter and the Fresnel radius are connected in the following manner:

$$
\Lambda_{\ell} = \frac{1}{2\pi} \left(\frac{R_F}{L_N}\right)^2. \quad (2.48)
$$

Equation 2.48 implies that the evaluation of $R_F$ is necessary in order to obtain $\Lambda_{\ell}$. Since, to our knowledge, no published work offers an expression for the Fresnel radius in the case of a directive source, we propose a calculation, based on the historical methodology of Fresnel, which is further compared to the classical Fresnel radius obtained for a point source.
Therefore, we propose to calculate $R_F$ by analytically evaluating the acoustic pressure propagated through an acoustic lens with a plane input face and an opaque plane output face presenting a circular slit with a variable diameter. Note that the calculation is here performed in 3D. The pressure on the central propagation axis is computed as a function of the radius of the slit. The first maximum of this function corresponds to the radius of the first Fresnel zone, since it gathers all the constructive interference, as originally explained in optics in Sears (1949) and extended to geophysics in Knapp (1991), Brühl et al. (1996).

\[ p(x, 0, 0) = \int \int dy \, dz \, \text{cyl} \left( \frac{\sqrt{y^2 + z^2}}{R_S} \right) \mathcal{P}(x_2, y, z) \frac{1}{4\pi^2} \int d\mu \, e^{-i(\mu z + \xi y)} e^{-i \frac{1}{2} \frac{k}{R} x}, \]  

(2.49)

where the cylindrical function defined in Gaskill (1978), denoted $\text{cyl}(.)$, is used to take into account the propagation through the slit only. Equation 2.49 can be rewritten using $r = \sqrt{y^2 + z^2}$:

\[ p(x, 0, 0) = \int_{-\pi}^{\pi} d\phi \int_0^{R_S} dr \, r \mathcal{P}(x_2, r) \frac{1}{4\pi^2} \int_{-\pi}^{\pi} d\phi' \int_0^{\infty} dk \, k \, e^{-ikr \cos \phi'} e^{-i \frac{1}{2} \frac{k}{R} x}, \]  

(2.50)

we recognize in the last two integrals a classical Bessel transform (Gaskill 1978). Equation 2.50 becomes:
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\[ p(x,0,0) = \int_0^{R_S} dr \, r \, p(x_2, r) \int_0^{\infty} dk \, k J_0(kr) e^{-\frac{1}{2} \frac{k}{k_1} x} \]
\[ = \int_0^{R_S} dr \, r \, p(x_2, r) \frac{-i k_1}{x} e^{i \frac{1}{2} k_1 x}. \]  

(2.51)

Figure 2.8 displays an example of the calculation of the pressure field on the central axis, for an output face / receiver distance of 250 mm.

![Graph of pressure field](image)

**Figure 2.8**: Calculation of the acoustic pressure on the central axis for \( x_{\text{dist}} = 250 \text{ mm} \). The Fresnel radius is equal to 8.8 mm.

The final result regarding the Fresnel radius is presented in figure 2.9a. It is compared to the case of the Fresnel radius calculated for a point source, and the agreement between the two quantities is found to be quite good. The relative departure is displayed in figure 2.9b and is large at very short ranges (typically \( x_{\text{dist}} < 0.025m \)). The departure is of the order of one percent for longer propagation ranges.
2.6 Summary and conclusion

Finally, we derived all the quantities involved in the evaluations of our three dimensional parameters. Expressions for Flatté’s dimensional parameters $\Phi_\ell$ and $\Lambda_\ell$ were obtained in the case of our experimental case. First order statistics of the sound field calculated using the SSA lead to a simple expression for the strength parameter $\Phi_\ell$. The Fresnel radius $R_F$ was evaluated in the lens case as well in order to obtain a formula for the diffraction parameter. Second-order statistics of the sound field allowed us to obtain an expression for the vertical acoustic correlation length in the tank experiment case as well. The expressions for these parameters in the scale experiment case and in the oceanic case are summarized in Table 2.1:
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<table>
<thead>
<tr>
<th></th>
<th>“Natural” Ocean</th>
<th>“Artificial” RAFAL</th>
</tr>
</thead>
<tbody>
<tr>
<td>Strength parameter</td>
<td>$\Phi^2 = k_0^2 \sqrt{2\pi} \left( \frac{\delta \omega}{\omega} \right)^2 L_H R$</td>
<td>$\Phi_\ell^2 = k_1^2 c_0^2 \left( 1 - \frac{c_1}{c_2} \right)^2$</td>
</tr>
<tr>
<td>Diffraction parameter</td>
<td>$\Lambda = \frac{dx}{a k_0 L_V}$</td>
<td>$\Lambda_\ell = \frac{1}{2\pi} \left( \frac{R_F}{L_V} \right)^2$</td>
</tr>
<tr>
<td>Acoustic vertical correlation length</td>
<td>$L_z = \alpha \lambda_s \frac{c_0}{\omega} \left( \frac{L_H^2}{xL_H} \right)^{1/2}$</td>
<td>$L_z^\ell = \sqrt{\frac{\rho^2}{2q} + \left( \frac{\pi + \frac{1}{2}}{\rho^2/8 + \frac{1}{1-x^2 \rho^2}} \right)^2}$</td>
</tr>
</tbody>
</table>

Table 2.1: Comparison between dimensional parameters in the oceanic case and in the scaled experiment case.

The expressions for the dimensional parameters presented in this chapter in the scaled experiment case allow to predict the regimes of fluctuations that one would be able to induce with our experimental protocol. Indeed, it is possible to tune $\Lambda_\ell$ and $\Phi_\ell$ with the experimental parameters (frequency, distance, RAFAL’s randomly rough output face statistics). Equating these dimensional parameters in the lens case with those obtained in the oceanic case also provides the representativeness of our experimental scheme. Furthermore, equating the acoustic correlation as well not only yields to a continuity in terms of regimes of fluctuations, but also in radius of coherence. Hence, if we write:

\[
\begin{aligned}
\Lambda &= \Lambda_\ell \\
\Phi &= \Phi_\ell; \\
L_z / \lambda_s &= L_z^\ell / \lambda
\end{aligned}
\]  

(2.52)

then we are able to directly compare the parameters involved in our scaled experiments with those corresponding to a realistic oceanic configuration. As a matter of fact, the comparison is made using the following process:

1. the parameters of the scaled experiment are chosen so that $\Lambda_\ell$ and $\Phi_\ell$ span over different regimes of fluctuations;
2. $L_z^\ell / \lambda$ is deduced;
3. a series of combination of dimensional parameters, involving the oceanic environmental variables, are defined, so that they appear in the original dimensional parameters expressions:
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\[
\begin{align*}
N &= \frac{\lambda_s}{R} \\
N_{h,v} &= \frac{\lambda_s}{L_{H,Vs}} \\
\Delta c &= \frac{\delta c_0}{c_0} \\
r &= \frac{\lambda_s}{L_s}
\end{align*}
\]

which leads to:

\[
\begin{align*}
\Phi^2 &= (2\pi)^{5/2} \Delta_c^2 \frac{1}{N_{h,v}} \\
\Lambda &= \frac{1}{12\pi} \frac{N_{h,v}^2}{N} \\
r^2 &= \frac{N_{h,v}^2}{N} \frac{1}{12\pi} \alpha^2 \Delta_c^2
\end{align*}
\]

4. the oceanic environmental parameters are the range \(R\), the vertical sound speed fluctuations correlation length \(L_{Vs}\), and their standard deviation \(\delta c_0\). Rigorously, one should also consider the frequency \(f_s\) and the ratio \(L_{Vs}/L_{Hs}\) as parameters to evaluate as well, but, in order to limit the degrees of freedom of our problem, we chose to fix \(f_s = 1 \text{ kHz}\) and tune \(L_{Vs}/L_{Hs}\).

5. Finally, we obtain:

\[
\begin{align*}
N_v &= \frac{\alpha (2\pi)^{5/4}}{\Phi} \\
N' &= \frac{\alpha^2 v^2 (2\pi)^{5/2}}{12\pi \Phi^2 \Lambda} \\
\delta c_0 &= c_0 \sqrt{\frac{(L_{Vs}/L_{Hs}) N_{h,v} N}{(2\pi)^{7/4}}}
\end{align*}
\]

This is a way to establish a comparison between signals propagated through a randomly rough acoustic lens and acoustic pressure field resulting from propagation through continuously fluctuating sound speed distribution, such as sketched in Figure 2.10:

**Figure 2.10:** Comparison between continuous 3D medium fluctuation and local perturbation influence on the received wavefront on a linear array.

This comparison will be carried out using simulated and measured data, as well as theoretical results, in Chapter 4.
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3.1 Introduction

In this chapter, the developed experimental protocol is detailed. Tank experiments including thermal turbulence have been carried out using heating grids to generate the medium fluctuations (Stone and Mintzer 1962; 1965, Sederowitz and Favret 1969, Campanella and Favret 1969, Chotiros and Smith 1979) summarized in Dobbins (1989). As noticed by Blanc-Benon and Juvé (Blanc-Benon and Juvé 1993), this type of protocol can induce the appearance of air bubbles perturbing the medium in an undesired manner. An alternative is proposed in Blanc-Benon and Juvé (1993), where the protocol was adapted in air instead of water, solving the bubbles appearance issue. Nevertheless, the turbulence generated using thermistors produced fluctuations of the propagated acoustic signals that are not perfectly reproducible in a deterministic manner, meaning that only the statistical features of the fluctuations are reproducible.

Therefore, we propose a radically different experimental protocol driven by the motivation of obtaining representative and reproducible results. The main objective is to simplify the measurements in order to enhance the reproducibility and expand the possible configurations to study. Preliminary measurements revealed interesting features of sound propagation through
Plexiglas plano-concave lens (Real et al. 2013). In fact, the refraction of the transmitted ultrasonic signal produces shadow zones and caustics, which are typical features of the propagation of sound waves through IW in the saturated regime. Hence, the idea of reproducing IW effects on sound wave propagation using acoustic lenses seemed to represent an interesting path to explore. It was shown otherwise in Chapter 2, that it was possible to reproduce the final statistical qualitative and quantitative effects of 3D propagation in random media using almost-2D acoustic lenses, or phase screen (Andrews et al. 1997).

We first present the experimental protocol itself, including the studied configurations. In section 3.3, the manufacturing process of the acoustic lenses is described. Section 3.4 presents the equipment used to perform the measurements. Finally, numerical tools developed in support of the experiment are presented in section 3.5.1.

### 3.2 Experimental protocol

The experimental scheme consists in propagating an ultrasonic signal through a RAndom Faced Acoustic Lens (RAFAL), made of a material featuring a sound speed higher than water (Real et al. 2014b). The RAFAL presents a plane input face and a randomly rough output face which induces refraction and diffraction of the acoustic wave. Its dimensions are $H_L \times H_L \times (H + \xi)$, where $H_L = 150 \text{ mm}$, $H = 20 \text{ mm}$ and $\xi$ is the random roughness amplitude. Features of the propagation of acoustic waves through IW, such as focal points and shadow zones, can therefore be observed. The signal acquisition is performed by a mobile hydrophone at various vertical positions, allowing to simulate virtual vertical linear arrays. A diagram of the experimental configuration is given in Fig. 3.1:
On the receiver end, computer controlled displacements of the hydrophone simulate vertical linear arrays. The vertical displacement amplitude between two positions of the hydrophone was set to $s = 0.3 \text{ mm}$ in order to respect the sampling criterion ($s < \lambda/2$). In fresh water at $T = 20^\circ C$, for $f_c = 2.25 \text{ MHz}$, $\lambda = 0.658 \text{ mm}$.

Automatic displacements of the various elements allow us to provide several realizations for the same fluctuation regime and to carry out statistical studies: the measurements are repeated for several source depths in order to acoustically highlight different decorrelated regions of a RAFAL (see figure 3.2). The amplitude of the source depth displacement is chosen to be at least twice the vertical correlation length of the output face roughness of the RAFAL, such that the different zones highlighted can be considered to be independent. In figure 3.2, the diameter of the beam spread projection on the RAFAL’s input face is noted $\beta$. It is given by:

$$\beta = x_1 \tan (\theta_{3dB});$$  \hspace{1cm} (3.1)

where $x_1$ is the distance between the source and the RAFAL’s plane input face and $\theta_{3dB}$ is the half beam spread angle at $-3dB$ given by the following approximation:

$$\theta_{3dB} \approx 58 \frac{\lambda}{d^T}.$$  \hspace{1cm} (3.2)

In equation 3.2, $d^T$ is the diameter of the transducer used in this experiment. Its value is given later in Table 3.3. The corresponding half beam spread angle is found to be approximately $3^\circ$. 
In order to be in the far field of the transducer, $x_1$ is chosen to be 200 mm. In this experimental configuration, we obtain $\beta \approx 10$ mm. This result is in good agreement with the measured directivity, displayed in figure 3.3, where the width of the $-3$ dB lobe is approximately 10 mm.

The number of RAFALs that need to be manufactured is determined by the number of independent realizations available on a single lens. It depends on the statistical characteristics of this lens. In order for the realizations to be independent, the shift in source depth was chosen to be equal to at least twice the vertical correlation length of the random roughness of the output face (denoted $L_V$). Table 3.1 gathers the source depth shifts and the number of lenses
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that were manufactured. In the first column, FS, PS and US stand for Full Saturation, Partial Saturation and UnSaturation, respectively.

<table>
<thead>
<tr>
<th>Config.</th>
<th>$L_V$ [mm]</th>
<th>$\Delta Z_s$ [mm]</th>
<th>$N_r$</th>
<th>$N_{RAFAL}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>FS</td>
<td>4</td>
<td>10</td>
<td>22</td>
<td>2</td>
</tr>
<tr>
<td>PS</td>
<td>7</td>
<td>15</td>
<td>21</td>
<td>3</td>
</tr>
<tr>
<td>US</td>
<td>8</td>
<td>20</td>
<td>24</td>
<td>4</td>
</tr>
</tbody>
</table>

We measured the physical properties of the material composing the acoustic lens and list them in Table 3.2. The material chosen here is referred to as Machinable Blue Wax (MBW) (used in Calvo et al. (2008)).

<table>
<thead>
<tr>
<th></th>
<th>Relative Density</th>
<th>Longitudinal Wave Sound Speed [m/s]</th>
<th>Shear Wave Sound Speed [m/s]</th>
<th>Longitudinal Wave Attenuation at 2.25 MHz [dB/cm]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.98 ± 4.3.10^{-5}</td>
<td>1975 ± 15</td>
<td>772 ± 16</td>
<td>13.1 ± 0.25</td>
</tr>
</tbody>
</table>

The density of the MBW, as shown in Table 3.2, is very close to that of water. It is therefore possible to neglect a density discontinuity at the interface water/MBW in computer simulations. Moreover, the shear wave attenuation was too important to be accurately measured, meaning that the propagation of shear wave could be disregarded as well.

3.3 RAndom Faced Acoustic Lens manufacturing

Once the statistical parameters of the RAFAL’s output face are chosen, the propagation of acoustic wave through the designed RAFAL is tested using computer simulations. The randomly rough output face is determined by a Gaussian sampling. The roughness amplitude $\xi$ is considered to be centered, so that $<\xi>=0$, uniform and normal, characterized by its auto-correlation function $R_\xi$:

$$R_\xi = \left<\xi \left(z - \frac{1}{2} \xi, y - \frac{1}{2} \eta \right) \xi \left(z + \frac{1}{2} \xi, y + \frac{1}{2} \eta \right)\right>.$$

(3.3)

$R_\xi$ is a Gaussian function of the form:
\[ R_\xi = \xi_0^2 e^{-\frac{1}{2} \frac{\xi_0^2}{L_V^2}} e^{-\frac{1}{2} \frac{\eta_0^2}{L_H^2}}. \] (3.4)

\( \xi_0 \) is the standard deviation of the roughness amplitude, \( x_0 \) is the average output face abscissa and \( L_V \) and \( L_H \) are respectively the vertical and horizontal correlation lengths of the randomly rough output profile.

If the original set of parameters is validated by the simulation results coupled with the dimensionless analysis, the RAFAL is manufactured in order to correspond as much as possible to the model used in the simulations. Section 3.5.1 will present some numerical tools used to anticipate for the experimental results. A ray tracing program and a code based on a parabolic equation provide outputs that allow us to validate or discard the relevance of a set of parameters for an experiment (mainly related to the RAFAL’s output face random roughness).

We developed a process in four steps leading to the preparation of a sample in MBW. Step one: the profile defined by the scaling process is interpolated and edited using a CAD (Computer Aided Design) software. This step is displayed in figure 3.4.

![Figure 3.4: Numerical design of the RAFAL.](image)

Step two: the output file of the CAD software is then sent to a 3D printer, producing a first version of the sample:
Nevertheless, the thermoplastic material used by the 3D printer (acrylonitrile butadiene styrene or ABS) does not feature the appropriate acoustical properties (due to its highly porous honeycomb structure unadapted to ultrasound propagation in water and inhomogeneous regarding the wavelength involved in the experiment).

Since the ABS melts at $80^\circ C$, we can not use directly the printed object to mold the final sample (because the Machinable Blue Wax melts above $115^\circ C$).

Step three: we therefore use a molding silicone (RTV 2-RTV 123) in order to obtain a “negative” mold of the original profile (step three). The steps in the realization of this negative mold are displayed by figure 3.6.

This silicone maintains its shape at high temperature, and therefore, it allows us to perform step four: pouring the melted MBW in the mold. This particular step of the manufacturing process was realized under the dome of an air pumping system in order to avoid the presence of air bubbles at the surface of the RAFAL. If this step is omitted, the appearance of air bubbles at the MBW/silicone interface can produce unusable samples. Figure 3.7 displays a RAFAL
manufactured without the air pumping step. This destructive impact of the air bubbles is evident.

![Figure 3.7: RAFAL realized without the air pumping system.](image)

Figure 3.7 shows the dome and the motor of the air pumping system. The melted MBW is poured into the silicone negative mold placed inside the dome. The pump is activated for a duration of a few seconds, which is long enough for the air bubbles to be removed from the MBW/silicone interface. The MBW then solidifies and presents the suitable shape.

![Figure 3.8: Final step: RAFAL manufacturing under the air pumping system.](image)

Figure 3.8 shows the dome and the motor of the air pumping system. The melted MBW is poured into the silicone negative mold placed inside the dome. The pump is activated for a duration of a few seconds, which is long enough for the air bubbles to be removed from the MBW/silicone interface. The MBW then solidifies and presents the suitable shape.

![Figure 3.9 displays the final RAFALs (bottom), classified as a function of the regime of saturation that they refer to. A zoom at the RAFAL corresponding to the fully saturated regime is provided on the top figure of figure 3.9.](image)

Figure 3.9 displays the final RAFALs (bottom), classified as a function of the regime of saturation that they refer to. A zoom at the RAFAL corresponding to the fully saturated regime is provided on the top figure of figure 3.9.
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(Fig. 3.9: Final manufactured RAFALs.

All designed RAFALs. We recall that FS stands for Full Saturation, PS stands for Partial Saturation and US for UnSaturation.

3.4 Laboratory equipment

The measurements are conducted in a 3 m long, 1 m deep and 1 m wide water tank, represented in Fig. 3.10 (bottom). It is filled with fresh water. The temperature is continuously controlled using a probe. This way, the sound speed in water is known accurately at any time from the table in reference (Del Grosso and Mader 1972), assuming that its distribution is uniform throughout the water tank. The acoustical equipment is placed on motorized rails driven by a computer interface (see reference (Papadakis et al. 2008) for more details).
Figure 3.10: Experimental equipment - top left: Panametrics V306 SU transducer; top right: AP Needle hydrophone; bottom: water tank.

The transmitted signal is a continuous wave (CW) chirp at $f = 2.25 \text{ MHz}$ with a duration of $22.2 \mu s$ ($N_p = 50$ periods) and an amplitude of $A_t = 10 \text{ V}$ (see figure 3.11) generated using a HP 33120A Arbitrary Waveform Generator and sent through a Panametrics V306 transducer (Fig. 3.10 top left) after $\times 10$ amplitude amplification by a NF 4005 High Speed Power Amplifier.

Figure 3.11: Transmitted CW wavetrain.

The choice of this high frequency is justified by the narrowness of the beam spread of the transmitted signal. Indeed, it allows to carry out more realizations for a given RAFAL (see figure 3.2). A change in signal frequency would also impact the calculations of the parameters involved in the dimensional analysis (Chapter 2). Hence, frequency can here be seen as a tunable parameter allowing to span various scaled oceanic configurations. Besides, the duration of the transmitted signal was chosen so that the signal can be detected in all configurations. A
fairly long signal is detected without much trouble despite the attenuation in the RAFAL, even for the longest propagation ranges.

The receiver is an Acoustic Precision (AP) Needle hydrophone (Fig. 3.10 top right) and the signal is collected on the control computer after high-pass filtering and amplification by a Sofranel Pulse Receiver Model 5055PR. The displacement of the receiving hydrophone is triggered on the signal acquisition so that the displacement is commanded only once the data recording is complete. We perform as many displacements as necessary to simulate virtual linear arrays: $N_s$ positions of the hydrophone correspond to a $N_s$-elements virtual array. The physical and acoustical characteristics of the transducer (diameter $d^T$ and $-6dB$ frequency band $B_{-6dB}$) and the hydrophone (diameter $d^T$, $-2dB$ flat frequency response $B_{-2dB}$, $-4dB$ flat frequency response $B_{-4dB}$ and sensitivity $\gamma$) are given in Table 3.3. A block diagram of the experimental configuration is also proposed in Figure 3.12.
FIGURE 3.12: Block diagram of the scaled experimental protocol.
### Table 3.3: Panametrics V306 SU transducer and AP Needle hydrophone acoustic characteristics

<table>
<thead>
<tr>
<th></th>
<th>Panametrics V306 SU transducer</th>
<th>AP Needle hydrophone</th>
</tr>
</thead>
<tbody>
<tr>
<td>$d^R \text{ [mm]}$</td>
<td>13</td>
<td>1</td>
</tr>
<tr>
<td>$B_{-6dB} \text{ [MHz]}$</td>
<td>0.8 – 3.7</td>
<td>-</td>
</tr>
<tr>
<td>$B_{-2dB} \text{ [MHz]}$</td>
<td>-</td>
<td>3 – 12</td>
</tr>
<tr>
<td>$B_{-4dB} \text{ [MHz]}$</td>
<td>-</td>
<td>0.5 – 15</td>
</tr>
<tr>
<td>$\gamma \text{ [dBre1V/\mu Pa]}$</td>
<td>-</td>
<td>-241.1</td>
</tr>
</tbody>
</table>

#### 3.5 Numerical tools

In support to the tank experiment, numerical tools have been developed. First, a ray tracing program and a code modeling the propagation through the RAFAL based on the parabolic equation (PE) were designed. They were used to anticipate for experimental results and also as tools to provide more realizations for a given configuration. The results obtained in the experimental framework will be compared to these numerical results in Chapter 4. Then, another PE propagation code was developed to compare the results in our experimental configuration to the corresponding oceanic medium. Indeed, since the scaling procedure presented in Chapter 2 allows to compare the tank experiment setups to realistic oceanic configurations, a comparison between the acoustic pressure fields in these two cases is of main interest. The concepts of these PE codes are presented in this section. More technical details concerning the numerical procedures are provided in Appendix E.

#### 3.5.1 Simulation tools in the scaled experiment configuration

First, a program allowing to trace rays throughout the RAFAL was developed. This code was named RayTAL for Ray Tracing through an Acoustic Lens. Taking into account Snell’s law and the sound speed discontinuity between freshwater and the material composing the RAFAL permits to model the refraction of rays. A first attempt to qualify the results obtained in various cases into regimes of saturation can be made. In fact, figure 3.13 displays the results of RayTAL in the cases of:

- the unperturbed medium, consisting in a RAFAL presenting a flat output face (figure 3.13a);
- the unsaturated regime in figure 3.13b;
- the partially saturated regime (figure 3.13c);
- the regime of full saturation in figure 3.13d;
Only the main lobe of the transducer directivity pattern was represented in figure 3.13 for the sake of clarity.

\[ x \ [m] \quad z \ [m] \]
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(A) Unperturbed medium.

(B) Unsaturation.

(C) Partial saturation.

(D) Full saturation.

**FIGURE 3.13: RAYTAL outputs.**

The unperturbed case (figure 3.13a) reveals that very little refraction is observed when the output face is flat. The difference in sound speed between water and Machinable Blue Wax is not important enough to refract the rays significantly. On the other hand, the unsaturated case, shown in figure 3.13b, displays a more important refraction of the rays. Still, the main lobe is deflected and some perturbation in the propagation can be observed. In the partially saturated study (figure 3.13c), a more significant refraction of the rays is noticed, leading to the appearance of foci. Finally, the fully saturated case, represented in figure 3.13d, displays some important refraction of the rays and an alternation between focal points, caustics and shadow zones, or speckle. The features described here are typical of the propagation of sound waves through internal waves fields. Especially, the focusing and defocusing effects described in Badiey et al. (2005) can be observed in our experimental scheme.

For comparing the results obtained with the tank measurements, a numerical program allowing to propagate an acoustic wave through the RAFAL in three dimensions was developed under the parabolic approximation. This code is an adaptation of the algorithm described in section 3.5.2. The directivity pattern of the source is fully taken into account and the results of
this code, called P3DTEx (Propagation in 3D in the Tank Experiment setup) (Real et al. 2014a), are given in figure 3.14. The numerical parameters for this code are given in table 3.4:

<table>
<thead>
<tr>
<th>Bounds of the considered box</th>
<th>[m]</th>
</tr>
</thead>
<tbody>
<tr>
<td>$H_z$</td>
<td>$4H_\ell$</td>
</tr>
<tr>
<td>$H_y$</td>
<td>$4H_\ell$</td>
</tr>
<tr>
<td>$H_x$</td>
<td>$x_{max}$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Number of calculation steps for the acoustic field</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$n_z$</td>
<td>2048</td>
</tr>
<tr>
<td>$n_y$</td>
<td>2048</td>
</tr>
<tr>
<td>$n_x^\ell$</td>
<td>$\left\lfloor \max (H + \xi) / \delta_x^\ell \right\rfloor$</td>
</tr>
<tr>
<td>$n_x$</td>
<td>$\left\lfloor x_{max} / \delta_x \right\rfloor$</td>
</tr>
</tbody>
</table>

where $\delta_x^\ell = 0.1 \text{ mm}$ is the step used for the PE resolution inside the lens and $\delta_x = 1 \text{ mm}$ is the step used for the PE resolution in water. We recall that $x_{max}$ denotes the total range of propagation and that $H_\ell$ denotes the dimension of the RAFAL.

The configurations studied are the same as that studied with RayTAL.
Similar conclusions to the RayTAL analysis can be drawn from the P3DTEX results: the unperturbed case (figure 3.14a) displays no important variation of the acoustic pressure field, which is, in this case, consistent with the source directivity pattern. In the unsaturated case (figure 3.14b), the refraction seen in figure 3.13b is again observed, leading to a pressure field slightly different than the one obtained in the unperturbed case. The focal points witnessed with RayTAL in the partial saturation (figure 3.13c) are clearly noticeable in figure 3.14c and their location is in good agreement in both cases. Eventually, the focal points, caustics and shadow zones also appear in the fully saturated configuration (figure 3.14d). As noticed in the partially saturated case, their locations is in concordance with the results obtained with RayTAL. These tools are useful since they permit to anticipate for the tank measurements and they provide a way to compare the results obtained experimentally with numerical calculations as well. This last step will be presented in Chapter 4.

3.5.2 Simulation tool in the corresponding oceanic configuration

It is also interesting to compare the measurements to the analogous “natural” oceanic configuration they correspond to, according to the scaling process detailed in Chapter 2. A PE code
was developed in order to simulate the effect of sound speed fluctuations on sound propagation in the ocean (Cristol et al. 2012), based on the work of Wilson and Tappert (Wilson and Tappert 1979). The signal is transmitted from a point source located in the middle of the water column (at the point \( x_s = 0; y_s = 0; z_s = D/2 \), where \( D \) is the water depth). The sound speed profile is not taken into account since we supposed an iso-velocity like environment. Also, the interaction with the sea surface and the seabed are not included: the focus is put on the effects of the sound speed fluctuations. A Split-Step Fourier algorithm is used to solve the standard parabolic equation. 3D propagation through the field of fluctuating sound speed can therefore be simulated. The numerical parameters of the code are given in table 3.5

<table>
<thead>
<tr>
<th>Table 3.5: P3DCOM numerical parameters.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Bounds of the considered box</strong></td>
</tr>
<tr>
<td>( H_z )</td>
</tr>
<tr>
<td>( H_y )</td>
</tr>
<tr>
<td>( H_x )</td>
</tr>
<tr>
<td>Number of calculation steps for the random sound speed field</td>
</tr>
<tr>
<td>( n_s^{SS} )</td>
</tr>
<tr>
<td>( n_y^{SS} )</td>
</tr>
<tr>
<td>( n_x^{SS} )</td>
</tr>
<tr>
<td>Number of calculation steps for the acoustic field</td>
</tr>
<tr>
<td>( n_z )</td>
</tr>
<tr>
<td>( n_y )</td>
</tr>
<tr>
<td>( n_x )</td>
</tr>
</tbody>
</table>

\( L_x \) is the longitudinal correlation length of the random sound speed field and \( \delta_x = 25 \text{ m} \) denotes the step used for the resolution of the PE. Typical configurations are displayed in figure 3.15: the unperturbed case, where no sound speed fluctuations are observed (figure 3.15a, the unsaturated case (figure 3.15b, the partially saturated case (figure 3.15c) and finally, the fully saturated case (figure 3.15d). This code’s name is P3DCOM, for Propagation in 3D in the Corresponding Oceanic Medium, since its aim is to compare the results obtained in our experimental configurations to the equivalent ocean medium setup, according to our scaling procedure (see Chapter 2).
Figure 3.15a displays no variability of the sound pressure field, as expected. The unsaturated case presents weak variations in the sound field (figure 3.15b), whereas focal points can be observed in the partial saturation configuration (figure 3.15c). Focal points, shadow zones and caustics are seen in the fully saturated case (figure 3.15d). P3DCOM is a tool that reproduces the features of wave propagation through a fluctuating ocean perturbed by internal waves. Nevertheless, some limitations are important enough to be highlighted: the representativeness of the results obtained with this code is relatively arguable since the effects of the sound speed gradient and the interactions with the interfaces are not accounted for. The calculation is limited to the study of the effects of the sound speed fluctuations, which is, after all, the goal of this work. Moreover, the numerical conditioning of this code confers other limitations: at very short ranges (typically for $R << 1\ m$), the results are not exploitable in terms of large linear array statistics due to the appearance of interference linked to the Gibbs effect. One point functions, such as the complex pressure distribution and the probability density function of intensity, are, on the contrary, workable in this type of configuration. Finally, very long range propagation setup (for $R > 7 - 8\ km$), the relevance of the calculated sound field is questionable, since the width of the beam transmitted by the point source becomes fairly larger than the box used for the numerical calculations. In configuration where the sound waves propagate
with a range between 1 km and 5 km, the results between P3DCOM, P3DTEx and the tank experiment measurements can be compared meaningfully.

3.6 Conclusion

An experimental protocol aiming to reproduce the effects of propagation in a 3D random media with an thin acoustic lens presenting a plane input face and a randomly rough output face is presented. As explained in Chapter 2, this protocol can indeed provide acoustic data representative of the fluctuations that occur when sound waves propagate through a fluctuating ocean. The procedure leading to the manufacturing of the RAFAL allows a great number of configurations to be simulated, since the 3D printer leave room to many possibilities. We see an interesting contribution in this experiment, since it is conducted in a controlled and reproducible manner. The capability to measure acoustic signals distorted by the sole influence of volume effects such as IW is, to us, extremely valuable. Numerical tools allowing to anticipate for the experimental results were developed and are presented in this section. The comparison between the measurements and the synthetic data obtained with these simulations will be provided in Chapter 4.
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We show hereafter some of the results obtained using water tank measurements, under the conditions described in Chapter 3. We first focus on the identification of the regimes of fluctuations and the characteristics of the oceanic medium corresponding to our scaled experiment setup. The analysis of the complex pressure distribution (CPD) is proposed in section 4.2. The behavior of this quantity reveals some qualitative pieces of evidence of the affiliation of a particular setup to a regime of fluctuation. Some statistics of the signals studied are then presented: first, the second-order moment, or mutual coherence function (MCF) is analyzed in section 4.3. The agreement between the radius of coherence (measured and simulated) and the normalized vertical correlation length $L_z/\lambda$, defined in Chapter 2 is examined. Finally,
the probability density functions (pdf) of the acoustic intensity is investigated in the various configurations.

The purpose of this chapter is to demonstrate that the proposed scaled experimental scheme faithfully reproduces the effects of 3D propagation through random medium, both qualitatively (in terms of typical features of the various regimes of fluctuations) and quantitatively (with the expected radius of coherence).

4.1 Investigated configurations

We present here the setups studied in order to be representative of realistic oceanic configurations. From the procedure detailed in Chapter 2, we adopted a set of configurations shown in Table 4.1.

The tank experiment parameters are the RAFAL’s amplitude standard deviation $\xi_0$, vertical correlation length $L_V$, horizontal correlation length $L_H = 10 \times L_V$, and the propagation range between the averaged output face and the receiver array $x_{dist}$, all expressed in mm. The associated ocean medium parameters are the sound speed fluctuations amplitude standard deviation $\delta c_0$, in m/s, the vertical correlation length $L_{Vs}$, horizontal correlation length $L_{Hs}$, in m, and the propagation range $R$, in km. These parameters are listed in Table 4.1. The scaling procedure was conducted between a $f_c=2.25$ MHz signal in the tank experiment setup and a $f=1$ kHz signal in the corresponding oceanic configuration. Nonetheless, this choice is arbitrary and motivated by our will to compare the experimental results to numerical configurations. The latters are obtained with the P3DCOM code which performs best at a frequency of 1 kHz. Conceptually, other frequencies could be considered.

<table>
<thead>
<tr>
<th>Frequency</th>
<th>$f_c = 2.25$ MHz</th>
<th>$f = 1$ kHz</th>
</tr>
</thead>
<tbody>
<tr>
<td>Config. #</td>
<td>$\xi_0 [mm]$</td>
<td>$L_V [mm]$</td>
</tr>
<tr>
<td>1:FS1</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>2:FS2</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>3:FS3</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>4:PS1</td>
<td>2</td>
<td>7</td>
</tr>
<tr>
<td>5:PS2</td>
<td>2</td>
<td>7</td>
</tr>
<tr>
<td>6:US1</td>
<td>1</td>
<td>8</td>
</tr>
<tr>
<td>7:US2</td>
<td>1</td>
<td>8</td>
</tr>
</tbody>
</table>

The fluctuations generated in the tank experiment configuration and in the corresponding oceanic medium can be analyzed in terms of spectrum, since their spatial intercorrelation function is known (equation 3.4 for the RAFAL and equation 2.5 for the fluctuating ocean). The vertical component of these spectra of fluctuations are depicted in figure 4.1:
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As expected, the spectrum presents a single scale in both cases, as opposed to a von Karman spectrum, classically used to model the spectrum of turbulence (Blanc-Benon 1981, Cotté and Blanc-Benon 2007). This is explained by the fact that both the RAFAL’s randomly rough face amplitude and the sound speed distributions follow a Gaussian law. For the latter, this corresponds to a simplified version of the IW spectrum. Nonetheless, the involved parameters ensured the realism of the investigated configurations: the sound speed fluctuations standard deviation is of the order of $1\,\text{m/s}$, with a minimum value of $0.77\,\text{m/s}$ (FS1 configuration) and a maximum value of $2.24\,\text{m/s}$ (US2 configuration). These values are typical of what can be observed in the case of perturbations due to linear internal waves (Dashen et al. 2010). The vertical correlation length of the sound speed fluctuations is also quite representative of what can be observed in the reality: from $12.4\,\text{m}$ (US2) to $31.9\,\text{m}$ (FS1). The ratio of vertical to horizontal sound speed fluctuations correlation lengths is a parameter that was tuned in order to obtain realistic results in terms of $\delta c_0$. Nevertheless, the tuning of this parameter was performed with respect to the value of the horizontal correlation length of the sound speed fluctuations, which is typically of a few hundred meter. Here $L_H$ lies between $106.3\,\text{m}$ (FS1) and $247.5\,\text{m}$ (US2). Finally, the range of propagation is a critical parameter in an oceanic medium, since the saturation increases with the propagation distance (in the case where the environmental parameters are the same). It can be observed that $R$ spans from a few hundred meter ($R = 250\,\text{m}$ in the US2 setup) to more than ten kilometers ($R = 19.9\,\text{km}$ in the FS1 configuration).

Fig. 4.2 represents the locations of the configurations studied in the scaled experiment and oceanic medium in the $\Lambda - \Phi$ plane.
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4.2 Complex Pressure Distribution

In this section, we evaluate the behavior of the complex pressure distribution (CPD). The CPD, also called *phasor* (Dashen et al. 2010), was calculated on 8 hydrophones (corresponding to the 8 central sensors of the vertical linear array) in various configurations (using experimental or synthetic data). The real and imaginary parts of the complex pressure are displayed for each realization of the medium. The distribution of the complex pressure is compared to the mean pressure distribution \( p_0 = \sqrt{\langle |p|^2 \rangle_{N_c}} \) - where \( \langle \cdot \rangle \) is the ensemble average, displayed with the dashed line - in all the following figures. The CPDs show characteristic behaviors (Dashen et al. 2010, Ehrhardt et al. 2013) that would help the classification into regimes of fluctuations. The following sections analyze the experimental and simulated data in terms of CPD for each regime of fluctuation: the unsaturated case is studied in section 4.2.1, the partially saturated case is studied in section 4.2.2 and the fully saturated case is studied in section 4.2.3.
4.2.1 Unsaturated regime

Figure 4.3 displays the CPD for the unsaturated configurations. The left figures (figures 4.3a, 4.3c and 4.3e) show the results corresponding to US1, whereas the right figures (figures 4.3b, 4.3d and 4.3f) show the US2 results. The top figures (4.3a and 4.3b) were obtained using the experimental data, the middle figures (4.3c and 4.3d) were obtained with the P3DTEx results and the bottom figures (4.3e and 4.3f were obtained with the P3DCOM results).

![Figure 4.3](image)

**Figure 4.3**: Complex pressure distribution (CPD) and mean complex pressure distribution (dashed circle) - Unsaturated configurations.
In all the cases studied and displayed in figure 4.3, the CPD follows relatively closely the mean complex pressure distribution, represented with the white dashed line. This analysis is quite difficult to conduct on the experimental data (figures 4.3a and 4.3b), since only 24 realizations were available, but the simulations of the experiment (figures 4.3c and 4.3d), conducted with P3DTEx with ten times more realizations, confirms the trend sensed in the experimental case. Moreover, the phasors obtained with the results of P3DCOM (figures 4.3e and 4.3f) are in excellent qualitative agreement with the results obtained in our experimental configuration. The agreement is not only good between the calculations (using experimental and simulated data) is found, but the pattern observed in the CPD in the configurations studied here also reveals a excellent concordance with the observations classically made in the unsaturated regime (Dashen et al. 2010, Ehrhardt et al. 2013). Here the CPD remains confined near the circumference of the mean pressure circle, especially in the US2 case which corresponds to the clearer case of unsaturation (see figure 4.2).

4.2.2 Partially saturated regime

Figure 4.4 displays the CPD for the partially saturated configurations. The PS1 and PS2 are shown from left to right (figures 4.4a, 4.4b, figures 4.4c and 4.4d, and figures 4.4e, 4.4f respectively). The top figures (4.4a and 4.4b) were obtained using the experimental data, the middle figures (4.4c and 4.4d) were obtained with the P3DTEx results and the bottom figures (4.4e and 4.4f) were obtained with the P3DCOM results. The results in terms of CPD are quite hard to anticipate in the partially saturated regime, since it mostly translated the transition between the unsaturated regime, which follows the mean CPD, and the fully saturated regime, which concentrates the energy in the center of the phasor (Dashen et al. 2010).
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As expected, the analysis of figure 4.4 is not straightforward. Nonetheless, a radical change is observed when we compare the results presented in figure 4.4 to those obtained in the unsaturated regime (figure 4.3): the complex pressure is no longer distributed following the circle of mean CPD, but its distribution is somewhat more chaotic. Peaks of high energy can be observed close to the center of the phasor in the experimental configuration (for example, in

**Figure 4.4:** Complex pressure distribution (CPD) and mean complex pressure distribution (dashed circle) - Partially saturated configurations.
figure 4.4a). This trend is confirmed by the corresponding result obtained with P3DTEx (figure 4.4c), where a lot of occurrences are noticed in the center of the circle, with still non negligible energy outside the zero area. Once again, the results of P3DCOM confirm this analysis, as depicted by figure 4.4e. If it can be difficult to clearly identify the regime of fluctuation, it is quite obvious here that the unsaturated regime is not a credible candidate.

4.2.3 Fully saturated regime

Figure 4.5 displays the CPD for the fully saturated configurations. The representation of the results is similar to the one used in section 4.2.2: the FS1, FS2 and FS3 configurations are shown from left to right (figures 4.5a, 4.5d and 4.5g, figures 4.5b, 4.5e and 4.5h and figures 4.5c, 4.5f and 4.5i respectively). The top figures (4.5a, 4.5b and 4.5c) were obtained using the experimental data, the middle figures (4.5d, 4.5e and 4.5f) were obtained with the P3DTEx results and the bottom figures (4.5g, 4.5h and 4.5i) were obtained with the P3DCOM results.
The analysis of the experimental results displayed in figure 4.5 shows very little difference with the partially saturated case: some peaks are denoted at the center of the phasor, but we can still observe some occurrences outside the very centered area. This result might be related to the number of realizations available with the experimental data, because the results associated with P3DTEx show a less ambiguous behavior. Indeed, most of the energy is concentrated at the center of the image, and an extremely chaotic representation of the CPD is observed. The agreement with the results provided by P3DCOM is not perfect, but the same conclusion
regarding the high concentration at the center of the phasor can be drawn in both cases, for all the fully saturated configurations studied.

4.2.4 Discussion

The analysis of the CPD reveals that a discrimination can be done between the saturated and the unsaturated cases. In fact, even when a few realizations only are available, as it is the case for the experimental results, the CPD features a very different pattern. In the unsaturated regime, the CPD follows the circle of the mean pressure distribution, whereas in full saturation, the highest and most concentrated peaks are found in the center of the phasor. This difference becomes clearer when the results are compared with a great number of realizations, as observed in the P3DTEx configuration. Similar remarks can be made, but the results are more evident. This analysis is quite satisfying, since it echoes what can be noticed in the corresponding oceanic medium case (P3DCOM calculations). This is a proof of representativeness of our experimental scheme concerning the distribution of the random phase of the sound field.

Nonetheless, it is still quite difficult to distinguish the partially saturated regime from the fully saturated regime. In both cases, a chaotic representation of the phasor is obtained, which is the proof of high variability in the received signal (Dashen et al. 2010).

A blind analysis (i.e. an analysis carried out without knowing which regime of saturation is involved) may clearly identify the unsaturated regime from the saturated regimes, but it could be very difficult to differentiate the partially and fully saturated regimes. This holds true throughout the various configurations studied (experimental and simulated data). Overall, the CPD is an efficient, but limited tool to classify an experiment in terms of regime of fluctuation. It allowed us, nevertheless, to assess the relevance of our scaled experimental setup, with satisfying conclusions.

4.3 Second-order moment analysis

In this section, we compare the second-order moment results (or mutual coherence function, MCF) obtained in various configurations. The MCF, denoted \( \Gamma \), provides information on how the signal is correlated along a vertical linear array. The cross-spectrum matrix is first calculated and averaged across the whole number of realizations. The obtained quantity is then averaged across the iso-spaced sensors, leading to a function of the sensor spacing. More precisely, \( \Gamma \) is defined as (Wilson 1998, Carey et al. 2006, Collis et al. 2008):

\[
\Gamma(l) = \left\langle \left( \frac{p(n)p^*(n+l)}{||p(n)|| ||p(n+l)||} \right) \right\rangle_{N_r};
\]  

(4.1)
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where \( l \) is the discrete sensor spacing, \( p \) is the complex received signal (at frequency \( f_c = 2.25 \text{ MHz} \)), \( \cdot \ast \) denotes the complex conjugate, \( < \cdot >_N \) is the ensemble average over the VLA (variable \( n \)) and \( < \cdot >_{N_r} \) is the ensemble average over the number of realizations.

In this section, \( \Gamma(l) \) is evaluated for several configurations and for all the regimes of fluctuations. In figures 4.6b to 4.8d, the scaled experiments results are represented by the red circles and the P3DTEx are plotted using magenta diamonds. When available, the results associated with P3DCOM are displayed with cyan squares.

The experimental and simulated results are compared to the theoretical solution for the MCF (Flatté and Rovner 2000, Flatté 2002, Collis et al. 2008, Dashen et al. 2010), displayed using a black solid line in figures 4.6b to 4.8d. In these references, the MCF is described as an exponential function parameterized by the radius of coherence \( \rho_c \). The quadratic form of the phase-structure function is used (Flatté 2002). We compare our experimental and simulation results using the ratio \( L_z/\lambda \) as the radius of coherence. The results associated with this formula will be referred to as simplified theory (ST):

\[
\Gamma^{ST}(l) = e^{-0.5 \left( \frac{l}{\rho_c} \right)^2};
\]

where \( R_c \) is the discrete radius of coherence.

Note that the theoretical solutions for the 3D fluctuating ocean and for our experimental scheme is the same, according to the calculations and the scaling procedure detailed in Chapter 2.

The comparisons obtained from the simulations provides a tool to test the results obtained in the water tank. The idea that the MCF should behave differently depending on a specific regime of fluctuation is counterintuitive: the radius of coherence can be greater in a fully saturated case than in a unsaturated case. Therefore, no comparison between the results obtained in various regimes of fluctuations is significant. A comparison between the different sections 4.3.1 to 4.3.3 present the results in terms of the MCF for a 64–sensor VLA. We emphasize on the fact that a consistency in terms of the evolution of the MCF as a function of the saturation regime is sought out, rather than a perfect agreement between the different calculations.

### 4.3.1 Unsaturated regime

In this section, we present the results associated with the unsaturated regime (US1, US2). As presented in Table 3.1, 24 realizations were performed in order to obtain the results presented here. Figures 4.6b and 4.6c display the MCF obtained for the US1 and the US2 configurations respectively. As explained in Chapter 3, section 3.5.2, the results in terms of MCF corresponding to the P3DCOM calculations are not available for the configurations considered here, because of the numerical interference generated by the code at the very short distances involved in the US1 and US2 setups (respectively \( R = 650 \text{ m} \) and \( R = 250 \text{ m} \)).
Nevertheless, the agreement is excellent between the calculations in US1 and US2 configurations, as depicted by Fig. 4.6.

![Figure 4.6: MCF - 64-sensor vertical linear array- Unsaturated configurations.](image)

First, the MCF corresponding to the scaled measurements and P3DTEx are in excellent agreement, which reveals a high accuracy of the experimental protocol realization. Despite the fact that the number of realizations is much higher in the P3DTEx case ($N_r = 240$), whereas in the scaled measurements case, $N_r = 24$), the agreement between the main lobe of the MCF is good. This is a sign that the number of realizations carried out in the tank experiment is sufficient to analyze the MCF. Then, the curves corresponding to the simplified theory is almost superimposed with the scaled measurements and the P3DTEx results. This shows remarkable realism of the scaled experiment configuration: the objective of obtaining a pressure field with a predetermined radius of coherence is here completed.

### 4.3.2 Partially saturated regime

The results associated with the configurations classified as partially saturated are studied in this section. Figure 4.7 represents the results in terms of MCF for the PS1 (figure 4.7b), and PS2 (figure 4.7c) configurations. The agreement between the results provided by the scaled measurements, the numerical code (P3DTEx and P3DCOM) and the simplified theory is excellent in the PS1 and PS2 configurations.
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4.3.3 Fully saturated regime

We present here the results associated with the configurations identified as fully saturated in section 4.1. For the experimental cases, the number of realization $N_r$ was taken equal to 22 according to Table 3.1. The simulations allowed us to obtain ten times more realizations in the P3DCOM and P3DTEx frameworks. If the agreement between the various calculations is good overall, some deviations more important than in the partially saturated regime (section 4.3.2) and the unsaturated regime (section 4.3.1). In spite of that assessment, the evolution of the MCF throughout the setups studied here is consistent: as we follow the configurations from FS1 (figure 4.8b) to FS3 (figure 4.8d) through FS2 (figure 4.8c), the theoretical radius of coherence $L_\gamma/\lambda$ decreases, meaning that the MCF should narrow. This is clearly observed in figure 4.8:
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Figure 4.8: MCF - 64-sensor vertical linear array- Fully saturated configurations

Again, the agreement between the water tank measurements and P3DTEx is excellent in all cases, meaning that the differences should not be attributed to measurements uncertainties. Moreover, the results obtained with P3DCOM are in good concordance with the theoretical results, especially in the FS1 (figure 4.8b) and FS3 (figure 4.8d) configurations. Overall, the MCF obtained in our experimental framework (with experimental or synthetic data) is narrower than the expected MCF. This result can be explained by the approximations used to derive an expression for the theoretical radius of coherence in Chapter 2. In fact, the Small Slope Approximation was used and, as depicted by table 4.1, the statistical parameters of the output face of the RAFAL in the fully saturated cases provide an important roughness amplitude and a small vertical correlation length. This could cause the SSA to be slightly inaccurate in these cases, since the slope of the RAFAL’s roughness may be relatively important. Notwithstanding this explanation, the results found in this section still provide results in good concordance, since the behavior of the MCF is very consistent as the theoretical radius of coherence diminishes.
4.3.4 Discussion

The study of the MCF was meaningful in several ways: it first validated the experimental setup, since, in all cases, the measured MCF is in excellent agreement with the MCF computed with P3DTEx for the same configuration. This reveals the highly accurate control of the measurements conducted in the water tank, ensuring the reproducibility of the experiment.

Comparing these results with the output of P3DCOM was also satisfying, meaning that the scaling method proposed in this section is quite relevant for the second-order moment of the sound field.

The theoretical curve, presented for all the cases and tuned with scaling parameter \( L_z/\lambda \), tends to underestimate the results in terms of width of the coherence function. However, the evolution of \( \Gamma \) is very consistent in all cases for every regime (Real et al. 2015b).

Fig. 4.9 displays the match between the estimated radii of coherence using simulated data (both using P3DTEx and P3DCOM), recorded data and simplified theory. The radius of coherence was defined as the sensor spacing \( l = R_c \) so that, in our case, \( \Gamma(R_c) = e^{-0.5} \) (Carey 1998). In the continuous domain, the radius of coherence is noted \( \rho_c \).

The statistical stability of \( \Gamma(s/\lambda) \) is evaluated in the P3DTEx case by repeating the calculation ten times. The standard deviation of \( \Gamma \) was therefore calculated and is represented in Fig. 4.9. Similarly, the standard deviation of \( \Gamma \) in the P3DCOM case was computed. They are respectively noted \( \sigma_{P3DTEx} \) and \( \sigma_{P3DCOM} \) in Fig. 4.9. Note that it was not possible to compute the same standard deviation for experimental data, since it would have required ten times more realizations. Considering the time needed to manufacture a RAFAL and conduct the acoustic measurements, this would have been unrealistically long. On the other hand, other sources of uncertainty in the evaluation of \( \rho_{C,Exp} \) are discussed later in this section.

**Figure 4.9:** Comparison of radii of coherence \( \rho_C \) obtained with P3DCOM, experimental data, P3DTEx and simplified theory from left to right in all configurations.
The analysis of Fig. 4.9 echoes the previous conclusions: the match between theoretical, simulated and measurements is good for most cases. As an example, in FS3 configuration, $\rho_{ST}^C = L_V/\lambda = 3.27$, in the experimental case $\rho_{C}^{Exp} = 2.4$, and the simulated data showed $\rho_{C}^{P3DTEx} = 2.4$ in the tank experiment setup and $\rho_{C}^{P3DCOM} = 3.31$. The analysis carried out in section 4.3.3 holds true here: the theoretical solution and P3DCOM are in excellent agreement; similarly, the scaled experiment and P3DTEx results are also in remarkable concordance, but a difference is noted between these two groups, due to the relative validity of the SSA in this configuration. On the other hand, the PS1 configuration displays a great agreement between all calculations, since $\rho_{ST}^C = L_V/\lambda = 5.35$, $\rho_{C}^{Exp} = 5.1$, $\rho_{C}^{P3DTEx} = 5.05$ and $\rho_{C}^{P3DCOM} = 5.1$.

It is interesting to notice the slight differences between the results obtained using the tank measurements and P3DTEx: the results are very similar, but the radius of coherence calculated in the simulation framework exceeds the scaled experiment radius in all cases. This may be explained by the uncertainty on several experimental parameters. For example, the vertical displacement step of the hydrophone undergoes some errors up to $0.1 \text{ mm}$. Assuming that the error in vertical displacement $\epsilon$ follows a normal distribution (zero mean, variance $\sigma^2_\epsilon$), so that $\epsilon \in N \left(0, \sigma^2_\epsilon\right)$, where $\sigma^2_\epsilon = 0.01^2$, we can calculate the resulting error in the estimation of the radius of coherence. This error is of the order of $0.05$ (normalized by the wavelength) and does not represent a significant influence on the final result, as hinted in section 4.3.3.

In addition to the sensor dispersion, other factors may impact the accuracy of the MCF analysis: The plane input face of the RAFAL is not guaranteed to be perfectly normal to the direction of propagation, although retrodiffusion measurements were conducted to ensure this orthogonality. The latter was in fact measured by comparing the time travel of signal reflected from various locations of the RAFAL’s plane input face. Furthermore, slight local errors in the randomly rough face amplitude of the RAFAL are induced, due to the manufacturing process. Finally, the physical characteristics of the Machinable Blue Wax composing the RAFAL were measured within uncertainties (see Table 3.2). This could lead to possible differences between the results obtained with the experimental data and P3DTEx.

Again, these differences are so small that the overall appraisal of this section is that the measurement were carried out with very good accuracy and close attention. Despite some gaps between the radii of coherence estimated in the fully saturated regime, we can state that our experimental protocol fulfills its second objective: its allows to produce acoustic pressure field with the expected radius of coherence, in other words, it generates the wished decorrelation of the acoustic data.

### 4.4 Fourth-order moment analysis: intensity fluctuations

We evaluate in this section a third objective connected with the fourth-order moment: the distribution of the acoustic intensity in all the considered configurations. The probability density function (pdf) of acoustic intensity, defined as $I = |p|^2$, is indeed a relevant tool to sort out
the configuration into the saturation regimes, since very different qualitative behaviors may be expected for the unsaturated and saturated cases. In the fully saturated case, the pdf of normalized acoustic intensity $I/\langle I \rangle$, decreases from the low $I/\langle I \rangle$ to the higher $I/\langle I \rangle$ exponentially (Flatté et al. 1987, Blanc-Benon and Juvé 1993). On the contrary, in the unsaturated case, the pdf of $I/\langle I \rangle$ follows a log-normal distribution (Blanc-Benon and Juvé 1993, Flatté et al. 1987), meaning that the log of the intensity $\iota = \log (I/\langle I \rangle)$ is normally distributed, with highest values around $I/\langle I \rangle = 1$. The histograms of normalized intensity are calculated in all the regimes of fluctuations considered, using experimental and synthetic (P3DTEX and P3DCOM) data. They are computed following the Freedman-Diaconis rule (Freedman and Diaconis 1981) for the bin size $s_B$, so that:

$$s_B = 2\frac{\text{IQR}(x)}{n_I^{1/3}},$$

(4.3)

where IQR is the interquartile range and $n_I$ the length of the intensity vector (i.e. the number of realizations $N_r$ times the number of sensors);

Comparison with theoretical pdfs are also provided throughout this section. Three theoretical solutions are computed here: first, the exponential distribution, defined as (Strohbehn et al. 1975):

$$W(I) = \frac{I}{\langle I \rangle} e^{-\frac{I}{\langle I \rangle}},$$

(4.4)

The exponential distribution is classically used to describe the normalized intensity pdf in the case of full saturation (Blanc-Benon and Juvé 1993). Nevertheless, a better agreement (Colosi et al. 2001) was found when modulating the exponential distribution with the scintillation index $SI$, defined as:

$$SI = \frac{\langle I^2 \rangle}{\langle I \rangle^2} - 1,$$

(4.5)

A second solution, the modulated exponential (ME) distribution is given by (Colosi et al. 2001):

$$W(I) = e^{-\frac{I}{\langle I \rangle}} \left[ 1 + \frac{(SI - 1)}{4} \left( \frac{I^2}{\langle I \rangle^2} - 4 \frac{I}{\langle I \rangle} + 2 \right) \right].$$

(4.6)

Finally, as a third solution, the log-normal pdf is also computed, since, in the unsaturated regime, the log intensity $\iota$ is supposed to be normally distributed (Tatarskii 1971). The log-normal pdf is defined as:
\[ W(I) = \frac{1}{\sqrt{2\pi I\sigma}} e^{-\left[\left(\ln\left(\frac{I}{m}\right) + \frac{\sigma^2}{2}\right)^2 / \frac{\sigma^2}{2}\right]}; \quad (4.7) \]

where \( \sigma \) and \( m \) are respectively the standard deviation and mean of the normalized log intensity \( \iota \). It was otherwise shown in Blanc-Benon and Juve (1993) that the normalized intensity distribution in all the regimes of fluctuation could be described by a generalized Gamma distribution.

The main objective of this section is to attest the capability of our experimental scheme to satisfy a third objective: mimicking the behavior of acoustic waves propagation through a fluctuating medium in terms of normalized intensity distribution. Besides the qualitative comparison between the obtained histograms, the two-sample Kolmogorov-Smirnov test (Massey 1951) is computed. This test compares two distributions and rejects or accepts the null hypothesis \( H_0 \) that states that both distributions are not sufficiently different to come from different distributions. The output of the test, denoted \( h_{KS} \) is either 0 if the null hypothesis is accepted, or 1 if the null hypothesis is rejected and opposite hypothesis \( H_1 \) is accepted.

The unsaturated case is discussed in section 4.4.1, whereas the partially saturated and fully saturated cases are analyzed in sections 4.4.2 and 4.4.3 respectively.

### 4.4.1 Unsaturated regime

Figure 4.10 displays the results in terms of normalized intensity pdf for the unsaturated configurations. The first line displays the results obtained with the experimental data in the US1 (figure 4.10b) and in the US2 (figure 4.10c) configurations, the middle line displays the results obtained with P3DTE in the US1 (figure 4.10d) and in the US2 (figure 4.10e) configurations and the bottom line displays the results obtained with P3DCOM in the US1 (figure 4.10f) and in the US2 (figure 4.10g). Again, the results in the experimental framework were obtained with \( N_r \) realizations (\( N_r = 24 \) in the unsaturated case), and the simulations were carried out with ten times more realizations, which explains the differences regarding the number of points represented in figure 4.10. The histograms were computed on the 8 central sensors of the vertical linear array.
In the scaled experiment cases, even if only a few realizations are available, the normalized intensity pdf seems to fit the log-normal distribution. This is confirmed by the results obtained with P3DTEx, where, in the US1 (figure 4.10d) and in the US2 (figure 4.10g) configurations, the log-normal distribution is the best candidate. As explained in Chapter 3, the short range configurations lead to numerical interference which can perturb the results. This explains the aspect of the histogram in figures 4.10f and 4.10g, where the log-normal distribution can still
be presumed. It is more obvious in the US2 case. The latter was already displaying feature of unsaturation in the CPD study because of its position in the $\Lambda - \Phi$ plane. In fact, it is the most unsaturated case. However, US1 is closer to the boundary between unsaturation and partial saturation which can explain the pdf observed here.

The Kolmogorov-Smirnov test can be used to compare the pdfs obtained in the unsaturated case. Despite the fact that numerical artifacts lead to results difficult to interpret, the Kolmogorov-Smirnov validates the null hypothesis that the distributions are similar in all configurations. The results of this test are provided in table 4.2.

<table>
<thead>
<tr>
<th>$h_{KS}$</th>
<th>US1</th>
<th>US2</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Scaled Experiment; P3DTEX)</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>(Scaled Experiment; P3DCOM)</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>(P3DTEX; P3DCOM)</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

**Table 4.2:** Kolmogorov-Smirnov test value $h_{KS}$: comparison between the unsaturated cases.

### 4.4.2 Partially saturated regime

Figure 4.11 displays the results in terms of normalized intensity pdf for the partially saturated configurations. As in section 4.4.1, the first line displays the results obtained with the experimental data in the PS1 and PS2 configurations (figures 4.11b, 4.11c respectively), the middle line displays the results obtained with P3DTEX in the same configurations (figures 4.11d to 4.11g) and, similarly, the bottom line displays the results obtained with P3DCOM (figures 4.11f to 4.11g).
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The results displayed in figure 4.11 show a good agreement between the scaled experiments and P3DTeX in the PS1 and PS2 configurations, were the pdf follows relatively closely the exponential distribution. In the P3DCOM calculation, PS1 also displays a good agreement with the exponential distribution. Nevertheless, PS2 in the scaled experiment and in P3DTeX frameworks do not show a clear decay from the low normalized intensity values. Indeed, a lobe is observed in these cases and the log-normal distribution is also a credible candidate. In
spite of these remarks, table 4.3, reveals a good concordance between all the configurations studied here.

<table>
<thead>
<tr>
<th>$h_{KS}$</th>
<th>PS1</th>
<th>PS2</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Scaled Experiment; P3DTEx)</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>(Scaled Experiment; P3DCOM)</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>(P3DTEx; P3DCOM)</td>
<td>1</td>
<td>0</td>
</tr>
</tbody>
</table>

**Table 4.3:** Kolmogorov-Smirnov test value $h_{KS}$: comparison between the partially saturated cases.

Overall, the behavior of the pdf in the partially saturated regime is ambiguous since it consists of a tradeoff between the exponential and the log-normal distributions. The equivocal study of the partially saturated case is highlighted by the mismatch between the intensity distributions obtained in the PS1 case (P3DCOM and P3DTEx). This echoes the observation of figures 4.11d and 4.11f, where, in the scaled experiment case, a secondary lobe appears as a residual of a log-normal distribution, whereas, in the equivalent oceanic case, this phenomena is not present. This analysis is consistent with the fact that the partially saturated regime represents a transition between the unsaturated case and the fully saturated case, studied in the following section.

### 4.4.3 Fully saturated regime

The results corresponding to the fully saturated regime are presented in figure 4.12. Similarly to what was done in the two previous sections, the first line displays the results obtained with the experimental data in the FS1, FS2 and FS3 configurations (figures 4.12b, 4.12c and 4.12d respectively), the middle row is the results obtained with P3DTEx in the same configurations (figures 4.12e to 4.12j) and, similarly, the bottom row displays the results obtained with P3DCOM (figures 4.12h to 4.12j). The number of realizations used here is given in table 3.1: $N_r = 21$. The 8 central sensors were taken into account.
Overall, an excellent agreement is found between our measurements and the P3DTEx results: the distribution decays from the $I/ \langle I \rangle \approx 0$ to the higher values of normalized intensity. The same observation can be made for the P3DCOM, although some differences can be noticed: in particular, in the FS1 configuration, the best fit for the normalized intensity pdf is the log-normal distribution. In all other cases, the ME distribution is the best candidate for the normalized intensity pdf, confirming the results obtained in Colosi et al. (2001). Traditionally,
the exponential distribution was used to describe strong fluctuations configurations (Blanc-Benon and Juvé 1993), and the results presented here cannot completely contradict this outcome, since the exponential distribution is still a good match.

The match between the normalized intensity distributions is summarized in table 4.4. A good agreement is found between all distributions, except in the FS1 configuration, where, as explained in Chapter 3, section 3.5.2, the range of propagation was so important that it may induce difficult analyzable results. The agreement is found otherwise to be good, as the Kolmogorov-Smirnov does not reject the null hypothesis in all saturated configurations. The essential feature typical of strong fluctuations is here respected: the decay from the maximum obtained for very weak normalized intensity towards higher \( I/ \langle I \rangle \).

<table>
<thead>
<tr>
<th>( h_{KS} )</th>
<th>FS1</th>
<th>FS2</th>
<th>FS3</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Scaled Experiment; P3DTEx )</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>(Scaled Experiment; P3DCOM )</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>(P3DTEx; P3DCOM )</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

**Table 4.4:** Kolmogorov-Smirnov test value \( h_{KS} \): comparison between the fully saturated cases.

### 4.5 Conclusion

Two important conclusions can be drawn from the results presented in this chapter.

1. The MCF was calculated over the total number of realizations per configuration and over a 64-sensor vertical linear array. In the unsaturated and the partially saturated regimes, an excellent agreement was found between the measured, simulated (P3DTEx and P3DCOM when available) and predicted radii of coherence, as depicted by figure 4.9, where this quantity is shown along with its standard deviation, computed in the computer simulations. In particular, the US1 and US2 show remarkable agreement. The correspondence is slightly less satisfying in the fully saturated cases, where the scaled measurements and the simulation of the tank experiment match remarkably, but the expected and the P3DCOM values are greater. As discussed in section 4.3.4, the small slope approximation used to obtain the analytical expressions for the radius of coherence may be in limit of validity for these cases, since the slopes of the corresponding RAFALs may not be considered very small. The Kirchoff approximation may be used to study these cases with more precision.

2. Two tools indicating signs of assignation to a specific regime of fluctuation were studied. In section 4.2, the phasor, or CPD, was calculated for the different configurations using measurements and synthetic data. Section 4.4 focused on the distribution of the
normalized acoustic intensity in the same cases. It was shown that the data acquired in our tank experiment featured typical characteristics of the different aimed regimes of fluctuations: in the unsaturated regime, the CPD followed the circle of mean pressure as expected (Dashen et al. 2010, Ehrhardt et al. 2013). Similarly, the histograms of normalized intensity displayed a log-normal distribution in this regime of weak fluctuation, as noticed in Flatté et al. (1987), Blanc-Benon and Juvé (1993). In the fully saturated case, a more formless representation of the CPD was obtained, indicating strong signal fluctuations in phase and amplitude. This assessment can be made in all the cases considered (measurements, simulations) and this results is in good agreement with what can be expected from the full saturation (Dashen et al. 2010). The evidence that the expected fully saturated regime are indeed classified into this regime was also provided by the histogram distribution study. In fact, the exponential like distribution defined in Colosi et al. (2001) as ME is the most likely candidate to match the pdf of normalized intensity in these cases. If some differences can be noticed with the P3DCOM results, they should mostly be attributed to numerical limitations rather than to physical interpretations. Finally, the partially saturated regime cases can be analyzed as a transition between unsaturation and fully saturation, both in terms of phasors and normalized intensity pdfs, which was expected.

These concluding remarks are in very good agreement with the physical interpretation of the regimes of saturation in terms of rays detailed in Chapter 2.

Overall the objectives were fulfilled and the capability of our experimental scheme to reproduce faithfully the effects of wave propagation in 3D random media was demonstrated.
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5.1 Introduction

Numerous examples in the literature show that the loss of signal coherence induces a decrease in terms of array gain or resolution. This phenomena was first discussed by Sir Isaac Newton in Optics (Newton 1704) when he described the constant tremor experienced by the propagating medium as the limiting factor for the size of the telescopes. The failure of classical detection and localization techniques when they are applied to signal perturbed by the fluctuations of the propagation medium was tackled in many different fields, such as electromagnetism, optics or acoustics. Especially, the limitations in array gain due to atmospheric turbulence were studied (Wilson 1998). This assessment was the main motivation for the development of corrective techniques, such as adaptive optics (Beckers 1993), enhancing the performance of the detection/localization systems. This main issue with underwater acoustics is slightly different, since very low signal-to-noise ratios (SNR) are often involved. The detection problem is hence prominent, and the issues related to localization and resolution are secondary, but still worth of some interest.
In this chapter, the detection issue and especially the limitation of array gain in the case of sound waves perturbed by a fluctuating ocean are studied. Section 5.2 relates the MCF to a parameter accounting for the degradation of the array gain. In section 5.3, the performance of “classical” techniques, such as matched-field beamforming or high-resolution algorithm is investigated. These algorithms are applied to the signals acquired during the tank measurements (Chapter 3 and 4). The influence of the input signal-to-noise ratio and of the regime of fluctuation is studied. Corrective signal processing techniques are discussed in section 5.4.

5.2 Array gain degradation

The degradation of the array gain in a fluctuating medium is investigated in this section. This issue was tackled in underwater acoustics (Laval and Labasque 1981, Carey 1998, Gorodetskaya et al. 1999, Collis et al. 2008). The link between the loss of coherence (evaluated using the MCF) and the degradation of the array gain is highlighted in these papers. The array gain is here defined as the ratio between the output of the signal processing technique using signal only as an input to the output of the same technique using noise only as an input, normalized by the SNR on each sensor (Cox 1973a). In the case of fluctuations of the medium of propagation, the array gain is weighted by the coherence function $|\Gamma|$ (Ancey 1973, Graham 1979; 1982, Morgan and Smith 1990). We therefore deduce an expression for an array gain. We provide here a rather simple expression of an array gain degradation parameter, denoted $\delta AG$, in the case of linear array and a point source:

$$\delta AG = G_{Th} - 10 \log \left( 1 + \sum_{l=1}^{N} \frac{2(N-l)}{N} |\Gamma(l)| \right); \quad (5.1)$$

where we recall that $N$ is the number of sensors, $l$ is the discrete sensor spacing, $\Gamma$ is the MCF defined in 4.1, and $G_{Th} = 10 \log (N)$. In the case of perfect coherence ($\Gamma = 1$ for all sensor spacings), formula 5.1 becomes $\delta AG = 0$ dB.

The objective of this calculation is not to determine precisely the exact loss of array gain, but to provide an order of magnitude of the degradation that one should expect when working with signals propagated through a perturbed medium.

The results obtained with formula 5.1 are provided for various calculations, following the approach proposed in Chapter 4, section 4.3. The results in terms of array gain degradation are also compared to the empirical formula presented in Fattaccioli et al. (2009):

$$\delta AG = \begin{cases} 10 \log \left( \frac{L_a}{L_z} - 4 \right) & \text{if } L_a > 5L_z \\ 0.9 \frac{L_a}{L_z} - 0.6 & \text{if } L_z \leq L_a \leq 5L_z \\ \frac{1}{3} \left( \frac{L_a}{L_z} \right)^{1.8} & \text{if } L_a < L_z \end{cases} \quad (5.2)$$
where $L_a$ is the length of the array and $L_z$ is the vertical correlation length of the acoustic field. Formula 5.2 was obtained after Monte-Carlo simulations of direct propagation from a point source to a linear array throughout an oceanic medium presenting Gaussian random sound speed fluctuations. The frequency range was $300 \, \text{Hz} - 5 \, \text{kHz}$, the propagation range was $1 \, \text{km} - 30 \, \text{km}$. The sound speed fluctuations were characterized by their amplitude (between 0.5 m/s and 2 m/s, their horizontal and vertical correlation lengths (respectively included in the 0.2 - 0.4 km range and in the 10 - 20 m range). A regression lead to formula 5.2. More details are available in Fattaccioli et al. (2009).

In figures 5.1a to 5.1d, the $\delta AG$ associated with the scaled measurements are displayed with dots, the simulations of the scaled experiment (P3DTEx) are displayed with diamonds, when available, the results associated with the equivalent ocean medium (P3DCOM) are displayed with squares, and the simplified theoretical results are provided with black dotted solid line. The latter are obtained using the theoretical coherence function given in equation 4.2:

![Figure 5.1: \(\delta AG\) as a function of the regime of saturation and the array size.](image-url)
The influence of the array size is investigated by the comparison of figures 5.1a to 5.1d. Indeed, it is commonly assumed that the array resolution increases with the array size, but when fluctuations in the medium occur, the degradation of the array gain also increases with the size of the array. This leads very large arrays to be fairly more sensitive to perturbations in the propagation medium (Wilson 1998, Gorodetskaya et al. 1999). This assessment is verified here, since, for a given configuration, an increase in array size is followed by an increase in $\delta AG$, for all figures. Especially, for the measured data, in the US1 configuration, $\delta AG$ was 0.05 dB with a 8–sensor array, and 3.2 dB for a 64–sensor array. Similarly, still for our experimental data, in the FS3 configuration, the shortest array leads to $\delta AG = 0.5$ dB and the longest array to $\delta AG = 5.8$ dB. In our case, the fact that small arrays are less sensitive to the fluctuations of the medium than large arrays is therefore verified. Throughout all the configurations and array sizes, an excellent agreement is found between the array gain degradation estimated using equation 5.1 for the measured, simulated, and theoretical data. This result was expected since it simply echoes the analysis of the MCF performed in Chapter 4, section 4.3. Nonetheless, the agreement is also accurate with the empirical calculation proposed in formula 5.2. This points out the good representativeness of our experimental scheme, whose original aim was to reproduce the degradation of sonar gain in fluctuating environments such as an ocean perturbed by internal waves.

On the other hand, we can observe that the degradation of the array gain does not necessarily increase with the saturation. As an example, for the largest array, $\delta AG$ is 3.6 dB in the unsaturated US2 case, and 3.3 dB in the fully saturated configuration FS1. This also echoes the analysis carried out in Chapter 4, where we stated that the MCF is not fundamentally or necessarily narrower in a fully saturated case than in an unsaturated case. Nevertheless, we can reasonably anticipate the fact that corrective signal processing techniques would mitigate the degradation of performance more easily in an unsaturated case than in a fully saturated case, since most of the signal fluctuations are linked to phase aberrations in the first context. Indeed, in the fully saturated regime, strong amplitude fluctuations or several neighboring paths are also noticed, which makes it even more complicated for source detection and localization.

### 5.3 Performance of classical techniques

In this section, the performance of classical source detection and localization techniques are studied. Two specific algorithms are tested using the signals acquired with the tank experiment: a Matched Field BeamForming (MFBF) algorithm and a high resolution (MUltiple SIgnal Classification or MUSIC) (Bienvenu and Kopp 1983) algorithm. The performance of these two techniques is analyzed in terms of deflection rather than classical detection gain as defined in Cox (1973a), Van Trees (2004). The deflection is shown to be a more suitable criterion for the detection capability in Picinbono (1995) since it allows to evaluate the detection performance in more practical configurations. In the case of the MFBF, it is identical to the classical array gain, but this does not hold for other techniques, such as MUSIC. The deflection is defined
in Morgan and Smith (1990) as the difference between the average maximum output with signal plus noise as input and the average maximum output with noise only as input, normalized with the standard deviation of the maximum output with noise only as input:

\[
G = \frac{E_1[\hat{M}] - E_0[\hat{M}]}{\sqrt{V_0[\hat{M}]}} \tag{5.3}
\]

where \( E_1[\cdot] \) is the statistical expectation in the signal plus noise hypothesis, \( E_0[\cdot] \) is the statistical expectation in the noise hypothesis, \( V_0[\cdot] \) is the variance in the noise hypothesis and \( \hat{M} \) is the maximum of the algorithm output, averaged across \( N_r \) realizations.

### 5.3.1 Matched-Field Beamforming

In this section and the next one, the performance of these two detection and localization techniques is evaluated.

The detection, in the case of the MFBF, relies on the match between the received signal and a modeled signal (Bucker 1976). Here, the parameters of the modeled signal are not related to the environmental characteristics of an acoustic waveguide (sound speed profile, sea bottom characteristics), as it is usually the case (Baggeroer et al. 1988), but they are linked to the source model. Especially, the transducer radius \( \rho = 6.5 \text{ mm} \) and its directivity pattern provide the model. The signal model \( x_m \) is therefore given by:

\[
x_m(R) = S(k \rho \sin(\theta)) e^{-ikR} \tag{5.4}
\]

where \( R \) is the propagation distance, \( \theta \) is the source elevation angle, \( k \) is the wavenumber, and \( S(.) \) is the Sombrero function defined in Gaskill (1978). In this configuration, the wavelength of the signal is \( \lambda \approx 0.66 \text{ mm} \). The linear array is sampled at \( \lambda/2 \), so that the array size is \( 29\lambda \). The output of the MFBF, noted \( \hat{P}_{MFBF} \) is given by:

\[
\hat{P}_{MFBF} (\hat{\mathbf{r}}) = \left| \frac{x_m^H (\hat{\mathbf{r}})}{|x_m (\hat{\mathbf{r}})|} \mathbf{x} \right|^2 \tag{5.5}
\]

where \( ^H \) is the Hermitian operator and \( \hat{\mathbf{r}} \) is the estimated parameters of the source location (here they are the test abscissa \( x_t \) and test depth \( z_t \)). \( \mathbf{x} \) is the vector containing the received signal \( x \) on each receiver.

\[
x_n(t) = \sum_{n=1}^{N} h_n(t) * s(t - \tau_n) + n_n(t) \tag{5.6}
\]
where \( h_n(t) \) is the impulse response of the \( n \)-th sensor, \( s_n(t) \) is the signal radiated from the source, \( n_n(t) \) is additive white Gaussian noise (AWGN), with power \( \sigma^2_n \) and \( \tau_n \) is the delay associated with the \( n \)-th sensor. The AWGN is supposed to be uniform along the array and uncorrelated between sensors.

In the case of an unperturbed medium, that is, in our case, a lens presenting plane input face \((\xi_0 = 0)\), the deflection of the MFBF, denoted \( G^0 \), can be computed as a function of the input SNR:

Figure 5.2: Deflection \( G^0 \) obtained with the flat lens for the MFBF (blue).

Figure 5.2 shows that increasing the input SNR leads to an increase of the deflection for the MFBF. For a 64-sensor array, the deflection in absence of medium fluctuation can be interpreted as the sum \( \text{SNR} + G_{Th} \), which is close to the value of \( G^0_{MFBF} \) for the largest SNR \((> 0 \, \text{dB})\), as expected. Note that a correction due to the source directivity leads to an even better match between \( G^0_{MFBF} \) and the theoretical value.

We present hereafter snapshots of the performance of the MFBF in terms of detection and 2D localization. First, the sensitivity of the MFBF to the SNR is evaluated in figures 5.3 and 5.4, where the SNR is respectively of \(10 \, \text{dB} \) and \(-10 \, \text{dB}\). In these figures, the left figure (5.3a and 5.4a) display the MFBF output with signal and noise as input and the right figure (5.3b and 5.4b) displays the algorithm output with noise only as input. A large difference between the signal+noise output and the noise output is sought out, since it would imply a strong contrast between the two cases and would therefore reveal an efficient detection capability.

In order to highlight the contrast between the two cases, the outputs are normalized with respect to the maximum of the signal output. The range of the test abscissa is chosen to be \( 0 \, \text{m} < x_t < 1 \, \text{m} \) and the test source depth interval is given by:
\[ z_{t}^{\text{max}} = 3 \tan(\theta_{3dB}) x_{t}^{\text{max}}, \]  

(5.7)

where \( \theta_{3dB} = \frac{1.39}{\pi} \frac{\lambda}{N_s} \) (Waite 2001). Our configuration provides \( z_{t}^{\text{max}} = 0.045 \text{ m} \).

In the favorable (SNR=10 dB) case, the source is clearly detected. The level difference between signal + noise and noise only outputs is significant in the high SNR case, where \( G_{MFBF}^{0} = 27.4 \text{ dB} \). In the low SNR case (SNR=-10 dB), the source is detected by with a rather
small deflection: $G_{MFBF}^0 = 2.8 \, dB$. This echoes the result provided by figure 5.2, where the low SNR case corresponds to the detection limit. It will be interesting to measure the impact of medium fluctuations on the detection in this low SNR configuration. In an unperturbed environment, the source detection procedure seems therefore to be providing satisfying results. Examples of its behavior in various experimental configurations spanning from the unsaturated to the fully saturated regime are given in figures 5.6 to 5.9.

**Figure 5.5:** MFBF performance US2 case - “Signal + Noise” (left) and “Noise” only (right) - SNR = 10 dB.

**Figure 5.6:** MFBF performance US2 case - “Signal + Noise” (left) and “Noise” only (right) - SNR = -10 dB.
Chapter 5. Influence of Medium Fluctuations on Detection Performance

Figure 5.7: MFBF performance PS2 case - “Signal + Noise” (left) and “Noise” only (right) - SNR = 10 dB.

Figure 5.8: MFBF performance PS2 case - “Signal + Noise” (left) and “Noise” only (right) - SNR = -10 dB.
The unsaturated case (configuration US2) is presented in figures 5.5 and 5.6. We observe a slight decrease of the gain in this case, as the contrast between signal + noise and noise only outputs is smaller. In fact, $G_{MFBF} = 25 \, dB$ in the high SNR scenario, and $G_{MFBF} = 1.2 \, dB$ in the low SNR scenario. Note that in the high SNR case the induced detection capability degradation $\delta AG_{MFBF} = G_0 - G_{MFBF}$ is of the order of $2.3 \, dB$.

The partially saturated regime (PS2 configuration) is investigated in figures 5.7 and 5.8. In the low SNR scenario, $G_{MFBF} = 1.8 \, dB$, whereas in the high SNR case, $G_{MFBF} = 24.8 \, dB$. This translates into a degradation of the deflection of $1 \, dB$ and $2.6 \, dB$ respectively.
The influence of the fluctuations of the medium on the degradation of the deflection is hence larger than in the US2 case.

The fully saturated case is displayed in figures 5.9 and 5.10. The degradation of the deflection induced by the propagation through the RAFAL is here more pronounced: in the case of a 10 dB SNR, $\delta AG^{MFBF} = 3.8$ dB and in the case of a low ($-10$ dB) SNR, $\delta AG^{MFBF} = 2.3$ dB.

The degradation of the deflection is quite large in this configuration. Figure 5.10a displays a case where it is excruciatingly difficult to detect the source correctly. The case where the input of the algorithm is signal plus noise and the case where only noise is used as an input are almost indistinguishable.

Table 5.1 summarizes the degradation of the deflection described in the previous paragraphs:

<table>
<thead>
<tr>
<th>SNR [dB]</th>
<th>Configurations</th>
</tr>
</thead>
<tbody>
<tr>
<td>10 dB</td>
<td>US2 PS2 FS3</td>
</tr>
<tr>
<td>1.5</td>
<td>1 2.3</td>
</tr>
<tr>
<td>20 dB</td>
<td>US2 PS2 FS3</td>
</tr>
<tr>
<td>2.3</td>
<td>2.6 3.8</td>
</tr>
</tbody>
</table>

TABLE 5.1: $\delta AG^{MFBF}$ as a function of the configuration studied and the input SNR.

The results in terms of $\delta AG^{MFBF}$ are gathered in figure 5.11, where the degradation of the deflection is represented as a function of the experimental configuration (and hence, the saturation regime) and of the input SNR.

The behavior of the degradation of the deflection shows a high dependence in the configuration studied. The $\delta AG^{MFBF}$ values for very low SNR seem to be smoothed, but still present...
the same qualitative analysis in terms of link between the degradation and the regime of fluctuation. Typically, for the lowest ($-10 \, dB$) SNR, the highest $\delta AG_{\text{MFBF}}$ is obtained in the FS3 configuration and the lowest value is obtained for the US1 case.

### 5.3.2 High-resolution MUSIC algorithm

High-resolution algorithms have been used for many decades in order to tackle the source detection and localization problem (Bienvenu and Kopp 1983, Schmidt 1986). The MUSIC output provides an estimation of the source position by the locations of the smallest value of the function:

$$\tilde{P}_{\text{MUSIC}}(\hat{r}) = \frac{1}{x^H_m(\hat{r}) (I - \eta^H \eta) x_m(\hat{r})}$$  \hspace{1cm} (5.8)

where $I$ is the $N \times N$ identity matrix and $\eta$ contains the eigen vectors $V_i$ associated with the eigen values $\lambda_i$ of the covariance matrix $\hat{R}_{xx}$, so that:

$$\hat{R}_{xx} V_i = \lambda_i V_i \quad i = 1, \ldots, N$$  \hspace{1cm} (5.9)

$\hat{R}_{xx}$ is here defined as:

$$\hat{R}_{xx} = \text{SNR} \, y \, y^H + \frac{1}{\alpha_N N_{\text{Snap}}} \sum_{m=1}^{N_{\text{Snap}}} n_m n_m^H,$$  \hspace{1cm} (5.10)

where $y$ is the received signal vector, normalized so that $|y|^2 = N + 1$, $\alpha_N$ is a normalization parameter, so that $\sum_{n=1}^{N} |B_{nn}|^2 = N + 1$ as well, and $N_{\text{Snap}}$ is the number of noise snapshots per realizations.

Similarly to what was shown in the MFBF case, the deflection in the case of the unperturbed environment can be computed for MUSIC:
As depicted by figure 5.12, the dynamic of the deflection in the unperturbed case is smaller for MUSIC than in the MFBF case. The performance of MUSIC in terms of deflection is therefore less sensitive to the input SNR. It is evaluated in the unperturbed environment in figures 5.13 and 5.14 for high (10 dB) and low (−10 dB) values of the SNR. Although the deflection in the case of the MFBF was shown to correspond to the theoretical sum SNR + $G_{Th}$, this concordance is not necessarily true in the case of MUSIC, where the noise only as input case is not easily interpreted. The outputs of the MUSIC algorithm for two types of inputs are provided: from figure 5.13 to 5.10, the left figure is the MUSIC output with a noise signal as an input and the right figure is the algorithm output with only noise as an input, similarly to what was shown in section 5.3.1. The normalization is also identical to what was done in the MFBF case.
In both cases the source is detected significantly: in the low SNR case, $G_{MUSIC}^0 = 35.3 \text{ dB}$ and in high SNR scenario, $G_{MUSIC}^0 = 40.3 \text{ dB}$. The resolution of the detection map given in figures 5.13 and 5.14 is actually fairly higher than the one provided by the MFBF (see figures 5.3 and 5.4).

The following figures display the results associated with MUSIC: first, the unsaturated regime is studied with the US2 configuration in figures 5.15 and 5.16, then the partially saturated case (in particular, the PS2 configuration) is studied throughout figures 5.17 and 5.18. Finally, the fully saturated case (FS3) is studied in figures 5.19 and 5.20.
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Figure 5.15: MUSIC performance US2 case - “Signal + Noise” (left) and “Noise” only (right) - SNR = 10 dB.

Figure 5.16: MUSIC performance US2 case - “Signal + Noise” (left) and “Noise” only (right) - SNR = -10 dB.
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Figure 5.17: MUSIC performance PS2 case - “Signal + Noise” (left) and “Noise” only (right) - SNR = 10 dB.

Figure 5.18: MUSIC performance PS2 case - “Signal + Noise” (left) and “Noise” only (right) - SNR = −10 dB.
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First, we can observe that MUSIC seems to be more sensitive to the propagation through a fluctuating medium than the MFBF. Indeed, in the US2 configuration, for the high SNR case, $G_{\text{MUSIC}} = 25.6$ dB and in the low SNR case, $G_{\text{MUSIC}} = 24$ dB which respectively represents a degradation of 14.7 dB and 11.3 dB respectively. Compared to the loss experienced by the MFBF in the same configuration ($\delta A G_{\text{MFBF}} = 3$ dB), MUSIC displays a more important deflection degradation. This can be related to the fact that the deflection of MUSIC is already higher than the MFBF gain for unperturbed environment, at high SNR (see figure 5.2). The performance analysis of MUSIC in this partially saturated case echoes the analysis carried out for the MFBF.

![Graph](image1.png)

**Figure 5.19:** MUSIC performance FS3 case - “Signal + Noise” (left) and “Noise” only (right) - SNR = 10 dB.

![Graph](image2.png)

**Figure 5.20:** MUSIC performance FS3 case - “Signal + Noise” (left) and “Noise” only (right) - SNR = -10 dB.

(A) MUSIC - FS3 case - SNR = 10 dB.  
(B) MUSIC - FS3 case - Noise only.

(A) MUSIC - FS3 case - SNR = -10 dB.  
(B) MUSIC - FS3 case - Noise only.
out in the unsaturated case. In fact, \( G_{\text{MUSIC}} = 25.3 \, \text{dB} \) and \( G_{\text{MUSIC}} = 23.4 \, \text{dB} \) respectively in the high and low SNR cases. This translates into a gain degradation of 15 dB and 12.5 dB respectively. Once again the observed gain degradation is more important than the one noticed with the MFBF (in the same conditions, \( \delta A_{G_{\text{MFBF}}} = 4.1 \, \text{dB} \) in the high SNR case, and \( \delta A_{G_{\text{MFBF}}} = 1.9 \, \text{dB} \) for a SNR of –10 dB).

The fully saturated case exhibits a strong array gain degradation. In fact, for the high SNR case (10 dB), the deflection is \( G_{\text{MUSIC}} = 19.1 \, \text{dB} \), which represents a degradation of 21.2 dB. The degradation of the deflection induced by the propagation through the fluctuating medium in the case of a –10 dB SNR is 17.2 dB.

Table 5.2 summarizes the array gain degradation described in the previous paragraphs:

<table>
<thead>
<tr>
<th>( \delta A_{G_{\text{MUSIC}}} ) [dB]</th>
<th>Configurations</th>
</tr>
</thead>
<tbody>
<tr>
<td>SNR [dB]</td>
<td>US2</td>
</tr>
<tr>
<td>–10 [dB]</td>
<td>11.3</td>
</tr>
<tr>
<td>10 [dB]</td>
<td>14.7</td>
</tr>
</tbody>
</table>

Table 5.2: \( \delta A_{G_{\text{MFBF}}} \) as a function of the configuration studied and the input SNR.

The overall behavior of MUSIC as a function of the configuration studied and the SNR is represented by the performance degradation parameter \( \delta A_{G_{\text{MUSIC}}} \) in figure 5.21:

The analysis of the degradation of the MUSIC performance in presence of fluctuations is somewhat biased by the spectacular values of deflection in the unperturbed case. This explains the tremendous values of \( \delta A_{G_{\text{MUSIC}}} \). Note that the degradation of performance of MUSIC is fairly independent of the input SNR. The influence of the regime of fluctuation is
otherwise very important. The analysis carried out on the performance of the MFBF algorithm lead to similar conclusions. In essence, our main objective was the ability to reproduce the degradation of array gain when acoustic waves travel through an ocean characterized by random sound speed fluctuations. The study of the performance of existing techniques on experimental data acquired in a very controlled and reproducible fashion, display array gain degradation comparable to what can be observed in the ocean case (Carey 1998, Carey et al. 2006). The techniques presented and studied in this section displayed some important array gain degradation since they are completely blind, meaning that they do not use any information regarding the propagation medium. In order to mitigate the influence of the propagation medium fluctuations, signal processing techniques adapted to the environment are needed.

5.4 Corrective signal processing techniques

The degradation of the performance of blind signal processing techniques implies a need for corrective algorithms, adapted to the environment and its fluctuations. The research of such adaptive techniques takes an important part in signal processing publications in various domains and applications. The propagation of sound waves through an ocean perturbed by internal waves is indeed analogous to other phenomena such as wavefront distortions due to atmospheric turbulence (observed in the design of high-resolution telescopes for example) or ultrasonic waves propagating through layers of heterogeneous tissues (for medical imaging or non-destructive techniques (NDT) applications).

In this section, we gather the relevant techniques allowing to compensate for wavefront distortions due to fluctuations of the propagation medium.

The most advanced domain in this area is adaptive optics. Indeed, spectacular results in terms of increase in the resolution of very large telescopes were found. The separation of binary stars was therefore enhanced (Metchev et al. 2003). The techniques developed in this domain can be classified into two categories, based on the use (or not) of a reference. The most commonly used techniques not using any sort of reference is the Buffington system. This technique relies on the estimation of the signal phase fluctuations using a Monte-Carlo method. A tunable phase shifter is used in order to compensate for the phase variations before the beamforming step. A diagram of the system is proposed in Muller and Buffington (1974):
The idea is then to maximize the sharpness of the output. Experimental results validating this system are provided in Buffington et al. (1977). The implementation of this technique in the case of sonar detection can be performed quite easily, since an artificial phase shift of the received signals can be realized. Nevertheless, this technique implies that a peak can be detected in the output image, which is far from being ensured in the case of low SNR. The concept of noise is indeed missing in the derivation of this technique. On the contrary, low SNRs are frequently involved with source detection in the ocean problems.

In adaptive optics, techniques involving the use of beacons to obtain information about the medium of propagation are also numerous. A natural bright star may be used as a beacon, and referred to as guide star (Muller and Buffington 1974). An “artificial star” may be created using a high-altitude yellow laser that is resonant with sodium; a thin sodium layer is therefore excited near the direction of the beam of the telescope, resulting in a beacon.

A very widespread system is the Shack-Hartmann wavefront sensor (Platt et al. 2001). The system generates focal points on a sensor using lenses. The position of the measured focal points is then compared to a position of reference and hence, the wavefront distortion can be measured. Finally, a set of deformable mirrors allows to compensate for the perturbed wavefront. The Shack-Hartmann setup is presented in figure 5.23.
Applications of this setup can be found in various domains such as high-energy laser applications (Schwiegerling and Neal 2005), astronomy (Wilson et al. 2003) and ophthalmology (Liang et al. 1994). The adaptation of this setup to sonar techniques could be realized by estimating the local wavefronts orientations on each group of hydrophones. Nonetheless, the approach relies on the use of a source of opportunity as a reference which is, in the ocean and in passive sonar configurations, very unlikely. Other techniques using artificial beacons, such as scattering in the upper atmosphere generated by a ground-based laser, were developed (Primmerman et al. 1991, Fugate et al. 1994). The idea of applying these techniques to underwater acoustics was tackled in Dobbins (1994). However, this method is only conceivable in an active sonar scenario, unless a source of noise could provide information about volume scattering and hence be used as an artificial beacon.

Other methods, more classical, tackled the issue of signal processing in presence of perturbed wavefronts. Historically, the uncertainty of the sensor position on the receiver array was considered as the primary source of loss of spatial coherence (Cox 1973b). In reality, as shown throughout this thesis, the ocean fluctuations, in particular internal waves in shallow and coastal waters, are also responsible for the degradation of array gain. Methods involving the exploration of the space of possible coherence functions combined with the use of optimal filters have been studied (Morgan and Smith 1990, Van Trees 2004). Nevertheless, the cost of these methods is extremely high since it involves an examination of the possible characteristics of the coherence function.

A model for the coherence function can be included in this type of methods (Ballard et al. 2009), but it involves strong assumptions on the type of fluctuations of the propagated signals. In practice, many different phenomena interact and influence each other, making delicate the choice of a specific coherence model.

Also, techniques including the combination of sub-arrays were developed. In fact, while the gain of a linear array does not follow the $G_{Th} = 10 \log(N)$ rule in case of loss of coherence...
(an increase and a saturation of the gain is actually observed), an incoherent combination of $N_{sub}$ sub-arrays of $N_e$ elements induces a gain of $G_{Th}^{Sub} = 10 \log (N_e) + 5 \log (N_{sub})$ which does not saturate. The main advantage of this technique is its simplicity. The optimal size of the sub-arrays and the best way to combine them are nonetheless practical issues inherent to this method (Graham 1979).

Based on the capability of a receiver to transmit the recorded signal reversed in time, time-reversal (TR) techniques were proven to be an efficient way to focus the acoustic field on its source. This was demonstrated experimentally at the ultrasonic scale (Derode et al. 1995) and at the oceanic scale (Kuperman et al. 1998). The concept is nonetheless extremely sensitive to the fluctuations in the propagation medium (Dungan and Dowling 2000), especially for high-frequency signals traveling through a dynamic ocean (Hodgkiss et al. 1999). Robust TR techniques were therefore investigated, based on the use of waveguide invariant and singular value decomposition of the signal prior to back-propagation (Kim et al. 2003) or adaptive channel equalizers (Song et al. 2006).

Medical and especially ultrasonic imaging are domains that contributed to the research of corrective signal processing techniques as well. The main issues rely on the sound speed discontinuities between the tissues and scattering induced by the thickness of fat layers (Hinkelmann et al. 1994, Anderson et al. 2001). Sound speed variations are also noticed in large tissue beds, such as the liver, or the breast (Zhu and Steinberg 1992). Figure 5.24 illustrates the analogy between the medical imaging issue and the problem studied in this thesis.

**Figure 5.24**: Schematic view of the wavefront distortions observed in breast imaging. From (Zhu and Steinberg 1992).

Adaptive signal processing techniques rely on the presence of a scatterer allowing to focus the array (similar to the guide star method). Since such scatterers are unlikely in these medical imaging scenarios, techniques using speckle regions as targets were developed (Robert and
Fink 2008). A method based on a lower-frequency transmission in order to create a source of reference in the medium was successfully applied (Dianis and von Ramm 2011). A second method, using the spatial properties of the propagated wave to perform self-calibration, was shown to be successfully applied to wavefront distortions caused by local sound speed perturbations in homogeneous tissues. Nevertheless, when strong scattering and amplitude fluctuations are observed, more robust techniques are necessary (Zhu and Steinberg 1992). Overall, these methods were developed in order to enhance the resolution of ultrasonic images, which is quite different than the results aimed here. In fact, the detection issue is the main interest of our study. However, the medical imaging techniques presented here could be applied in order to enhance the localization of underwater sound sources.

The fact that fluctuations of the propagation medium induces some degradation of the detection/localization/imaging performance has been explored. However, somewhat paradoxically, the heterogeneities of the medium can be used to perform imaging. Indeed, the fluctuations of the received signals can be used to extract meaningful information. Speckle-interferometry was first introduced by Labeyrie (Labeyrie 1970) in order to enhance the resolution of telescopes and hence mitigate the effect of atmospheric turbulence. Speckle is defined as the grainy structure produced by the reflection or the propagation of a laser beam from a scattering surface or through a 3D scattering environment (Labeyrie 1970). Assuming that the conditions of observation do not change (implying a short exposure duration), the image intensity distribution can be expressed as a function of the object intensity distribution and a transfer function, defined as the autocorrelation function of the speckle (perturbed received signal). Speckle-interferometry has been favorably applied to the detection of companions or exoplanets (Gladysz and Christou 2008a). In practice, this method does not provide information about the phase. Recent techniques allow to recover the phase information and could be applied to underwater acoustics. They are listed in Svet (2014).

The detection and photometry of exoplanets was recently improved by a series of techniques based on the stochastic difference between real sources and speckle. Gladysz proposed a blind, iterative deconvolution process allowing based on the discrimination between the probability density functions corresponding to the detected source and that corresponding to the off-axis speckle (Gladysz and Christou 2008a). Spectacular results in terms of discrimination between faint companions and speckle are obtained with this technique (Gladysz and Christou 2008b), even at low SNR, which is of considerable interest in our field of study. This method was also successfully applied to the issue of estimation of the brightness of the detected exoplanet (Gladysz et al. 2010). The reference-less property of this technique is especially interesting in the context of underwater acoustic detection. Moreover, it permits not only to enhance the detection capability, but the classification capability as well (Gladysz and Christou 2009).

Another concept, established heuristically in Hufnagel (1966) and developed in Fried (1966),
is based on the idea that if the images are sufficiently close in terms of recording time, the atmospheric turbulence can be considered as fixed. The hypothesis is that there is a finite probability for the wavefront distortion to be negligible at a given time. This method is referred to as “lucky” imaging. The calculation of the probability that at a given time, the wavefront distortion is weak, is aimed, and the number of images necessary to obtain a satisfying result is deduced. An experimental validation of this concept is proposed in Bensimon et al. (1981). An adaptation of the lucky imaging in the Fourier domain is proposed in Mackay (2013), it is referred to as “lucky Fourier” and provides considerable sharpness improvement. The application of this technique to the random ocean problem depends on the signal integration time compared to the period of the studied phenomena, in order to make sure to obtain lucky outputs in a shorter time than the internal or surface waves period.

Finally, the last category of methods listed in this section is called here “robust” techniques. An exhaustive review of these techniques is proposed in Li and Stoica (2006). A particularly interesting process is presented in Jin and Friedlander (2004), where the problem tackled is the distribution of the source of interest. This issue is analogous to the wavefronts distortions due to internal waves in the ocean, since they both result in a spreading of the source position, or in the direction of arrival (DOA), and therefore, an array gain degradation. in Jin and Friedlander (2004), the described method is based on the evaluation of the generalized likelihood ratio (GLR) of the probability density functions (pdf) of the measured signal under the signal hypothesis, with the pdf of the measured signal under the noise hypothesis. This calculation is a function of the input SNR, the radius of coherence of the signal and the source elevation angle, in an oceanic configuration. An adaptation of this method to the measurements carried out in the water tank would consist in replacing the last parameter (elevation angle) by the source position in \((x_t; z_t)\), similarly to what was done in sections 5.3.1 and 5.3.2. A four parameter (five in the water tank case) estimation is therefore needed. Note that in the case where signal and noise can be considered as Gaussian random variables, the GLR method is similar to the “classical” beamforming when the radius of coherence is infinite. In the case of angular spreading of the source(s), the GLR technique exhibits degradation significantly less important than classical beamforming (Jin and Friedlander 2004). Another “robust” method related to the estimation of the DOA of distributed source is presented in Lee et al. (2008). The Cholesky factorization of the signal covariance matrix is proposed before conventional beamforming is applied. The performance is evaluated in terms of root-mean square error (RMSE) in DOA. The proposed method outperforms the covariance based least-square estimator and is close to the Cramer-Rao bound. The two latter methods present, to us, the highest potential to mitigate the degradation of array gain related to the fluctuations of the propagation medium.
5.5 Discussion

In this chapter, we focus on the degradation of sonar array gain when the received signal presents large phase and amplitude fluctuations. The calculation of a parameter accounting for the array gain degradation, $\delta AG$, is related to the MCF, and compared, with good agreement, to an empirical formula. The dependence in array size of $\delta AG$ is investigated, with the conclusion that large arrays are more sensitive to the fluctuations of the propagation medium (Wilson 1998, Gorodetskaya et al. 1999). The influence of the regime of saturation is also studied. The analysis of $\delta AG$ as a function of the saturation reveals that, paradoxically, an unsaturated case can exhibit gain degradation larger than a saturated case. This assessment was anticipated in the MCF analysis, since the same observation can be made regarding the radius of coherence.

The performance of blind classical source detection techniques (Matched Field BeamForming -MFBF- and MUltiple SIgnal Classification -MUSIC-) is also studied here. The deflection is calculated for a 64–sensor array by comparing the output of each algorithm using the measured signals (plus WGN) and WGN only as inputs. The connection between the deflection and the input SNR is therefore investigated for each technique, as well as the link between the detection performance and the regime of saturation. Both techniques exhibit strong degradation when the saturation increases.

This highlights the need for adaptive signal processing techniques allowing to mitigate the effect of wavefront distortions on the detection capability.

Such techniques are listed in section 5.4. Various domains contributed to the development of corrective techniques adapted to the signal distortions due to fluctuations of the medium issue. The methods studied span from adaptive optics wavefront sensing and compensation to robust detection algorithms and originate from the effects of turbulent atmosphere on optical wave propagation, the sound speed heterogeneities in tissues on medical imagine, or non-destructive testing algorithms, and the distributions of source in radio waves propagation. The first two focus on the enhancement of the resolution of the used instrument and the detection problem is not really tackled. Especially, the influence of the noise is not, or only partially, studied, whereas, in underwater acoustics, it is critical. Nonetheless, as stated in introduction, the localization issue is secondary, since the source must be detected in the first place, but also of interest and these techniques may offer some improvements in this domain. On the other hand, the methods based on the incoherent combination of sub-arrays and the techniques issued from radio wave studies (GLR (Jin and Friedlander 2004) and Cholesky factorization (Lee et al. 2008)) are, to us, the candidates presenting the highest potential.
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6.1 Introduction

In this chapter, an analysis of the acoustic signals collected during an at-sea experiment is presented. The experimental system is called ALMA, for Acoustic Laboratory for Marine Applications, and was first deployed in October 2014 in Corsica, France. The development and the realization of ALMA was conducted by DGA Naval Systems, in collaboration with the ALSEAMAR and CESIGMA companies, with the objective of providing experimental data in shallow and coastal environments. The goal of this acoustic system is, in fine, to enhance the understanding of the ambient noise and to develop some adaptive sonar processing techniques. The first objective is linked to the civil community, since the main challenges are related to environmental and ecological issues. The development of sonar techniques adaptive to the environment is a challenge for the Defence community, since large arrays have to deal with highly fluctuating environments and are more sensible to the loss of spatial coherence. In the context of WPRM studies, only a few well-studied at-sea experiments were presented in the literature (Reynolds et al. 1985, Badiey et al. 2002, Tang et al. 2007), and there is a vivid interest
in developing what could be an underwater acoustic observatory dedicated to the study of sound wave propagation in a fluctuating marine environment. The experimental configuration is presented in section 6.2. The first data gathering is detailed in section 6.3. Some results associated with the data acquired during the first trial are given in section 6.4.

6.2 Experimental configuration

The system was presented in Fattaccioli (2015). ALMA is a bi-static system composed of a pinger and a receiver array. They are respectively detailed in the next sections.

6.2.1 Source sub-system

The source sub-system consists in a wideband omnidirectional transmitter. The bandwidth of the pinger spans from $1 \text{ kHz}$ to $14 \text{ kHz}$. The transmission level can be adjusted up to $160 \text{ dB ref } \mu\text{Pa}@1m$. The duration of the transmitted sequence varies from $1 \text{ ms}$ to $1\text{ mn}$, at sampling frequency $F_s = 48 \text{ kHz}$.

A schematic representation of the active sub-system is given in figure 6.1:

![ALMA Active sub-system](image)

Figure 6.1: ALMA active sub-system scheme.

As shown in figure 6.1, the source system is deployable in water from $30 \text{ m}$ to $200 \text{ m}$ deep. The mooring is ensured by a surface buoy and the anchoring by a reinforced concrete half cube.
During the 2014 experiment, the transmitted signal was a sequence of several CW chirps at frequency (2, 5, 7 and 11 kHz), a linear frequency modulation (LFM) and a sequence of white noise, assembled following the schematic source signal given in figure 6.2:

![Source Signal Sequence](image)

**Figure 6.2:** ALMA source signal sequence.

### 6.2.2 Receiver sub-system

At the receiver end, an acoustic array composed of four rigid sections of 2.7 m length, each composed of 16 hydrophones, is proposed. The spacing between the hydrophones is adjustable (from 11 cm to 15 cm), as well as the signal sampling frequency (from 7.5 kHz to 48 kHz). A schematic representation of the passive sub-system is presented in figure 6.3:

![Passive Sub-system Scheme](image)

**Figure 6.3:** ALMA passive sub-system scheme.
A continuous temperature monitoring is ensured by 16 temperature sensors on the array. Moreover, the orientation of the receiver system is controlled at any time using 3D positioning sensors. As depicted by figure 6.3, the anchoring is guaranteed by 3 concrete blocks (1 × 550 kg, 2 × 125 kg in water). The noise level in the hydrophonic chain is less than sea state 0, up to 20 kHz.

The collected data are transmitted to a surface buoy via an optical fiber cable. The surface buoy ensures a 200 h autonomy and a 1 TB storage capability. Also, long range data transmission is available via WIFI. The anchoring of the surface buoy is done with a reinforced concrete cube of 1000 kg in water.

The acoustic array modules were designed in order to be assembled in different ways; therefore, the following structures are available:

![Different arrangements of ALMA passive sub-system](image)

**Figure 6.4:** Different arrangements of ALMA passive sub-system (from left to right: pyramidal, square, linear horizontal, linear vertical, comblike).

The comblike configuration was chosen for the first data gathering, presented in section 6.3.

### 6.3 First data gathering

The first gathering of acoustic data was conducted in October (13\textsuperscript{th} – 24\textsuperscript{th}), 2014. The aim of this first data gathering was to acquire experimental data in a shallow water environment perturbed by internal waves. The deployment of the complete system was conducted by the COMEX company, in particular with the JANUS II research vessel. The area of deployment was the coast of Alistro, Corsica, France, as displayed in figure 6.5:
The active/passive sub-systems distance was of 9 km and the bottom was composed of coarse sand. A remarkably flat bottom was noticed, as well as a singularly flat sea surface (sea state 0). The source depth, $D_s$, was 40 m and the array depth, $D_a$, was 60 m. The passive sub-system and surface buoy are displayed in figure 6.6. Figure 6.7a reveals the presence of internal waves in the deployment area. The receiver array in water is shown in figure 6.7b using a snapshot from the COMEX remotely operated vehicle (ROV) camera.
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Figure 6.7: Passive sub-system in a medium perturbed by internal waves.

The evidence of the presence of internal waves was confirmed by the measurements of sound speed profiles using a CTD (Conductivity, Temperature and Depth) cast. The measured SSPs (sound speed profiles) are shown in figure 6.8. The recordings were conducted at the source and receiver locations, in order to investigate the dependence in range of the SSP. The temporal variability was also explored since the measurements were carried out on the 19/10/2014, and on the 20/10/2014. Each time the CTD cast was operated downwards (from the surface to the sea bottom) and upwards.

Figure 6.8: Sound speed profiles (SSPs) acquired with a CTD cast at two different locations: the Array Location (AL) and the Pinger Location (PL), at two different times: the 19/10/2014 and the 20/10/2014. Each measurement was carried out upwards and downwards.
According to figure 6.8, the sound speed is fairly constant near the interfaces: over the ten first meters \((-10 \, m < d < 0 \, m)\), the eight measurements provide approximately the same value of \(c = 1533 \, m/s\). Similarly, in the region where \(-80 \, m < d < -70 \, m\), the slight variations of the sound speed in these two regions are consistent throughout all the measurements, the curves are almost superimposed. The fact that internal waves are responsible for most of the sound speed fluctuations is confirmed by the depth of the most important deviations which occur in the \(-60 \, m < d < -40 \, m\) region (thermocline). Typically, sound speed fluctuations up to \(3 \, m/s\) at a depth of \(48 \, m\) between the measurements conducted at the source and receiver locations on the 20/10/2014 are observed. Similarly, temporal deviations up to \(5 \, m/s\) showed up on both days.

The receiver array depth being \(60 \, m\) and the source depth being \(40 \, m\), there is a great chance that the influence of internal waves could be observed on the propagated signals. In section 6.4, a portion of the signals acquired on the 20/10/2014 are analyzed, as an example of results.

### 6.4 A glimpse of the experimental results

We present in this section, a glimpse of the results associated with the measurements conducted on the 20/10/2014. For technical reasons, it is not possible to present all results in this thesis. Therefore, we propose here a study of a portion of the acquired data. We focus on a \(0.65 \, s\) slice of the \(7 \, kHz\) CW. The signal acquired on the first sensor of the array is shown in figure 6.9:

**Figure 6.9:** Time-frequency representation of the \(7 \, kHz\) CW acquired by the first sensor of the array.

Furthermore, since this thesis focuses on the influence of the propagation medium on linear arrays, the analysis of the experimental results is carried out on a \(16\)–element linear block. Segments of \(50\) periods were considered in order to perform the MCF calculation. The MCF provided by \(N_S = 91\) segments were then averaged (similarly to what was done with the \(N_r\) realizations in equation 4.1, in section 4.3).

The magnitude of the MCF, noted \(|\Gamma (s/\lambda)|\) (we recall that \(s\) is the sensor spacing), is displayed in figure 6.10:
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The analysis of figure 6.10 shows a loss of coherence quite large, since the classical radius of coherence \( |\Gamma (s/\lambda) | = e^{-0.5} \) is reached for \( s/\lambda = 0.7 \), which corresponds to the normalized spacing between two consecutive hydrophones. The oscillations and the increase of the MCF magnitude observed for large normalized sensor spacings can be explained by the fact that only a few statistically independent realizations of the medium are available here. In fact, the \( N_S \) segments chosen to perform the MCF calculations were not significantly different and therefore, they do not lead to an accurate calculation of the MCF for these spacings. In other words, the coherence time is here more important than the individual duration of the \( N_S \) segments. The calculation of \( |\Gamma| \) on signals recorded at more isolated times should provide results more exploitable. Moreover, this would allow temporal coherence to be computed.

The array gain degradation associated with the loss of coherence is also investigated. The array gain was calculated following formula 5.1, proposed in section 5.2. The result is shown in figure 6.11:
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The comparison between the array gain calculated here and the theoretical array gain \( G_{Th} = 10 \log(N) \) highlights the degradation induced by the ocean fluctuations. For the maximum array length (16 sensors), the degradation of the array gain is almost 3 dB, which, for a 16–sensor array, is huge. For comparison, the array gain degradation experienced by a 16–sensor array in the case of the scaled experiment (figure 5.1b) was at most 1.5 dB. However, as explained in the MCF case, the analysis of the observed array gain degradation has to be taken with great care, since the statistical relevance of the data processed here is not ensured.

In order to characterize the experiment in terms of regime of fluctuation, the tools used in sections 4.2 and 4.4 are applied to the data analyzed in this section. First, the CPD (Complex Pressure Distribution) is computed. We recall that the behavior of the CPD can help classifying a given experiment as unsaturated or saturated (partially or fully). In the unsaturated case, the CPD follows relatively closely the circle of mean pressure, whereas in the saturated regimes, the complex pressure is more randomly distributed and peaks are concentrated around zero. The CPD calculated for the 7 kHz CW is given in figure 6.12:
As explained earlier, the moderate number of realizations available here tends to make the analysis difficult. Nonetheless, the CPD displays some interesting features: in fact, a non-negligible portion of the pressure is distributed along the circle of mean pressure, but some occurrences are also observed inside the circle, in particular in the zero area. Without any pretension to make any absolute statement, we can deduce from this analysis that the experiment studied here could display some of the features of the partially saturated regime.

The experiment is also studied using the normalized intensity distribution analysis. The histograms of normalized intensity $I/I_0$ are calculated. Comparisons with typical theoretical distributions such as the log-normal, the modulated exponential (ME) and the exponential distributions are provided as well. The mathematical details of these classical distributions are given in section 4.4. We expect the analysis conducted here to provide more information on the qualitative characteristic of the experiment studied in this section. Substantially, a good agreement between the observed distribution of $I/I_0$ and the log-normal distribution would hint that the experiment could be classified as unsaturated. On the other hand, if the exponential, or ME distributions are better candidates then the fully saturated regime would represent a more appropriate solution. The normalized intensity distribution is displayed in figure 6.13:
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The analysis of figure 6.13 leads to a similar conclusion than what could be observed in the CPD case. In fact, a decrease from the $I/I_0 \approx 0$ to the higher values of normalized intensity is noticed, which implies that the unsaturated hypothesis can be rejected. However, a rise of the intensity distribution around $I/I_0 \approx 1$ is observed. This suggests that the distribution is indeed an exponential-type distribution with a log-normal remainder, meaning that the experiment considered here might be interpreted as a transition from the unsaturation towards the full saturation. The partial saturation seems therefore to be the most plausible choice for characterizing the experiment studied here.

6.5 Conclusion

Overall, we presented an at-sea experimental facility that will allow to address issues of interest in underwater acoustics, such as ambient noise characterization, or data acquisition in coastal waters, almost constantly subject to the propagation of internal waves. The modularity of the system presented here was highlighted: in particular, the various configurations available for ALMA’s passive sub-system allows to tackle various issues.

The measurements of the sound speed profile at various locations and times confirmed the hypothesis of presence of internal waves in the acquisition area. We focused on a $7 \, kHz$ CW sequence acquired during the first sea trial in October 2014 and the demonstration that internal waves impacted the coherence of the received signal was made clear. This chapter does not pretend to exhaustively analyze the data acquired during the trial. However, the aim is to show, using the tools developed and used to study the data recorded with our scaled experiment protocol, that the typical characteristics of the acoustic data fluctuations can be analyzed, at least qualitatively. More statistically independent realizations (in particular, at different recording times) would help quantifying the loss of coherence and the related degradation of array gain with more confidence than the partial results presented here. Indeed, a $3 \, dB$ array gain loss was measured on a 16–sensor array, which is tremendous when compared to the corresponding results in our scaled experiment (see figure 5.1b).

Figure 6.13: Normalized intensity distribution of the 0.65 s section of the 7 kHz CW.
The complex pressure and normalized intensity distributions analyses otherwise lead to confirm the hypothesis that the experiment studied here could be classified as partially saturated, in some measure.

Finally, a more complete analysis and more diverse measurements (in terms of times and locations) of the sound speed profiles will help retrieving the typical correlation scales and amplitude of the sound speed fluctuations, using the Garrett and Munk model for example (Garrett and Munk 1972; 1975). The adaptation of this commonly used model to shallow water environments was proposed in Yang and Yoo (1999) and could represent an interesting tool to accurately describe the environment. The adaptation of the GM model is actually quite simple in this case, since it simply consists in tuning the characteristic mode number for the internal wave spectrum $j^*$ to 1 instead of 3.

An interesting perspective of work would therefore be, once the environment is characterized according to the procedure described in the previous paragraph, to use the scaling procedure presented in Chapter 2 in order to manufacture an acoustic slab presenting the suited characteristics allowing to reproduce the signal fluctuations with our scaled experimental protocol. A direct comparison between the real ocean data and the acoustic signals acquired in a controlled environments could hence be available. A better understanding of the physical phenomena involved with sound waves propagation through a coastal oceanic environment could be aimed, as well as a validation of our scaling procedure, throughout confrontations between real and scaled measured data.
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7.1 Concluding remarks

In this thesis, an experimental protocol allowing to reproduce, under controlled laboratory conditions, the effects of fluctuations in the water column on underwater acoustic propagation is proposed. These fluctuations are essentially related to internal waves, occurring extremely frequently in shallow and coastal waters. Numerous examples of theoretical and numerical studies of the statistics of the acoustic waves propagated through an internal waves field are available in the literature, exhibiting the complexity of the intrinsic physical phenomenon. This assessment motivated the work presented here.

Our protocol involves the propagation of ultrasonic waves through RAndom Faced Acoustic Lenses (RAFALs) immersed in water and used to reproduce the wavefront distortions similar to those observed in the case of sound waves propagating through IW. In order to develop the experimental protocol presented here, the work of Booker (Booker et al. 1985) and Andrews (Andrews et al. 1997) was studied: they justify the similarity in terms of statistics of the propagated wave between the traveling through an extended 3D fluctuating medium and the propagation through an almost-2D perturbation. The conditions of validity of this result are achieved using the dimensional analysis popularized by Flatté (Dashen et al. 2010). The latter consists in classifying configurations where the waves propagate through short ranges, weak fluctuations (unsaturation), long ranges or strong fluctuations (saturation) and a transition region in between (partial saturation) using dimensional parameters. In this document, analytical calculations of the acoustic field propagated through the RAFAL using the Small-Slope Approximation (SSA), the parabolic approximation and Fourier transforms are presented. They lead to the evaluation of the first, second and fourth-order moments of the received pressure.
These statistical quantities, along with the Fresnel radius, are used to obtain expressions of the strength and diffraction parameters, used in the dimensional analysis in the ocean configuration (Dashen et al. 2010). Another parameter is derived: the acoustic correlation length, whose expression was found to depend on the environmental parameters, the propagation range and the frequency (Tatarskii 1971, Fattaccioli et al. 2009), under the conditions of applicability corresponding to the configurations studied here (frequency of 1 to 15 kHz, range between 1 and 10 km). Hence, a continuity between these parameters is ensured by tuning the statistical characteristics of the RAFAL’s output face, as well as other experimental parameters, such as the signal frequency and the distance of propagation.

Using a relatively simple manufacturing procedure and making use of the experimental facilities (automatic displacements of the motorized rails of a water tank), a series of measurements was conducted. The representativeness of the experimental scheme is evaluated in Chapter 4, where the Complex Pressure Distribution (CPD), the Mutual Coherence Function (MCF) and the normalized intensity distributions were calculated using the data acquired in the water tank, synthetic data produced by numerical codes based on a parabolic equation (PE) (in the scaled experiment configuration and in the equivalent oceanic medium) and theoretical results. A satisfying agreement in terms of CPD and normalized intensity distribution was found for all the regimes of fluctuations considered and allowed to validate the results provided by dimensional analysis, used to a priori sort out the various configurations in terms of regimes of fluctuations. The work of (Reynolds et al. 1985, Blanc-Benon and Juvé 1993, Colosi et al. 2001) established the link between the behaviors of the distribution of complex pressure and intensity and the involved regime of fluctuations. The unsaturated and partially saturated configurations lead to excellent agreements for all the performed calculations in terms of MCF. The radius of coherence was found to be very accurately estimated using scaled experimental data. This result is essential since the radius of coherence and overall the loss of coherence was proven to be related to the degradation of the array gain Cox (1973a), Ancye (1973), Laval and Labasque (1981), Carey (1998), Gorodetskaya et al. (1999). The full saturation case exhibits small deviations between the measured and theoretical radius of coherence, which might be explained by the limit of validity of the SSA in this scenario. In this case, the RAFALs manufactured in order to produce acoustic fields representative of the fully saturated regime are in fact quite rough, since the standard deviation of the roughness amplitude is 2mm (≈ 3λ) and the vertical correlation of the roughness is 4mm (≈ 6.5λ). Another approach, such as the Kirchhoff approximation, might provide more accurate results in this case.

The long-term objectives of this study is to evaluate the limits of performance of the signal processing techniques and to mitigate the influence of the fluctuations of the propagation medium on the detection performance. The detection capabilities of two traditionally used algorithm were measured using the data measured in the scaled experiment detailed here. The link between the loss of coherence highlighted by the narrowing of the MCF and the array gain
degradation is underlined in Chapter 5. In fact, as the saturation increases, the source detection capability decreases. In practice, some configurations where the array gain degradation is more important in an unsaturated case than in a saturated configuration may be observed, however, the overall analysis of the detection capability leads to the conclusion that phase aberrations combined with strong amplitude fluctuations induce the most important degradation. This emphasizes the fact that corrective signal processing techniques are required. A review of the existing techniques in various domains analogous to the case of interest show that some methods already in use in other physical domains may be used in our sonar case. If numerous studies focus on the improvement in terms of resolution in a context of high SNR, which is secondary in the context of our study, some techniques are promising. Especially, the incoherent combination of subarrays and two techniques derived for the case of distributed radio sources are, to us, paths to explore uppermost.

Finally, a non-extensive analysis of at-sea experimental results was provided in Chapter 6. The experimental facility was presented, as well as the results from part of the data acquired during the first sea trial. The tools used to perform the data analysis of the signals measured following the tank experiment scheme were also used here. The data presented here are not necessarily relevant in terms of direct comparisons with one of the configurations explored by the scaled experiment, but the objective of this analysis was to show that this comparison could be performed in the future.

7.2 Future work

If the relevance of the experimental protocol presented here was demonstrated, it would be interesting to modify it in order to obtain more independent realizations of the medium. The fact that the measurements were conducted using a single receiver limited the number of realizations due to the time required to perform an experiment. Working with high-frequency linear arrays borrowed from the medical imaging field would help solving this issue, since a parallel recording on independent channels would be possible. Also, the manufacturing process of the RAFAL could be improved in order to produce more samples.

One of the major limitations of the scaled experimental protocol is the fact that only a single-scale spectrum of fluctuations was considered. In fact, the amplitude of the randomly rough output face of the RAFAL and the sound speed fluctuations both follow Gaussian distributions, which translate into single-scale spectra. However, the RAFAL manufacturing process theoretically allows any shape to be realized. We could therefore imagine that a more sophisticated distribution could be chosen for the amplitude of the roughness. For instance, a von Karman spectrum was used in a similar approach in Buckley (1975). The broadband spectrum of IW could therefore be simulated. Nevertheless, such a modification would have a cost in terms of calculations of the various dimensional parameters involved in this thesis, since their
evaluation and the scaling of typical quantities are based on their statistical behavior.

The at-sea measurement facility presented in Chapter 6 represents an astounding source of real-scale experimental data. A more exhaustive measurement of the environmental parameters would allow to generate the RAFAL corresponding to a given at-sea configuration, and hence to replay the scenario under laboratory conditions. A dual objective may be seen in this comparisons: enhancing the representativeness of the scaled experimental protocol, and improving the understanding of the physical phenomena taking place at sea.

The topic of wavefront distortions due to scattering from the sea surface or the sea bottom was let aside in this thesis. We see however, a non negligible possibility that the experimental protocol presented here could be representative of the space scales of signals distorted by an interaction with a rough surface. The correlation scales selected for the RAFAL presented here are adapted to internal waves-induced acoustic fluctuations, but they are also tunable and could very much be illustrative of a loss of coherence due to surface agitation, or seabed roughness. The NARCISSUS-2005 model, developed by Cristol (Cristol 2005) can provide the vertical and horizontal acoustic correlation scales in the case of a rough sea surface. Parameters such as the range of propagation, the angle between the surface waves crest and the direction of propagation, and the signal frequency are used to calculate the ratio of acoustic correlation length to the wavelength. Preliminary calculations revealed that the loss of coherence was larger horizontally than vertically, whereas the contrary was observed for internal waves. Configurations at a center frequency of $1 \text{kHz}$ in a summer sound speed profile environment lead to values of $L_y/\lambda$ of the order of 3 to 10 and values of $L_z/\lambda$ of the order of 14 to 25 for propagation ranges from 1 up to 3 km. According to figure 4.9, these values are achievable with our experimental protocol. The dynamic aspect of the process shall nonetheless be taken into consideration, since the coherence time is much shorter in the case of surface fluctuations than in the IW configuration. Overall, the issue of loss of coherence due to scattering from a rough surface might be addressed using an adaptation of the experimental protocol proposed in this thesis.

The concepts and results presented in this thesis fit into a wider project aiming to develop corrective techniques allowing to mitigate the degradation of sonar performance. The path is still long until such techniques can be found and the experimental protocol shown here might contribute to the development and validation of novel algorithms. The most important part of the future work lies in this topic. The retained techniques presented in Chapter 6 constitute, to us, the starting point of the future studies. The procedure proposed in Lee et al. (2008) was tested and showed some promising results (Real et al. 2015a). Nonetheless, the development of new techniques, or the adaptation of methods let aside from the review proposed in Chapter 5 can contribute to the effort.
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It was shown in Chapter 2 that the continuous 3D perturbed medium and the locally perturbed case show similar expressions for the first and second-order moments. Especially, the mean pressure field is directly related to the strength parameter $\Phi$ and the spatial intercorrelation calculation leads to the evaluation of the acoustic correlation length $L_z$ (here in the vertical direction). We present in this Appendix, the calculation of the fourth-order moment, noted $C_4$, both in the extended 3D medium and the local perturbation cases.

A.1 $C_4$ in the 3D perturbed medium

We consider throughout the calculations showed in this section, random sound speed fluctuations. The fourth-order moment satisfies the following parabolic equation:

$$ik_0 \frac{\partial C_4}{\partial x} - \frac{\partial^2 C_4}{\partial \zeta \partial y} + ik_0^3 [2\Phi (0) - 2\Phi (y) - 2\Phi (\zeta) + \Phi (y + \zeta) - \Phi (y - \zeta)] C_4 = 0 \quad (A.1)$$

where $C_4 = \left\{ p \left( x, z - \frac{\zeta}{2}, \frac{1}{2} y \right) p^* \left( x, z - \frac{\zeta}{2}, -\frac{1}{2} y \right) p \left( x, z + \frac{\zeta}{2}, \frac{1}{2} y \right) p^* \left( x, z + \frac{\zeta}{2}, -\frac{1}{2} y \right) \right\}$. Setting $\psi = k_0^3 \Phi (0) \frac{L_z^2}{\psi}$ we can apply the change of variables showed in Frankenthal et al. (1984)

$$\begin{cases}
\dot{x} = k_0^2 \Phi (0) \ x \\
\dot{\zeta} = \sqrt{\psi \frac{\zeta}{L_z}} \\
\dot{y} = \sqrt{\psi \frac{y}{L_z}}
\end{cases}$$

(A.2)
In addition, writing $\Phi(z) = \Phi(0)p\left(\frac{\hat{z}}{L_e}\right)$ leads to the following expression for equation A.1:

$$\frac{\partial C_4}{\partial \hat{z}} + i\frac{\partial^2 C_1}{\partial \hat{z} \partial \hat{y}} + 2\left[1 - p\left(\hat{y}\right) - p\left(\hat{\zeta}\right) + \frac{1}{2}p\left(\hat{\zeta} + \hat{y}\right) + \frac{1}{2}p\left(\hat{\zeta} - \hat{y}\right)\right]C_4 = 0; \quad (A.3)$$

with the initial condition $C_4\left(\hat{z} = 0, \hat{\zeta}, \hat{y}\right) = 1$. Let know $\chi_4(\hat{x}, \hat{u}, \hat{y})$ be the Fourier transform of $C_4$ along the $z-$ direction. Equation A.3 becomes:

$$\frac{\partial \chi_4}{\partial \hat{x}} + \hat{u} \frac{\partial \chi_4}{\partial \hat{y}} + 2\left(1 - p\left(\hat{y}\right)\right)\chi_4 = \int d\hat{u} \chi_4\left(\hat{x}, \hat{u} - \hat{v}, \hat{y}\right) \frac{1}{2\pi} \int d\hat{\xi} e^{i\hat{\xi}\hat{v}} F\left(\hat{\xi}, \hat{\psi}\hat{y}\right) \quad (A.4)$$

where $F(z, y) = 2p(z) - p(y + z) - p(z - y)$ and $\chi_4(0, \hat{u}, \hat{y}) = \delta(\hat{u})$. In the case of multiple scale medium, $\chi_4$ can be written:

$$\chi_4(\hat{x}, \hat{u}, \hat{y}) = \chi_4\left(\hat{x}, \hat{u}, \hat{y}, \hat{\omega}, \hat{y}\right) \quad (A.5)$$

And equation A.4 becomes:

$$\frac{\partial \chi_4}{\partial \hat{x}} + \hat{u} \frac{\partial \chi_4}{\partial \hat{y}} + \hat{u} \frac{\partial \chi_4}{\partial \hat{y}} + 2\left(1 - p\left(\hat{y}\right)\right)\chi_4 = \int d\hat{u} \chi_4\left(\hat{x}, \hat{u} - \hat{v}, \hat{y}\right) \frac{1}{2\pi} \int d\hat{\xi} e^{i\hat{\xi}\hat{v}} F\left(\hat{\xi}, \hat{\psi}\hat{y}\right) \quad (A.6)$$

Letting $\hat{\chi}_4(\hat{x}, \hat{\xi}, \omega, \hat{u}, \hat{y}) = \frac{1}{2\pi} d\hat{u} d\hat{y} e^{-i\hat{\xi}\hat{v}} e^{i\hat{\psi}\hat{y}} \chi_4$, it can be demonstrated that:

$$\frac{\partial \hat{\chi}_4}{\partial \hat{y}} = \hat{\omega} \frac{\partial \hat{\chi}_4}{\partial \hat{\xi}} \quad (A.7)$$

which leads to equation A.8:

$$\frac{\partial \hat{\chi}_4}{\partial \hat{x}} + \hat{u} \frac{\partial \hat{\chi}_4}{\partial \hat{\xi}} + \hat{u} \frac{\partial \hat{\chi}_4}{\partial \hat{y}} + 2\left(1 - p\left(\hat{y}\right)\right)\hat{\chi}_4 = \int d\hat{u} \hat{\chi}_4\left(\hat{x}, \hat{\xi}, \hat{\omega}, \hat{u} - \hat{\psi} \hat{\omega}, \hat{y}\right) \frac{1}{2\pi} \int d\hat{\xi} e^{i\hat{\xi}\hat{\psi}} F\left(\hat{\xi}, \hat{\psi}\hat{y}\right) \quad (A.8)$$

Operating the following change of variables $\hat{\chi}_4\left(\hat{x}, \hat{\xi}, \hat{\omega}, \hat{u}, \hat{y}\right) = \hat{\sigma}\left(\hat{x}, \hat{\xi}, \hat{\omega}, \hat{\psi}, \hat{\psi} \hat{\omega}, \hat{u}, \hat{y}\right)$ and carrying out a Taylor’s expansion in $\hat{\psi}^2$ at the 0–th and 1–st order leads to:

$$\frac{\partial \hat{\sigma}_1}{\partial \hat{x}} + \hat{\omega} \frac{\partial \hat{\sigma}_1}{\partial \hat{\xi}} + \hat{\omega} \frac{\partial \hat{\sigma}_1}{\partial \hat{y}} + \hat{u} \frac{\partial \hat{\sigma}_1}{\partial \hat{u}} = -2\left(1 - p(\hat{y})\right) \hat{\sigma}_1 - i\left(2p'(\hat{\xi}) - p'(\hat{\xi} + \hat{y}) - p'(\hat{\xi} - \hat{y})\right) \frac{\partial \hat{\sigma}_0}{\partial \hat{u}} \quad (A.9)$$
Appendix A. Fourth-order moment calculations

Equation A.9 allows to solve for \( \hat{\sigma}_0 \) which, by successive inverse Fourier transforms leads to the solution for \( C_4 \). The integral form of \( C_4 \) is given by:

\[
C_4(\xi, 0, 0) = \int d\xi e^{-2\int_0^\xi dx' (1-p(\psi \xi'))} \frac{1}{2\pi} \int d\hat{x} e^{i\hat{\omega} \hat{x}} e^{\int_0^\xi dx' [2p(\psi \xi')-p(\psi(\xi-\xi'))-p(\psi(\xi+\xi'))]} \tag{A.10}
\]

The neighborhood of \( \hat{u} = 0 \) and \( \hat{\xi} = 0 \) predominates the last integral term, which leads to the final form of \( C_4 \):

\[
C_4(\xi, 0, 0) \approx \mathcal{J}_1 + \mathcal{J}_2, \tag{A.11}
\]

where

\[
\mathcal{J}_1 = \frac{1}{\psi^{-1/3} \hat{x}} \int_{-\infty}^\infty du' \frac{1}{2\pi} \int_{-u'}^{u'} d\hat{\phi} e^{i\hat{\omega} \hat{x}} e^{-4\omega^2 \Lambda^2 B C H(\varsigma)} \tag{A.12}
\]

If we now let \( \hat{x} = x_3 \psi^{-4/3}, \hat{\theta}_2 = \psi \psi^{-2/3} \) and write \( \omega = \frac{u' \theta_2}{x_3} \), equation A.12 becomes:

\[
\mathcal{J}_1 = \int_0^\infty d\varsigma \frac{1}{\varsigma} \int_0^{\varsigma/2\Lambda} d\omega \cos(\omega) \ e^{-4\omega^2 \Lambda^2 B C H(\varsigma)} \tag{A.13}
\]

where \( H(\varsigma) = \left( p^{(2)}(0) - \frac{p'(u')-p'(0)}{a} \right)/\nu^2 \) and \( C \) is chosen so that \( H(0) = 1 \).

Similarly, we obtain:

\[
\mathcal{J}_2 = \frac{1}{\pi} \int_0^\infty d\varsigma \frac{1}{\varsigma} \int_0^{\varsigma/2\Lambda} d\omega \cos(\omega) \ e^{-4\omega^2 \Lambda^2 B C G(\varsigma)} \tag{A.14}
\]

where \( G(\varsigma) = \frac{p^{(2)}(0)-p^{(2)}(\varsigma)}{\varsigma^2} \) and \( B \) is chosen so that \( G(0) = 1 \). Note the appearance of Flatté’s parameter \( \Lambda \) and \( \Phi \) in the expressions of \( \mathcal{J}_1 \) and \( \mathcal{J}_2 \).

### A.2 \( C_4 \) in the lens case

We now present the calculations of \( C_4 \) in the case of propagation through an acoustic lens. For simplicity, the transmitted wave is considered here to be a plane wave, so that the measured wave after propagation through the rough phase screen is:

\[
p(x, z) = \int dz' G(x, z-z') e^{i\Delta \phi(z')}, \tag{A.15}
\]
where \( G(x, z - z') \approx \frac{k_0}{2\pi} \int d\theta e^{-i\frac{k_0}{2} \theta^2 z} e^{ik_0(x-z')} \).

\( C_4(x, 0, 0) \) can here be written as:

\[
C_4(x, 0, 0) = \int_0^{\infty} du \int_0^{\infty} d\tilde{\tau} e^{-2\sigma_\phi^2(1-p(\tilde{\tau}^{-2}))} \frac{1}{2\pi} \int \frac{d\tau}{\sqrt{2\pi}} e^{i\frac{k_0 L^2}{x} \tilde{\tau} \tau} e^{i\sigma_\phi^2(2p(\tilde{\tau})-p(\tilde{\tau}^{-2})-p(\tilde{\tau}+\tilde{\tau}))}.
\]

The rms phase variance is noted \( \sigma_\phi \). Similarly to what was done in the extended 3D medium case, we apply the following change of variable: \( \tau\tilde{\tau} = \tau^2 \) and \( \tilde{\tau} = \tau^2 L_z \). This leads equation (A.16) to become:

\[
C_4(x, 0, 0) = \frac{k_0 L^2}{x} \int_0^{\infty} d\tilde{\tau} e^{-2\sigma_\phi^2(1-p(\tilde{\tau}))} \frac{1}{2\pi} \int \frac{d\tau}{\sqrt{2\pi}} e^{i\frac{k_0 L^2}{x} \tilde{\tau} \tau} e^{i\sigma_\phi^2(2p(\tilde{\tau})-p(\tilde{\tau}^{-2})-p(\tilde{\tau}+\tilde{\tau}))}.
\]

In the neighborhood of \( \tilde{\tau} = 0 \) and \( \tau = 0 \), \( C_4(x, 0, 0) \) takes the following form:

\[
C_4(x, 0, 0) = \mathcal{I}_1 + \mathcal{I}_2
\]

where

\[
\mathcal{I}_1 = \frac{k_0 L^2}{x} \int_0^{\infty} d\tilde{\tau} \frac{1}{2\pi} \int_0^{\tau} \frac{d\tau}{\sqrt{2\pi}} e^{i\frac{k_0 L^2}{x} \tilde{\tau} \tau} e^{i\sigma_\phi^2(2p(\tilde{\tau})-p(\tilde{\tau}^{-2})-p(\tilde{\tau}+\tilde{\tau}))}
\]

and

\[
\mathcal{I}_2 = \frac{k_0 L^2}{x} \int_0^{\infty} d\tau \frac{1}{2\pi} \int_0^{\tau} \tilde{\tau} \frac{d\tilde{\tau}}{\sqrt{2\pi}} e^{i\frac{k_0 L^2}{x} \tilde{\tau} \tau} e^{i\sigma_\phi^2(2p(\tilde{\tau})-p(\tilde{\tau}^{-2})-p(\tilde{\tau}+\tilde{\tau}))}
\]

Letting \( \omega = \frac{k_0 L^2}{x} \tilde{\tau} \tau \) and \( \zeta = \tilde{\tau}^2 \) leads to a new expression for \( \mathcal{I}_1 \):

\[
\mathcal{I}_1 = \frac{1}{\pi} \int_0^{\infty} d\omega \frac{1}{\zeta} \int_0^{\zeta/\Lambda} \frac{\zeta/\Lambda}{d\omega} \cos(\omega) \cos(\omega) e^{-\Phi^2 \lambda^2 D \mathcal{F}(\zeta)}
\]

where \( \mathcal{F}(\zeta) = \frac{p(2)(0) - p(2)(\sqrt{\zeta})}{\zeta} \) and \( D \) is chosen so that \( \mathcal{F}(\zeta) = 1 \).

Similarly, we obtain for \( \mathcal{I}_2 \), with \( \zeta_2 = \tilde{\tau}^2 \):

\[
\mathcal{I}_2 = \frac{1}{\pi} \int_0^{\infty} d\zeta_2 \frac{1}{\zeta_2} \int_0^{\zeta_2/\Lambda} \frac{\zeta_2/\Lambda}{d\omega} \cos(\omega) \cos(\omega) e^{-\Phi^2 \lambda^2 K \mathcal{E}(\zeta_2)}
\]

where \( \mathcal{E}(\zeta_2) = \frac{p(2)(0) - p(2)(\sqrt{\zeta_2})}{\zeta_2} \) and \( K \) is chosen so that \( \mathcal{E}(\zeta) = 1 \).

In this case too, \( \Lambda \) and \( \Phi \) appear in the expression of the fourth-order moment. If they are not
absolutely equal, the expressions of $C_4(x,0,0)$ in the case of a 3D extended medium and in the case of a rough phase screen are extremely similar. This confirms the fact that distortions comparable to what can be observed in an oceanic medium perturbed by IW can be measured with out experimental protocol, at least in terms of stochastic moment of the acoustic pressure up to the fourth order.
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In this appendix the average number of eigenrays in the case of a 3D fluctuating medium is analytically derived. The expression of the ray divergence is obtained from the moments of the ray geometrical parameters. The behavior of the average number of eigenrays as a function of the distance of propagation highlights the validity of the approach used in this thesis: three regions can be sorted out, leading to the idea that three regimes of fluctuations can be defined.

The standard parabolic equation applied to the fourth-order moment of the acoustic pressure in a three dimensional environment is given by:

\[
\begin{align*}
\frac{\partial C_4}{\partial x} - \frac{\partial^2 C_4}{\partial z_1 \partial u_1} - \frac{\partial^2 C_4}{\partial y_1 \partial v_1} - \frac{\partial^2 C_4}{\partial z_2 \partial u_2} - \frac{\partial^2 C_4}{\partial y_2 \partial v_2} + i\left[-\frac{1}{2}(u_1^2 + u_2^2)\frac{\partial^2 \Phi_\delta}{\partial \zeta^2}\right]_{1,0,0} & - \frac{1}{2}(v_1^2 + v_2^2)\frac{\partial^2 \Phi_\delta}{\partial \nu^2}\bigg|_{1,0,0} \\
- (u_1 u_2 + v_1 v_2)\frac{\partial^2 \Phi_\delta}{\partial \nu \partial \zeta}\bigg|_{1,0,0} & - (u_1 u_2 + v_1 v_2)\frac{\partial^2 \Phi_\delta}{\partial \nu \partial \zeta}\bigg|_{1,0,0} & - v_1 v_2\frac{\partial^2 \Phi_\delta}{\partial \nu^2}\bigg|_{1,0,0} \\
- (u_1 u_2 + v_1 v_2)\frac{\partial^2 \Phi_\delta}{\partial \nu \partial \zeta}\bigg|_{1,0,0} & - (u_1 u_2 + v_1 v_2)\frac{\partial^2 \Phi_\delta}{\partial \nu \partial \zeta}\bigg|_{1,0,0} & - u_1 u_2\frac{\partial^2 \Phi_\delta}{\partial \zeta^2}\bigg|_{1,-z_2, y_1-y_2} \\
-C_4 & = 0;
\end{align*}
\]  

(B.1)
where \( u_i = k_0 \zeta_i, v_i = k_0 \nu_i \) \( (i \in \{1, 2\}) \). We also define the normalized cross-correlation as \( F(\frac{\zeta}{L_\nu}, \frac{\nu}{L_\nu}) = \Phi_\delta(\zeta, \nu) \). Equation B.1 was obtained under the assumption that the correlation function of the sound speed fluctuations is Gaussian or exponential.

Similarly, for the second order moment \( C \), we find:

\[
C = 0; \tag{B.2}
\]

If we now define the spatial Fourier transform of the fourth order moment \( C_4 \) as follows:

\[
J_4(x, y_1, z_1, y_2, z_2, \varphi_1, \varphi_2, \theta_1, \theta_2) = \frac{1}{(2\pi)^4} \iiint du_1 du_2 dv_1 dv_2 e^{i\theta_1 u_1} e^{i\theta_2 u_2} e^{i\varphi_1 v_1} e^{i\varphi_2 v_2} C_4; \tag{B.3}
\]

this definition of the Fourier transform of the fourth order moment of the acoustic pressure leads to a new form of the standard parabolic equation in three dimensions:

\[
\begin{align*}
\frac{\partial J_4}{\partial x} + 2 \frac{\partial J_4}{\partial z} + \varphi \frac{\partial J_4}{\partial y_1} + \theta_1 & \frac{\partial J_4}{\partial z_1} + \varphi_2 \frac{\partial J_4}{\partial y_2} + \theta_2 \frac{\partial J_4}{\partial z_2} \\
+ \frac{1}{2} \frac{\partial^2 \Phi_\delta}{\partial \zeta^2} & + \frac{1}{2} \frac{\partial^2 \Phi_\delta}{\partial \varphi^2} + \frac{1}{2} \frac{\partial^2 \Phi_\delta}{\partial \theta^2} + \frac{1}{2} \frac{\partial^2 \Phi_\delta}{\partial \varphi \partial \theta} + \frac{1}{2} \frac{\partial^2 \Phi_\delta}{\partial \varphi \partial \varphi} + \frac{1}{2} \frac{\partial^2 \Phi_\delta}{\partial \theta \partial \theta} \\
+ \frac{1}{2} \frac{\partial^2 \Phi_\delta}{\partial \zeta^2} & + \frac{1}{2} \frac{\partial^2 \Phi_\delta}{\partial \varphi^2} + \frac{1}{2} \frac{\partial^2 \Phi_\delta}{\partial \theta^2} + \frac{1}{2} \frac{\partial^2 \Phi_\delta}{\partial \varphi \partial \theta} + \frac{1}{2} \frac{\partial^2 \Phi_\delta}{\partial \varphi \partial \varphi} + \frac{1}{2} \frac{\partial^2 \Phi_\delta}{\partial \theta \partial \theta} \\
= 0; \tag{B.4}
\end{align*}
\]

Once again, a simple analogy allows us to write the equivalent of equation B.4 for the second order moment, using the fact that:

\[
J_2(x, y, z, \varphi, \theta) = \frac{1}{(2\pi)^2} \iint dudv e^{i\theta u} e^{i\varphi v} C; \tag{B.5}
\]

This would give us:

\[
\begin{align*}
\frac{\partial J_2}{\partial x} + \theta \frac{\partial J_2}{\partial z} + \varphi \frac{\partial J_2}{\partial y} + \frac{1}{2} \frac{\partial^2 \Phi_\delta}{\partial \theta^2} & + \frac{1}{2} \frac{\partial^2 \Phi_\delta}{\partial \varphi^2} + \frac{1}{2} \frac{\partial^2 \Phi_\delta}{\partial \theta^2} + \frac{1}{2} \frac{\partial^2 \Phi_\delta}{\partial \varphi \partial \theta} + \frac{1}{2} \frac{\partial^2 \Phi_\delta}{\partial \varphi \partial \varphi} + \frac{1}{2} \frac{\partial^2 \Phi_\delta}{\partial \theta \partial \theta} \\
= 0; \tag{B.6}
\end{align*}
\]

The solution of equation B.6, denoted \( j_2 \), may be physically interpreted as the probability density function of the random variable ensemble \( \{Y, Z, \Psi, \Theta\} \). \( j_2 \) can therefore be developed.
in terms of moments of the statistics of depths and angles of a single ray, provided the pertinent initial condition:

\[ j_2(x_0, y, z, \varphi, \theta; y_0, z_0, \varphi_0, \theta_0) = \delta(y - y_0)\delta(z - z_0)\delta(\varphi - \varphi_0)\delta(\theta - \theta_0); \quad (B.7) \]

\[ j_2(x, y, z, \varphi, \theta; y_0, z_0, \varphi_0, \theta_0) = \frac{1}{(4\pi)^4} \int \int \int \int dz' dy' d\varphi' d\theta' \times e^{i(z'(z - <Z>) + y'(y - <Y>) + \varphi'(\varphi - <\Psi>) + \theta'(\theta - <\Theta>))} \times e^{-\frac{1}{2}(z'^2 <\Delta Z^2> + y'^2 <\Delta Y^2> + \varphi'^2 <\Delta \Psi^2> + \theta'^2 <\Delta \Theta^2>)} \times e^{-(z'y' <\Delta Z \Delta Y> + \varphi' \theta' <\Delta \Psi \Delta \Theta> + z'\varphi' <\Delta Z \Delta \Psi> + y'\varphi' <\Delta Y \Delta \Psi> + y'\theta' <\Delta Y \Delta \Theta>)}; \quad (B.8) \]

In equation B.8, the fact that we need to evaluate the statistical moments related to the random variable ensemble \{Y, Z, \Psi, \Theta\} is highlighted. An analysis of the fourth order moment equation leads to the idea that the solution for equation B.4 is a simple generalization of the solution of the second order moment equation. This extension would consist in taking into consideration the random variable ensemble \{Y_1, Y_2, Z_1, Z_2, \Psi_1, \Psi_2, \Theta_1, \Theta_2\} corresponding to a pair of rays. This leads to the need of evaluating not only the mean of the random variables, but also the variance and the covariance of all the random variables in the ensemble taken into account here. Multiplying equation B.4 by one of the random variable, for example \( z_1 \), and integrating the resulting equation over the random variable ensemble would provide us an expression for \( <Z_1> \). The first term of B.4 would therefore be:

\[ \int \int \int \int \int d\varphi_1 d\theta_1 d\varphi_2 d\theta_2 dz_1 dy_1 dy_2 dz_2 dy_2 d\varphi_1 d\theta_1 d\varphi_2 d\theta_2 \frac{\partial J_4}{\partial x} \]

\[ = \frac{\partial}{\partial x} \int \int \int \int \int d\varphi_1 d\theta_1 d\varphi_2 d\theta_2 dz_1 dy_1 dy_2 dz_2 dy_2 d\varphi_1 d\theta_1 d\varphi_2 d\theta_2 z_1 J_4 \]

\[ = \frac{\partial}{\partial x} <Z_1>; \quad (B.9) \]

A similar evaluation for all the terms in equation B.4 ends up with the following relation:

\[ \frac{\partial}{\partial x} <Z_1> = <\Theta_1> \quad (B.10) \]
Applying this procedure to all the R.V. (Random Variables) taken into consideration in this study, we obtain the following systems:

\[
\begin{align*}
\frac{d}{dx} < Z_i > & = < \Theta_i >; \\
\frac{d}{dx} < Y_i > & = < \Psi_i >; \\
\frac{d}{dx} < \Theta_i > & = \frac{d}{dx} < \Psi_i > = 0;
\end{align*}
\]  \( \text{(B.11)} \)

In the following systems, we limit our analysis to cases where \( \Phi_\delta(v, \zeta) \) may be separated as a product of functions of vertical and horizontal directions:

\[
\Phi_\delta(v, \zeta) = \frac{1}{4\pi^2} \int d\lambda e^{i\lambda \zeta} \phi_V(\lambda) \int d\mu e^{i\mu v} \phi_H(\mu). \quad (B.12)
\]

The covariance moments of the R.V. ensemble are governed by the following systems of equation:

\[
\begin{align*}
\frac{d}{dx} < \Delta Z_i \Delta Z_j > & = < \Delta Z_j \Delta \Theta_i > + < \Delta Z_i \Delta \Theta_j >; \\
\frac{d}{dx} < \Delta Z_i \Delta \Theta_j > & = < \Delta \Theta_i \Delta \Theta_j >; \\
\frac{d}{dx} < \Delta \Theta_i \Delta \Theta_j > & = \frac{1}{4\pi^2} \int d\lambda d\mu \lambda^2 M \phi_V(\lambda) \phi_H(\mu); \\
\frac{d}{dx} < \Delta Z_i \Delta Y_j > & = < \Delta Y_j \Delta \Theta_i > + < \Delta Z_i \Delta \Psi_j >; \\
\frac{d}{dx} < \Delta \Theta_i \Delta Y_j > & = < \Delta \Psi_i \Delta Z_i > + < \Delta \Theta_i \Delta \Psi_j >; \\
\frac{d}{dx} < \Delta \Theta_i \Delta \Psi_j > & = \frac{1}{4\pi^2} \int d\lambda d\mu \lambda \mu M \phi_V(\lambda) \phi_H(\mu); \\
\frac{d}{dx} < \Delta Y_i \Delta Y_j > & = < \Delta Y_j \Delta \Psi_i > + < \Delta Y_i \Delta \Psi_j >; \\
\frac{d}{dx} < \Delta Y_i \Delta \Psi_j > & = < \Delta \Psi_i \Delta \Psi_j >; \\
\frac{d}{dx} < \Delta \Phi_i \Delta \Psi_j > & = \frac{1}{4\pi^2} \int d\lambda d\mu \mu^2 M \phi_V(\lambda) \phi_H(\mu);
\end{align*}
\]  \( \text{(B.13)-(B.15)} \)

where the quantity \( M \) is defined as follows:

\[
\begin{align*}
M & = e^{i(\lambda(<Z_i>-<Z_j>)+\mu(<Y_i>-<Y_j>))} \\
& \quad \quad \quad e^{-\frac{\lambda^2}{2}(<\Delta Z_i^2>+<\Delta Z_j^2>-2<\Delta Z_i \Delta Z_j>)} \\
& \quad \quad \quad e^{-\frac{\mu^2}{2}(<\Delta Y_i^2>+<\Delta Y_j^2>-2<\Delta Y_i \Delta Y_j>)} \\
& \quad \quad \quad e^{\lambda \mu(<\Delta Z_i \Delta Y_i>-<\Delta Z_i \Delta Y_j>-<\Delta Y_i \Delta Z_j>+<\Delta Z_j \Delta Y_j>)}.
\end{align*}
\]  \( \text{(B.16)} \)

If we now define \( \alpha_0 \) and \( \beta_0 \) as two geometrical parameters related to the considered ray, we can write:
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\[
\begin{align*}
R_{ZZ}(x, \alpha_0^j - \alpha_0^i, \beta_0^j - \beta_0^i) &= <\Delta Z(x, \alpha_0^i, \beta_0^i) \Delta Z(x, \alpha_0^j, \beta_0^j) >; \\
R_{Z\Theta}(x, \alpha_0^j - \alpha_0^i, \beta_0^j - \beta_0^i) &= <\Delta Z(x, \alpha_0^i, \beta_0^i) \Delta \Theta(x, \alpha_0^j, \beta_0^j) >; \\
R_{\Theta\Theta}(x, \alpha_0^j - \alpha_0^i, \beta_0^j - \beta_0^i) &= <\Delta \Theta(x, \alpha_0^i, \beta_0^i) \Delta \Theta(x, \alpha_0^j, \beta_0^j) >; \\
R_{YY}(x, \alpha_0^j - \alpha_0^i, \beta_0^j - \beta_0^i) &= <\Delta Y(x, \alpha_0^i, \beta_0^i) \Delta Y(x, \alpha_0^j, \beta_0^j) >; \\
R_{ZY}(x, \alpha_0^j - \alpha_0^i, \beta_0^j - \beta_0^i) &= <\Delta Z(x, \alpha_0^i, \beta_0^i) \Delta \Theta(x, \alpha_0^j, \beta_0^j) >; \\
R_{\Theta\Psi}(x, \alpha_0^j - \alpha_0^i, \beta_0^j - \beta_0^i) &= <\Delta \Theta(x, \alpha_0^i, \beta_0^i) \Delta \Psi(x, \alpha_0^j, \beta_0^j) >; \\
R_{\Psi\Theta}(x, \alpha_0^j - \alpha_0^i, \beta_0^j - \beta_0^i) &= <\Delta \Psi(x, \alpha_0^i, \beta_0^i) \Delta \Theta(x, \alpha_0^j, \beta_0^j) >; \\
R_{\Psi\Psi}(x, \alpha_0^j - \alpha_0^i, \beta_0^j - \beta_0^i) &= <\Delta \Psi(x, \alpha_0^i, \beta_0^i) \Delta \Psi(x, \alpha_0^j, \beta_0^j) >;
\end{align*}
\]  
(B.17)

In practice, \(\alpha_0\) and \(\beta_0\) represent either the initial angles \(\theta_0\) and \(\varphi_0\) of a ray, in the case of a point source, or the initial coordinates of the ray \(z_0, y_0\) if the wave is originally plane. Similarly, in the three dimensions case, \(\alpha_0^{i,j}\) and \(\beta_0^{i,j}\) would correspond to the same quantities related, this time, to a pair of rays \(i,j\).

The systems B.13 to B.15 translate into the following systems:

\[
\begin{align*}
\frac{d}{dx} R_{ZZ} &= 2 R_{Z\Theta}; \\
\frac{d}{dx} R_{Z\Theta} &= R_{\Theta\Theta}; \\
\frac{d}{dx} R_{\Theta\Theta} &= \frac{1}{4\pi^2} \int d\lambda d\mu \lambda^2 \mathcal{N} \phi_Y(\lambda) \phi_H(\mu); \\
\frac{d}{dx} R_{YY} &= R_{Z\Psi} + R_{Y\Theta}; \\
\frac{d}{dx} R_{Y\Theta} &= \frac{d}{dx} R_{Z\Psi} = R_{\Phi\Theta}; \\
\frac{d}{dx} R_{\Psi\Theta} &= \frac{1}{4\pi^2} \int d\lambda d\mu \lambda \mathcal{N} \phi_Y(\lambda) \phi_H(\mu); \\
\frac{d}{dx} R_{YY} &= 2 R_{Y\Psi}; \\
\frac{d}{dx} R_{Y\Psi} &= R_{\Phi\Psi}; \\
\frac{d}{dx} R_{\Psi\Psi} &= \frac{1}{4\pi^2} \int d\lambda d\mu \mu^2 \mathcal{N} \phi_Y(\lambda) \phi_H(\mu);
\end{align*}
\]  
(B.18)

(B.19)

(B.20)

where \(\mathcal{N}\) is defined as:

\[
\begin{align*}
\mathcal{N} &= e^{i[\lambda \alpha_0 x + \mu \beta_0 x]} \\
&= e^{-\lambda^2 (R_{ZZ}(x,0,0) - R_{ZZ}(x,\alpha_0,\beta_0))} \\
&= e^{-\mu^2 (R_{YY}(x,0,0) - R_{YY}(x,\alpha_0,\beta_0))} \\
&= e^{-2 \lambda \mu (R_{ZY}(x,0,0) - R_{ZY}(x,\alpha_0,\beta_0))},
\end{align*}
\]  
(B.21)
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Systems B.18 to B.20 will be used in the evaluation of the divergence of the rays, which is the main point of the next section.

**B.1 Divergence of the rays**

The divergence is an important feature of a ray. Indeed, in order to characterize the regime of fluctuations related to a configuration, the number of eigenrays is used. This number of eigenrays, denoted \( N_{\text{eig}} \), is evaluated from the divergence of the rays. The divergence is defined as being inversely proportional to the acoustic intensity:

\[
|U| = \frac{1}{|p|^2} = \iint d\alpha_0 d\beta_0 \delta \left( z - Z(\alpha_0, \beta_0) \right) \delta \left( y - Y(\alpha_0, \beta_0) \right), \tag{B.22}
\]

with

\[
\begin{align*}
\delta (z - Z(x, \alpha_0, \beta_0)) &= \frac{\partial Z}{\partial \alpha_0} R (\alpha_0 - \alpha_0_R) + \frac{\partial Z}{\partial \beta_0} R (\beta_0 - \beta_0_R); \\
\delta (y - Y(x, \alpha_0, \beta_0)) &= \frac{\partial Y}{\partial \alpha_0} R (\alpha_0 - \alpha_0_R) + \frac{\partial Y}{\partial \beta_0} R (\beta_0 - \beta_0_R);
\end{align*} \tag{B.23}
\]

The expression of the divergence in three dimensions is given by:

\[
U = \frac{\partial Z}{\partial \alpha_0} \frac{\partial Y}{\partial \beta_0} - \frac{\partial Z}{\partial \beta_0} \frac{\partial Y}{\partial \alpha_0}. \tag{B.24}
\]

A useful quantity for the calculation of \( < N_{\text{eig}} > \) is the normalized standard deviation of the divergence \( U \). This quantity is denoted \( \sigma_U < U > \). In order to evaluate the normalized standard deviation, we first need an expression for \( < U^2 > \):

\[
\left\langle U^2 \right\rangle = \left( \left( \frac{\partial Z}{\partial \alpha_0} \frac{\partial Y}{\partial \beta_0} \right)^2 + \left( \frac{\partial Z}{\partial \beta_0} \frac{\partial Y}{\partial \alpha_0} \right)^2 - 2 \frac{\partial Z}{\partial \alpha_0} \frac{\partial Z}{\partial \beta_0} \frac{\partial Y}{\partial \alpha_0} \frac{\partial Y}{\partial \beta_0} \right). \tag{B.25}
\]

By definition, the eigen rays are the rays such that the pair of variables \((\alpha_0, \beta_0)\) is solution to the algebraic system:

\[
\begin{align*}
Z(x, \alpha_0, \beta_0) &= Z(x, \alpha_0, \beta_0) + \Delta Z(x, \alpha_0, \beta_0) = z; \\
Y(x, \alpha_0, \beta_0) &= Y(x, \alpha_0, \beta_0) + \Delta Y(x, \alpha_0, \beta_0) = y. \tag{B.26}
\end{align*}
\]

Given the expression of \( Z \) and \( Y \) in equation B.26, equation B.25 can be expanded as follows:
\[
\left\{ U^2 \right\} = \bar{U}^4 + 4 \bar{U}^2 \left( \frac{\partial \Delta Z}{\partial \alpha_0} \frac{\partial \Delta Y}{\partial \beta_0} \right) + \bar{U}^2 \left[ \left( \left( \frac{\partial \Delta Y}{\partial \beta_0} \right)^2 \right) + \left( \left( \frac{\partial \Delta Z}{\partial \alpha_0} \right)^2 \right) \right] \\
+ \left( \left( \frac{\partial \Delta Z}{\partial \alpha_0} \right)^2 \left( \frac{\partial \Delta Y}{\partial \beta_0} \right)^2 \right) + \left( \left( \frac{\partial \Delta Z}{\partial \beta_0} \right)^2 \left( \frac{\partial \Delta Y}{\partial \alpha_0} \right)^2 \right) - 2 \bar{U}^2 \left( \frac{\partial \Delta Z}{\partial \beta_0} \frac{\partial \Delta Y}{\partial \alpha_0} \right) \tag{B.27} \]

where \( \bar{U} = \langle U \rangle \) (for visibility). Equation B.27 can be rewritten as follows:

\[
\langle U^2 \rangle = \bar{U}^4 - 4 \bar{U}^2 \frac{\partial^2 R_{ZY}}{\partial \beta_0 \alpha_0} \bigg|_{x,0,0} - \bar{U}^2 \left[ \frac{\partial^2 R_{ZZ}}{\partial \alpha_0^2} \bigg|_{x,0,0} + \frac{\partial^2 R_{YY}}{\partial \beta_0^2} \bigg|_{x,0,0} \right] + \frac{\partial^2 R_{ZZ}}{\partial \alpha_0^2} \bigg|_{x,0,0} \frac{\partial^2 R_{YY}}{\partial \beta_0^2} \bigg|_{x,0,0} \\
+ 2 \left( \frac{\partial^2 R_{ZY}}{\partial \alpha_0 \beta_0} \bigg|_{x,0,0} \frac{\partial^2 R_{ZZ}}{\partial \alpha_0^2} \bigg|_{x,0,0} + \frac{\partial^2 R_{YY}}{\partial \beta_0^2} \bigg|_{x,0,0} \right)^2 + 2 \bar{U}^2 \left( \frac{\partial^2 R_{ZY}}{\partial \beta_0 \alpha_0} \bigg|_{x,0,0} \right)^2 \tag{B.28} \]

which simplifies into:

\[
\langle U^2 \rangle = \bar{U}^4 - 2 \bar{U}^2 \frac{\partial^2 R_{ZY}}{\partial \beta_0 \alpha_0} \bigg|_{x,0,0} - \bar{U}^2 \left[ \frac{\partial^2 R_{ZZ}}{\partial \alpha_0^2} \bigg|_{x,0,0} + \frac{\partial^2 R_{YY}}{\partial \beta_0^2} \bigg|_{x,0,0} \right] + \frac{\partial^2 R_{ZZ}}{\partial \alpha_0^2} \bigg|_{x,0,0} \frac{\partial^2 R_{YY}}{\partial \beta_0^2} \bigg|_{x,0,0} \\
+ 2 \left( \frac{\partial^2 R_{ZY}}{\partial \alpha_0 \beta_0} \bigg|_{x,0,0} \right)^2 + \frac{\partial^2 R_{YY}}{\partial \beta_0^2} \bigg|_{x,0,0} \frac{\partial^2 R_{ZZ}}{\partial \alpha_0^2} \bigg|_{x,0,0} \tag{B.29} \]

In order to evaluate \( \langle U^2 \rangle \), expressions for \( \frac{\partial^2 R_{ZY}}{\partial \beta_0 \alpha_0} \bigg|_{x,0,0} \), \( \frac{\partial^2 R_{ZZ}}{\partial \alpha_0^2} \bigg|_{x,0,0} \), \( \frac{\partial^2 R_{ZZ}}{\partial \beta_0^2} \bigg|_{x,0,0} \), \( \frac{\partial^2 R_{YY}}{\partial \beta_0^2} \bigg|_{x,0,0} \) and \( \frac{\partial^2 R_{YY}}{\partial \beta_0^2} \bigg|_{x,0,0} \) are needed. These terms can be obtained by solving systems B.18 to B.20 (complete derivation given at the end of Appendix B). The solutions are of the form:

\[
\begin{align*}
\frac{\partial^2 R_{ZZ}}{\partial \alpha_0^2} \bigg|_{x,0,0} &= \frac{D_0 e^{c_0} + D_1 e^{c_1} + D_2 e^{c_2}}{1 + \left( \frac{L_E}{L_H} \right)^2} \\
\frac{\partial^2 R_{YY}}{\partial \beta_0^2} \bigg|_{x,0,0} &= \left( \frac{L_H}{L_E} \right)^2 \frac{\partial^2 R_{ZZ}}{\partial \alpha_0^2} \bigg|_{x,0,0} \end{align*} \tag{B.30} \]
Appendix B. Average Number of Eigenrays Calculation

where

\[
\begin{align*}
D_0 &= -2\psi_0^{\frac{-1}{3}}; \\
D_p &= 2\psi_0^{\frac{1}{3}}\left(\frac{1}{6} - 0.2887i\right); \\
D_m &= 2\psi_0^{\frac{2}{3}}\left(\frac{1}{6} + 0.2887i\right); \\
\lambda_p &= e^{\frac{2i\pi}{3}}; \\
\lambda_m &= e^{-\frac{2i\pi}{3}}; \\
\psi_0 &= 2\Phi_\delta(0,0)\left(\frac{1}{L_V^2} + \frac{1}{L_H^2}\right);
\end{align*}
\] (B.31)

\[
\begin{align*}
\frac{\partial^2 R_{YY}}{\partial \xi_0^2} & = \frac{D_0 e^{\xi_0} + D_p e^{\lambda_p \xi_0} + D_m e^{\lambda_m \xi_0} + x^2}{1 + \left(\frac{L_V}{L_H}\right)^4}; \\
\frac{\partial^2 R_{ZZ}}{\partial \xi_0^2} & = \left(\frac{L_H}{L_V}\right)^2 \frac{\partial^2 R_{YY}}{\partial \xi_0^2}; \\
\frac{\partial^2 R_{ZY}}{\partial \xi_0 \partial \xi_0} & = E_0 e^{\xi_0} + E_p e^{\lambda_p \xi_0} + E_m e^{\lambda_m \xi_0} + \frac{1}{2}x^2;
\end{align*}
\] (B.32)

\[
\begin{align*}
E_0 &= -\psi_1^{\frac{-1}{3}}; \\
E_p &= \psi_1^{\frac{-1}{3}}\left(\frac{1}{6} - 0.2887i\right); \\
E_m &= \psi_1^{\frac{-2}{3}}\left(\frac{1}{6} + 0.2887i\right); \\
\psi_1 &= \Phi_\delta(0,0)\frac{L_H^2}{L_V^2}.
\end{align*}
\] (B.33)

Figure B.1 displays a numerical example of the calculation of the normalized standard deviation of the divergence \(\frac{\partial U}{\partial U^2}\) as a function of the distance of propagation. The parameters chosen for this example were \(\delta_c = 2m/s, c_0 = 1500m/s, L_H = 300m \) and \(L_V = 30m\). The quantity displayed here is evaluated using the analytical results previously detailed (equation B.29 to B.34) and the fact that \(<U>=\bar{U}=x^2\), and \(\sigma_U = \sqrt{<U^2> - <U>^2} = \sqrt{<U^2> - \bar{U}^2}>\).
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B.2 Average number of eigenrays

We define an eigen ray as a ray linking source to receiver. The number of eigen rays $N_{eig}$ is characteristic of perturbation regimes. Indeed, a high number of eigen rays, especially if they are uncorrelated, is synonym of full saturation; a small number of correlated eigen rays would lead to partial saturation, and the final case of unsaturation is obtained when we only observe one -possibly perturbed- eigen ray. The knowledge of this quantity’s behavior is of great influence on the theory of the problem studied here. As explained in section 2.1.1.2, the eigen rays are associated with the solutions of system B.26. Therefore, we can define $N_{eig}$ as follows:

$$N_{eig} = \int \int d\alpha_0 d\beta_0 |U| \delta(z - Z(x, \alpha_0, \beta_0)) \delta(y - Y(x, \alpha_0, \beta_0))$$  \hspace{1cm} (B.35)

Taking the average value of equation B.35 leads to the following expression of $<N_{eig}>$:

$$<N_{eig}> = \int \int \int d\alpha_0 d\beta_0 du |u| <\delta(u - U(\alpha_0, \beta_0)) \delta(z - Z(x, \alpha_0, \beta_0)) \delta(y - Y(x, \alpha_0, \beta_0))>$$

$$= \int du |u| e^{-\frac{1}{2} \frac{(u - \bar{u})^2}{\sigma_U^2}} \int \int <\delta(z - Z(x, \alpha_0, \beta_0)) \delta(y - Y(x, \alpha_0, \beta_0))>$$

$$= \int du \frac{|u|}{\bar{U}} e^{-\frac{1}{2} \frac{(u - \bar{u})^2}{\sigma_U^2}};$$  \hspace{1cm} (B.36)
Finally, we obtain:

\[
<N_{eig}> = \text{erf}\left(\frac{\sqrt{2}}{s}\right) + s \sqrt{\frac{2}{\pi}} e^{-\frac{1}{2s^2}},
\]

where \(s_u = \frac{\sigma_u}{\langle U \rangle}\).

\[\text{Figure B.2: } N_{eig}(s_u): \text{Average Number of Eigen Rays as a Function of the Normalized Standard Deviation of the Divergence. } \delta_c = 2m/s, \theta_0 = 1500m/s, L_H = 300m \text{ and } L_V = 30m\]

We represent the asymptotic behavior of the average number of eigen rays as a function of the normalized standard deviation of the divergence in Figure B.2: for small values of \(s_u\), \(N_{eig}\) tends to 1, which can be interpreted as translating the fact that small values of the normalized standard deviation of the divergence leads to unsaturation.

For high values of \(s_u\), typically for \(s_u > 3\), we observe an increase of the average number for eigenrays following a linear asymptote in \(\sqrt{2/\pi})s_u\). In this “region”, the number of eigenrays is high, so is the normalized standard deviation of the divergence, meaning that this would correspond to the saturated case.

For values of \(s_u\) included in the interval \([\frac{1}{3}; 3]\), a transition is noted in the evolution of the number of eigen rays: the sweetspot corresponding to \(N_{eig} = 1\) is exceeded, and \(N_{eig} = 1\) tends to get closer and closer to the asymptote in \(\sqrt{2/\pi})s_u\). This would correspond to partial saturation.

This result confirms the theory of classification of signal distortions into regimes of fluctuations.
As a reminder, in order to evaluate \(< U^2 >\) (given in equation B.29), we need on expression for

\[
\frac{\partial^2 R_{xy}}{\partial \alpha_0 \partial \alpha_0} \bigg|_{x,0,0}, \quad \frac{\partial^2 R_{zz}}{\partial \beta \partial \beta} \bigg|_{x,0,0}, \quad \frac{\partial^2 R_{zz}}{\partial \delta_0 \partial \gamma} \bigg|_{x,0,0}, \quad \frac{\partial^2 R_{yy}}{\partial \delta_0 \partial \delta_0} \bigg|_{x,0,0} \quad \text{and} \quad \frac{\partial^2 R_{yy}}{\partial \beta \partial \delta_0} \bigg|_{x,0,0}.
\]

First, we can evaluate \(\frac{\partial^2 R_{zz}}{\partial \beta \partial \beta} \bigg|_{x,0,0}\) and \(\frac{\partial^2 R_{yy}}{\partial \delta_0 \partial \delta_0} \bigg|_{x,0,0}\) together, given that:

\[
\begin{cases}
\frac{d^2 u}{dx^2} = 2\Phi_v(0)\Phi_h(0)(u - x^2) + 2\Phi_v(0)\Phi_h(0)v; \\
\frac{d^2 v}{dx^2} = 2\Phi_v(0)\Phi_h(0)(u - x^2) + 2\Phi_v(0)\Phi_h(0)v;
\end{cases}
\]

where \(u = \frac{\partial^2 R_{zz}}{\partial \delta_0 \partial \delta_0} \bigg|_{x,0,0}\) and \(v = \frac{\partial^2 R_{yy}}{\partial \delta_0 \partial \delta_0} \bigg|_{x,0,0}\). B.38 can be rewritten as follows:

\[
\frac{d^3 u}{dx^3} = 2\phi_0 \begin{pmatrix} \frac{1}{L_V^4} & \frac{1}{L_H L_V^2} \\ \frac{1}{L_H L_V^2} & \frac{1}{L_H^2} \end{pmatrix} \begin{pmatrix} u \\ v \end{pmatrix} - 2\phi_0 x^2 \begin{pmatrix} \frac{1}{L_V^4} & \frac{1}{L_H^4} \\ \frac{1}{L_H^4} & \frac{1}{L_H^4} \end{pmatrix}.
\]

Looking for the eigen values of equation B.39 gives us:

\[
\begin{pmatrix}
\frac{1}{L_V} - \lambda & \frac{1}{L_H L_V} \\
\frac{1}{L_H L_V} & \frac{1}{L_H} - \lambda
\end{pmatrix} = \left( \frac{1}{L_V} - \lambda \right) \left( \frac{1}{L_H} - \lambda \right) - \frac{1}{L_H^4 L_V^4} = \lambda \left( \frac{1}{L_V} + \frac{1}{L_H} \right).
\]

Solving for the roots of equation B.40 provides the two following eigen values:

\[
\begin{cases}
\lambda_1 = 0; \\
\lambda_2 = \frac{1}{L_V} + \frac{1}{L_H};
\end{cases}
\]

The associated eigen vectors \(w_1\) and \(w_2\) are obtained by solving the two following equations:

\[
(A_1 - \lambda_1 I) w_1 = 0;
\]

\[
(A_1 - \lambda_2 I) w_2 = 0;
\]

where \(A_1 = \begin{pmatrix} \frac{1}{L_V^4} & \frac{1}{L_H^4} \\ \frac{1}{L_H^4} & \frac{1}{L_H^4} \end{pmatrix}\) and \(I\) is the identity matrix.
The solutions for the eigen vectors are:

\[
\begin{align*}
\left\{ \begin{array}{l}
w_1^1 = \left( \begin{array}{c} 1 \\ - \frac{L^2_H}{L^2_V} \end{array} \right); \\
w_1^2 = \left( \begin{array}{c} 1 \\ \frac{L^2_H}{L^2_V} \end{array} \right);
\end{array} \right. \\
\end{align*}
\]

(B.44)

Multiplying equation B.39 by \( w_1^1 \) gives:

\[
\frac{d^3}{dx^3} \left( u - \frac{L^2_H}{L^2_V} v \right) = 2 \phi_0 \lambda_1^1 \left( u - \frac{L^2_H}{L^2_V} v \right) - 2 \phi_0 x^2 \left( \frac{1}{L^4_V} - \frac{L^2_H}{L^2_V} \right) = 0
\]

\[
\iff \frac{d^3}{dx^3} \left( u - \frac{L^2_H}{L^2_V} v \right) = -2 \phi_0 x^2 \left( \frac{1}{L^4_V} - \frac{1}{L^4_H} \right) = 0 \quad \text{(B.45)}
\]

\[
\iff u = \frac{L^2_H}{L^2_V} v.
\]

Multiplying equation B.39 by \( w_1^1 \) gives:

\[
\frac{d^3}{dx^3} \left( u + \frac{L^2_V}{L^2_H} v \right) = 2 \phi_0 \lambda_2^1 \left( u + \frac{L^2_V}{L^2_H} v \right) - 2 \phi_0 x^2 \left( \frac{1}{L^4_V} + \frac{L^2_H}{L^2_V} \right) = 0
\]

\[
\iff \frac{d^3}{dx^3} \left( u - \frac{L^2_H}{L^2_V} v \right) = 2 \phi_0 \left( \frac{1}{L^4_H} + \frac{1}{L^4_V} \right) \left( u - \frac{L^2_H}{L^2_V} v \right) - 2 \phi_0 x^2 \left( \frac{1}{L^4_V} + \frac{1}{L^4_H} \right) = 0;
\]

\[
\iff \frac{d^3}{dx^3} \left( u - \frac{L^2_H}{L^2_V} v - x^2 \right) = 2 \phi_0 \left( \frac{1}{L^4_H} + \frac{1}{L^4_V} \right) \left( u - \frac{L^2_H}{L^2_V} v - x^2 \right);
\]

\[
\iff \frac{d^3}{dx^3} V = \Psi_0 V;
\]

where \( V = \left( u - \frac{L^2_H}{L^2_V} v - x^2 \right) \) and \( \Psi_0 = 2 \phi_0 \left( \frac{1}{L^4_H} + \frac{1}{L^4_V} \right) \). Since \( \frac{d^3}{dx^3} \left( u - \frac{L^2_H}{L^2_V} v - x^2 \right) = \frac{d^3}{dx^3} \left( u - \frac{L^2_H}{L^2_V} v \right) \), we can write \( \frac{d^3}{dx^3} V = \Psi_0 V \). In order to adimensionize the equation, we write \( \psi = \Psi_0^{\frac{1}{3}} x \), which gives:

\[
\begin{align*}
\frac{d^3}{dx^3} V &= V; \\
\frac{d}{dx} V &= W; \\
\frac{d}{dx} W &= X;
\end{align*}
\]

(B.47)

We obtain the following equation:
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\[ \frac{d}{d\psi} \begin{pmatrix} V \\ W \\ X \end{pmatrix} = \begin{pmatrix} 0 & 1 & 0 \\ 0 & 0 & 1 \\ 1 & 0 & 0 \end{pmatrix} \begin{pmatrix} V \\ W \\ X \end{pmatrix}, \quad (B.48) \]

with

\[
\begin{align*}
V(0) &= 0; \\
W(0) &= 0; \\
X(0) &= -2\Psi^{-\frac{2}{3}}; \quad (B.49)
\end{align*}
\]

Looking for the eigen values of B.58 gives:

\[
\begin{align*}
\begin{vmatrix} -\lambda & 1 & 0 \\
0 & -\lambda & 1 \\
1 & 0 & -\lambda \\
\end{vmatrix} &= 0; \\
\iff -\lambda^3 + 1 &= 0; \\
\iff \lambda^3 &= 1. \\
\end{align*}
\]

Leading to:

\[
\begin{align*}
\lambda_1^2 &= 1; \\
\lambda_2^2 &= \lambda_p = e^{i2\pi/3}; \\
\lambda_3^2 &= \lambda_m = e^{-i2\pi/3}; \\
\end{align*}
\]

The solution is therefore of the form:

\[
\begin{align*}
V &= D_0 e^{\lambda_1^2 \xi} + D_p e^{\lambda_p \xi} + D_m e^{\lambda_m \xi}; \\
W &= D_0 \lambda_1^2 e^{\lambda_1^2 \xi} + D_p \lambda_1 e^{\lambda_p \xi} + D_m \lambda_m e^{\lambda_m \xi}; \\
X &= D_0 (\lambda_1^2)^2 e^{\lambda_1^2 \xi} + D_p (\lambda_p)^2 e^{\lambda_p \xi} + D_m (\lambda_m)^2 e^{\lambda_m \xi}; \\
\end{align*}
\]

with,

\[
\begin{align*}
V(0) &= D_0 + D_p + D_m; \\
W(0) &= D_0 \lambda_1^2 + D_p \lambda_p + D_m \lambda_m; \\
X(0) &= D_0 (\lambda_1^2)^2 + D_p (\lambda_p)^2 + D_m (\lambda_m)^2; \\
\end{align*}
\]

with the following initial condition:
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\[
\begin{align*}
D_0 &= -2\Psi_0^{-2/3} \frac{1}{3}; \\
D_p &= 2\Psi_0^{-2/3} \left( \frac{1}{6} - 0.2887i \right); \\
D_m &= 2\Psi_0^{-2/3} \left( \frac{1}{6} + 0.2887i \right); \\
\end{align*}
\]

(B.54)

We now have an expression for \(V\), therefore we know
\[
\left. \frac{\partial^2 R_{ZZ}}{\partial \alpha_0^2} \right|_{x,0,0}
\]
and
\[
\left. \frac{\partial^2 R_{YY}}{\partial \beta_0^2} \right|_{x,0,0}.
\]

A similar scheme gives us the expression of
\[
\left. \frac{\partial^2 R_{ZY}}{\partial \beta_0 \partial \alpha_0} \right|_{x,0,0}.
\]

As for the last moment to evaluate,
\[
\left. \frac{\partial^2 R_{ZY}}{\partial \beta_0 \partial \alpha_0} \right|_{x,0,0},
\]
if we take the derivative of system( B.19) with respect to \(\partial \alpha_0 \partial \beta_0\), we obtain:
\[
\frac{\partial^3}{dx^3} \left( \frac{\partial^2 R_{ZY}}{\partial \beta_0 \partial \alpha_0} \right)_{x,0,0} = \left[ 2 \left( \frac{\partial^2 R_{ZY}}{\partial \beta_0 \partial \alpha_0} \right)_{x,0,0} - x^2 \right].
\]

(B.55)

Equation B.55 can be rewritten:
\[
\frac{d^3}{dx^3} w = 4\phi_0 - \frac{1}{L_H L_V} w - 2\phi_0 - \frac{1}{L_H L_V} x^2;
\]

(B.56)

where \(w = \frac{\partial^2 R_{ZY}}{\partial \beta_0 \partial \alpha_0} \mid_{x,0,0}\). If we note
\[
W = \left( w - \frac{1}{2} x^2 \right) \quad \text{and} \quad \Psi_1 = 4\phi_0 \frac{1}{L_H L_V},
\]
we obtain:
\[
\frac{d^3}{dx^3} W = \Psi_1 W, with \left\{ \begin{array}{l}
W(0) = 0; \\
W'(0) = 0; \\
W''(0) = -1
\end{array} \right.
\]

(B.57)

We repeat the adimensionalization step, so that \(\xi = \Psi_1^{1/3} x\), which gives:
\[
\frac{d}{d\xi} \begin{pmatrix} W \\ X \\ T \end{pmatrix} = \begin{pmatrix} 0 & 1 & 0 \\ 0 & 0 & 1 \\ 1 & 0 & 0 \end{pmatrix} \begin{pmatrix} W \\ X \\ T \end{pmatrix},
\]

(B.58)

with
\[
\left\{ \begin{array}{l}
W(0) = 0; \\
X(0) = 0; \\
T(0) = -\Psi_1^{-2/3};
\end{array} \right.
\]

(B.59)
Once again, we find a solution of the form:

\[
\begin{align*}
W &= E_0 e^{\lambda_1^2 \xi} + E_p e^{\lambda_p \xi} + E_m e^{\lambda_m \xi}; \\
X &= E_0 \lambda_1^2 e^{\lambda_1^2 \xi} + E_p \lambda_1 e^{\lambda_p \xi} + E_m \lambda_1 e^{\lambda_m \xi}; \\
T &= E_0 (\lambda_1^2)^2 e^{\lambda_1^2 \xi} + E_p (\lambda_p)^2 e^{\lambda_p \xi} + E_m (\lambda_m)^2 e^{\lambda_m \xi};
\end{align*}
\]  

(B.60)

with the initial conditions given in B.59, we obtain finally:

\[
\begin{align*}
E_0 &= -\Psi_1^{-2/3} \frac{1}{\sqrt[3]{3}}; \\
E_p &= \Psi_1^{-2/3} \left( \frac{1}{6} - 0.2887i \right); \\
E_m &= \Psi_1^{-2/3} \left( \frac{1}{6} + 0.2887i \right);
\end{align*}
\]  

(B.61)
Appendix C

Intercorrelation calculation details

In equation 2.42, the term between brackets can be expressed as follows:

\[
\left( \Pi \left( x, \Theta - \frac{1}{2} \nu \right) \right) \Pi^* \left( x, \Theta + \frac{1}{2} \nu \right) \]

\[
= C_1 \frac{1}{4 \pi^2} \int \int dz_x \, dz_{\nu} \, e^{i \Theta z_{\nu}} \frac{1}{4 \pi^2} \int \int dv_{\nu} \, dv_{\nu} \, e^{-i \nu_{\nu} z_{\nu}} e^{-i \nu_{\nu} \nu} e^{i \nu_{\nu} \nu} \left( \frac{z_{1} + z_{2}}{k_1 + k_2} \right) e^{-\frac{1}{4} \rho^2 \left( \nu_{\nu}^2 + \nu^2 \right)} \times \left( 1 \right) \]

\[
\left( \Pi \left( x, \Theta - \frac{1}{2} \nu \right) \right) \Pi^* \left( x, \Theta + \frac{1}{2} \nu \right) \]

\[
= C_1 \frac{1}{2 \pi} \int dz_{\nu} \, e^{i \Theta z_{\nu}} \frac{1}{4 \pi^2} \int \int dv_{\nu} \, e^{-i \nu_{\nu} z_{\nu}} e^{i \nu_{\nu} \nu} \left( \frac{z_{1} + z_{2}}{k_1 + k_2} \right) e^{-\frac{1}{4} \rho^2 \left( \nu_{\nu}^2 + \nu^2 \right)} \left( A_1 \xi \left( \frac{z_{1}}{2} \right) - A_2 \xi \left( \frac{z_{2}}{2} \right) \right)
\]

\[
= C_1 \frac{1}{2 \pi} \int dz_{\nu} \, e^{i \Theta z_{\nu}} \frac{1}{4 \pi^2} \int \int dv_{\nu} \, e^{-i \nu_{\nu} z_{\nu}} e^{i \nu_{\nu} \nu} \left( \frac{z_{1} + z_{2}}{k_1 + k_2} \right) e^{-\frac{1}{4} \rho^2 \left( \nu_{\nu}^2 + \nu^2 \right)} \left( A_1 \xi \left( \frac{z_{1}}{2} \right) - A_2 \xi \left( \frac{z_{2}}{2} \right) \right)
\]

where the changes of variables operated are \( z_m = z_2 - z_1 \), \( z_p = \frac{z_1 + z_2}{2} \), \( \nu_m = \nu_2 - \nu_1 \) and \( \nu_p = \frac{\nu_1 + \nu_2}{2} \) and \( C_1 \) is a constant coefficient.

Noticing, once again, that \( \frac{1}{4 \pi^2} \int dz_{\nu} \, e^{i \nu_{\nu} \nu} e^{-i \nu_{\nu} \nu} = 2 \pi \delta (\nu_{\nu} - \nu) \), equation C.1 may be rewritten as follows:

\[
\left( \Pi \left( x, \Theta - \frac{1}{2} \nu \right) \right) \Pi^* \left( x, \Theta + \frac{1}{2} \nu \right) \]

\[
= C_1 \frac{1}{2 \pi} \int dz_{\nu} \, e^{i \Theta z_{\nu}} \frac{1}{4 \pi^2} \int \int dv_{\nu} \, e^{-i \nu_{\nu} z_{\nu}} e^{i \nu_{\nu} \nu} \left( \frac{z_{1} + z_{2}}{k_1 + k_2} \right) e^{-\frac{1}{4} \rho^2 \left( \nu_{\nu}^2 + \nu^2 \right)} \left( A_1 \xi \left( \frac{z_{1}}{2} \right) - A_2 \xi \left( \frac{z_{2}}{2} \right) \right)
\]

where \( A_1 \) and \( A_2 \) are constant coefficients. The term between brackets may be approximated in the geometrical limit, so that an analytical expression can be found for the radius of curvature of the Fourier transform of the intercorrelation function \( \tilde{C} \). This translates into the following:

(C.1)

(C.2)
\[
\left\{ e^{[A_1\xi(-\frac{1}{4}z_m) - A_2\xi(\frac{1}{4}z_m)]} = e^{-\frac{1}{4}[(A_1^2 + A_2^2)R_\xi(0) - 2A_1A_2R_\xi(z_m)]} = e^{-(k_1 - k_2)^2(R_\xi(0) - R_\xi(z_m))} \\
\approx e^{-\frac{1}{4}(k_1 - k_2)^2\xi_0^2\frac{z_m^2}{L_V^2}} = e^{-\frac{1}{4}k_1^2\xi_0^2\left(1 - \frac{c_1}{c_2}\right)^2\frac{z_m^2}{L_V^2}}
\]  

(C.3)

Starting from equation C.3, we are able to go back to the evaluation of \( \left\{ \Pi \left( x, \Theta - \frac{1}{2}v \right) \right\} \Pi^* \left( x, \Theta + \frac{1}{2}v \right) \):

\[
\left\{ \Pi \left( x, \Theta - \frac{1}{2}v \right) \right\} \Pi^* \left( x, \Theta + \frac{1}{2}v \right) = \frac{c_1^2}{4\pi^2} \int d^2 e^{i\Theta_s} \times \frac{1}{4\pi^2} \int d\Upsilon e^{-i\Upsilon \left( s = \frac{1}{4} + \frac{x - x_1}{k_1^2} \right)} \times e^{-\frac{1}{4}c^2(\Upsilon^2 + v^2/4)} e^{-\frac{1}{4}k_1^2\xi_0^2\left(1 - \frac{c_1}{c_2}\right)^2\frac{z_m^2}{L_V^2}}
\]  

(C.4)

Setting \( b = \frac{c_1}{k_1} + \frac{x - x_1}{k_1^2} \) and \( d^2 = k_1^2\xi_0^2\left(1 - \frac{c_1}{c_2}\right)^2\frac{z_m^2}{L_V^2} \) leads to:

\[
\left\{ \Pi \left( x, \Theta - \frac{1}{2}v \right) \right\} \Pi^* \left( x, \Theta + \frac{1}{2}v \right) = \frac{c_1^2}{4\pi^2} \frac{1}{\pi \rho \sqrt{2}} \int dse^{i\Theta_s} \times e^{-\frac{1}{4}c^2[\left( (d^2c^2/2 + 1) s^2 - 2c^2 + v^2 \right)]} \frac{1}{\sqrt{2\pi \rho \sqrt{2}}}
\]  

(C.5)

Writing \( q = 1 + d^2\xi_0^2 \) allows to rewrite equation C.5:

\[
\left\{ \Pi \left( x, \Theta - \frac{1}{2}v \right) \right\} \Pi^* \left( x, \Theta + \frac{1}{2}v \right) = \frac{c_1^2}{(2\pi)^{3/2}} \frac{1}{\pi \rho \sqrt{2}} e^{-\frac{1}{16}c^2v^2} \times e^{-\frac{1}{4}c^2[\left( (d^2c^2/2 + 1) s^2 - 2c^2 + v^2 \right)]} \frac{1}{\sqrt{2\pi \rho \sqrt{2}}}
\]  

(C.6)

which rewrites into:
\[
\left( \Pi \left( x, \Theta - \frac{1}{2} v \right) \Pi^* \left( x, \Theta + \frac{1}{2} v \right) \right) = C_1^2 \frac{1}{(2\pi)^3/2} \frac{1}{\rho/\sqrt{2}} e^{-\frac{1}{16} \rho^2 v^2} \\
\times e^{-\frac{1}{2} v^2 \rho^2} \frac{d^2}{1 + d^2 \rho^2} \\
\times \frac{1}{2\pi} \int dse^{i\Theta} e^{-\frac{1}{2} \rho^2 (s - v)^2} 
\]  
(C.7)

Equation C.7 can be astutely revised into:

\[
\left( \Pi \left( x, \Theta - \frac{1}{2} v \right) \Pi^* \left( x, \Theta + \frac{1}{2} v \right) \right) = C_1^2 \frac{1}{(2\pi)^3/2} e^{-\frac{1}{2} v^2 \rho^2} \left( \frac{d^2}{1 + d^2 \rho^2} \right) \\
\times \frac{1}{2\pi} e^{i\Theta} \int dse^{i\Theta} e^{-\frac{1}{2} \rho^2 (s - v)^2} 
\]  
(C.8)

The simplification of the Gaussian term in the integral in equation C.8 leads to the expression given in equation 2.4.2.
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The Fresnel radius and the Phase Sensitivity Kernel.

In this appendix, we propose a derivation of the acoustic field sensitivity kernel (in phase and amplitude) in order to relate its width to the Fresnel radius $R_F$. The link between these quantities was tackled in Marquering et al. (1999), Dahlen and Baig (2002), Skarsoulis and Cornuelle (2004), Spetzler and Snieder (2004). The first step is to derive the expression of the Frechet derivative of $p_3(x, y, z) = p(x > x_2, y, z)$:

$$
\frac{\delta p_3(x, y, z)}{\delta \xi(y_1, z_1)} \bigg|_{\xi=0} = K_p
= \int d\mu e^{i(\mu z)} e^{i\left(k_1 - \frac{1}{2} \pi\right)(x-x_2)} K_\Pi(\mu, H)
= \int d\mu e^{i(\mu(z-z_1))} e^{i\left(k_1 \cdot \frac{\Delta z}{\Delta y}\right)(x-x_2)} \frac{2k_2}{k_1 + k_2} 2\pi \rho^2 A_S e^{ik_1x_1} e^{ik_2(x_2-x_1)} e^{-\frac{1}{2} \frac{\Delta z^2 + \Delta y^2}{\alpha^2}}
$$

Equation (D.1) can be rewritten as:

$$
K_p = \frac{2k_2}{k_1 + k_2} 2\pi \rho^2 A_S e^{ik_1(x-H+F)} e^{ik_2(H-F)} e^{-\frac{1}{2} \frac{\Delta z^2 + \Delta y^2}{\alpha^2}}
\times \frac{1}{4\pi^2} \int d\lambda d\mu e^{i(\lambda \Delta z + \mu \Delta y)} e^{-\frac{1}{2} \frac{\lambda^2 + \mu^2}{\lambda^2 + \mu^2}}(x-H)
$$

(D.2)

with $\gamma^2 = i \frac{x-H}{k_1}$. We conclude here that:
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\[ K_p = \frac{2k_2}{k_1 + k_2} 2\pi \rho^2 A s^2 e^{ik_1(x-H+F)} = e^{ik_2(H-F)} e^{-\frac{1}{2} \frac{x_1^2 + y_1^2}{\alpha^2}} e^{-\frac{1}{2} \frac{\Delta x^2 + \Delta y^2}{\gamma^2}}. \]  
(D.3)

For the particular point where \( z = y = 0 \), we can write:

\[ K_{p(x,0,0)} = \frac{2k_2}{k_1 + k_2} 2\pi \rho^2 A s^2 e^{ik_1(x-H+F)} e^{ik_2(H-F)} e^{i(k_1+k_2)\xi(y,z)} e^{-\frac{1}{2} \frac{x_1^2 + y_1^2}{\alpha^2}}. \]  
(D.4)

If we go back to the evaluation of \( p_3(x, y, z) \), we obtain:

\[ p_3(x, y, z) = \frac{2k_2}{(k_1 + k_2)^2} 2\pi \rho^2 A s^2 \frac{-i}{8\pi^2} e^{ik_1(x-H+F)} e^{ik_2(H-F)} e^{i(k_1+k_2)\xi(y,z)} e^{-\frac{1}{2} \frac{x_1^2 + y_1^2}{\alpha^2}}. \]  
(D.5)

Again, for the particular point in \( z = y = 0 \) :

\[ p_3(x, 0, 0) = \frac{2k_2}{(k_1 + k_2)^2} 2\pi \rho^2 A s^2 \frac{-i}{8\pi^2} e^{ik_1(x-H+F)} e^{ik_2(H-F)} e^{i(k_1+k_2)\xi(y,z)} e^{-\frac{1}{2} \frac{x_1^2 + y_1^2}{\alpha^2}}. \]  
(D.6)

From equations (D.4) and (D.6), we notice that:

\[ K_{p(x,0,0)} = p_3(x, 0, 0) \bigg|_{\xi=0} = p_3(x, 0, 0) \bigg|_{\xi=0} = \frac{4\pi^2}{2\pi(x-H)} e^{-\frac{1}{2} \frac{x_1^2 + y_1^2}{\alpha^2}} e^{-\frac{1}{2} \frac{\Delta x^2 + \Delta y^2}{\gamma^2}} \]  
(D.7)

We can therefore write:

\[ K_{p(x,0,0)} = p_3(x, 0, 0) \bigg|_{\xi=0} = \frac{2\pi k_1(k_1 + k_2)}{(x-H)} e^{i\frac{1}{2} B}; \]

\[ R = \frac{1}{2} \frac{(x_1^2 + y_1^2)\rho^2/4 } {\pi^2 (\xi + \frac{\Delta x}{k_2})^2}; \]

\[ B = \frac{8}{2\pi} \frac{(\xi + \frac{\Delta x}{k_2})^2}{\pi^2 (\xi + \frac{\Delta x}{k_2})^2}; \]

\[ \text{(D.8)} \]

The acoustic pressure \( p_3 \) can be written as: \( p_3 = A e^{i\omega T}, \) so that:
\[
\frac{\delta A^2}{\delta \xi(z_1,y_1)}\bigg|_{\xi=0} = \frac{\delta p_3}{\delta \xi(z_1,y_1)}\bigg|_{\xi=0} p_3^* + \frac{\delta p_3^*}{\delta \xi(z_1,y_1)}\bigg|_{\xi=0} p_3
\]
\[
= A^2 2\pi \frac{k_1(k_1 + k_2)}{(x-H)} e^{R} 2R\{e^{i\frac{1}{2}B}\}.
\] (D.9)

This gives us an expression for the amplitude sensitivity kernel (ASK):
\[
\frac{\delta A^2}{\delta \xi(z_1,y_1)}\bigg|_{\xi=0} = A^2 2\pi \frac{k_1(k_1 + k_2)}{(x-H)} e^{R} 2\cos\left(\frac{1}{2} B\right). 
\] (D.10)

If we now write \( p_3^2 = A^2 e^{2i\phi} \), we have:
\[
2p_3^2 \frac{\delta p_3}{\delta \xi(z_1,y_1)}\bigg|_{\xi=0} = \frac{1}{2} \frac{\delta A^2}{\delta \xi(z_1,y_1)}\bigg|_{\xi=0} e^{2i\phi} + 2i \frac{\delta \phi}{\delta \xi(z_1,y_1)}\bigg|_{\xi=0} A^2 e^{2i\phi}
\]
\[
\Rightarrow A^2 e^{2i\phi} 2\pi \frac{k_1(k_1 + k_2)}{(x-H)} e^{R} e^{i\frac{1}{2}B} = A^2 2\pi \frac{k_1(k_1 + k_2)}{(x-H)} e^{R} \cos\left(\frac{1}{2} B\right) e^{2i\phi} + i \frac{\delta \phi}{\delta \xi(z_1,y_1)}\bigg|_{\xi=0} A^2 e^{2i\phi}
\] (D.11)

Which gives us an expression for the phase sensitivity kernel (PSK):
\[
\frac{\delta \phi}{\delta \xi(z_1,y_1)}\bigg|_{\xi=0} = 2\pi \frac{k_1(k_1 + k_2)}{(x-H)} e^{R} \sin\left(\frac{1}{2} B\right). 
\] (D.12)

Overall, a new approach aiming to obtain the Fresnel radius was presented here. Comparing the results obtained in this section with the - more classical - calculations of \( R_F \) in Chapter 2 leads to the following analysis: the Fresnel radius seems, in fact, to be related to the phase sensitivity kernel since it corresponds to an inflection point of the PSK. Figures D.1 to D.3 show the comparison between the calculations in Chapter 2, the results obtained here and the second-order derivative of the PSK for three propagation ranges (the shortest in figure D.1, the longest in figure D.3 and a transitional distance in figure D.2).
Appendix D. The Fresnel radius and the Phase Sensitivity Kernel.

Figure D.1: Top figure: Central propagation axis pressure field, as calculated in Chapter 2 - center figure: Phase sensitivity kernel on the central propagation axis - bottom figure: second-order derivative of the PSK. Propagation range $x_{dist} = 50 \ mm$

Figure D.2: Top figure: Central propagation axis pressure field, as calculated in Chapter 2 - center figure: Phase sensitivity kernel on the central propagation axis - bottom figure: second-order derivative of the PSK. Propagation range $x_{dist} = 150 \ mm$
Figures D.1 to D.3 show that the Fresnel radius is indeed related to the PSK but cannot be considered as the first maximum of the kernel on the central axis.
Appendix E

Numerical techniques

In this appendix, more technical details about the method of resolution used in the numerical codes are given.

E.1 Propagation in the 3-Dimension Corresponding Oceanic Medium (P3DCOM)

The code presented here was written in FORTRAN. The propagation through a medium characterized by Gaussian sound speed fluctuations is handled using a Split-Step Fourier solution to the 3D standard parabolic equation:

\[ 2ik \frac{\partial \psi}{\partial x} + \frac{\partial^2 \psi}{\partial y^2} + \frac{\partial^2 \psi}{\partial z^2} + k^2 \epsilon \psi = 0 \]  

(E.1)

where \( \epsilon = \left( n^2 - 1 - 2\delta c/c_0 \right) \). We recall that the refraction index is defined as \( n = c_0/c \).

We introduce the 2D Fourier transform of \( \psi \), denoted \( \Psi \) and defined as:

\[ \Psi = \frac{1}{4\pi^2} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \psi(x, y, z) e^{-i(Ly + \mu z)} dy \, dz \]  

(E.2)

Numerically, the Fourier transform is performed with a 2D Cooley-Tukey algorithm. Under the first hypothesis that the refraction index (in other words the sound speed) fluctuations remain weak -typically \( \delta c/c \approx 1.10^{-3} \)- and sufficiently slow so that we can write:

\[ \int_{x}^{x+\Delta x} \epsilon dx \approx \epsilon \Delta x \]  

(E.3)
The second hypothesis is that $\psi$ and its derivative tend to zero when the distance tends to infinity (Sommerfeld conditions (Sommerfeld 1912)). Equation E.1 becomes:

$$\frac{\partial \Psi}{\partial x} = -\frac{k^2 \epsilon - (\mathcal{L} + \mu)^2}{2ik} \Psi (x, \mathcal{L}, \mu)$$  \hspace{1cm} \text{(E.4)}$$

which can be solved in the following manner:

$$\Psi (x + \Delta x, \mathcal{L}, \mu) = e^{\frac{k^2 - (\mathcal{L} + \mu)^2}{2ik} \Delta x} \Psi (x, \mathcal{L}, \mu)$$ \hspace{1cm} \text{(E.5)}$$

An inverse Fourier transform of this equation leads to:

$$\psi (x + \Delta x, y, z) = e^{\frac{k^2 - \mathcal{L} \mu}{2ik} \Delta x} \mathcal{F}^{-1} \{ e^{-\frac{i(\mathcal{L} + \mu)^2}{2k} \Delta x} \mathcal{F} \{ \psi (x, y, z) \} \}$$  \hspace{1cm} \text{(E.6)}$$

Hence, given this transition relationship establishing the wavefront $\psi (x + \Delta x, y, z)$ (at distance $x = x + \Delta x$) from the wavefront $\psi (x, y, z)$ at distance $x$, we are able to construct the wavefront from the initial condition at $x = x_0$, $\psi (x_0, y, z)$ step by step.

The resolution step $\Delta x$ is here 25 m. The other numerical parameters involved with this code are given in table 3.5. The code runs under deep water conditions, so that interaction with the sea surface of the seabed can be neglected. To do so, an artificial attenuation is used on a small slice (of 50 m) near these interfaces. Its value is 0.1 dB/m. Therefore, any non negligible wave entering one of these slices would be strongly attenuated and would not be significant anymore.

The initial conditions here are those of a point source, so that:

$$\psi (0, y, z) = A e^{\frac{1}{2} (y - y_s)^2 + (z - z_s)^2}$$  \hspace{1cm} \text{(E.7)}$$

where $A$ is the initial amplitude and $(0, y_s, z_s)$ are the source coordinates.

### E.2 Propagation in the 3-Dimension Tank Experiment (P3DTEex)

This code was developed, in FORTRAN as well, in order to anticipate for the experimental results and compare the recorded signals with a numerical “reference”. In the tank experiment configuration, two cases are noticed: the propagation of the acoustic wave in water (deterministic and unperturbed) and the propagation in the RAFAL (perturbed by its randomly rough output face).

In the latter case, the same procedure as the one described in section E.1 is used: the RAFAL is discretized and the Split-Step Fourier algorithm is applied to its interior and its rough surface.
Outside of the RAFAL, rougher steps are sufficient to carry on the propagation, since no medium fluctuations occur. Hence, the resolution step inside the RAFAL (between coordinates $x_{\min}^r$ and $x_{\max}^r$) is chosen to be ten times smaller than the resolution step in the water (see section 3.5.1). The discontinuity at the rough interface is handled in a manner analogous to what can be observed with Fresnel lenses, meaning that the roughness can be considered continuous after propagation through a certain distance.

The source is here defined using the plane circular piston directivity pattern as initial condition.
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Title - An ultrasonic testbench for reproducing the degradation of sonar performance in a fluctuating ocean

Abstract - This thesis focuses on wave propagation in random media. Especially, the ocean medium is subject to many sources of fluctuations. The most critical ones were found to be internal waves, occurring frequently and inducing fluctuations of the spatial distribution of the sound speed field. Because of the fairly long period of this phenomenon as compared to the propagation time of acoustic waves for sonar applications (typically for frequencies of 1 to 15 kHz and propagation ranges of 1 to 10 km), the process can be considered frozen in time for each stochastic realization of the medium. The intrinsic objective of this project is to develop and benchmark corrective signal processing techniques allowing to mitigate the degradation of performance induced by the medium fluctuations. The development of testbenches allowing to reproduce the effect of atmospheric turbulence on optic waves propagation under laboratory conditions lead to considerable advancements in the field of adaptive optics. We therefore see a vivid interest in being able to reproduce the effects of internal waves on sound propagation in controlled environments. An experimental protocol in a water tank is proposed: an ultrasonic wave is transmitted through a randomly rough acoustic lens, producing distortions of the received wavefront. The induced signal fluctuations are controlled by tuning the statistical parameters of the roughness of the lens. Especially, they are linked to dimensional parameters allowing to classify the configurations into regimes of fluctuations and to predict the statistical moment of the acoustic pressure up to the fourth order. A remarkable relevance of our experimental scheme is found when compared to theoretical and simulation results. The degradation of classical signal processing techniques when applied to our acquired data highlights the need for corrective detection techniques. A review of the existing techniques in other domains is proposed.
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