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ABSTRACT

Cochlear implants are used by severely deaf people for partial hearing sensation. The improvement of this electronic device may lead to better neurostimulation resulting in increased sound perception. Cochlear implants are separated into two parts, one inserted surgically inside the patient’s skull and the other part outside the body, behind the ear. An external microphone registers the sounds which are processed by a Digital Signal Processing Unit before their wireless transmission to the receiver which will select the right electrode to stimulate, depending on the external sound frequency.

Implanted people often complain of aesthetical issues, due to the voluminous part of the implant. As current trends in electronic aim to make chips smaller and less consuming, a redesign of the implant may be of interest to tackle this problem. In the work presented by Y. Viarello and used as basis for the receiver implant design, a new type of emitter was proposed, encapsulating a RF transmitter, a battery and a microphone. The RF choice was preferred to the coil antenna communication for space saving. This new type of external part of the implant was planned to be inserted inside the ear canal, rendering it almost unnoticeable. However due to the very reduced space of the ear canal and the low power supply of the embedded battery, the Digital Signal Processing unit was encapsulated inside the receiver, requiring a complete receiver electrical architecture restudy.

Behavioral modeling of the external part of the cochlear implant was first performed using the software Matlab®. Then the propagation channel was modeled using electrical analogy of the biological tissues. Noise extraction of the propagation channel was performed in order to obtain the specifications for the RF receiver.

Based on the RF transmitter specifications and noise propagation channel theoretical results, three types of suitable RF receiver architectures were discussed and compared in terms of power consumption and Noise Figure. The retained architecture was then implemented in Matlab® in order to obtain an overall transceiver testing. Worst parameters extraction was performed defining the blocks to optimize. As the receiver is implanted inside the patient’s skull, extended testing of the overall RF circuitry is of great significance.

Two types of signal modulation are performed in the transmitter part: a Pulse Width Modulation (PWM), followed by an On Off Keying (OOK) modulation to send the signal in RF. Both modulations require an oscillator, making the study of phase noise of importance for LF signal recovery as well as ISM frequency band enclosure. The theoretical review of phase noise theories presented by Leeson and by Hajimiri and Lee was accomplished before proposing a new unifying model linking both theories. This model, currently under development, may further facilitate phase noise computation. Computing timing jitter from phase noise, permitted extended testing of the accuracy of the overall transceiver and mainly defined the maximum precision that could be expected with the PWM using this particular architecture and ring oscillator.

The major ameliorations that can be made on cochlear implants to improve their hearing efficiency are mainly related to the electrode array inserted inside the cochlea. The limited number of electrodes, which is by far lower
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than the number of nerve fibers present inside the cochlea, makes the stimulation of the auditory nerve very approximate. The precise understanding and modeling of the different part of the ear resulting in nerve fibers stimulation is proposed in this document. The mechanical model of the external and middle ear followed by the Basilar Membrane variations associated with an external sound wave was extracted from various models. Then a new mechanical equivalent of the organ of Corti and stereocilia displacement was developed and confirmed by physical experiments results available on literature. The hair cells depolarization associated with the stereocilia movement was also computed and the synapse between the HC and nerve fibers was mathematically modeled, in order to obtain the electrical stimulus of the auditory nerve associated with a random sound stimulus. Furthermore a new analog model of the nerve fiber information propagation was realized in order to obtain a realistic electrical analogy with nerve fiber depolarization propagation.

Based on impedance spectroscopy biological tissue characterization, we proposed a new electrical analogy of the system composed of the electrodes inserted inside the cochlea. This electrical analogy permitted theoretical results extraction defining the maximum battery duration as well as the minimum power required for an electrode to stimulate the surrounding nerve fibers. Then a topographic map based on the threshold of hearing function and on the spiral ganglion cells repartition inside the cochlea was proposed in order to stimulate differently the nerve fibers depending on their position inside the cochlea, to obtain a sound perception closer to the one reached by an healthy ear. A new algorithm based on an adapted Fourier Transform for the electrodes selection based on the sound wave frequency was discussed with poor theoretical expectancy. A similar principle using the same mathematical background was developed in order to develop hypothesis on how deaf people using cochlear implants can perceive sounds.

The different works performed which cover a large spectrum of physical disciplines, aimed to improve the implants sound restoration, justifying many independent researches.
RESUME

Les implants cochléaires permettent aux personnes atteintes de surdité profonde de percevoir des sons. Toutefois les sons restitués grâce à l’implant cochléaire sont souvent différents des sons originaux. L’amélioration de l’implant, grâce à une neurostimulation plus sélective par exemple, pourrait résulter en une meilleure qualité des sons perçus. Les implants cochléaires se divisent en deux parties, la première insérée chirurgicalement dans la boîte crânienne des patients implantés et la seconde qui se place à l’extérieur du corps, derrière l’oreille. Un microphone externe enregistre les sons qui sont transformés par une unité de calcul digitale avant leur transmission sans fil vers le bloc de réception qui sélectionne les électrodes à stimuler en fonction de la fréquence du son.

Les patients implantés sont souvent dérangés par la partie externe de l’implant, très encombrante. La miniaturisation des circuits électroniques devenant toujours plus petits et consommant de moins en moins d’énergie, a permis le développement d’un nouveau type d’implant tel que proposé par exemple par Y. Vaiarello. Dans ce nouveau type d’implant, la partie externe serait réduite et se placerait dans le canal auditif du patient. Nous avons utilisé ce nouvel émetteur (composé d’un module Radio Fréquence (RF), une batterie et un microphone) afin de créer un récepteur complémentaire dont l’architecture et le cahier des charges seraient grandement dictés par la composition de l’émetteur. Toutefois à cause de la place réduite dans le canal auditif et de la faible batterie insérée dans la partie externe de l’implant, l’unité de calcul digitale devra donc être placée dans la partie chirurgicalement implantée (interne) de celui-ci, aboutissant à une nouvelle étude complète de l’architecture électrique de l’implant.

La modélisation comportementale de la partie externe de l’implant a été réalisée avec le logiciel Matlab®. L’étude du canal de transmission et sa modélisation utilisant des modèles électriques de tissus biologiques a été ensuite effectuée ainsi que l’étude du niveau de bruit introduit par le canal. Ceci a permis la définition complète du cahier des charges du récepteur RF.

En utilisant les spécifications de l’émetteur RF et les résultats théoriques obtenus liés à la modélisation du canal, trois types d’architectures diverses pour le récepteur ont été comparés en terme de puissance consommée et de facteur de bruit. L’architecture retenue a été implémentée en Matlab® afin de modéliser la chaîne de réception complète. Cette modélisation a permis l’extraction théorique des paramètres critiques ainsi que l’évaluation des blocs à optimiser. Le test approfondi du récepteur est capital considérant la difficulté d’extraction de celui-ci une fois implanté.

Deux types de modulations différentes sont réalisés à l’émission : une modulation PWM ainsi qu’une modulation OOK, la dernière permettant d’envoyer le signal en RF. Chacune de ces deux modulations nécessite un oscillateur. L’étude et la restriction du bruit de phase est donc de grande importance afin de garantir une précision suffisante pour la modulation PWM et de ne pas émettre hors de la bande ISM sélectionnée. La description de deux théories très utilisées décrivant le bruit de phase (la théorie de Leeson et le modèle d’Hajimiri et Lee) est proposée et un nouveau modèle unifiant ces deux théories a été extrait. Ce modèle, qui est toujours en cours de développement, pourrait permettre de faciliter le calcul du bruit de phase pour divers oscillateurs. L’extraction du jitter à partir du bruit de phase et son impact sur le transmetteur complet, a restreint la précision maximale du signal PWM.
L’amélioration principale qui pourrait être effectuée sur les implants cochléaires pour augmenter la reconstitution du signal sonore, concerne le fil contenant les électrodes qui est inséré à l’intérieur de la cochlée. Le nombre limité d’électrodes qui est très largement inférieur au nombre de terminaisons nerveuses présentes dans la cochlée, aboutit à une restitution du signal sonore approximative. La compréhension précise et la modélisation des différentes parties de l’oreille humaine qui conduisent à la stimulation des terminaisons nerveuses ont été effectuées. Le modèle mécanique de l’oreille externe et de l’oreille moyenne ainsi que la vibration de la membrane basilaire (due à la perception d’un son externe) ont été extraits de différents modèles disponibles et assemblés. Par la suite nous avons développé un nouveau modèle mécanique de l’organe de Corti et du déplacement des stéréociles, que nous avons validé à l’aide de données provenant d’expériences physiques caractérisant ces deux différentes parties. La dépolarisation des cellules ciliées suite au mouvement de la membrane basilaire a été calculée et la modélisation mathématique de la synapse entre les cellules ciliées et les fibres nerveuses a été réalisée, afin d’obtenir le stimulus électrique relatif à un son perçu quelconque. De plus un nouveau modèle analogique décivant la propagation de l’information nerveuse a été développé et pourrait permettre une étude complémentaire des connections neuronales.

En se basant sur la spectroscopie d’impédance électrochimique des tissus biologiques, nous avons créé un modèle électrique du fil d’électrodes inséré dans la cochlée. Ce modèle électrique a permis de définir de manière théorique la durée estimée de la batterie ainsi que la puissance minimale requise pour stimuler les cellules nerveuses autour de chacune des électrodes.

Ensuite nous avons créé une carte topographique des cellules ganglions spirales dans la cochlée que nous avons modifié par l’inclusion de la fonction du seuil d’audition afin de stimuler de manière différente les nerfs présents dans la cochlée en fonction de leur position dans cette dernière. L’utilisation de cette carte topographique modifiée pourrait aboutir à une perception des sons plus proches d’une oreille saine. Un nouvel algorithme concernant la sélection des électrodes à stimuler en fonction de la fréquence du son perçu et utilisant la Transformée de Fourier Discrète, est proposé. Celui-ci pourrait permettre une meilleure répartition de l’énergie sur l’ensemble des électrodes. Toutefois l’amélioration de la perception des sons qui pourrait être apportée par cet algorithme est hautement spéculative. En utilisant un développement mathématique similaire, nous avons également tenté de reproduire les sons que pourraient percevoir les personnes utilisant un implant cochléaire.

Les différents travaux réalisés et décrits dans ce document couvrent un large éventail de disciplines physiques et les différentes recherches menées ont pour but l’amélioration globale des implants cochléaires.
“Every great advance in science has issued from a new audacity of imagination.” ~John Dewey, The Quest for Certainty, 1929

“Nature composes some of her loveliest poems for the microscope and the telescope.” ~Theodore Roszak, Where the Wasteland Ends, 1972

“Science is simply common sense at its best.” ~Thomas Huxley

“There is two possible outcomes: if the result confirms the hypothesis, then you have made a measurement. If the result is contrary to the hypothesis then you have made a discovery.” ~Enrico Fermi

“In questions of science, the authority of a thousand is not worth the humble reasoning of a single individual.” ~Galileo Galilei

“Science, my boy, is made up of mistakes, but they are mistakes which it is useful to make, because they lead little by little to the truth.” ~Jules Verne, Journey to the Center of the Earth

“The scientist is not a person who gives the right answers, he’s one who asks the right questions.” ~Claude Lévi-Strauss, Le Cru et le cuit, 1964

“Science, in the very act of solving problems, creates more of them.” ~Abraham Flexner, Universities, 1930
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<thead>
<tr>
<th>Acronym</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>AC</td>
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</tr>
<tr>
<td>ACE</td>
<td>Advanced Combination Encoder</td>
</tr>
<tr>
<td>AGC</td>
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<tr>
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<td>Asynchronous Interleaved Stimulation</td>
</tr>
<tr>
<td>AM</td>
<td>Amplitude Modulation</td>
</tr>
<tr>
<td>AMKA</td>
<td>chain-a myosin kinase</td>
</tr>
<tr>
<td>AMPA</td>
<td>Alpha-Amino-3-Hydroxy-5-Methyl-4-Isoxazolepropionic Acid</td>
</tr>
<tr>
<td>AMPAR</td>
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</tr>
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<td>Amplitude Shift Keying</td>
</tr>
<tr>
<td>ATP</td>
<td>Adenosine Triphosphate</td>
</tr>
<tr>
<td>ATPases</td>
<td>Adenylpyrophosphatases</td>
</tr>
<tr>
<td>BER</td>
<td>Bit Error Rate</td>
</tr>
<tr>
<td>BM</td>
<td>Basilar Membrane</td>
</tr>
<tr>
<td>BSIM</td>
<td>Berkeley Short-channel IGFET Model</td>
</tr>
<tr>
<td>BSP</td>
<td>Biomedical Signal Processors</td>
</tr>
<tr>
<td>Acronym</td>
<td>Definition</td>
</tr>
<tr>
<td>---------</td>
<td>------------</td>
</tr>
<tr>
<td>BW</td>
<td>Bandwidth</td>
</tr>
<tr>
<td>CI</td>
<td>Cochlear Implant</td>
</tr>
<tr>
<td>DC</td>
<td>Direct Current</td>
</tr>
<tr>
<td>DNA</td>
<td>Deoxyribonucleic Acid</td>
</tr>
<tr>
<td>EAS</td>
<td>Electrodes array associated with Acoustic Stimulation</td>
</tr>
<tr>
<td>ECoG</td>
<td>ElectroCorticoGraphy</td>
</tr>
<tr>
<td>FIR</td>
<td>Finite Impulse Response</td>
</tr>
<tr>
<td>FT</td>
<td>Fourier Transform</td>
</tr>
<tr>
<td>HC</td>
<td>Hair Cell</td>
</tr>
<tr>
<td>IHC</td>
<td>Inner Hair Cell</td>
</tr>
<tr>
<td>IIP3</td>
<td>3\textsuperscript{rd}order Input Inter modulation Product</td>
</tr>
<tr>
<td>ISD</td>
<td>Inter Spike Delay</td>
</tr>
<tr>
<td>Acronym</td>
<td>Definition</td>
</tr>
<tr>
<td>---------</td>
<td>------------</td>
</tr>
<tr>
<td>LNA</td>
<td>Low Noise Amplifier</td>
</tr>
<tr>
<td>LSB</td>
<td>Least Significant Bit</td>
</tr>
<tr>
<td>MS</td>
<td>Mixed Signals</td>
</tr>
<tr>
<td>NF</td>
<td>Noise Figure</td>
</tr>
<tr>
<td>NMDA</td>
<td>N-Methyl-D-Aspartic acid</td>
</tr>
<tr>
<td>OHC</td>
<td>Outer Hair Cell</td>
</tr>
<tr>
<td>OOK</td>
<td>On Off Keying</td>
</tr>
<tr>
<td>PLL</td>
<td>Phase Locked Loop</td>
</tr>
<tr>
<td>PMW</td>
<td>Pulse Width Modulation</td>
</tr>
<tr>
<td>PSS</td>
<td>Periodic Steady State</td>
</tr>
<tr>
<td>RF</td>
<td>Radio Frequency</td>
</tr>
<tr>
<td>STFT</td>
<td>Short Time Fourier Transform</td>
</tr>
<tr>
<td>SNR</td>
<td>Signal to Noise Ratio</td>
</tr>
<tr>
<td>SPEAK</td>
<td>Spectral Peak</td>
</tr>
<tr>
<td>SR</td>
<td>Slew Rate</td>
</tr>
<tr>
<td>TM</td>
<td>Tectorial Membrane</td>
</tr>
<tr>
<td>UWB</td>
<td>Ultra Wide Band</td>
</tr>
<tr>
<td>V&amp;V</td>
<td>Verification &amp; Validation</td>
</tr>
<tr>
<td>VCO</td>
<td>Voltage Controlled Oscillator</td>
</tr>
<tr>
<td>VGA</td>
<td>Variable Gain Amplifier</td>
</tr>
<tr>
<td>VHDL</td>
<td>VHSIC Hardware Description Language</td>
</tr>
</tbody>
</table>
General Introduction
A. General introduction of biomedical engineering

Communication and communicating devices are today the leading words in industry as well as in our society. Long distances are not a challenge anymore for communication as structures were especially created to relay the signal such as antennas or satellites. Furthermore even for close communications, signals are transmitted more and more in a wireless way for convenience and simplicity. Wireless systems are nowadays ubiquitous all around us: cell phones, WI-FI, wireless sensors, RFID are some examples. Research on wireless system has increased incredibly during the last decades making them more efficient, more autonomous and easier to use.

Moreover biomedical engineering has recently emerged as a discipline mixing engineering fields such as mechanical engineering, electrical engineering, chemical engineering, etc. in order to cope medical challenges or to create medical devices. The creation of reliable medical sensors (for medical imaging or biological quantities detectors for instance) as well as the creation of embedded systems to cure illnesses such as pacemakers or cochlear implants are major applications of bioelectrical engineering.

B. Introduction to cochlear implant

Cochlear Implants (CIs) are neuro stimulating devices used to remedy partial or complete hearing loss. After decades of research, persons with hearing disabilities using CIs are able to communicate and to enjoy music or to follow a telephone conversation. Top performers cochlear implantees with present-day can obtain very high scores in diverse tests of hearing capacity such as speech recognition such as Consonant-Nucleus-Consonant words (50% of recognition achieved by top performers), recognition of sentences (around 90% achieved by top performers), recognition of syllabus in various tests such as developed in [1] (around 95% for top performers, very close to control patients with a healthy ear). These current results are encouraging and are proof of an almost complete restoration of hearing, for speech recognition at least, in a previously total deafened ear [1]. In addition as stated in [2], for most implanted patient speech recognition is mainly influenced by the audio signal (80% of speech recognition is achieved using only auditory indications, 40% using only lip reading and 90% using both), certifying better communication for implantees.
Various parameters poorly quantified are also involved in hearing restoration such as the time of deafness, the cause of deafness, the survival rate of Spiral Ganglion Cells (SGC), the age of implantation, the proximity of the electrodes array with the modiolus (during surgical insertion of the electrode array) or even the intelligence of the patient, maybe indicating better brain plasticity [3].

Furthermore, the time involved for hearing restoration process in cochlear implantees is influenced by the age of implantation [4] and reaches a plateau after several months. As an example, the cortical response to brief speech sounds is within the normal range after 9 months in early implanted patients (around 3 years old) but only after one and a half year for late implanted patients (implantation around 12 years old) [1].

CIs allow direct stimulation of the auditory fibers with an electrodes array designed to reproduce the stimulus that would be generated by a healthy cochlea (FIGURE 1). In a functioning ear, when a sound wave strikes the eardrum, movement of the ossicles results in a liquid wave propagation inside the cochlea and stimulation of only a precise area depending on sound wave frequency. Complex mechanisms are involved (reviewed in Chapter III and Chapter IV) to finally produce auditory nerve fibers stimulation allowing sound perception. In the majority of patients, deafness is attributed to cochlea defects (cf. Section I.F).

To do so, an external part of the hearing devices is located within the outer ear and contains a microphone that captures the acoustic waves and transforms them into an electrical signal. A Data
Processing Unit (DSP) subsequently creates the right stimulus for the electrodes array. Then, this signal is up-converted from baseband (audio signal from 20Hz to 20kHz) to the transmit frequency defined by the chosen ISM standard (13.56MHz, 433MHz, 866MHz or 2.45GHz). In the vast majority of cochlear implants, a transmitter coil antenna is preferred to send data to the receiver which is embedded inside the human body. Avoiding direct connection between the transmitter and the receiver is nowadays the solution retained by all the cochlear implants manufacturing companies to avoid infection risk. Several decades ago, CIs with a simple wire connection between these two parts (percutaneous connection) were commercially available [6]. The occurrence of infection may have motivated the withdrawal of single block cochlear implants, to prefer the use of two blocks, one external and the other inside the body, with an electromagnetic transmission between those. However electromagnetic transmission or wireless systems are not entirely safe. In fact the conclusions of the Bioinitiative report validated by the European Environment Agency [7] stated that WIFI waves can cause headaches, loss of concentrations, cardiac problems and even cancer (brain cancer, thyroid cancer and others neoplasms). Other documents [8, 9] have indicated possible protein conformation change, alterations in binding ligands to cell surface receptors and enhanced attraction between cells.

The danger of wireless systems are still controversial, hence extreme caution is advised for the use of such technology near the brain. Furthermore, the human body is mainly composed of water (70-80% depending on age). As the absorption coefficient of water at 2.45GHz is around 1m (cf Figure 2, attributed to [10]), all the brain may be affected by this wireless transmission.

New ways of transmission (light, vibrations) could be investigated to create safer CIs (outside the scope of this document).

![Figure 2: Absorption coefficient of water over frequencies (extracted from[10])](image-url)
The corresponding receiver is located within the patient’s head, close to the skull. It is composed of a demodulator and a set of electrodes, called the electrodes array. The electrodes array is driven by electrical signals resulting in stimulation of the auditory nerve fibers [11, 12]. It is surgically inserted inside the scala tympani of the cochlea (Figure 3). The insertion depth of the electrodes array inside the cochlea (scala tympani) is around 25mm which is insufficient to stimulate all the cochlea nerve fibers since the cochlea measures approximately 35mm, resulting in inability of Cochlear Implant to stimulate low frequencies (explain in details in Section I.C).

Furthermore there are also safety concerns about cochlear surgery. Very low rate of abandoned procedures are achieved (less than 1%) but about 5% of the operations were followed by some forms of complications [13]. Major complications require a revision surgery as it may be the case in persistent ear infection, meningitis, facial nerve damage or repositioning of the electrode array but these complications are rare events [13].

As CI performances are also dependent on the correct placement of the electrodes array inside the cochlea, incorrect positioning of the implant may result in poor language recognition. Hence correct insertion of the implant, with deep insertion and proximity to the modiolus is of capital importance. Delicate insertion surgery is required to avoid supplemental damage to the intra-cochlea structure [14].

As the technology is evolving very fast, CI replacement is advised after several years for better hearing sensation. However implant replacement is not the main preoccupation of manufacturing companies and the very elevated cost of the implant and surgery may discourage various users for system upgrade. A partial solution proposed in [14] could be to make the electrodes array detachable from the internal electronics to avoid cochlea surgery and damages. However to the author’s personal belief, electrodes array future improvements would be the major reason for more accurate hearing in CIs users. New electrodes array are being investigated such as intramodiolar implants or functional nanoparticules coating the electrode pads for neurites growth toward the implant for very precise nerve fibers stimulation [1, 15].

Not all deaf people are candidate to CIs insertion. There are several criteria for acceptance such as profound bilateral sensorineural hearing loss or severe impairment of speech discrimination and recognition performance [16]. Besides the hearing improvement brought by CIs may greatly reside on the brain plasticity for adaptation to these new stimuli as well as the preservation of auditory nerve fibers and central nervous pathway neurons, explaining the better results obtained when the
device is inserted in very young patients or in patients who just become deaf (the main non genetic causes of deafness are presented in [17]).

Despite the incredible advantages brought to cochlear implantees, there is yet much room for improvement. At present, the reconstructed signal is not the same as the original sound due to the fact that the number of active channels is limited (around 8 depending on the type of CIs as explained in Section I.B) resulting in signal distortion. This explains the need of prolonged (re)learning process after patients implantation in order for them to ear and pronounce words correctly. As previously noted, any improvement especially in the electrodes array may be significant for patient hearing sensitivity. Electrodes array containing 30 electrodes [18] or nerve stimulation using light [19], hence very accurate, are also currently under study.

C. Undiscernible cochlear implants

Despite the disturbances associated with the electronics such as noise perception, battery lifetime, poor or no music perception as example, cochlear implantees often complains of various issues as reported in [20], such as electromagnetic perturbations near cell phones, esthetical issues or inconvenient external part for external activities. In order to tackle these secondary issues, new types of implants are being developed. Several years ago, the University of Melbourne research team proposed a Totally Integrated Cochlear Implant (TIKI) and phase I clinical trial results are available in [21]. Similar system was developed at Pittsburgh Ear Associates [22].

Other CIs manufacturing companies such as MXM® chose to lower aesthetic discomfort due to the voluminous shape of the external part of the cochlear implant. One of these prototypes (MicrA) proposed an architecture reorganization to insert the DSP (which is the most ample block) inside the receiver. In this work, presented in [23], the transmitter is inserted inside the auditory canal, sending RF waves (allowing reduced antenna size) to the receiver inside the patient’s skull. As the auditory canal space is limited, the DSP is now integrated on receiver, forcing electrical architecture reworking (this system is recalled in Figure 3).
The transmitter architecture selected in [23], is based on a Pulse Width Modulation (PWM) encoding before sending the signal to the Industrial Scientific and Medical (ISM) band using an On Off Keying (OOK) modulation. This architecture selection was justified in [24]. The OOK modulation was preferred due to low power consumption but resulted in high noise sensitivity degrading the Bit Error Rate (BER) ratio. To ensure encapsulation of the antenna, the modulating frequency was 2.45GHz, however suffering of high attenuation as the propagating middle is human tissue. Finally the PWM was selected offering many advantages such as low integration surface, no need of numerical part and low power consumption. However the computational velocity and resolution were impacted (further discussion in Section V.C defining theoretically the maximum resolution reached by this type of system embedded in the auditory canal).

The work presented by Y. Vaiarello [23] is used as basis for the receiver specifications and receiver architecture selection as well as for the modeling of the overall CI system.

**D. Main challenge in the field and project main goals**

To create a suitable receiver to the work performed by Y. Vaiarello [23] in our laboratory, allowing a complete prototype of the presented less noticeable CI, the behavioral modeling of the transmitter and the propagation channel were first completed to obtain specifications for the receiver. Architecture choice of the receiver was considered before the electrical design of the
selected one. Behavioral modeling of the receiver blocks was performed to obtain the entire electrical system modeling to study parameters influence and to deduct system optimizations.

Phase noise influence on signal integrity was also studied, especially the influence of the low frequency oscillator. As we performed time simulations, conversion from phase noise to timing jitter was reviewed and integrated to the block model of the low frequency oscillator used for PWM signal creation.

As already introduced, the electrodes array and its interface with the nerve fiber are the elements involved in sound restitution accuracy. Any improvements in this stimulation may greatly increase the hearing perception.

In deaf patients, nerve response may be registered using back telemetry. Their hearing responses following sound wave detection are often evaluated in terms of evoked Compound Action Potential (eCAP) which characterizes the auditory nerve activity. A complete multi-disciplinary model from eardrum displacement to eCAP production has been developed.

To the author’s best knowledge, such a heterogeneous model including the external and middle ear structures, connecting sound frequency and amplitude with the vibrations of the Basilar Membrane (BM), including the organ of Corti mechanical model and ultimately stimulating auditory nerve fibers, was not available until now. Synapses functioning and nerve fibers membrane voltage depolarization propagation were reviewed in that purpose.

This multi-disciplinary model may bring new insights, especially if validated by case measurements, to link special nerve responses with ear pathologies.

In addition, the deep understanding of the hearing mechanism may be of great importance to improve CI nerve stimulation and hearing restitution.

There is constant research ongoing to find new algorithms for improving sound perception in implanted patients. These improvements aim to recreate the illusions of a continuous and precise cochlea stimulation whereas the electrodes array constituting the cochlear implants are partly stimulating the cochlea. Using signal processing theory, we proposed new algorithms that may bring greater sound perception for deaf people. These algorithms are however waiting to be implemented in cochlear implants processing unit, for physical testing.

As already introduced, the nerve fiber electrode interface is central to hearing reconstitution. The accuracy of sound reproduction by cochlear implants is mainly dependent on this interface. Consequently, the precise understanding and modeling of this interface as well as new solutions for its improvement may be the main factors for cochlear implants ameliorations.
Cochlear implants often require extended learning process in order for deaf people to understand words and correctly express themselves as the sound they perceived is disturbed. Creating profiled learning exercises may hence diminish the learning time. In that intent it may be interesting to estimate or reproduce the sound perceived by deaf people using cochlear implants.

The previous points were investigated and we proposed new solutions to tackle these difficulties. Besides they are also numerous issues that are not covered in this document and may improve the hearing sensitivity in implanted people: increasing battery duration allowing reduced battery reloading frequency, decreasing the noise brought by the electronic device and resulting in constant low level sound perturbations.

E. Technical choices

For biomedical implant more than any other application, foreseeing the behavior of electrical device in situ is of capital importance as failing to do so would immediately result in implanted patient discomfort. On top of that, the low power aspect of implanted electronics often leads to unusually poor designs in terms of performances compared to classical designs. Modeling of such designs for extended testing purpose is hence required.

The overall model is composed of an RF part, an analog one, a digital one and physical models of hearing stimulation. For modeling purposes, two main systems were considered: the Mixed Signals (MS) system (RF/analog/digital) and the heterogeneous system (mixed signals system/physical model of the hearing process).

1. Mixed signals system

MS languages may be used for the description of such system due to the presence of an analog part and a digital part. The different simulation frequencies needed for the analog part simulation and for the digital part simulation are still nowadays problematic [26]. In fact at present time, SPICE simulators translate electrical circuits into matrices (using Kirchhoff’s circuits laws) and solve them at frequencies much higher than the working frequency (2.45GHz in our case) whereas DSP are working at frequencies often much smaller (around 100MHz), hence resulting in very long simulation time of the digital part. To decrease the simulation time of a MS System, various solutions exist such as partitionning [27] or dynamic delay creation [28].
A solution often retained is the behavioral description of analog blocks [29]. Avoiding a transistor level simulator for such a system can lead to significant saves in terms of CPU time and makes it possible to perform a fast architecture exploration and to find out which electrical parameters are of particular importance to device functioning. This MS system simulation is limited to time domain simulation only and require blocks design and testing before MS model creation.

VHDL AMS, Verilog A and SystemC AMS are currently the most popular MS languages used, ensuring high accuracy, integrating a large level of abstraction and reducing simulation time. At higher level of abstraction, Matlab/Simuling® simulation can be used for architectural exploration. Simulink® has an inbuilt analog toolset giving simulation results often as accurate as the ones obtained by SPICE simulations [30]. However the increase in simulation time is consequent compared to other MS tools which makes it unpopular at present.

2. Heterogeneous system

The modeling of the complete hearing process was performed connecting various models. As far as the author knows, no other accurate hearing model with external hear modeling, physics of the cochlea integration, mechanical modeling of the organ of Corti and mathematical modeling of nerve fibers transmission was developed.

The electrical stimulation of the organ of Corti by the electrodes array was theoretically developed to connect the electrical stimulation with the nerve fibers stimulation. We choose Matlab/Simulink® environment to model such an heterogeneous system providing advantages such as high level modeling (mathematical modeling), graphic function for visualizing data, data reading made easy from different inputs (USB key or various ports for instance). To improve portability, to refine the behavioral description and add noise sources, it was decided to create our own behavioral models (for the electrical blocks) instead of using existing ones. From this perspective, we created these models discarding Matlab® existing functions except for the Gaussian noise generator and the waveread function which can be found in other languages.

To implement the cochlea movement following sound perception or nerve fiber transmission, Maple Sotware® was used as it allows symbolic mathematical calculus.

The design of the electrical blocks (such as VCO or LNA) and their results extraction, previously accomplished before their behavioral modeling, was done in SPICE.
F. Modeling guidelines

For the blocks modeling, several rules were followed in order to ensure efficient model creation, to reduce simulation time and to increase results accuracy:

- Behavioral modeling of the blocks was preferred to structure modeling. In that intent equations were favored than precisely describing the internal architecture [31].
- Although the corresponding physical effects were studied, it was not necessary to model the behavior of the blocks outside their normal working range, a warning message was acceptable [31].
- Refining the model should be made only for significant parameters to optimize simulation time.
- For MS modeling, the models should take into account the perturbations of the load and the source.
- No digital noise coupling or substrate noise injection were considered.
- Parasitic effects were found insignificant (cf Section I.C.6) when comparing circuit measurements with circuit design performances hence they were neglected.

G. Verification and Validation

Testing process goal is to discover defects in the model created: blocks behavior may be incorrect or not in accordance with the specifications. To ensure that the modeling was correct, we used a similar approach to Verification and Validation (V&V) principle [32-34].

V&V ensures that the models are correct with a certain degree of confidence. The verification of each electrical block model was mainly done by single unit testing, where each block was considered as a black box. The comparison of this testing with results from SPICE simulation for diverse input cases ensured that the model was conformed to specifications.

Model creation may be disconnected from real world and often very restricted to narrow case representation. The validation of model is hence of primary importance. In the V&V procedure, the validation is often done after the model has been verified, and is used to demonstrate that the model fulfills its intended function [35]. Modeling main goal is to extend the testing of the real system as well as to make predictions about future events [33]. The validation of MS modeling was
achieved by comparison of the results from physical testing and by statistical analysis (as explained in Chapter I and II).

Furthermore there is a complementary work to validate the model: which are the particular cases where the model is validated (in accordance to physical measurements)? How can model re-use in other cases be performed? Our model validation of the complete hearing process was only targeting the healthy cochlea models.

H. Thesis outlines

This document is subdivided into 5 main Chapters. Chapter 1 focuses on model development for the transmitter and for the propagation channel. As the propagation channel is composed of biologic tissues, review of human tissue modeling theory is presented.

Chapter 2 explains the architecture selection motivation for the receiver followed by the electrical SPICE design of three different receiver architectures. The testing process of the overall system was carried out and could permit to recognize the restricting parameters for eventual block optimization. Then phase noise modeling was introduced and converted into timing jitter. The timing jitter inclusion into the low frequency oscillator model used for PWM creation permitted to extract the maximum precision envisaged. Besides phase noise restriction in the ring oscillator used for OOK modulation was necessary to respect the ISM radio bands specifications.

The creation of a heterogeneous model for the hearing process, starting from the sound reception to nerve fibers stimulation, is proposed in Chapter 3, for a healthy ear. Mechanical model of the outer ear and of the organ of Corti associated with nerve fibers stimulation by neurotransmitters at synapses were defined in order to express the auditory nerve response as a function of the sound wave input. To theoretically test the validity of our hypothesis, two sound waves of 300 Hz and 600 Hz respectively with 50 dB of magnitude were used as input and the subsequent results were discussed.

Chapter 4 discusses the nerve fibers information propagation (also called Action Potential (AP) propagation) spatial and time properties. A new analog model of action potential propagation was created with same wavelength, velocity and frequency as experimental ones. Then spikes trains were introduced before reviewing the current electrophysiological techniques to record nerve fibers activity.
Finally Chapter 5 describes the electrical model of the organ of Corti, created from anatomical study. Organ of Corti and electrodes interface was theoretically studied and an electrical analog of such a system was realized. The theoretical results obtained from this model may permit to define battery sizing of the cochlear implant, electrode stimulation type or minimal spacing size between electrodes.

A topographic map which indicates the afferent nerve fibers repartition inside the cochlea weighted by the cochlea sensitivity toward certain frequencies was created. This map may be used to increase cochlear implants sound perception. Applying the Discrete Fourier Transform (DFT) formula to only the frequencies stimulated by the electrodes, permitted a new algorithm proposition for electrodes selection. In addition this adapted Fourier transform was also used to estimate the sound sensitivity in deaf people using cochlear implants.

State of the art and technical background review was performed in each chapter separately rather than gathered into a single section. This choice was the most convenient, as the prerequisites and physical fields covered were often different and chapter specific.
Chapter I:
Behavioral modeling of the transmitter and propagation channel study
A. Opening notifications

As the transmitter was available from the start, the modeling efforts were concentrated on this part. In this chapter the emitter architecture is presented, then each analog and RF block (and their corresponding behavioral models) that we created for this work are described more in detail. The encountered modeling and design bottlenecks are emphasized and the results are compared to SPICE simulations for block design optimization purpose. The maximum theoretical precision of the Pulse Width Modulation (PWM) signal (cf Section 1.C) is discussed based on the ISM frequency band specifications and from prototype measurements.

Finally, the physical model of human tissues we implemented is presented to characterize the propagation channel and to obtain realistic receiver specifications.

B. Transmitter architecture

The architecture considered for modeling is described in Figure 4. It consists of a 2.45GHz OOK transmitter and the associated receiver.

![Figure 4: Transmitter Architecture](image)

The transmitter gathers of a 2.45GHz oscillator generating a sine voltage which is amplified to the maximal allowed power in the ISM band and PWM. The modulating signal’s duty cycle is determined according to the amplitude of the audio signal. The ramp block receives a rising edge from the
sampling reference clock which is approximately one thousand times higher than the sampling frequency of the microphone allowing to reach a maximal theoretical resolution of 10 bits at 20kHz [24]. The determination of the maximum number of bits reached by the PWM are one of the goals of the modeling and are discussed in the Section I.C.6 and II.D. The shape of the signals of relevance are given in Figure 5.

An example of ideal simulation, without noise nor distortion is given in Figure 5, where the different voltages represented are plotted as a function of time. In the top window, the output voltages of the low frequency amplifier (sine), ramp (triangle) and comparator (rectangle) are superimposed. In the bottom window, the RF signal (2.45 GHz carrier modulated with a PWM signal) is presented.

![Figure 5: Transient ideal Simulink® simulation. Top: amplifier, ramp and comparator output, Bottom: RF signal.](image)

C. Model implementation

1. Baseband module implementation

The implementation in Matlab/Simulink® (displayed in Figure 6) was graphically very close to the electrical architecture, allowing a fine tuning of each block. In this way, corruption of these blocks with non linearities or noise perturbations was made easier as well as new implementation in case of architecture redesign.
Figure 6: Baseband module description in Simulink® environment (the blocks were created using Matlab® code)

For the first system simulation, the number of bits associated with the PWM encoding ($N_{PWM}$) has to be defined. The PWM upper limit depends on the product of the microphone frequency and the PWM Least Significant Bit (LSB) which should be enclosed in the ISM frequency range of the selected ISM band [2.4GHz;2.5GHz]. The maximum baseband frequency should be lesser than two times the selected ISM frequency range to respect the Shannon theorem [36, 37], which established the upper limit of $N_{PWM}$.

\[
f_{microphone} \cdot 2^{(N_{PWM} + 1)} < \frac{(50) \cdot 10^6}{2}
\]
\[
\Rightarrow \exp((N_{PWM}+1)\cdot \ln 2) < \frac{50 \cdot 10^6}{f_{microphone}}
\]
\[
\Rightarrow N_{PWM} < \left(\frac{\ln \left(\frac{50 \cdot 10^6}{f_{microphone}}\right)}{\ln(2)}\right) - 1
\]
\[
\Rightarrow N_{PWM} \leq 10
\]
where $f_{\text{microphone}}$ is the maximal microphone frequency and was equal to 20kHz for the microphone used. Furthermore to permit efficient filtering, the PWM signal frequency band, defined by the Least Significant Bit (LSB) should be significantly lower than the selected ISM band frequency range. Therefore the $N_{\text{PWM}}$ value selected for subsequent testing was 8 bits (further refined in Section II.C and II.D).

2. Cyclic Ratio block and Oscillators description

a) Voltage Controlled Oscillators (VCO)

Jitter and phase noise limitations are of particular importance in this architecture since a high jitter on the low frequency oscillator irremediably causes demodulated signal distortion and high phase noise on the local oscillator results in spectral leakage outside the allowed frequency band.

In this Section, we did not study the influence of phase noise, resulting in a unsophisticated modeling of the oscillators. The study of oscillator perturbations on the signal integrity were studied in Section II.E, in terms of phase noise characteristics to determine statistical parameters for time domain simulation. Mathematical models were developed in Section II.E, to study jitter influence on the signal integrity. These models were mainly statistical, discarding their use in temporal simulations since the temporal simulation may characterize statistical effects only if repeated a significant number of times, which obviously would lead to a significant increase in simulation time. In this case, temporal models for oscillators included in the transmitter models brought no significant advantages than considering jitter inclusion independently of the other blocks.

The proposed architecture is composed by an initial PWM followed by an OOK modulation thus two oscillators working at different frequencies were required. The low frequency oscillator with a central frequency of 20kHz associated to the PWM ramp generator was critical for the system accuracy and the high frequency oscillator working with a central frequency of 2.45GHz had to be confined in the 2.4 – 2.5 GHz ISM band.

Furthermore anticipating eq. 30, presented in Section II.G.1 (which indicates that phase noise is inversely proportional to the consumed power and this characteristic is of interest for further optimization of the transmitter), the power budgeting of each block set a maximal phase noise value and thus a maximal carrier frequency shift within the ISM band (cf Section II.E).
**b) Cyclic Ratio generation block**

The cyclic ratio module has two clock generators as inputs:

- The first clock generator (clk₁) has a frequency of 20kHz which corresponds to the sampling frequency of the signal coming from the microphone. 20kHz is therefore the maximum frequency allowed between two consecutive frames.
- The second clock generator (clk₂) has a frequency of $20000 \times \left(2^{(N_{PWM} + 1)}\right)$ where $N_{PWM}$ is the maximum number of bits that will compose the PWM signal. As discussed above, $N_{PWM}$ is fixed to 8. This clock generator should not be confused with the carrier oscillator ($f_{osc}$) used for the OOK modulation.

The cyclic ratio generator creates a clock signal having a frequency of 20 kHz and with a clock ratio of $\frac{1}{2(N+1)}$. The cyclic ratio algorithm is summarized by the flowchart exhibited in Figure 7.

---

**Figure 7: Flowchart of the algorithms used for the cyclic ratio creation (left) and flowchart of the raising edge detector (right)**
where \( y_{\text{cyclic ratio}} \) is the output of the cyclic ratio block. Remembering that \( \text{clk}_1 \) is the variable associated with the first oscillator (having a frequency of 20kHz) and \( \text{clk}_2 \) is a variable associated with the second oscillator (with a frequency of \( 20000 \times 2^{(8)} \)), \( \text{clk}_1 \) is the previous state associated with the local variable \( \text{clk} \) in the raising edge detection.

For the cyclic ratio generator algorithm, first the reading of persistent variables and then the update of local variables is made in order to load variable contents between two program executions (\( \text{clk}_1, \text{clk}_2 \)). Then one raising edge detector linked to the faster clock \( \text{clk}_2 \) and also a second raising edge detector which identified the raising edge of the second clock signal \( \text{clk}_1 \), were employed. The principle of this algorithm is straightforward: an output signal of time length equal to \( \frac{1}{20000 \times 2^{(8)}} \) is created each time the two raising edge detectors are equal to 1.

The raising edge detection was performed using a simplistic algorithm which used a buffer to store the value of an external clock (\( \text{clk} \)). The current value of \( \text{clk} \) and the previous state value (\( \text{clk}_1 \)) were compared (the output raised to 1 when \( \text{clk}=1 \) and \( \text{clk}_1=0 \)).

The time variations of \( \text{clk}_1, \text{clk}_2 \) and the created ramp reset signal (also named local oscillator) are indicated in Figure 8.

**Figure 8:** Low frequency (local) oscillator pulse creation by the cyclic ratio block using two other oscillators

3. **Power Amplifier**

The mathematical model of the Power Amplifier (PA) can be found in [38, 39] and is usually described by eq. 2:
where \( v_e(t) \) is the input voltage, \( v_s(t) \) the output voltage, and \( a_1, a_2, a_3 \) scalar coefficients which depend on the 1 dB compression point (P1DB) and the Intermodulation Products of the second and third order (IIP2, IIP3) as described in [40-43]. The corresponding powers are then derived from eq. 2 according to the circuit input and output impedances. The PA mathematical model was limited to the third order time description but can be further extended as expressed in [44, 45] if needed.

However as the \( a_3 \) coefficient is negative to account for saturation effects, using only eq. 2 would lead to a \( v_s \) decrease if \( v_e \) was higher than a specific value \( v_{\text{max}} \). Consequently, in the PA model construction, the local maximum of eq. 2 is used to switch equations for \( v_s \) description (cf eq. 3).

\[
\begin{align*}
v_s(t) &= \begin{cases} 
  a_1 v_e(t) + a_2 v_e^2 + a_3 v_e^3 & \text{if } v_e \leq v_{\text{max}} \\
  v_5(t) + a_1 v_e(t) & \text{if } v_e > v_{\text{max}}
\end{cases}
\end{align*}
\]

The time where \( v_e = v_{\text{max}} \) is reached \( t_p \) can easily be computed from the previous equation. The transfer expression for \( v_e > v_{\text{max}} \) has to be modeled in order to correctly simulate input signals in the saturation region of the PA.

The modeled characteristic is compared to actual SPICE simulation in Figure 9.

![Figure 9: Comparison between the Power gain curves from mathematical modeling and SPICE simulations](image)

The PA model also includes noise corruption. The added PA noise \( (N_a) \) was supposed to be white noise because 1/f noise can be neglected around the working frequency (2.45GHz). The added noise is described by the Noise Factor \( (F) \), given by eq. 4:
\[ F = \frac{N_a + GN_i}{GN_i} \tag{EQ. 4} \]

where \(N_a\) is the PA added noise, \(G\) the power gain and \(N_i\) the input noise. \(N_a\) and \(N_i\) were obtained using a SPICE Periodic Noise analysis on the PA only or on the PWM output block respectively. Only the output noise was taken into account. \(G\) was obtained by a Periodic Steady State (PSS) analysis in Cadence. Other analysis may be used to extract those parameters (Scattering Parameters (SP) analysis for power gain, direct noise analysis for output noise floor,...)

![Figure 10: Comparisons between the mathematical NF model simulations and SPICE NF simulation of the PA](image)

Figure 10 presents the comparison between the Noise Figure (NF) from analytical model and electrical simulations. The NF simulated shape was not perfectly following the SPICE simulated NF since the equations implemented for NF modelling were standard equations to ease the computations, however the difference was very small (less than 1dB) between the NF values. Furthermore this parameter is not of critical importance because the PA is placed at the end of the transmitter and, according to Friss Formula [46].

Figure 11 shows the block diagram of the PA model. For modelling purpose, two PA were associated, one modelling the ON state of the PA and the other the OFF state. In this model the gain \(K_{p_{OFF}}\) of the OFF state was set to zero to decrease the simulation time. However this approximation is inexact as the real measurements made on the CMOS prototype (cf Section I.C.6) showed that during the OFF state of the PWM a few signal flowed from the PA input to the output at the working frequency due to parasitic capacitance.
The 2.45 GHz Voltage Controlled Oscillator (VCO) signal was applied to the respective PA inputs. The PA outputs were controlled by PWM and $\overline{PWM}$. Finally white noise corruption ($N_a$) was added in the PA model.

![Block Diagram of the PA model with noise corruption](image)

**Figure 11: Block diagram of the PA model with noise corruption**

The errors between the SPICE simulations and the mathematical models may arise from the low power design which causes huge non linearities, just partly taken into account in this modelling work, to reduce simulation time.

4. Ramp creation

The PWM signal was obtained using a ramp block generator which was compared to the input signal (wave sound from the microphone). A pulse is generated at a frequency of 20kHz and resets the ramp. Shorter is this pulse time length, greater is the accuracy that can be reached by the PWM.

The entire ramp can be constructed adding both the raising and the falling part equation selected by associated window functions (eq. 5)

$$s(t) = s_1(t) \prod_{\text{raising}}(t) + s_2 \prod_{\text{falling}}(t)$$

**Eq. 5**

where $\prod_{\text{raising}}$ is a window function equal to 1 only when the ramp is raising and $\prod_{\text{falling}}$ the opposite window function; $s_1$ and $s_2$ are obtained using polynomial extraction functions of the raising region of the ramp and the falling region of the ramp respectively.
Inaccuracies between the analytical model and the SPICE simulations shown in Figure 12 results from low level rank polynomial modeling. There is a maximum error between the 2 curves that can reach high values in the falling part and is much more limited, around 3%, in the rising part. The rank of polynomial extraction directly impacts the simulation time, however modeling the exact transient shape of falling part of the ramp is not critical because the signal distortion is due to the raising part of the ramp only. The falling part mainly impacts the data rate, meaning that only the fall time is of relevance independently of the transient model accuracy.

![Figure 12: Ramp obtained by transient simulations between the electrical design and analytical model](image)

5. Comparator modeling

The comparator is central to PWM modeling as it compares the input with a temporal ramp signal, yielding in a time length modulation. The comparator model includes constant distortion and offset perturbation as well as maximum rate change limitation of the output voltage, i.e. SlewRate (SR), extracted from SPICE simulations (by feeding the comparator input with a square function and computing the maximum output slope).

The mathematical comparator model without distortion is presented in eq. 6:

\[
y = \begin{cases} 
1 & \text{if } v_{in} \geq v_{ref} + v_{offset} \\
0 & \text{otherwise}
\end{cases}
\]

EQ. 6

where \( y \) is the comparator output, \( v_{in} \) and \( v_{ref} \) are the comparator input signals and \( v_{offset} \) is the voltage offset defined by SPICE simulations as the minimum \( v_{ref} \) voltage (when \( v_{in} \) voltage is set to 0V) required for a comparator steady-state variation.
Both comparator input signals are analog, they are hence corrupted by noise especially high frequency noise. Filtering of the input signals with a digital filter like a Moving Average (MA) filter is required first before every comparison with constant slope (eq. 7):

\[ v_f(n) = MA[v_{in}(n)] = \frac{1}{M} \sum_{1}^{M} v_{in}(n) \]

where \( n \) is the current sample, \( v_{in} \) is the input signal of the filter, \( v_f \) is the filtered signal and \( M \) a scalar coefficient.

The MA filter was not used to filter physical analog signals but used only for modeling purpose and no hardware implementation was done. The value of \( M \) was fixed at 32 samples that allowed sufficient accuracy for comparison of the input slope with the comparator SR obtained with SPICE simulations. Applying the MA filter to both input derivatives was required to obtain the slope of the input signals with reduced noise corruption, as presented in Figure 13:

\[ \text{SR}_{\text{input}} = \begin{cases} \text{SR}_{\text{input}} & \text{if } \text{SR}_{\text{input}} < \text{SR}_{\text{SPICE}} \\ \text{SR}_{\text{SPICE}} & \text{otherwise} \end{cases} \]
SR\text{output} \text{ is used to define the comparator output (eq. 9):}

\[ y_{SR}(n) = y(n - 1) + SR_{\text{output}} \quad \text{EQ. 9} \]

where \( y_{SR} \) is the output of the comparator corrupted by the SR, \( SR_{\text{SPICE}} \) is the SR given by SPICE simulations.

Eq. 9 is only valid for the raising part of the comparator model (i.e. \( v_{in} > v_{ref} \)). The SR creation block incorporates different SR for the raising part and the falling part of the comparator output, obtained from electrical simulations.

It should be noted that in the second version of the chip (MicRA v2), the practical SR of the comparator obtained by electrical simulations was few volts per nanosecond that is totally neglectful compared to the phase noise of the 20kHz oscillator (this oscillator is corrupting the PWM signal and hence the signal time length).

This block was simulated and the results were similar to SPICE simulations (not reported in this document).

6. System modeling validation

Transient simulations of the analytical model were compared with transient electrical measurements and presented in Figure 14.

\[ \text{FIGURE 14: MATLAB® TRANSIENT SIMULATIONS OF THE OVERALL SYSTEM (LEFT FIGURE), MEASUREMENTS ON A 130 nm CMOS PROTOTYPE (RIGHT FIGURE) (FROM [24])} \]
The general shape of the signals obtained by mathematical modeling or direct measurement on MicRA prototype was similar. The differences between the system modeling simulations and the measurements may be explained by the creation of the models which were made based on transistor-level description (SPICE) simulations and not directly on measurements, as they were not available when the models were created. Indeed SPICE simulations show also some differences with measurements.

As seen on Figure 14, there is a residual noise when the power amplifier is turned off but this noise can be reduced by PA subsequent optimized design. Nevertheless it can be noticed that the $P_{on}$ over $P_{off}$ ratio is high enough not to introduce demodulation error if using a threshold detection on the receiver.

The critical parameter for this application is the duty cycle which is close to SPICE extracted duty cycle, rather than to the measured one. The accuracy of the duty cycle is lower than 0.25% which ensures 8-bits precision for the PWM signal (remembering that 8 bits precision is the theoretical maximum accuracy than can reach the PWM for ISM specifications respect). This value was however not precisely verified as no extended tests to determine the duty cycle of the prototype as well as the ISM band inclusion verification were performed.

In addition, mathematical modeling exhibited simulation times about 15 times lower than SPICE netlisting while allowing to reach a relatively good transmit signal estimation.

D. **Propagation channel modeling**

1. **Models of biological tissues**

Dielectric materials conductivity and permittivity expressions related to Maxwell’s equations development are reminded in Annex A.

The electric analog of biological tissues over frequencies available in literature are restricted to the interval between few hertz and few hundred giga Hertz as frequencies above may harm tissues (ionizing radiations). The most intuitive model is the Fricke model (recalled in Figure 15) which represents biomedical tissues as only a resistance at low frequencies (the current is passing through the extracellular space) or by a capacitance and another impedance in serial (in high frequency, the current is crossing the cells represented by a capacitance, which models the cell membrane (the
passage of ions and electrons through cell membrane is very highly controlled by the cell), and another resistance which models the intracellular space).

However this model is not in adequacy with impedance measurements (impedance spectroscopy of biological tissues) of various tissue types; the biological tissue permittivity shows generally several steps like decrease over frequencies and the conductivity increases in a steps like manner over the frequencies. The Fricke model is not modeling those discontinuities in the frequency response of permittivity or conductivity. The Debye model is based on the mathematical description of the frequency response. This model describes the permittivity frequency response similar to a filter frequency description response with consecutive low pass filter (each one with a different cutoff frequency), resulting in a step like frequency response. The initial Debye model, mathematically described by eq. 10, is based on a first order frequency response [47].

\[
\varepsilon_{\text{Debye}} = \varepsilon_{\text{high}} + \frac{\varepsilon_{\text{low}} - \varepsilon_{\text{high}}}{1 + j\omega\tau} \quad \text{EQ. 10}
\]

where \( \varepsilon \) is the complex permittivity, \( \varepsilon_{\text{low}} \) is the static permittivity measured and \( \varepsilon_{\text{high}} \) is the observed permittivity at a very high frequency, \( \omega \) is the pulsation and \( \tau \) is the time constant associated with a relaxation phenomenon (practically defined using the cutoff frequency of the tissue measured impedance over frequencies).

The Debye model was further improved adding the static middle conductivity (\( j \frac{\sigma_s}{\omega\varepsilon_0} \)) and may integrate different relaxation phenomenon (with different cutoff frequencies) to precisely suit the mathematical frequency response. The mathematical description of this model can be found in [47] (cf eq. 11), and can be split into real part (\( \varepsilon' \)) and imaginary part (\( \sigma_{\text{eff}} \) also called \( \sigma' \)).

\[
\varepsilon_{\text{Debye}} = \varepsilon_{\text{high}} - j \frac{\sigma_s}{\omega\varepsilon_0} + \frac{\Delta\varepsilon_1}{1 + j\omega\tau_1} + \frac{\Delta\varepsilon_2}{1 + j\omega\tau_2} + \frac{\Delta\varepsilon_3}{1 + j\omega\tau_3} \quad \text{EQ. 11}
\]

where \( \tau \) are the time constant for the different relaxation phenomenon and \( \Delta\varepsilon_i \) are the permittivity difference of each permittivity intervals as indicated in Figure 15 (redrawn from [47]).

Although describing the general shape of the permittivity response, many materials show an non Debye behavior with asymmetric loss tangent [48, 49]. To obtain a better fit with measurements Cole et al. [47] included a distribution parameter \( \alpha \). The Cole model is purely mathematical and is reminded in eq. 12.
\[ \epsilon_{\text{Cole}} = \epsilon_{\text{high}} - j \frac{\sigma_s}{\omega \epsilon_0} + \frac{\Delta \epsilon_1}{1 + (j \omega \tau_1)^{1-\alpha}} \]  

EQ. 12

Defining \( Z \) as the complex impedance given by the ratio of the complex voltage form over the complex current form such as \( Z = Z' - j Z'' \) and the complex permittivity as \( \epsilon = \epsilon' - j \epsilon'' = \frac{1}{j \epsilon_0 \omega Z} \) where \( C_0 \) is the vacuum capacitance given by \( C_0 = \frac{\epsilon_0 A}{h} \) (A is the area of cross section and \( h \) is the thickness of the material), the relations between the complex impedance and the complex permittivity can be extracted [50](eq. 13):

\[
\epsilon' = \frac{1}{\omega A \epsilon_0} \left[ \frac{Z''}{Z'^2 + Z''^2} \right]
\]

and \( \epsilon'' = \frac{1}{\omega A \epsilon_0} \left[ \frac{Z'}{Z'^2 + Z''^2} \right] \)

EQ. 13

After inverting the relations, the general expression of \( Z \) can be expressed using first orders electrical system leading to the electrical analog model presented in Figure 15.

**Figure 15**: (Above) Permittivity and Conductivity responses over frequency in muscle attributed to [47]. (Below) Debye or Cole electric model of tissue attributed to [47]
\[ R_a = \frac{k}{\sigma_t} Z_{Debye} = \frac{k\tau}{\varepsilon_0 (\varepsilon_{\text{low}} - \varepsilon_{\text{high}})} Z_{Cole} = \frac{k\tau_0 (j\omega t)^{-\alpha}}{\varepsilon_0 (\varepsilon_{\text{low}} - \varepsilon_{\text{high}})} \]  

\[ C_{\text{high}} = \frac{\varepsilon_0 \varepsilon_{\text{high}}}{k} C_d = C_{\text{low}} - C_{\text{high}} = \frac{\varepsilon_0 (\varepsilon_{\text{low}} - \varepsilon_{\text{high}})}{k} \]

where \( k \) is a geometric parameter. Above formulas were extracted from [47].

As indicated in [51], the complex permittivity of an heterogeneous material may be expressed as the sum of each atomic complex permittivity weighted by their respective concentrations (if several conditions are verified), expressed in eq. 15

\[ \varepsilon = \rho_1 \varepsilon_1 + \rho_2 \varepsilon_2 + \ldots \]  

where \( \rho_i \) are the concentrations of the various elements and \( \varepsilon_i \) are the complex permittivity of each element.

To the author personal interpretation, the biological tissue permittivity which has a step like frequency response may correspond to the addition of the most significant ionic permittivity responses (the ones of Na\(^{+}\), K\(^{+}\), Cl\(^{-}\) for instance) over frequency. If this hypothesis were true, it might have explained the theoretical limits of the impedance spectroscopy technique, as different biological tissue with close ionic tissue distribution may have the same frequency impedance response.

For this work purposes, the complete electric model of biological tissue behavior over frequencies was not required as only electrical model at low frequency (below 20 KHz for the stimulation of the cochlea by electrodes study) and around 2.45 GHz (for transmission canal noise study) was necessary. In order to increase the simulation time, the model considered was a resistance in parallel with a capacitance where the resistance value was computed using the \( \varepsilon'' \) value at the desired frequency and the capacitance value was computed using the \( \varepsilon' \) value at the desired frequency. It should be notified that the permittivity frequency responses are tissue dependent. The impedance implementation was made using a cylindrical resistance model and the capacitance implementation was made using a parallel plate capacitors which formula are reminded in eq. 16

\[ R = \frac{1}{\sigma'} \frac{l}{S} \quad \text{and} \quad C = \varepsilon_0 \varepsilon \frac{A}{h} \]  

where \( \sigma' \) is the total electrical conductivity, \( l \) is the length and \( S \) is the cross sectional area. \( \varepsilon \) the relative permeability, \( A \) the area of the plates and \( h \) the distance separating the two plates.
Figure 16: Simplified model of the propagation channel (from [24]) (A) and its electric analog corresponding model (with current noise sources generators representing the Johnson-Nyquist noise in both resistors and capacitors) (B). Electric analog used for noise power associated with fat tissue (as it is the main contributing noise in tissues) noise estimation (C)
The propagation channel simplified model and its electrical analog are presented in Figure 16. This model is a simplified 3 dimensional model accounting only for direct propagation between the transmitter antenna (Tx) and the receiver antenna (Rx). In real world, multi paths or other distortions may exist and may provoke results far from the ones predicted. The model is composed of a thin layer of skin, bone and cartilage and a thick layer of fat and the dimensions are indicated in Figure 16. The resistance and capacitance values were computed from the values of the relative permeability and electrical conductivity for human tissues which were found in [52, 53].The electrical components values are indicated in Table 1.

<table>
<thead>
<tr>
<th></th>
<th>Skin</th>
<th>Cartilage</th>
<th>Fat</th>
<th>Bone</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\varepsilon'$ (2.45GHz)</td>
<td>42</td>
<td>74</td>
<td>4.2</td>
<td>11.5</td>
</tr>
<tr>
<td>$\sigma$ (S/m) (2.45GHz)</td>
<td>1.1</td>
<td>0.9</td>
<td>0.7</td>
<td>32</td>
</tr>
<tr>
<td>C (F)</td>
<td>21n</td>
<td>9 n</td>
<td>61 p</td>
<td>5.7 n</td>
</tr>
<tr>
<td>R (Ω)</td>
<td>0.4</td>
<td>20</td>
<td>216</td>
<td>0.12</td>
</tr>
</tbody>
</table>

2. Propagation channel noise estimation

In biological tissues, major influencing noise are: thermal noise which is mathematically described as white noise, 1/f noise which is associated with ion entry inside the cells, shot noise which is often negligible and background electric fields in nerve or muscle tissues [54]. Because the RF frequency is very high compared to the membrane channels frequency dynamics and because we neglect the nervous or muscular cells in our model (cf Figure 16), we considered only the perturbations introduced by the thermal noise.

In the electrical model of the propagation channel illustrated in Figure 16, thermal noise is associated with temperature carrier agitations (called Jonhson-Nyquist noise) and is generated mainly by resistances in our model, regardless of any applied voltage [55]. The noise current generated by a resistor is expressed by eq. 17 [56]
\[ \overline{T_{\text{WN}}^{-2}} = \frac{4 k T B}{R} \]  

**EQ. 17**

where \( \overline{T_{\text{WN}}^{-2}} \) is the current variance in the frequency band B (equal to 100MHz in the selected ISM band), \( k \) the Boltzmann constant, \( T \) the absolute temperature in Kelvin and \( R \) the resistance generating the Johnson-Nyquist noise. Dielectric properties measurements performed on various biological tissues state that the thermal noise power is around \( 1\mu\text{V}/\text{sqrt(}\Omega\text{)} \) at 300 Kelvins [8], confirming the results obtained from eq. 17.

Using the formula in Figure 16 and voltage division principle in this circuit permitted to express the noise contribution of each resistance (representing a particular tissue). Then considering uncorrelated noise sources (which may not entirely be true), the propagation channel noise Power Spectral Density (PSD) was equal to the sum of each resistance noise PSD. The total PSD of the noise in this propagation channel was found equal to -121dBm. Running noise analysis in Cadence® gave the same noise power estimation.

The noise power of the RF oscillator concatenated to the propagation channel was evaluated using SPICE noise analysis. The estimated noise power at the end of these two blocks was -95dBm.

This value still has to be confirmed by measurements and represent a minimal estimation since other noise sources in biological tissues have been discarded. If so, the noise power may be too close to the signal received (only 8 dB separating them as indicated in Section I.B, without the inclusion of the noise added by the PWM blocks of the transmitter). In consequence, an architecture reworking or even another transmission way should be evaluated.

**E. Transmitter and receiver antennas characteristics**

The transmitter antenna is a dipole antenna with a central balun and no ground plane, a length of 5.3mm and a width of 3.25mm, with 35 meanders and a spacing of 100\( \mu\text{m} \) between each meanders, allowing a measured maximum total gain of -13.9 dB [57]. The antenna was printed on a substrate using the Integrated Passive Devices (IPD) technology to decrease the substrate losses and ensure better antenna characterization (decreasing interference due to cables used for measures)[58].

The receiver antenna should exhibit a reduced size, a proper radiation pattern to avoid radiations into the brain and sufficient gain. For such small antenna dimension and these overall constraints, direct antenna types reuse may be challenging. In [59], an Integrated F Antenna (IFA) was used in this context. For the receiver antenna, a custom design antenna might give better results.
It should be emphasized that in [24] and [58], the propagation channel length is estimated at 4cm and the antenna were supposed closely attached to the transmitter (Tx antenna) or to the receiver (Rx antenna). However as indicated in Section I.D, noise power inside this propagation channel is very closed to the received signal power. To increase the received Signal to Noise Ratio (SNR) and because antennas gains are further limited by other constraints, the distance between both antenna should be reduced (bringing the Rx antenna closer to the Tx antenna with the help of a biocompatible wire linking the Receiver and the Rx antenna). This simple solution needs further analysis as it may not be feasible or results in a difficult surgery insertion procedure.

F. Closure remarks

As a first emitter prototype was available, we decided to create behavioral models of the various blocks for extended testing purpose. Besides the receiver embedded a DSP unit to run cochlear implants speech algorithms, making the overall system a mixed system. Based on these considerations and because these models will be reused for heterogeneous electrophysiological simulations (latter described in Chapter III-IV) Matlab/Simulating environment was chosen.

The power consumption of the entire transmitter was already available from the works produced by Y. Vaiarello.

The theoretical restriction of the PWM signal accuracy was discussed based on ISM frequency band rang (100MHz) which was limited to 8 bits for a sampling frequency of 20kHz in the ideal case. This data rate will further be decreased by phase noise (developed in the next Chapter) and noise in the propagation channel.

This later noise was studied based on electrical modeling of human tissue by mean of the implementation of Cole and Cole impedance model and permitted the creation of a power budget for complete receiver specifications defined in the next Chapter.

G. Work published

• Modélisation et optimisation d'une chaine d'émission réception très faible consommation pour implants cochléaires, U. Cerasani, W. Tatinian, Y. Vaiarello, G. Jacquemod, GDR SOC SIP, June 2012, Paris (FRANCE)

Chapter II:
Receiver architecture selection, behavioral modeling and overall RF chain optimization guidelines
A. **Opening notifications**

Change in patients request for aesthetic considerations has led to new CIs architecture specifications most particularly regarding overall power consumption. According to previous work done in our laboratory [23], the DSP that was initially located in the emitter, can be integrated in the receiver. This architecture change reduces the emitter consumption but on the other hand implies finding a fitting receiver architecture.

In this Chapter, the receiver chain architecture study and design for new type of cochlear implants is presented. We proposed three possible receiver architectures which were compared in terms of power consumption and noise figure, both of fundamental importance in biomedical embedded systems. SPICE simulations of these architectures were carried out and transient results were presented for the solution retained. Furthermore optimization of the LNA using mathematical computations that was done in collaboration with Mons University microelectronics research team is presented, increasing the entire receiver performances.

Then the behavioral modeling of the receiver architecture was performed and added to the transmitter and propagation channel models. This overall system modeling permitted to extract the parameters impacting the transceiver output signal integrity and hence the blocks that required optimization.

In addition it was found that phase noise is of first importance as it can alter both the baseband (PWM) and the RF (OOK) signals. For modeling considerations we proposed a new theoretical model for phase noise extraction based on simplification of Hajimiri and Lee theory.

After introducing timing jitter mathematical description, the conversion to phase noise into timing jitter was performed using different methodologies for the two oscillators of the transmitter chain. Phase noise Power Spectral Density of the oscillator utilized for the PWM signal creation resulted in timing jitter value not suitable with the previously found PWM precision.

B. **Receiver chain OOK demodulation architecture**

1. **Receiver architecture**
The communication channel between the transmit- and the receive antenna is presented in Section I.D, resulting in an added noise in the propagation channel alone of -121dBm using the maximal authorized emitted power in the ISM band (20dBm), the attenuation in human tissue with corresponding dielectric constants, the ISM bandwidth (100MHz) and assuming a white noise distribution. The estimated power losses through the channel and antenna was estimated by Y. Vaiarello [24] and was around -87dBm. This fixes the LNA sensitivity and is used as basis for the receiver specifications and architecture selection.

The selected architecture for the receiver includes a LNA followed by an amplitude demodulation stage and a digital signal processing unit controlling the electrodes array which is implanted inside the patient’s cochlea.

The power consumption and distribution in commercially available CI is estimated in Section II.B.3. The total electronic consumption should be lowered as possible to increase battery lifetime.

Most particularly, a high consumption would lead to an increase of the battery reload frequency which is inconvenient for the patients. Because of low power constraints, power repartition between blocks become fundamental. The unique block allowed to consume more power was the LNA in order to decrease the total SNR of the entire receiver as explained in Section II.B.2.

As presented in Figure 17, three architectures are investigated for the AM demodulation:

- a power detection using a mixer with the RF and LO inputs connected together,
• a coherent demodulation composed of a mixer and a local oscillator at the same frequency as the input signal,
• PN junction associated with a transformer.

The output signal is a PWM-like waveform and is low-pass filtered to recover the initial signal amplitude. Linearity is not significant as the PWM signal maximum frequency (around 2MHz) is substantially lower than the carrier frequency (2.45GHz).

2. LNA optimization

Common formulas for Noise Factor (F) and Noise Figure (NF) calculus, under matched conditions and with source at 290 K, are reminded in eq. 18 [60]

\[ F = \frac{SNR_{input}}{SNR_{output}} \]  \hspace{1cm} \text{EQ. 18}

where SNR is the Signal over Noise Ratio. For Noise Temperature \(T_n\) which are different from \(T_0\), the achievable Noise Factor \(F_a\) is defined (eq. 19)

\[ F_a = \frac{SNR_{input}}{SNR_{output}} \]  \hspace{1cm} \text{EQ. 19}

The noise figure expression from the noise factor is reminded in eq. 20

\[ NF = 10 \times \log(F) \]  \hspace{1cm} \text{EQ. 20}

Remembering that the noise power introduced by the propagation channel alone is -121dBm and that the estimated noise power concatenating the RF oscillator block with the propagation channel rises to -95dBm, the characteristics of the receiver in terms of noise is of primary importance.

Minimum achievable Noise Factor of the receiver is obtained considering the lowest output SNR needed to recover the signal. We fixed the minimum output SNR to 3 dB to allow PWM signal demodulation. Consequently using eq. 21, we can define the maximum acceptable Noise Factor \(F_m\) of the receiver, that we included into the receiver specifications.

\[ 10 \times \log(F_m) = -87dBm - (-95dBm) - 3dB = 5 dB \]  \hspace{1cm} \text{EQ. 21}

Every value greater than this would result in inability to extract signal from noise at the receiver output.
As a direct consequence of the Friss equation [46] (reminded in eq. 22) the Noise Factor of the entire receiver is greatly dependent on the LNA noise factor and gain. Consequently we decided to optimize the LNA design in terms of power consumption and NF.

\[
F_{total} = F_{LNA} + \frac{F_{demod} - 1}{G_{LNA}} + \frac{F_{filter} - 1}{G_{LNA}G_{demod}}
\]

EQ. 22

where \(F_{LNA}\), \(F_{demod}\) and \(F_{filter}\) are the noise factor of the LNA, the noise factor of the blocks composing each demodulating topology and the noise factor of the lowpass filter respectively. \(G_{LNA}\) and \(G_{demod}\) are the power gains with load of the LNA and the blocks composing each demodulating topology respectively.

As the LNA block was compulsory in both the solutions and significantly impact the overall architecture NF, its optimization using mathematical computation was first performed before its implementation in Cadence® and subsequent refinement.

Figure 18 shows the schematic of the implemented LNA. The cascode stage (\(M_2\)) is used to improve input-output isolation, reduce the Miller effect and, consequently, increase the bandwidth. The resonant circuit formed by \(L_L\) and \(C_L\) permits a high gain with a low voltage supply at the frequency of interest. With \(L_G\) and \(L_S\) a narrow band input impedance matching is obtained. The input transistor (\(M_1\)) is used in inductively degenerated common-source configuration. The width of the transistor and the other parameters of the circuit were mathematically computed using a similar development than the method presented by Thomas H. Lee [61] minimizing the NF while optimizing power consumption.
For each architecture type and for the LNA, we evaluated the receiver performances using a 0.13µm RF CMOS technology. Table 2 shows the values obtained, from calculations, after some minor modifications according to the target CMOS 130 nm process.

**TABLE 2: COMPONENT VALUES OF THE LNA OBTAINED BY MATHEMATICAL COMPUTATION**

<table>
<thead>
<tr>
<th>Implemented values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Center Frequency</td>
</tr>
<tr>
<td>Voltage supply</td>
</tr>
<tr>
<td>Current Consumption</td>
</tr>
<tr>
<td>L_L</td>
</tr>
<tr>
<td>C_L</td>
</tr>
<tr>
<td>L_M1,M2</td>
</tr>
<tr>
<td>W_M1,2</td>
</tr>
<tr>
<td>NF</td>
</tr>
<tr>
<td>L_S</td>
</tr>
<tr>
<td>L_G</td>
</tr>
</tbody>
</table>

The results of simulations are summarized in Table 2. In practice, equations used for this optimization were derived from first order modeling (SPICE level 1) and provided general characterization of the LNA further refined by Cadence® simulations (especially modifying the bias of M1), explaining the improvements in Table 3.

**TABLE 3: PARAMETERS OBTAINED BY MATHEMATICAL COMPUTATION AND WITH CADENCE SIMULATION**

<table>
<thead>
<tr>
<th>RF Frequency</th>
<th>Mathemtical computation</th>
<th>Cadence evaluation</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.4GHz</td>
<td>2.4GHz</td>
<td>2.45GHz</td>
</tr>
<tr>
<td>S21</td>
<td>&gt;17dB</td>
<td>24.7dB</td>
</tr>
<tr>
<td>S11</td>
<td>-10dB</td>
<td>-7.11dB</td>
</tr>
<tr>
<td>S22</td>
<td>-10.1dB</td>
<td>-1.5dB</td>
</tr>
</tbody>
</table>
As LNAs may use different technologies and respond to diverse specifications, their performance characterization is complex. In that intent, the Figure Of Merit (FOM) was developed to compare the different LNA designs and can also serve as a benchmark for future progress (eq. 1)[62]

\[
FOM = \frac{S_{21} \times IIP3 \times frequency}{(F - 1)P_{supply}}
\]

where \(S_{21}\) is the linear LNA gain, \(IIP3\) is the 3rd order Input Inter modulation Product and has to be expressed in mW, frequency is the central working frequency of the LNA also expressed in GHz, \(F\) is the noise factor and \(P_{supply}\) is the power consumption of the LNA reported in mW. The variation of this formula including the LNA bandwidth is expressed in eq. 24[63]

\[
FOM = \frac{S_{21} \times BW \times frequency}{(F - 1)P_{supply}}
\]

where \(BW\) is the LNA bandwidth and must also be expressed in GHz. As the LNA bandwidth was not of importance in our application we excluded all literature relative to wide bandwidth LNA such as Ultra Wide Band (UWB) customized LNA. The FOM of the LNA developed is 4.5 which is in the range of current LNA state of the art FOM extending from 1 to 10 [63-66].

3. Receiver architectures implemented

The three architectures presented in Figure 17 were implemented in SPICE and they were compared in terms of power requirements and noise addition. The LNA and the filter were common to all the solutions. The bias circuitry is not shown in the Figures.

a) Solution 1: LNA and Power Detector

The input signal is the one received by the antenna (2.4GHz carrier modulated in amplitude by a PWM signal) and the LNA output is connected to the Local Oscillator input (LO +) as well as on the
RF input of the mixer. The power detector is therefore created using a mixer with its inputs connected to the same source. We designed a single balanced mixer because of its low power consumption. However as the DC offset is injected directly in the RF source, it degrades the mixer linearity [67], which is not of importance in our application.

![Diagram](image1)

**Figure 19: Receiver architecture solution 1 with a LNA and a power detector**

![Graphs](image2)

**Figure 20: Transient simulations including the input signal, the LNA output, the mixer output (left) and the RC filter output (right)**

The designed mixer has a NF of 20dB, and its output is directly connected to the RC filter. The simplified schematic of the solution 1 is presented Figure 19 (with bias circuit removed for clarity reasons) and the associated transient simulations are exposed in Figure 20.
For the test case, the PWM signal was created with a 1 kHz sine wave which was sampled at 1MHz. The RF input signal is represented in light blue in Figure 20, its corresponding magnitude is low enough to make the LNA operate within the linear region. Removing the DC voltage, the output signal is represented in pink, where one can see that the ratio between the maximal and minimal magnitude is around 5, which is high enough for a further OOK demodulation. The effects of rising and falling times are also visible on the curve. As a result, after filtering, we obtained a signal that corresponds to the emitted signal, where the distortions and the low output magnitude are mainly due to the low power consumption of the Mixer (100µA).

\[ b) \quad \textbf{Solution 2: LNA, Mixer and VCO} \]

As the ring oscillator in the transmitter chain was not satisfying in term of jitter performances as described in Section II. H, the receiver oscillator chosen was a RLC oscillator instead. Although most likely not ensuring a better signal transmission (in compare to reusing the same oscillator since the frequency drift was already introduced), this oscillator topology change permitted to proximately evaluate performances of a RLC oscillator for this application (in term of jitter, power consumption, temperature drift, power supply resistance, ...).

The oscillator used is an L-C tank oscillator with a central frequency of 2.45GHz and frequency control (V\text{tune}) to compensate the frequency shift due to temperature variations within the human body (presented in Figure 21). The width of the NMOS of the differential pair is 210µm and the length is 130nm, which drives a current of 10mA. The NF of the cross coupled pair was obtained with SPICE simulations and was found equal to 7dB. Then, using PSS analysis, we estimated the phase noise which was around -120dBc/Hz at 1MHz from the carrier (PWM maximal frequency) (a more accurate description of our implemented ring oscillator phase noise can be found in Section II.G.5).
Transient simulation results are presented in Figure 22, where one can see that the output voltage magnitude of the mixer is more linear than in the previous architecture, at the cost of higher output oscillations due to the frequency shift between LO and RF. Indeed this shift is inevitable as low power constraints did not allow carrier recovery. Nevertheless this distortion may be removed by subsequent signal processing.

\[ \text{c) Solution 3: LNA, transformers and PN junction} \]
The last solution implemented is based on transformers followed by a PN junction in order to cut the negative part of the RF signal. The use of magnetic components (inductors, transformers,...) is the main limitation to increase chip size and capacitive and magnetic coupling with substrate [68]. To reduce chip size, we used two consecutive transformers to obtain the desired mutual inductance, allowing the voltage to become superior to the built-in potential of the Gate-Drain junction (of a NMOS transistor used as diode). However the current diminution after the transformers associated with the low voltage gain of the NMOS transistor used as diode, are responsible for the very high noise factor of this entire solution (cf Figure 23). In fact the noise factor of only the transformers and the NMOS was around 2.5 but the power gain of this block was very low (1.7*10^-3).

![Figure 23: SOLUTION 3 COMPOSED OF LNA, TRANSFORMERS AND A NMOS USED AS DIODE](image)

4. Architecture comparison

The main requirements of the receiver were its low power consumption and a much reduced NF. Maximizing SNR at the receiver output (before DSP computation) is hence very relevant and consists on minimizing the total noise factor of the receiver, as explained in Section VI.B.2.
Table 4: Noise Factor (F), Noise Figure (NF) and Power consumption comparison for the diverse architectures. The voltage gain, current gain and power gain were computed without the filter block.

<table>
<thead>
<tr>
<th></th>
<th>Power Detector</th>
<th>Mixer and VCO</th>
<th>Transformers and PN junction</th>
</tr>
</thead>
<tbody>
<tr>
<td>Power consumption (mW)</td>
<td>11.91</td>
<td>21.4</td>
<td>1.9</td>
</tr>
<tr>
<td>Noise Factor (F)</td>
<td>2.57</td>
<td>2.61</td>
<td>101.6</td>
</tr>
<tr>
<td>Noise Figure (NF) (dB)</td>
<td>4.01</td>
<td>4.16</td>
<td>20.01</td>
</tr>
<tr>
<td>Voltage Gain (dB)</td>
<td>6.8</td>
<td>-0.5</td>
<td>-6.2</td>
</tr>
<tr>
<td>Current Gain (dB)</td>
<td>-38.4</td>
<td>-21.5</td>
<td>-34.4</td>
</tr>
<tr>
<td>Power Gain (dB)</td>
<td>-31</td>
<td>-22</td>
<td>-40.6</td>
</tr>
</tbody>
</table>

Total noise factor computation is expressed by the Friss formula as previously stated in eq. 22.

The noise factors comparison for each solution is shown in Table 4, as well as their respective power consumption estimation.

Based on these results, solution 3 offers very reduced power consumption. However this solution can be eliminated suffering of the very low power gain of the transformers and the diode ($G_{solutions}$), increasing the entire noise factor ($F_{total}$) and might render the signal extraction from the noise not possible. Furthermore the layout of this solution may be complex to conceive due to severe chip surface constraints.

The solution with VCO is consuming twice as much power as the solution with the power detector. This results in a total extra energy of about 100mA*h per day (assuming that the device is activated during 8 hours per day). As discussed in Section II.B.3. the increase in power consumption of the RF frontend represents between 20% to 40% of the power consumed by the electrodes array depending on the selected topology.

Besides, as stated in Section II.G.5, the effect of the VCO phase noise is not significant compared to the frequency shift associated with the absence of carrier recovery in the receiver. This frequency shift may significantly corrupt the signal rectification as the signal translation into lower frequencies is followed by the RC filter.
In consequence, it is author belief that the first architecture should be preferred for this application. Optimization algorithms such as Non dominated Sorting Genetic Algorithm (NSGA-II) presented in [69] are available and could permit optimization of the overall architecture to maximize parameters of interest (still under work).

For this work we made a collaboration with the University of Mons (Belgium), the mathematical optimization was mainly performed by the microelectronic team of the Mons University. The optimization of the overall LNA and power detector architecture is ongoing by Mons University microelectronic team, using a nonlinear multi-objective optimization, based on the Genetic Algorithm NSGA II. This overall optimization may be necessary if the measured noise power inside the transmission channel would be greater that the estimated one, yet very close to the signal power received by the antenna.

5. RF front end state of the art

The overall transceiver power consumption is nowadays limited to a range between few mW and 50mW for top designs depending on the modules involved and their specific requirements [70-72].

The RF frontend part only may consume only 100µW in top designs whereas current power consumption performances from literature are approaching 5mW [73-79]. Our design is consuming more energy to lower the NF as indicated in the previous Section. Modern RF frontend receivers with a reduced NF (around 4 dB such as the one we obtained in simulations) are consuming a little more power (between 7-30mW but are associated with more complex architectures, rendering the comparison uneasy) [80, 81].

C. Receiver architecture behavioral modeling

The aim of the behavioral modeling of the receiver (behavioral modeling of the LNA and mixer solution) was to model the overall electrical system, in order to find critical blocks and technological advantages and limits of the overall architecture including electrodes stimulation. As discussed in Section I.C, the accuracy of the PWM was restricted to 8 bits due to perturbations impacting the duty cycle of the transmitter. This duty cycle may further be diminished if others disturbances were taken into account in the receiver part. The optimization of the critical blocks affecting the PWM accuracy may be performed or an architecture part modification (such as changing the type of
modulations) may also be anticipated. Modeling all the electrical system ensures extended testing capacities. These results defined blocks optimization or partial architecture redesign depending on the impact of the parameters tested on the overall circuit performances. Although architecture selection is generally made sooner than electrical design, unaccounted design issues may request architecture reworking (bottom up methodology). Furthermore the RF transmission at 2.45GHz may be particularly inefficient due to high absorption losses and can provoke damages to the brain, suggesting an possible entire architecture restudy with complete abandon of the transmission circuitry presented in [57]

1. Filter design and implementation

The only analog filter required in the receiver is the low pass filter for 2.45GHz signal rectification. The other filters have only modeling purposes and the physical filter implementation recommendations do not apply to them.

As the behavioral modeling of the entire chain was performed in Matlab® environment which does not efficiently integrate analog simulation, transformation of analog filters into equivalent digital ones was required.

The development of the methodology for complete filter design is reviewed extensively in [82] and in [83]for instance. The discussion of complete filter design is beyond the scope of this document and may be irrelevant for research purposes. The very succinct review of the analog and digital filter design methodology is proposed in this section to define the rectification filter and to understand precisely the issues associated with simulation frequency change, as it may be the case in block reuse with a different simulation tool. Design automation tools simulator automatically set the simulation frequency to several times the highest frequency found (this frequency hence corresponds to the sampling frequency). Because digital filters are highly dependent on simulation frequency value (the normalized cutoff frequency is equal to the real cutoff frequency divided by the sampling frequency), a simulation frequency change requires to modify the entire digital filters coefficient (redesign of the filters) to maintain the same frequency response of those digital filters. Hence a fixed simulation frequency equal to 10 times (for sufficient accuracy without lowering significantly the simulation time) the maximum receiver frequency (2.45 GHz), called f_s, was the solution retained. Digital filter with coefficient adjustment depending on the simulation frequency is another solution, not considered as it required increased development time.
The filters we designed were: one low pass filter and a band pass filter:

- The low pass filter was associated with signal rectification. Butterworth approximation function was selected ensuring reduced ripple in the passband [84]. In fact the SNR at the end of the LNA was already small as described in Section II.B, so for functional PMW demodulation, the ripple in the pass band had to be minimal.

- In order to model correctly the frequency response of the LNA (to model RC resonance inside the LNA), a band pass filter was added at the end of the LNA module. The characteristics of this filters were chosen from SPICE AC simulations performed on the LNA presented in Section II.B.2. This filter had only modeling purposes. In fact the LNA gain was not constant in its working frequency band, but displayed variations similar to ripple, hence to correctly model the LNA behavior, these variations were reproduced using Chebyshev filter type. For this modeling, purely digital filter such as Finite Impulse Response (FIR) filter may have been used as well but was discarded due to unrealistic transient response.

All the steps from the analog design of the low pass filter (the one associated with signal rectification), followed by the transformation of its transfer function in digital domain for computer based simulations are reviewed in the following part.

**a) Analog Filter design**

The ideal filter response is 1 in the passband and 0 in the stopband. The abrupt transition between the passband and the stopband cannot be reached physically [82]. Hence filter specifications graph and approximation functions are created. Filter specifications graph set the frequency response ranges where the filter approximation function must fit [82]. Filter specifications depend on the application and require frequency normalization and magnitude quantification in the standard procedure of analog filter design[82]. In Figure 24, filter specifications for low pass filter, associated with RF signal rectification, are established.
The signal transmitted is RF modulated around 2.45GHz, and the baseband maximum frequency (which corresponds to the frequency of the LSB of the PWM) is $20000 \times 2^{0} = 5.12$ MHz (further used in filter specifications). The ripple in the passband must be kept minimal because of the low SNR available and was found with SPICE simulations to be equal to 1dB. The important frequency interval between $F_{pass}$ and $F_{stop}$ permitted to decrease the number of stages available.

The filter design practical methodology can be found in [85], [86], or may be straightforward using analog filter approximation design and synthesis tools like FIESTAII®[87], dedicated Matlab® functions, Advanced Design System® (ADS®) filter design tool, etc.

Besides all the different filter types (high pass filter, passband filter, ...) can be converted into a low pass filter using the transposition method (for approximation function calculus) and then back to their original forms[83].

**Table 5: Filter design parameters.** $F_{pass}, F_{stop}$ and $\varepsilon$ (=5 dB) for the Chebyshev filter were defined using SPICE simulations. The filters parameters were obtained using ADS® design tool.

<table>
<thead>
<tr>
<th></th>
<th>LOW PASS BUTTERWORTH BAND PASS CHEBYSHEV FILTER (ONLY FOR MODELING PURPOSES)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$F_{pass}$</td>
<td>10e6</td>
</tr>
<tr>
<td></td>
<td>[2.018e9 ; 2.580e9]</td>
</tr>
</tbody>
</table>
The low pass filter physical architecture (filter topology) selected aimed to lower the power consumption. Consequently, Ladder topology was retained as it is only composed of passive components. The L section was preferred over the T section to minimize the inductance value for filter integration in the chip, as the inductance space occupation is related to its value (the implementation was directly performed by ADS software, as shown in Figure 25). However as L remains elevated (around 400nH), the filter may rather be outside of the chip.

![Figure 25: Analog filter design using ADS®. A) Magnitude response. B) Group delay response. C) Ladder implementation directly performed with ADS®](image)

2. Digital filter design
To include these filters in the entire chain Matlab/Simulink® modeling, the transformation of analog filters into digital ones was performed. The transfer function of a discrete system is the z-transform of its impulse response and can fully describe a filter behavior [82]. Other ways to characterize a digital filter is by its impulse response or by the difference equation; the system equations in continuous time become a difference equation that rely the input $x(n)$ and the output of a filter $y(n)$, cf eq. 25. It should be noted that the frequency response of a digital filter only describes its steady state behavior [88].

$$y(n) = \sum_{i=0}^{M} b_i x(n - i) - \sum_{j=1}^{M} a_j y(n - j)$$

EQ. 25

where $n$ is the current sample, $x$ and $y$ are the filter input and output respectively and $a_i$ and $b_i$ are scalar coefficients.

Different analog to digital switching techniques exist such as impulse invariant, step invariant, matched z-transform methods and are evaluated in [82]. Bilinear transform was the one selected as it is the most commonly used in digital filter design. This transformation preserves filter stability and is bijective like every Mobius transformations [89]. The main drawback of the bilinear transform is the frequency distortion also called frequency warping. For low frequencies, the frequency mapping is linear but this is not the case for high frequencies [82]. The creation of a digital filter from an analog one should be done considering the frequency warping phenomena in order to obtain proportional cutoff frequencies. The methodology that indicates all the steps to pass from an analog filter to the equivalent digital filter using the bilinear transform can be found in [82],[90].

Using the bilinear transform, the conditions of stability change. For a digital filter to be stable, all its roots have to be inside the unit circle. However, several authors have indicated that this condition was too weak to ensure digital filter stability and proposed that if in the difference equation (cf eq. 35) the value of $b_i$ coefficients is greatly lower than the value of $a_i$ coefficients, the round off noise may be important and could make the filter unstable [91, 92]. Another hypothesis to ensure filter stability may be that in the difference equation the sum of all the $a_i$ should be lower than 1 [93].

The impulse response of the low pass digital filter (using Butterworth approximation function) and then its bilinear transformation is presented in Figure 26.

As the difference equation is less resources consuming than the convolution method and results in an almost similar interval length than the input interval length, the difference equation implementation was preferred in order to model the digital filter block and to find the filter output. This digital filter
form (difference equation) fits particularly to our behavioral models as the simulations we performed were entirely temporal.

To conserve similar digital filter specifications and ensure filter stability, $F_{\text{pass}}$ and $F_{\text{stop}}$ were modified (for digital filter implementation only), as the simulation frequency was significantly higher than the cutoff frequency, resulting in poor ADS® filter design convergence. For instance, in the low pass filter used to rectify the received signal, $F_{\text{pass}}$ was changed to 100MHz and $F_{\text{stop}}$ was changed to 1GHz. Those frequencies still permit signal demodulation as no jitter was added to the oscillator model.

D. Critical parameters

Once the transient modeling for the overall RF chain completed and because each model contains inherent parameters, the study of these parameters variation on the output signal integrity was performed. The variation of these parameters between three different values (minimum, typical and maximal) was accomplished and the amplitude distortion between the signal sent and the one received was computed for each single variation. It should be noted that when a parameter value was modified, the other parameters remained constant discarding any correlation study between these. Hence no statistical correlation function can be extracted from the results. This choice was dictated by the high number of parameters evaluated (around 15). To initially evaluate the critical
parameters impacting the signal integrity, we compared the signal amplitude coming from the microphone with the signal received and PWM demodulated. This demodulation was first accomplished using a threshold detector, hence the output signal may not be reconstructed if the amplitude preceding the threshold detector was too low (explaining why the amplitude perturbation can reach 100% in some cases). An alternative solution (not tested in this modeling analysis) can be the use of a second low pass filter for PWM signal demodulation.

As presented in Figure 27, the parameters impacting the most the signal integrity are the preamplifier gain and the comparator offset which should be kept minimal. Then the LNA output signal, if too low, could affect the signal integrity as the output signal may be too weak for PMW demodulation using a threshold detector. Finally, a significant reduction of antenna gain or an inconsistency in propagation channel attenuation estimation may impair very profoundly the signal received.

If the typical value of each parameter was retained, there is around 12% of amplitude distortion between the signal coming from the microphone and the one received at the end of the transceiver. To decrease the amplitude distortion between these two signals, increasing PA gain, increasing antenna efficiency or decreasing the comparator offset may be investigated. In consequence, based on these results, antenna efficiency improvement and comparator offset lowering should be performed first.
Figure 27: Critical parameters study
E. Phase noise modeling

1. Introduction to phase noise

The transmitter modulation choice is a time modulation (PWM), before sending the signal to RF frequencies. In consequence, the phase noise introduction in the oscillator associated with the PWM encoding may result in output signal distortions. Furthermore a second oscillator is used for the OOK modulation and phase noise is also of capital importance to ensure signal inclusion in the ISM frequency band retained. Phase noise study and restriction is hence essential for proper transceiver performances.

Circuit and device noises generally perturb oscillator’s output as they introduce amplitude and phase noises. Often oscillators contain amplitude limitation mechanisms which limit amplitude noise. As a result phase noise is in general more significant and degrades oscillator performances. Linking phase noise with oscillator’s parameters was performed by Leeson [94] who connected the oscillator power spectrum side band with circuit parameters that can be minimized by proper design. In [95], the mathematical analysis of the Leeson’s formula has been performed and has conducted to a more general case, not only with a RLC filter in the feedback loop. However later measurements have shown limitations of the Leeson’s theory [96]. The Linear Time Invariant (LTI) model of the oscillator system proposed by Leeson was hence replaced by a Linear Time Variant model (LTV) proposed by Hajimiri and Lee [97]. When a noise impulse current is injected to an oscillator node, it results into permanent phase error. Furthermore the phase noise contribution depends on the time of noise injection as explained in [97], justifying the need of a time variant model to link current noise with phase noise in oscillators. The LTV model proposed in [97] involves the computation of the Impulse Transfer Function (ISF) which is central for phase noise characterization. However both models suppose that the noises disturbing the oscillator are mainly white noise and pink noise (also called 1/f noise).

Numerous electronic automation devices simulators use specific input blocks and simulation types to simulate phase noise which are often computational resources greedy.

We wanted to create a homogenous system which permits to account for phase noise perturbations and to further extend this system to phase noise computation without the use of Spice simulation results using an Impulse Sensitivity Function (ISF) database for diverse oscillator topologies. This system was based on the filtering of the input noises (white noise and Flicker noise).
Only for LTI systems the Power Spectral Density (PSD) expression is simplified as described in the Annex B.2, thus worsening the LTV model of Hajimiri and Lee [97] into a LTI model was performed before comparing the obtained phase noise with SPICE simulations or direct measurements (only for the ring oscillator). Besides we developed a filtering function allowing the estimation of phase noise using input noises relative to the design technology selected.

Mathematical formalism associated with stochastic processes and mathematical systems analysis is inserted in Annex B.1 and Annex B.2. Furthermore the mathematical description of white noise and Flicker noise (or 1/f noise) and their physical interpretation is presented in Annex C.

We also created a new function to express timing jitter from phase noise. The jitter of the oscillator used for PWM signal creation was statistically evaluated and resulted in the restriction of the PWM signal accuracy.

2. Additive process of the white noise and the 1/f noise

As defined in Annex B.1 the autocorrelation functions permits to characterize noises and led to the computation of their PSD. However the autocorrelation function is non linear and the addition of two noises will not result in addition of their autocorrelation and hence will not result in the direct addition of their PSD as developed in eq. 26.

Suppose X(t) and Y(t) two random processes (representing for instance white noise and 1/f noise):

\[
E[(X(t1) + Y(t1))(X(t2) + Y(t2))]
= E[X(t1)X(t2)] + E[X(t1)Y(t2)] + E[Y(t1)X(t2)]
+ E[Y(t2)Y(t1)]
\]

eq. 26 further simplifies if both processes are stationary. However, the simplification cannot fit here as 1/f noise is non-stationary [98]. The evaluation of the cross correlation functions is needed before computing the PSD of the additive process. The cross correlation function between white noise and 1/f noise is available in [99] and it is called the colored cross correlation function. In [99] authors assumed that both cross correlation functions are equal (eq. 27):

\[
E[X(t1)Y(t2)] = E[Y(t1)X(t2)]
= \frac{\lambda \sqrt{\alpha D}}{\tau^2} \exp\left(-\frac{|t1 - t2|}{\tau^2}\right) \xrightarrow{\tau^2 \to 0} 2 \lambda \sqrt{\alpha D} \delta (t1 - t2)
\]

\[
\text{EQ. 26}
\]

\[
\text{EQ. 27}
\]
where λ is a parameter that measures the strength of the correlation between X(t) and Y(t) and τ₂ is the correlation time between X(t) and Y(t). Correlation time is defined as the average time between molecular collisions for molecules in some state of motion and is the sum of three different times: the rotational correlation time, the residence time and the electron spine lattice relaxation time[99]. The time between two collisions for a molecule is very small and naturally tends to 0, explaining the limit. The result of the colored cross correlation is hence a delta dirac function multiplied by a coefficient proportional to the strength of the correlation between the X(t) process and the Y(t) process. The colored cross correlation is hence similar to the white noise autocorrelation function presented in Annex B.3. The autocorrelation function resulting from the addition of a white noise and a 1/f noise is thus the same as the autocorrelation of a 1/f noise added to the autocorrelation function of another white noise with different variance. To obtain the variance of the white noise X(t) from the PSD of the sum TF[E[(X(t1)+Y(t1))(X(t2)+ Y(t2))]], estimation of the correlation parameter λ is therefore of importance.

F. Assumptions made for model creation

The model created and presented in Section II.G was based on the following assumptions:

• We supposed that the cross correlation between white noise and Flicker noise is null as we supposed that this function was negligible compared to the autocorrelation of white noise. However this is mathematically incorrect as indicated above in this Section. This assumption aims to simplify the model and can account for the model divergence with the measurements.

By assuming that the colored cross correlation between the two input noises are null, the autocorrelation function of the sum of the two noises is supposed to be equal to the sum of the autocorrelation of the two noise processes, as indicated in eq. 28:

\[
E[(w_1(t) + w_2(t))(w_1(t + \tau) + w_2(t + \tau))] = E[w_1(t)w_1(t + \tau)] + E[w_1(t)w_2(t + \tau)] + E[w_2(t)w_1(t + \tau)] + E[w_2(t)w_2(t + \tau)]
\]

\[
\rightarrow E[(w_1(t) + w_2(t))(w_1(t + \tau) + w_2(t + \tau))] \approx E[w_1(t)w_1(t + \tau)] + E[w_2(t)w_2(t + \tau)]
\]
where $w_1$ is the Gaussian white noise process and $w_2$ is the $1/f$ noise process and the operator $E$ is the mathematical expectation.

- We further supposed that the sum of the white noise Gaussian process and the $1/f$ noise process is stationary. This assumption is controversial as various authors have advanced each hypothesis [98, 100].

- It was shown in [97], that the transfer function relating noise currents to phase distortion is time dependent. In fact different noise current injections in the same node but at successive starting times result in different phase perturbations. However in this paper we considered that the phase alterations over a period was constant, meaning that we supposed the transfer function as time invariant.

All these misleading assumptions were built to simplify the computation (thus greatly decreasing the simulation time) of the phase noise PSD. If the input process is assumed stationary and the transfer function is presumed time invariant, the phase PSD computation is simply expressed as (eq. 29)[101]:

$$S_{\phi\phi}(f) = |H(f)|^2S_{XX}(f)$$  

EQ. 29

where $S_{xx}$, $S_{\phi\phi}$ are the PSD of the input process and phase noise process respectively and $H$ is the Fourier Transform (FT) of the transfer function.

Tests have shown (cf Section II.G.5) that the errors introduced by these assumptions are narrow when compared to physical measurements, despite the fact that they are physically untrue.

Besides we only account for the phase noise around the first harmonic of the oscillator signal.

**G. Creation of a new LTI model using Hajimiri and Lee theory**

1. **Leeson model**

The Leeson formula permits to study the circuit parameters influence on the output phase noise in order to minimize it. It is presented in eq. 30 and gives the sideband power spectral density of the phase noise leading to identification of the most significant causes of phase noise in oscillators [94].

$$S_{\phi\phi}(f_m) = \frac{1}{2} \left[ 1 + \frac{1}{(f_m)^2} \left( \frac{f_0}{2Q_L} \right)^2 \right] \frac{FkT}{P_{AVS}} \left( 1 + \frac{f_1}{f_m} \right)$$  

EQ. 30
where Q_L is the quality factor with load, f_m the offset frequency, f_0 the oscillator central frequency, T the temperature, P_{AVS} is the average power through the resonator, F the noise factor of the active device and k the Boltzman constant.

The system transfer function permitting to obtain the output phase noise from the input noises (the 1/f noise and the white noise) is LTI.

In eq. 30 it can be seen that the power side band spectrum of the oscillator (S_{\phi\phi}) can be split into a transfer function (H_L) multiplied by the input noise PSD (S_{xx}).

Identifying H_L and S_{xx} related to the Leeson model, is performed in eq. 31

\[ H_L(f_m) = \frac{1}{2} \left( j + \frac{1}{(f_m)^2} \left( \frac{f_0}{2Q_L} \right) \right) \]

\[ S_{xx}(f_m) = \frac{FkT}{P_{AVS}} \left( 1 + \frac{f_1}{f_m} \right) \]

This identification is not new and can be found for instance in [97, 102, 103].

In this model, the intersection point of the 1/f noise and the white noise (called f_{1/1}) is the same as the intersection point of the output phase noise between the 1/f^3 region and the 1/f^2 region called (f_{1/3}). However it is not always the case as noted by Hajimiri and Lee and furthermore the noise factor is obtained by measurements and not by theoretical expression which decreases the estimation power of this model. In addition the evaluation before simulation of Q_L may be difficult for other oscillator topologies than LC.

The Leeson model of phase noise is further extended in [95, 104] and both models describe the oscillator for noise analysis as an amplifier followed by a resonator on the feedback loop. In document [95], the mathematical analysis of the Leeson formula has been performed and has conducted to a more general case.

2. Hajimiri and Lee model of phase noise

Hajimiri and Lee [97] have demonstrated that the total single side band phase noise power spectral density due to white noise is:

\[ S_{\phi\phi}(f_m) = \frac{iN_0^2 f_{rms}^2}{\Delta f 4q_{max}^2(f_m)^2} \]

EQ. 32
where \( q_{\text{max}} \) is the maximum charge displacement across the capacitor, \( i_n^2 / \Delta f \) the white noise PSD integrated over 1Hz bandwidth, \( \Gamma_{\text{rms}} \) the Root Mean Square (RMS) value of the Impulse Sensitivity Function (ISF) and \( f_m \) the offset frequency. Using a similar development, the total power sideband phase noise power due to 1/f noise is:

\[
S_{\phi \phi}(f_m) = \frac{i_n^2 2\pi f_{1/f} c_0^2}{\delta q_{\text{max}}^2 (f_m)^3}
\]

where \( c_0 \) is given by the decomposition of the ISF into a Fourier serie as the ISF is a periodic function [97]:

\[
\Gamma(f_0 t) = \frac{c_0}{2} + \sum_{n=1}^{\infty} c_n \cos(n2\pi f_0 t + \theta_n)
\]

where \( \theta_n \) is the phase of the \( n \)th harmonic.

In particular the relation between the \( f_{1/f^3} \) (which is the frequency where the 1/f³ output noise becomes smaller of the 1/f² output noise) and \( f_{1/f} \) is given by eq. 35 [97]:

\[
f_{1/f^3} = f_{1/f} \frac{c_0^2}{2\Gamma_{\text{rms}}^2}
\]

It is worthwhile to note that \( f_{1/f} \) and \( f_{1/f^3} \) frequencies are not equal in contradiction with the Leeson model.

3. Time invariant Hajimiri and Lee model

In a similar way that was made for the Leeson model, we wanted to identify input noises and a common filter function, allowing easier algorithmic implementation and hence faster simulation.

Supposing that the Hajimiri and Lee model is time invariant and that the colored cross correlation of the input noises are null, permit to combine eq. 32 and eq. 33. The phase noise PSD can hence be expressed as a system transfer function multiplied by the PSD of the input processes. The side band power spectral density of this new system is called \( S_{tt} \) and gives similar expression than the LTV model of the final PSD, although the mathematical assumptions to obtain it are incorrect.

\[
S_{tt}(f_m) = \frac{1}{q_{\text{max}}^2} \frac{(\Gamma_{\text{rms}}^2)^2}{(f_m)^2} \left( \frac{i_n^2}{\Delta f} + \frac{i_n^2 2\pi f_{1/f} c_0^2}{\Gamma_{\text{rms}}^2 (f_m)^3} \right)
\]
The identification of a filter function and the PSD of the input noises (white and Flicker noise) is shown in eq. 37

\[ H_{tt}(f_m) = \frac{1}{q_{\text{max}}} \left( \frac{\Gamma_{\text{rms}}}{f_m} \right) \quad \text{EQ. 37} \]

\[ S_{xx}(f_m) = \left( \frac{i_N^2}{\Delta f} + \frac{i_N^2}{\Delta f} \frac{2\pi f_c}{f_m} \frac{1}{2} \sqrt{\frac{2}{\Gamma_{\text{rms}}^2 f_m}} \right) \]

However when we implemented this equation, the results were distant of approximatively 15dB to 25dB from Spice simulations results realized on two different oscillator topologies and presented in Section II.G.5.b).

The inclusion of cyclostationary noises coming from modulated noise sources (such as white noise originating from periodic bias current) or modulated signal paths (such as periodic operating point) [105] modified the ISF function as emphasized in the eq. 38 [97]. To the authors comprehension, when cyclostationary noises exceed the other noise sources, it results in ISF new definition [97]:

\[ \Gamma_{\text{eff}}(t) = \Gamma(t) * \alpha(t) \quad \text{with } \alpha(x) = \frac{i_n(t)}{i_{n0}(t)} \quad \text{EQ. 38} \]

where \( \Gamma \) is the ISF function (which mathematical expression is function of the oscillator output signal and is presented in [97]), \( i_n \) is the cyclostationary process and \( i_{n0} \) is the white noise process. \( \alpha \) is a periodic dimensionless value with a peak value of unity [97]

Consequently we modified eq. 37 by replacing \( \Gamma \) by \( \Gamma_{\text{eff}} \), giving other values of \( c_n \).

As precised in [97], the cyclostationarity noises are increased in LC oscillators in compare to ring oscillators.

4. System creation

The implementation of the eq. 37 was made using Matlab®. The computation of the PSD was performed with the periodogram estimator or by taking the Fourier transform of the autocorrelation function (as input noises are white noises). Both techniques gave very similar results. The system used to simulate phase noise is presented in Figure 28.
where $H_{VL/f}$ is the filter converting white noise into Flicker noise and was created mathematically. It should be notified that using the assumptions made in Section II.F, Flicker noise PSD may also be obtained by computing first the PSD of white noise and then multiplying the PSD by a simple $1/f$ factor, further increasing the simulation time. As cross correlation were supposed null, both inputs PSD were added to obtain the input noise PSD ($S_{xx}$), and further filtering using $H_{tt}$, permitted to obtain the phase noise PSD ($S_{\phi\phi}$).

5. Results

a) Oscillator topologies for tests

The first oscillator, designed with Cadence®, is an RLC VCO with a central frequency of 2.45GHz, presented Figure 29. The width of the NMOS of the differential pair is 210µm and their length is 130nm.
The second oscillator used is a 3 stages ring oscillator with a central frequency of 2.67GHz (but can be modified to 2.45GHz using variable capacitors or biasing currents) based on CMOS inverters. This oscillator was realized and measures were extracted from its tests. The simplified electric schematic of this oscillator is presented Figure 30.

![Figure 30: VCO Ring Oscillator in Technology CMOS 130nm](image)

**b) Simulations and measurements**

For both oscillators topologies, the result extracted from SPICE simulations are compared first to the Leeson model to ensure that the filter time invariance gives close result and then with the time invariant Hajimiri and Lee model that we created (Het). Only for the ring oscillators the tests were available allowing the best reference for models comparison.

(1) **RLC oscillators simulations**

The noise factor was obtained with SPICE simulations and was found equal to 4.47. $P_{\text{ave}}$ was estimated at 4.8mW. To estimate the $Q_0$, S-parameters analysis was run with an intrinsic resistance in parallel of the inductance of 20Ohms and a load resistance of 50Ohms. $Q_0$ was found to be around
The value of $f_{1/f}$ for the two NMOS was determined with a noise analysis and found around 300MHz.

The comparison between the SPICE simulation of the VCO phase noise and the results obtained from Matlab® implementation of the Leeson model is presented in Figure 31.

**Figure 31: Comparison between the phase noise power spectrum obtained by SPICE simulations and the phase noise power spectrum obtained with the Leeson’s model**

Satisfying compliance is obtained between the two simulations with a maximum error less than 4dB (cf. Figure 31). When $f > f_{1/f}$ the Leeson’s model shows a smaller slope than the phase noise power spectrum simulated with SPICE most probably due to error in the $f_{1/f}$ computation ($f_{1/f}$ may be greater than the one estimated). Furthermore the Leeson model was modified with the addition of a thermal noise in order to keep it in realistic values for large offset frequencies ($\Delta f$ > 1GHz).

The Hajimiri and Lee model considered here is the time invariant one ($H_{tt}$). The corresponding simulation results are presented in Figure 32.

The most challenging value to obtain to implement the Hajimiri model was the precise ISF function. As stated in Section II.G.2, the effective ISF was computed to include cyclostationary noises which impact greatly a RLC oscillator. We use the following expression for the ISF [97]:

$$\Gamma(x) = \frac{f'}{f'^2 + f''^2}$$  \hspace{1cm} \text{Eq. 39}

where $f$ is the oscillator output. The determination of the $\alpha$ function (eq. 38) is based on the shape of the cyclostationary noise current which has a similar shape to the drain current of the NMOS transistor.
The number of points from SPICE simulations is sometimes insufficient as the fundamental tone is at 2.45GHz. In consequence to compute the first and second derivatives of the oscillator output, low pass filters were used and may explain small uncertainties in parameters computation.

By performing the same development than in [97], \( c_o \) was found equal to -0.36 and \( \Gamma_{\text{rms}} \) equal to 0.073.

Good compliance is obtained also between the SPICE simulations and the time invariant Hajimiri and Lee model created. A maximum error of 5 dB is present between the different simulation results. Supposing time invariant the Hajimiri and Lee model is hence conceivable in the particular case of a RLC VCO. Furthermore the error is stronger when \( f > f_{1/3} \) most probably due to inaccurate \( \Gamma \) or poor \( f_{1/3} \) estimation.

(2) Ring oscillator simulations and measurements

In the series of measurements performed on our CMOS prototype with the phase noise analyzer Agilent® 5500, there is a flat curve for frequencies lower than 200 kHz (cf. Figure 33). The most likely explanation is that noise present on the DC supply voltage also called “power pushing” modifies the central oscillation frequency of the ring oscillator. The PLL inside the measurement device was not able to lock the ring oscillator central frequency with accuracy and the measures were erroneous for offset frequencies lower than 200 kHz.
**Figure 33:** Comparison between the phase noise PSD obtained by SPICE simulations, the phase noise PSD obtained with the Leeson’s model and the measurements made on a CMOS prototype for the ring oscillator.

Figure 34 presents the variation in the central oscillation frequency of the ring oscillator for a modification of the supply voltage between 1.19 and 1.21 V. As expected, the central frequency changed between 2.71GHz and 2.48GHz. Therefore, to obtain a central frequency variation lower than 200 KHz, the noise in the voltage supply in our design should be far less than 0.01V, which is difficult to achieve.

**Figure 34:** Frequency variation of the central frequency of the ring oscillator depending on voltage supply modifications.
As the Leeson formula was first developed to compute phase noise in RLC oscillator [94], the Leeson formula implementation for other oscillator topologies may be tricky. In the document [106], the computation of the implicated parameters of the Leeson formula, but this time related to a ring oscillator, is performed. For convenience two of these formulas are repeated here:

\[
P_{av} = n \times N_b \times V_{dd} \times q_{max} \times f_0
\]

EQ. 40

And

\[
Q_l = \frac{N_b}{2} \sin \left( \frac{N_b}{2} \right) \times \sqrt{\frac{3\pi V_{max}}{8V_{dd}}}
\]

\[
q_{max} = C_{eq} \times \max(V_{out})
\]

where \( n \) is a technology factor around 0.7 and \( N_b \) is the number of stages of the ring oscillator. \( C_{eq} \) is the equivalent capacity of the node where the input current is injected. \( C_{eq} \) was determined replacing all the MOS by a SPICE 2 RF equivalent schematic and was found equal to 25fF.

Figure 33 reveals very close results between the SPICE simulations and the Leeson model (less than 3dB of error) but is farer from the measurements, especially for very high offset frequencies (>1GHz). The measurements however were not performed on the ring oscillator directly but a PA was connected after the ring oscillator and the output pin used for the measurements was the output of the PA. The noise of the PA may increase the noise floor of the ring oscillator and that could explain the flattening of the phase noise curve for very high offset frequencies.

As explained in detail in the Hajimiri document related to phase noise computation for ring oscillators[107], the effective ISF function is very closed to the ISF function meaning fewer perturbations from cyclostationary sources. After computing the ISF from eq. 39, \( c_0 \) was found equal to 0.0567 and \( \Gamma_{rms} \) equal to 0.1334 meaning a closer \( f_{1/3} \) from \( f_{1/3} \) for the ring oscillator than the RLC oscillator.

In Figure 35, it can be noted than the absolute margin between the time invariant Hajimiri model (\( H_{tt} \)) and the SPICE simulation may reach 10db only for very high offset frequencies maybe due to poor \( f_{1/3} \) estimation. In fact for smaller frequencies the difference is around 3dB, and because of a too low \( f_{1/3} \) estimation in our model, the slope is only of -20db/decades for frequencies greater than 10MHz in our model which is not the case for SPICE simulations (still a -30db/decades slope). However, our model is closer to the measurements than the SPICE simulations are. For this special case of ring oscillator topology, we can conclude that the time invariant Hajimiri model (\( H_{tt} \)) can be applied to determine phase noise with sufficient accuracy.
As this electronic design for the RLC and the ring oscillator topologies are very common, the results obtained in this document may be extended to not only single designs but also to these two topologies.

(3) Simulation time:

Using the Leeson model implementation or the time invariant model we created from Hajimiri and Lee theory permits to fasten simulation by approximately $10^3$ times, in the same computer. In fact the simulation took only few seconds, whereas for SPICE simulations (BSIM 3), it lasted several hours for the ring oscillator phase noise simulation. For RLC oscillator, the time gain is less significant as SPICE simulations are faster due to the decrease number of transistors.

(4) Phase noise estimation using Time Invariant Hajimiri and Lee Model
As we obtained good compliance between our model simulation and the SPICE ones for the two oscillator topologies, we wanted to create a phase noise estimation system, in order to obtain phase noise perturbations before the design of the oscillator. However this system has the following limitations:

- The phase noise can be estimated only for offset frequencies close to the oscillator carrier which corresponds to the $1/f^3$ and $1/f^2$ regions. These offset frequencies are most of the time the ones of interest in phase noise study.
- The phase noise estimation is restricted to oscillators with low cyclostationary noises. Meaning that $\Gamma_{\text{eff}}$ is close to $\Gamma$. It is the case in ring oscillators as described in Section II.G.2

Leeson model of phase noise does not permit easy estimation of phase noise before oscillator simulation mainly due to difficulty in estimating the noise factor $F$ (cf Section II.G.1).

However in the model we created, the computation of $H_{\text{tt}}$ can be obtained before the oscillator design, first by computing the ISF function which is approximated by eq. 39 [97], and is only dependent on the oscillator output signal. By extracting oscillator (with different type of topologies) output functions from literature, a database of ISF functions can be created. However, as described above, it is only valid for topologies where cyclostationary noises are not significant such as ring oscillators, etc. Once the ISF function is obtained, all the $c_n$ coefficients are known from eq. 34 [97].

The other variable to estimate is $q_{\text{max}}$ which is equal to $C_{\text{eq}}$ multiplied by $V_{\text{max}}$. Recalling that $C_{\text{eq}}$ is the equivalent capacity of the node where the input current is injected, it can be theoretically computed using the analog model of the oscillator. In the same way using the theoretical analog model of the oscillator, $V_{\text{max}}$ can be estimated without requiring precise Spice simulations.

Although incomplete, the presented work could be fulfilled to theoretically evaluate oscillator output waveforms (hence corresponding ISF), $C_{\text{eq}}$ and $V_{\text{max}}$ for phase noise estimation without benefits of Spice simulations. This would most likely allow very significant architecture selection and design time savings.

### H. Timing jitter estimation

1. Timing jitter introduction
The transitions spacing over time in any given oscillator are not constant but fluctuate, which commonly define timing jitter. Although several jitter definitions exist such as period jitter, long term jitter and cycle to cycle jitter [108, 109], all these quantities can be defined from the jitter accumulation description. Besides only random jitter is studied in this document, discarding any deterministic jitter effect. Naming ΔT the measurement time interval period, and ε the random variable with gaussian distribution, zero mean and variance $\sigma^2$; it can be proved [110] that the accumulation jitter over time is a gaussian random process with zero mean and variance $\sigma_{\text{jitter}}$ such as defined by EQ. 41 [110]:

$$J_{\text{itter}}(t) = \sum_{n=1}^{\lfloor \frac{\Delta T}{T_0} \rfloor} \varepsilon_n$$

where $T_0$ is the oscillator period and $\varepsilon_n$ are the random gaussian variables representing the timing error introduced at each period transitions. floor function permits to find the truncated value, giving an integer value. Furthermore the variance of the cumulative jitter process is defined as [110], with $N$ being the number of period (or similarly the number of transitions) in the time measured interval $\Delta T$ [110]:

$$\sigma_{\text{jitter}}^2 = \begin{cases} 
\sigma_{\varepsilon_1}^2 + \sigma_{\varepsilon_2}^2 + \cdots + \sigma_{\varepsilon_N}^2 & \text{if } \sigma_{\varepsilon_i}^2 \text{ are uncorrelated and described by similar fluctuations } \varepsilon \\
N^2 \varepsilon^2 & \text{if } \sigma_{\varepsilon_i}^2 \text{ are totally correlated and described by similar fluctuations } \varepsilon \\
N^\alpha \varepsilon^2 & \text{with } 1 \leq \alpha \leq 2 \text{ in the general case (assuming that each oscillator period can be described by similar fluctuations } \varepsilon) 
\end{cases}
$$

The statistics of the timing jitter depends on the correlation of the jitter at the end of each period and more physically on the correlation of the noise sources creating it [111]. If each transition period is affected by uncorrelated noise sources, the total variance of the jitter is equal to the sum of the variances of the timing fluctuations introduced at each stages. As the number of transitions $N$ is proportional to the time measured $\Delta T$, in this particular case, the variance of the jitter is proportional to the time measured $\Delta T$ [111].

$$\sigma_{\text{jitter}}^2 = k_1 \Delta T$$
When noise sources are totally correlated such as supply or substrate noise, the standard deviations rather than the variance add [111], justifying Eq. 44.

\[ \sigma_{\text{jitter}}^2 = k_2 \Delta T^2 \]

Eq. 44

In the general case however both correlated and uncorrelated noise sources exist in a circuit resulting in correlated and uncorrelated timing perturbations at transitions, as described in Eq. 45:

\[ \sigma_{\text{jitter}}^2 \sim \Delta T^\alpha \text{ with } 1 \leq \alpha \leq 2 \]

Eq. 45

In a log-log plot of the jitter standard deviation over the measured time delay \( \Delta T \), the uncorrelated jitter is more important for smaller \( \Delta T \), whereas correlated jitter is more significant for longer measurement time, due to their respective mathematical properties.

2. Relation between jitter and phase noise

a) Jitter Accumulation process

The output of an oscillator perturbed by phase noise \( \varphi(t) \) can be described by Eq. 46:

\[ V_{\text{out}}(t) = A(t) \cos(2\pi f_0 t + \varphi(t)) \]

Eq. 46
Phase noise $\varphi(t)$ can be further related to the frequency variations around $f_0$ called $\Delta f$ as presented in EQ. 47[112]:

$$\forall \ t \in [0; T], \ \varphi(t) = 2\pi \int_0^t \Delta f(t) dt \quad \text{EQ. 47}$$

The Jitter Accumulation process (JAP) is defined by $JAP(t, \Delta T) = \varphi(t + \Delta T) - \varphi(t)$ which represents the phase perturbation associated with the time measured $\Delta T$ (the phase is accumulated due to jitter in the $\Delta T$ interval). The JAP is improperly named as it is a phase difference rather than a jitter. JAP is proportional to the measurement of the jitter in the $[t; t + \Delta T]$ interval, starting at any random time $t$. For a better comprehension, the JAP will be called $\Delta \varphi(\Delta T)$. JAP and the jitter can be related using EQ. 48, as it is the jitter which results in phase perturbation [113]:

$$JAP(t, \Delta T) = \varphi(t + \Delta T) - \varphi(t) = \omega_0 (Jitter(t + \Delta T) - Jitter(t)) \quad \text{EQ. 48}$$

From EQ. 48, the variances relation between phase perturbations and the jitter:

$$\sigma_{JAP(t, \Delta T)}^2 = \sigma_{\Delta \varphi(\Delta T)}^2 = \omega_0^2 \sigma_{\text{Jitter}(\Delta T)}^2 \quad \text{EQ. 49}$$

It should be noted that in the particular case that $t=0$ and supposing that the initial jitter is null ($Jitter(0) = 0$) as well as the initial signal phase noise ($\varphi(0) = 0$), EQ. 48 reduces to:

$$JAP(\Delta T) = \varphi(\Delta T) = \omega_0 (Jitter(\Delta T)) \quad \text{EQ. 50}$$

Hence the relation between variance is further simplified as expressed in EQ. 51:

$$\sigma_{JAP(\Delta T)}^2 = \sigma_{\varphi(\Delta T)}^2 = \omega_0^2 \sigma_{\text{Jitter}(\Delta T)}^2 \quad \text{EQ. 51}$$

Remembering that the phase noise variance is equal to the integral of the phase noise PSD as shown in Annex B.1, the timing jitter variance and its statistical properties are easily deduced from the phase noise PSD. This relation can be found in various documents [111, 112, 114], and is a good approximation of the timing jitter process statistical properties. However as the timing jitter value is critical for the application (restricting the PWM accuracy), a more precise conversion from phase noise to timing jitter is required.
b) Phase noise Power Spectral Density to timing jitter conversion

Several authors have proposed formulas to convert phase noise PSD into timing jitter with small discrepancies between them [115, 116]. Three of these formula will be developed as they can be simply implemented and they do not required strong mathematical background.

(1) Defining the JAP process with a LTI system

This discussion is further detailed in [113]. It can be shown in [113] that the JAP is a gaussian random process with zero mean and this process can be expressed as a convolution of a gaussian white noise with the impulse response of a Linear Time Variant (LTI) system called h(t) and developed in EQ. 52[113]:

\[ h(t, \Delta T) = \delta(t + \Delta T) - \delta(t) \]  
EQ. 52

where \( \delta(t) \) is the delta dirac function.

Using the Wiener Khintchine theorem presented in Annex B.1, an remembering that the gaussian white noise is a stationary process entering into a LTI system, the autocovariance of the JAP, named \( R_{jj}(\tau) \) is defined in EQ. 53[113]:

\[ R_{jj}(\tau) = \int_{-\infty}^{\infty} S_{\phi}(f)|H(j2\pi f)|^2 e^{j2\pi f \tau} df \]  
EQ. 53

\[ \rightarrow R_{jj}(\tau) = 8 \int_{0}^{\infty} S_{\phi}(f) \sin(\pi f \Delta T)^2 \cos(j2\pi f \tau) df \]

where \( S_{\phi}(f) \) is the PSD of the phase noise. The PSD of the phase noise has a \( 1/f^3 \) behavior followed by a \( 1/f^2 \) behavior as described in Section II. G. The PSD of \( S_{\phi2}(f) \) which represents the \( 1/f^2 \) phase noise contribution has shown in EQ. 54[113]:

\[ S_{\phi2}(f) = \frac{K_2}{f^2 + \gamma_2^2} \]  
EQ. 54

where \( K_2 \) is the \( 1/f^2 \) figure of merit and \( \gamma_2 \) the cutoff frequency [113]. In this case the autocorrelation of the JAP is defined by EQ. 55:

\[ R_{j2j2}(\tau) \approx \begin{cases} 4K_2\pi^2 \Delta T & \text{if } \tau = 0 \\ 0 & \text{otherwise} \end{cases} \]  
EQ. 55

For the \( 1/f^3 \) noise portion, the PSD is expressed as:
where similarly $K_3$ is the $1/f^3$ figure of merit and $\gamma_3$ the cutoff frequency [113]. The autocorrelation of the JAP for this noise portion is much more complex and only the value for $\tau = 0$ is of interest as the JAP variance is investigated, this value is developed in EQ. 57[113]:

$$R_{J3J3}(0) = -8K_3\pi^2\Delta T^2(\Lambda + \log(2\pi\gamma_3\Delta T))$$

EQ. 57

where $\Lambda = \Gamma - 3/2$ where $\Gamma$ is the Euler-Mascheroni constant and is equal to 0.5772 [113]. However as the variance cannot be negative, this relation is valid for $\Delta T < \frac{10^{0.5772}}{2\pi\gamma_3}$. Extracting the tangent of the $R_{J3J3}(0)$ formula permits to obtain the timing jitter for longer observation time.

Assuming that $\varphi_2$ and $\varphi_3$ are mutually independent the total autocorrelation of the JAP can be expressed as [113]:

$$R_{JJ}(\tau) = R_{J2J2}(\tau) + R_{J3J3}(\tau)$$

EQ. 58

The calculated variance of the JAP is hence proportional to the time measured $\Delta T$ or to its square value depending on the type of noise considered, justifying the results found in Section I.H.1.

(2) Standard deviation of the timing uncertainty computation from phase noise

The following discussion is greatly inspired by [111]. The variance of the timing jitter process can also be expressed by EQ. 59[111]:

$$\sigma^2_{\Delta \varphi(\Delta T)} = E[(\varphi(t + \Delta T) - \varphi(t))^2]$$

EQ. 59

$$\rightarrow \sigma^2_{\text{jitter}(\Delta T)} = \frac{1}{\omega_0^2}E[(\varphi(t + \Delta T) - \varphi(t))^2]$$

$$\rightarrow \sigma^2_{\text{jitter}(\Delta T)} = \frac{1}{\omega_0^2}E[\varphi(t)^2] + \frac{1}{\omega_0^2}E[\varphi(t + \Delta T)^2] - \frac{2}{\omega_0^2}E[\varphi(t)\varphi(t + \Delta T)]$$

The autocorrelation function of $\varphi(t)$ is defined as:

$$R_{\varphi\varphi}(\tau) = E[\varphi(t)\varphi(t + \Delta T)]$$

EQ. 60

Using the above equation, the variance of the timing jitter process can be rewritten as [111]:

$$\sigma^2_{\text{jitter}(\Delta T)} = \frac{2}{\omega_0^2} [R_{\varphi\varphi}(0) - R_{\varphi\varphi}(\Delta T)]$$

EQ. 61
As detailed in [111], the relation between clock jitter and phase noise is expressed by EQ. 62:

\[
\sigma_{\text{jitter(ΔT)}}^2 = \frac{8}{\omega_0^2} \int_0^\infty S_\varphi(f) \sin(\pi f \tau)^2 \, df
\]

EQ. 62

Such mathematical description permits to obtain the variance of the jitter as developed in [111]. This result is almost similar to the result obtained with the JAP estimation using a LTI system as the mathematical development are very close.

In the particular case of a single white noise source, an expression of the phase noise variance can be computed as presented in [111], which is reminded in EQ. 63 (assuming that the observation time is much longer than the oscillator period or multiple of this period):

\[
\sigma_{\Delta \varphi WN}^2 = \frac{I_{\text{rms}}^2 i_N^2}{2 q \Delta f q_{\text{max}}^2} \Delta T
\]

EQ. 63

where the various elements were defined extensively in Section II.G.3. This expression was computed with the help of EQ. 62 and eq. 32 and supposing that the input current was a white noise source. Changing the expression of the input current into a 1/f noise source and following the same methodology permits to obtain the value of \( \sigma_{\Delta \varphi 1/f}^2 \) for a single 1/f noise source [111], which is equal to:

\[
\sigma_{\Delta \varphi 1/f}^2 = \left( \frac{i_N^2}{\Delta f} \frac{\omega_1}{\text{qmos}} + \frac{i_N^2}{\Delta f} \frac{\omega_1}{\text{pmos}} \right) \frac{\tau}{16 \pi q_{\text{max}}^2} \Delta T^2
\]

EQ. 64

where \( \omega_1^{\text{qmos}} \) and \( \omega_1^{\text{pmos}} \) are cutoff pulsations where 1/f noise is less important than white noise in nmos and pmos respectively. These parameters are dependent on the components utilized for the oscillator design and can be extracted running a noise analysis in Cadence®. They were found equal to 1.25e8 rad.s\(^{-1}\) and to 6.27e7 rad.s\(^{-1}\) respectively. According to [117], these values can also be found theoretically.

(3) Timing jitter computation using the frequency noise

Remembering EQ. 47, which relates phase noise (\( \varphi \)) to frequency offset (\( \Delta f \)): 

\[\text{Refer to the text for the complete equation.}\]
\[ \forall t \in [0; T], \quad \varphi(t) = 2\pi \int_0^t \Delta f(t) dt \tag{EQ. 65} \]

Assuming that the frequency offset is a random gaussian process \([112]\), the variance of the phase deviation \((\sigma_\varphi)\) can be computed from the autocorrelation of the frequency offset \(R_{\Delta f\Delta f}\) as indicated in EQ. 66 [112]:

\[ \sigma_\varphi^2(t) = 2.2\pi^2 \int_0^t R_{\Delta f\Delta f}(\tau)(t - \tau)d\tau \tag{EQ. 66} \]

Considering the baseband signal as expressed in eq. 67, its relative spectrum is developed (the Wiener Khintchine theorem applies since the phase noise is supposed stationary in this demonstration), and its contribution to the spectrum output is expressed in EQ. 67 [112]:

\[ V_{BB}(t) = \cos(\varphi(t)) \tag{EQ. 67} \]

\[ \rightarrow R_{vBBvBB}(t) = e^{-\frac{\sigma_\varphi^2(t)}{2}} \]

\[ S_{vBB}(f) = 2 \int_0^\infty e^{-\frac{\sigma_\varphi^2(t)}{2}} e^{i2\pi ft} dt \]

\[ S_{\text{Vout}}(f) = \frac{1}{2} (S_{vBB}(f - f_0) + S_{vBB}(f + f_0)) \]

where \(f_0\) is the oscillator central frequency and \(\sigma_\varphi^2(t)\) the phase noise variance defined in EQ. 66

The phase perturbations due to white noise frequency modulation can be defined in term of jitter or phase noise PSD. The PSD of a white noise is expressed by EQ. 68, and as it is a stationary process, its relative autocorrelation function can be easily extracted (EQ. 68) [112]:

\[ S_{WN}(f) = \text{Constante} = C_1 \tag{EQ. 68} \]

\[ R_{WNWN}(t) = C_1 \delta(t) \]

Using EQ. 66, as white noise is usually modeled with a gaussian distribution, the rms phase jitter can be computed [112]:

\[ \sigma_{\varphi WN}(t) = \sqrt{2 D_\varphi t} \tag{EQ. 69} \]

with \(D_\varphi\) called the phase diffusion constant and is equal to [112]:

\[ D_\varphi = 2 \pi^2 C_1 \tag{EQ. 70} \]

The baseband PSD is obtained inserting EQ. 69, into EQ. 67 [112], giving the Lorentzian describing the PSD of the phase noise perturbations as already discussed by various authors [118]:

\[ S_{vBB}(f) = 2 \int_0^\infty e^{-\frac{\sigma_{\varphi WN}^2(t)}{2}} e^{i2\pi ft} dt = \frac{2 D_\varphi}{D_\varphi^2 + (2\pi f)^2} \tag{EQ. 71} \]
When the frequency offset is caused by 1/f noise, the PSD of the offset is directly obtained using a constant called $K$, determining the strength of the modulation as developed in details in [112]. However it is important to note that the observation time $\Delta T$ is limited and any spectral components with frequency lower than the reciprocal frequency of the observation time cannot be distinguished from the DC components of the signal [112]. Hence the observed offset frequency noise PSD can be defined as [112]:

$$S_{\Delta f} |_{\Delta T} = \begin{cases} \frac{K}{|f|} & \text{if } |f| > \frac{1}{\Delta T} \\ 0 & \text{if } |f| < \frac{1}{\Delta T} \end{cases}$$

EQ. 72

It should be noted that the random process associated with the $S_{\Delta f} |_{\Delta T}$ PSD also referred as band limited 1/f noise is a WSS process and hence its autocorrelation can be simply extracted as detailed accurately in [112]. The band-limited 1/f noise is of great value in converting phase noise into jitter, making the conversion easier as illustrated in Annex B.1.

Complete discussion from autocorrelation extraction of band-limited 1/f noise to phase noise variance and ending with phase noise PSD can be found in [112]. Only main results are reported in this Section, such as phase noise variance (EQ. 73) and phase noise PSD associated with band limited 1/f noise (EQ. 74):

$$\sigma_{\varphi 1/f}(t) \approx 2\pi \sqrt{K} \left(1.85 + 2\ln\left(\frac{\Delta T}{2\pi t}\right)\right) t$$

EQ. 73

and

$$S_{VBB}(f) = \frac{S_{\Delta f} |_{\Delta T}}{f^2} = \frac{K}{|f^3|}$$

EQ. 74

These results are close to the ones obtained using the JAP process with a LTI system description.

For large offset frequencies the phase noise PSD follows the white noise frequency modulation spectrum, for offset frequencies closer to 0, the phase noise PSD follows the power law defined with the band-limited 1/f noise frequency modulation. In similar ways, for small delay times, the jitter is mainly influenced by white noise frequency modulation and for longer delay times the opposite is true [112].
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c) Concluding remarks on timing jitter estimation

The above presented methods, reviewed from existing literature are particularly straightforward to convert phase noise into timing jitter. This conversion helps to understand the phase noise effects in the transceiver transient model. It can be notified that for all the methodologies presented, timing jitter is assumed to be a gaussian process which variance is function of the observation time as indicated in EQ. 75:

\[ \sigma_{\Delta T}^2 = c \Delta T + k \Delta T^2 \]  

EQ. 75

where c depends on the properties of the \( \frac{1}{f^2} \) phase perturbations (maybe caused by a frequency modulation with white noise sources) and k is related to the properties of the \( \frac{1}{f^3} \) phase perturbations (perhaps attributed to a frequency modulation with 1/f noise sources).

3. Timing jitter estimation for PWM accuracy deduction

The transmitter involves two oscillators, one directly associated with the PWM modulation (it resets the ramp signal) and the other one associated with the OOK modulation as discussed in Section I.B. Obviously the oscillator impacting the most the PWM signal is the one associated with the ramp resets although the 2.45GHz oscillator may also diminish the PWM precision. Two different methodologies will be utilized for the timing jitter computation of each oscillator to better illustrate the previous discussion. The timing jitter of each oscillators does not affect similarly the PWM accuracy and in each case the number of bits \( N_{PWM} \) reached by the PWM will be extracted and solutions will be introduced to increase it. Besides it should be reminded that the PWM accuracy is already limited to 8 bits from the Section I.C.6 development.

a) \( N_{PWM} \) restrictions associated with the first oscillator

This oscillator timing jitter estimation was performed defining a JAP process entering into a LTI system. The discussed oscillator has a central frequency of 20000 * \( (2^{N_{PWM}}) \), and choosing \( N_{PWM} \) equal to 8 bits as starting value gives \( f_{osc1} = 5.12 \text{ MHz} \) and a period around 19.5\( \mu \text{s} \). Using the phase noise spectrum extracted with Cadence, the parameters \( K_2, \gamma_2, K_3, \gamma_3 \) were extracted and depicted in TABLE 1.
### TABLE 1: PARAMETERS USED FOR THE FIRST OSCILLATOR TIMING JITTER ESTIMATION

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>$K_2$</td>
<td>1110.12</td>
</tr>
<tr>
<td>$\gamma_2$ (Hz)</td>
<td>5.47e7</td>
</tr>
<tr>
<td>$K_3$</td>
<td>9.99e11</td>
</tr>
<tr>
<td>$\gamma_3$ (Hz)</td>
<td>9.6e5</td>
</tr>
<tr>
<td>$c_1$ (s)</td>
<td>9.55e-1</td>
</tr>
<tr>
<td>$k_1$</td>
<td>9.3e-4</td>
</tr>
</tbody>
</table>

The timing jitter associated with this oscillator can hence be expressed as:

\[
\sigma_{\Delta T}^2 = \frac{1}{2 \pi f_{osc1}^2} (c_1 \Delta T + k_1 \Delta T^2)
\]

\[
\rightarrow \sigma_{\Delta T}^2 = \frac{1}{2 \pi (20000 \times (2^{N_{PWM}}))^2} (c_1 \Delta T + k_1 \Delta T^2)
\]

where $c_1$ and $k_1$ are defined in **TABLE 1**. As indicated in **EQ. 76**, the timing jitter variance increases with the observation time and decreases when increasing the precision of the PWM. However, this deduction is in this case (time modulation) erroneous as greater is the PWM number of bits (giving the PWM accuracy), lower is the time interval of the Least Significant Bit (LSB) which is equal to $\frac{1}{20000 \times (2^{N_{PWM}})}$ and hence greater is the impact of the oscillator jitter. **FIGURE 37** helps in understanding this concept as the oscillator is used to reset the ramp every $1/20e3$ period. Greater is the jitter and greater are the ramp timing distortions, finally resulting in superposition of the PWM points. Besides if the observation time increases, the oscillator jitter variance increases resulting in comparable PWM signal disturbances. For a more graphical representation of the errors, every single combination of the PWM signal is associated with a particular place on the unity circle with equidistant space between points. The maximum number of bits that can be reached by the PWM signal depends greatly on the timing variance of the first oscillator which is function of the observation time. For observation times around 0.1ms, the maximum accuracy of the PWM is 4 bits.

Introduction of a Phase Lock Loop (PLL) [119] or lowering the phase noise of this oscillator by improved electronic design, is compulsory as the device should function for several hours.
b) **PWM restrictions associated with the 2.45GHz oscillator**

The 2.45GHz oscillator is associated with the OOK modulation and is not directly connected to the PWM signal creation. In consequence the impact of its jitter on the PWM signal characteristics will be studied in a more conventional manner. The theory used to compute the standard deviation of the timing uncertainty from phase noise is the one developed by Hajimiri and Limotyrakis and has been reviewed in Section II.H.2.b)(2), since several involved parameters have been already computed in Section II.G.

Following the methodology of Section II.H.2.b)(2), the ISF computation from phase noise spectrum and the white noise PSD estimation leads to the timing jitter:

\[
\sigma_{\Delta T}^2 = \frac{1}{2 \pi f_{osc}^2} \left( c_2 \Delta T + k_2 \Delta T^2 \right)
\]

EQ. 77
where \( c_2 \) was equal to 1.13e10s, \( k_2 \) was equal to 4.19e3 and \( f_{osc2} \) to 2.45GHz.

As already discussed in Section II.H.1, timing jitter is considered as a gaussian process with zero mean and variance \( \sigma^2_{\Delta T} \). Furthermore the empirical 3-sigma rule applied in gaussian process states that for a zero mean gaussian process the probability that the process is in the \(-3 \times \text{standard deviations to } 3 \times \text{standard deviations interval is } 99.7\%\). In consequence the maximum value of \( \Delta T \) \((\Delta T_{\text{max}})\) can be extracted from eq. 78, in order to obtain a standard deviation equal to half of the LSB signal period divided by 3.

\[
\sqrt{\sigma^2_{\Delta T}} = \frac{1}{\sqrt{2 \pi f_{osc}^2}} \left( c_2 \Delta T_{\text{max}}^2 + k_2 \Delta T_{\text{max}}^2 \right) = \frac{1}{2 \times 3 \times 20000 \times (2N_{\text{PWM}})}
\]

EQ. 78

\( \Delta T_{\text{max}} \) was found approximately equal to 2.25e-5s. This value is inferior to the PWM total period which is \( \frac{1}{20000} \) s, and because it is an OOK modulation (the oscillator is on the OFF state when the PWM signal is null, according to the electrical architecture defined in Section I.B), the influence of this high frequency oscillator on the PWM signal is negligible.

I. Closure remarks

To ensure reduced power consumption and low noise introduction, the receiver frontend architecture made of a LNA, a mixer and a low pass filter was retained. We created behavioral models of the blocks composing this RF frontend architecture and concatenated them with the behavioral models of the transmitter and the propagation channel in the Matlab/Simulink® environment. Among the numerous parameters that we varied in order to determine critical blocks, the ones impacting the most the signal integrity were the preamplifier gain, the comparator offset and the LNA gain. Furthermore, a significant reduction of the antenna gain or an inconsistency in propagation channel attenuation estimation may corrupt very deeply the transceiver output.

Phase noise was studied independently as related signal corruption cannot be removed by other blocks tuning. Phase noise study is statistical and its conversion to timing jitter was required for its inclusion in the transient models created. We further simplified this study and applied it to two different oscillators topologies (ring- and LC tank-oscillators). Based on the oscillator timing jitter inclusion in the PWM process, we found that timing jitter had a huge impact on the PWM signal accuracy leading to a maximal PWM resolution of 4 bits for an observation time of 0.5ms instead of the initial 8 bits at 20kHz in the noiseless case presented in Chapter 1. Hence the inclusion of PLL
architecture is required for the low frequency oscillator to diminish such jitter perturbations on the PWM signal and also possibly for 2.45 GHz oscillator to respect ISM frequency band specifications.
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Chapter III:
Healthy cochlea modeling
A. Opening notifications

This chapter aims to provide theoretical basis of the hearing process from sound wave reception in the external ear to nerve fibers stimulation inside the cochlea. The models we developed are mainly mathematical, mechanical and electrical in order to embrace the overall system. We gathered current literature physical description of various parts of hearing process and proposed an overall heterogeneous description of this process. To render this model compatible with the ones developed in the previous chapters, we favored mathematical and electrical like description (e.g. organ of Corti electro-mechanical equivalent model we adapted from anatomical description).

As some hearing mechanisms are still under study and not fully understood yet, many theories compete to describe the various parts of the hearing process. The author’s choice for model implementation was based on the most quoted theories.

This modeling work is necessary to understand advantages and limitations of cochlear implants and provide new considerations for possible device improvements.

B. Introduction to hearing process

The ear is a receptive organ: it translates physical pressure changes into a perceptual experience [120]. The ear contains three functional parts: the outer ear which captures sound waves, the middle ear which avoids energy loss in the sound wave conversion into a wave propagating inside a liquid (the perilymph) and the inner ear which transforms the wave into an electrical signal allowing brain interpretation. Other functions associated with the different parts of the ear are further described in [121, 122] and are not presented in this document.

Hearing perception and sound recognition are performed by the brain which interprets the electrical signals sent by the Hair Cells (HC), once a sound wave excites the tympani (further details are provided in Section III.D). Superior olive, Inferior coliculus, medial geniculate nucleus, auditory cortex may play a role in sound perception, localization and interpretation (as shown in Figure 38) although little is known about their role [120, 123]. More details are available in [124] about sensory pathways in the central nervous system.
The hearing process is hence very complex, involving many organs and is nowadays partly understood. The physiological description of the three parts of the ear is reminded in Figure 39 and Figure 40.
C. Middle air impedance matching

The external ear is not discussed or modeled in this document. We discarded the study of the pinna contribution to sound localization as well as the frequency filtering and resonance associated with the ear canal.

When an acoustic wave traveling inside the outer ear canal strikes the eardrum, the ossicles located inside the middle ear then amplify the sound intensity. This is achieved by producing a lever effect. The last ossicle (stirrup) hits the oval window of the cochlea. The fluid (perilymph) inside the scala vestibuli of the cochlea provides support for mechanical waves propagation. The amplification provided by the ossicles aims to correct the loss of energy associated with the impedance change at the air to liquid interface [126] (Figure 39).

Figure 41 [127] shows the physical schematic associated with the middle ear. When the sound wave hits the eardrum, there is an amplification of 26 dB explained by the difference in area of the eardrum which is 15 times the one of the oval window, as explained by eq. 79 [127]

\[
\frac{P_2}{P_1} = \frac{A_2}{A_1} \times \frac{L_2}{L_1} \approx 26 \text{db}
\]

Eq. 79
where $P_1$ is the power associated with the sound wave and $P_2$ the power of the mechanical wave transmitted by the stirrup. $A_1$ is the area of the eardrum and $A_2$ is the area of the oval window. $L_1$ and $L_2$ represent the distances indicated in Figure 41.

However because of the impedance mismatch in the oval window interface (the mechanical wave is converted into a wave propagating inside a liquid, as the scala vestibuli of the cochlea is filled with a lymphatic type solution), the transmitted power from the mechanical wave into the liquid wave is reduced by 29db as expressed by the power transmission coefficient \cite{127}

$$\tau = \frac{4 \cdot Z_{\text{air}} \cdot Z_{\text{fluid}}}{(Z_{\text{air}} + Z_{\text{fluid}})^2} \approx -29db$$

EQ 80

where $Z_{\text{air}}$ is the impedance of the air and the $Z_{\text{fluid}}$ is the impedance of the liquid inside the scala vestibuli. As demonstrated by various authors \cite{128, 129}, the main function of the ossicles in the middle ear is to reduce the power loss due to the impedance mismatch.

For the following parts, we considered that the wave power at the oval window interface is equal to the power of the air wave.

\begin{center}
\includegraphics[width=0.5\textwidth]{figure41.png}
\end{center}

\textbf{Figure 41:} Middle ear schematic, $\Phi$ is the sound wave hitting the eardrum and $P_1$, $P_2$, $P_3$ are the associated power (extracted from \cite{127})

D. Wave propagation theories inside the cochlea

The theory of hearing attempts to explain the physical transformation of the sound wave leading to nerve fiber stimulation. Four major hearing theories will be described in this document and further precisions are available in \cite{130}. The hearing theories may be divided into place coding theories and temporal coding theories

- Place coding theories:
  - Resonant theory: Helmholtz proposed that the cochlea was composed of segments with diverse degree of tension based on their position inside the cochlea. The
segments were responsive only to certain frequencies and the cochlea was acting as an harp where only one string was vibrating depending on the sound wave frequency.

- The above theory was demonstrated inexact by Von Bekesy who proposed the traveling wave theory. In fact the Basilar Membrane (BM) is not under radial tension, the energy of the wave traveling inside the perilymph is taken up by the BM resulting in its vibration [131].

• Temporal coding theories:
  - The telephone theory assumes that the BM entirely and singularly vibrates when stimulated by a sound and further decoding is performed in the brain. However as nerve fibers can fire only once per millisecond, it would not be possible to perceive sounds with a frequency above 1000Hz. Another problem with this theory is that a damaged cochlea may respond to certain frequencies [132].
  - The volley theory: This model was based on the telephone theory and aimed to explain the frequency perception above 1000Hz. In this theory, the nerve fibers of the BM respond to a BM variation with different time delays and when these delays are combined, a greater frequency of sound can be sent to the brain.

The BM motions in response to acoustic signals in the resonance theory and telephone theory were all shown conceivable (depending on the BM elasticity and on the part of the cochlea) and incorporated into a same physical model (traveling wave theory) by Von Bekesy [133].

E. Traveling wave theory model implementation

The cochlea is the central structure of the inner ear. It works by converting a wave propagating inside the perilymph into nerves stimulation using the complex organ of Corti structure. Inside the cochlea, the Hair Cells (HC) are stimulated by the basilar membrane vibrations and release chemical messengers which excite nerve cells (more details are available in Section III.G).
Figure 42: Basic propagation of the mechanical wave inside the middle ear (left). Anatomy of the cochlea (right). The figures are attributed to [134].

Figure 43: Cochlea structure modeled with Autocad®

Figure 44: A) Ear schematic with inclusion of the electrodes array inside the cochlea. B) Ear schematic and the wave propagation leading to a basilar membrane height change ($h(x, t)$).
According to biophysical theories [135, 136] when a mechanical wave propagates inside the cochlea, the BM distorts to absorb the wave energy. In consequence the height (denoted as h(x,t) in the following parts) of the BM excitement mainly depends on the sound intensity as well as the position along the $\overrightarrow{Ox}$ axis (that we called $x$ which is the distance from base of the cochlea). In fact the cochlea has different mechanical properties (different stiffness and mass) changing with the distance from the base and hence the mechanical wave makes vibrating only a precise area of the cochlea depending on the wave frequency. The width (denoted as $W(x)$) of the BM excitement around the resonance greatly depends on the distance from the cochlea base (called $x$). As the number of excited HC depends on $W(x)$ the number of auditory fibers excited is hence associated with the width of BM vibration (more information are provided in Section III.C).

The cited wave propagation theory is quickly reviewed in this section for a better understanding of the biophysics of hearing and for determining the characteristics of the BM resonance in terms of amplitude and width. This theory and the computations are extracted from [137]and[127], the main results are recalled here for the reader’s convenience.

Suppose a sound wave $\varphi_1$ with the mathematical description given by eq. 81

$$\varphi_1 = A_1 e^{i(k_1 x - \omega t)}$$  \hspace{1cm} \text{EQ. 81}$$

where $A_1$ is the sound amplitude, $k_1$ is the wave number and $\omega$ is the pulsation. The wave is supposed propagating in the $x$ direction.

This sound wave then results in a wave propagating inside the scala vestibuli (called $\varphi_3$) and its general form is extracted from [137]:

$$\varphi_3 = \frac{A_3}{2} \left[ e^{i(k+conj(z)-\omega t)} + e^{i(kz-\omega t)} + e^{-i(conj(k)+conj(z)-\omega t)} + e^{-i(conj(k)+conj(z)-\omega t)} \right]$$  \hspace{1cm} \text{EQ. 82}$$

where $A_3$ is the amplitude of the liquid wave, $k$ is the wave number and $z$ the complex variable: $z = x + iy$. The $\text{conj}$ operator represents the conjugate function. $\varphi_3$ is not collinear with $x$ but propagates inside the 2 directions. The eq. 82 is simplified in [137] into two equations: one for the long wave region (where the wavelength is long compared to the duct height, which is the region near the base of the cochlea) and one for the short wave region (where the wavelength is similar to the duct height). It is indicated in [137] that only in the short wave region, the propagation loss becomes significant. However as we considered that the losses are still important in the long wave region, we chose to only apply the short wave region equation for the entire cochlea (eq. 83):
\[ \varphi_3 = A_3 \times \exp^{(k_ry - k_ix)} \times \cos(k_rx + k_iy - \omega t) \]  \hspace{1cm} \text{EQ. 83}

where \( k = k_r + ik_i \) is the wavenumber. Applying the Newton formula inside the cochlea and discarding the basilar membrane mass and the cochlea tension gives the value of \( k_r \) and \( k_i \) which depends on the distance \( x \) (the complete description is performed in [137]).

Mathematical equations developed in [137] lead to the following relation between membrane height displacement (called \( h(x,t) \)) and auditory wave:

\[ \frac{\partial h(x, t)}{\partial t} = - \frac{\partial \varphi_3(x, y, t)}{\partial y} \]  \hspace{1cm} \text{EQ. 84}

Solving this equation permits to obtain the BM height displacement (\( h(x,t) \)). We use the software Maple® to implement the BM height displacement for a sound wave with a frequency of 600Hz (Figure 45):

![Figure 45: Basilar membrane displacement (nm) with respect of the distance from the cochlea base (\( x \) in \( \mu \)m) and time (ms) for a 600Hz input acoustic wave](image)

One can observe that the BM displacement is a function of the distance from the cochlea base and the amplitude of the auditory wave.

The width of the BM displacement greatly depends on the position \( x \) as shown in Figure 46. The detection of a BM displacement permits to obtain the width of this excitement:

\[ W(t) = \int_{X_W} h(x, t)dx \]  \hspace{1cm} \text{EQ. 85}

\[ with \ X_W = \{ x \ | \ \text{abs}(h(x, t) \geq \text{threshold}) \} \]
The BM movement compresses the organ of Corti resulting in a membrane potential variation in the corresponding auditory fiber. If this potential variation is greater than a threshold voltage around 30mV[138], the nerve fiber is excited. We implemented the mechanical model of the organ of Corti found in [139]and more details are provided in Section III.G as well as the threshold value definition.

Extraction of the width W for acoustic waves of different frequencies varying from 60Hz to 20kHz (hence resulting in different place of excitation of the BM) is shown in Figure 46.

![Figure 46](image)

**Figure 46**: A: Comparison of a Basilar Membrane excitation by a 600Hz sound wave and by a 300Hz sound wave which make the BM to resonate at different places (x) with different Basilar Membrane excitation width (W). B: Repetition similar experiment using the same mathematical model for diverse frequencies gives the function W(x)

The relation between the distance from the oval windows where the BM displacement is maximal and the frequency of the acoustic wave is given by repetition of the experiment for sound input wave frequencies covering all the human frequency hearing range. This experiment was
carried out and is not shown in this document as it gives close results with the Greenwood function. Because the Greenwood function [140] verified by physical experiments [141], it was used thereafter in the document to express the distance $x$ where $h(x)$ is maximal in function of the soundwave frequency, rather than using the obtained function.

F. Biophysical limits of human hearing

The wave traveling inside the cochlea has a speed of about 12 m/s at the basal (high frequency) end and slows to about 2 m/s at the apical (low frequency) end [37]. The human cochlea measures around 35mm. To reach the apical end, the wave inside the cochlea makes 17.5ms as expressed by eq. 86

$$t_{SC} = \frac{\text{Cochlea position}}{\text{Velocity of the wave at this position}}$$

EQ. 86

where $t_{SC}$ is the time needed for BM stimulation depending on the wave velocity traveling inside the cochlea.

After 17.5 ms, the apical end of the BM (for low frequency) vibrates if properly stimulated. This BM vibration phenomenon resulting of wave excitation has a frequency of 57.14Hz. This frequency value is very close to the human hearing lowest frequency capability. Similarly if we suppose that the Hair Cells (HC) distribution starts very close to the basal end of the cochlea (for instance 0.5mm)[142], the time needed for the BM to oscillate at the basal end is around 0.03ms which corresponds to a frequency of 30kHz (close to the human maximum hearing frequency capability). This new correlation between BM variations and the wave velocity inside the cochlea may explain the human hearing interval frequency. It may further indicate that the frequency sensitivity of the cochlea is mostly dependent on cochlea physical properties (such as stiffness or width for example) variations along its distance and that the BM vibration time is close to Action Potential (AP) time interval. This could also indicate why different mammal species can hear at lower frequency (because of a propagating wave with reduced velocity or because of an increase length of their cochlea for instance) and bring new insights on why some mammals species can hear ultrasounds (higher velocity wave propagation inside their cochlea, maybe because of different BM physical characteristics or different perilymph composition for instance).
Furthermore in very loud environment the Inter Spike Delay (ISD), which is the time delay between two consecutive APs, lowers (it could reach 5ms) and this result in incapacity to properly process low frequency sounds (as the time needed for the BM excitement is around 17ms).

G. Modeling the organ of Corti structure

According to biophysical theories [143, 144] when a mechanical wave propagates inside the cochlea, the BM distorts to absorb the wave energy, resulting in a height variation of the BM which compresses the organ of Corti. As shown in Figure 48, the organ of Corti is composed of Hair Cells (HC) (Outer Hair Cells (OHC) and Inner Hair Cells (IHC)), which have stereocilia at their end. When BM vibrates, stereocilia position changes allowing potassium channels to open [138, 145]. Opening of the potassium channels creates the depolarization of the HC allowing complex mechanisms to take place (reviewed in [132, 146, 147]), and finally, resulting in neurotransmitter released in the synapse. Once released, these neurotransmitters travel to the post synaptic cell (the nerve fiber) and creates the depolarization of the nerve fiber. This depolarization, if sufficiently important, generates an Action Potential (AP) running through the nerve cell membrane [148, 149] (cf. Figure 48).

Various mechanical models have been presented for the organ of Corti structure [45], [150], [151], [152], [153] as well as for the stereocilia displacement [154-157].

Besides physiological studies aiming to explain the HC membrane potential variations with the stereocilia displacement, following the BM motion are available with a general agreement about the mechanisms involved. Studies found in [152, 158, 159] are based on OHC experiments and relate OHC membrane potential variations in function of the stereocilia angle.

The synapse is still an extended area of research, aiming to understand the phenomenal brain complexity. Numerous postsynaptic receptors, neurotransmitters, reuptake mechanisms as well as more complex effects such as Long Term Potentiation (LTP), are still under study and several new molecules are produced each year by the pharmaceutical industry targeting these proteins. Synapses are separating hair cells with afferent nerve cells. The anatomical description of afferent nerve cells and their HC connections can be found in [142, 160]. To the author’s knowledge, no
study are indicating the precise HC depolarization value needed or the number of HCs required to stimulate an afferent nerve cell response (an action potential generation).

This Section may partially fill the modeling gap between the presented models, connecting the BM displacement with the afferent nerve cells stimulation and developing each step of the theoretical solutions. The models were mainly mathematical and the softwares used were Matlab®, Maple® and a SPICE simulator.

1. Organ of Corti mechanical model

The organ of Corti is a structure found only in mammals which responds to fluid vibrations of the cochlea [39]. Organ of Corti is mainly composed by the BM, Deiters cells which support Outer Hair Cells (OHC) and Inner Hair Cells (IHC). The two hair cells type have hair like structure at their top, called stereocilia. Above them the Tectorial Membrane (TM) extents parallel to the BM [41, 43].

FIGURE 47: INNER EAR STRUCTURE (LEFT) AND ORGAN OF CORTI DISPLACEMENT DUE TO BASILAR MEMBRANE VIBRATION. THE FIGURES ARE ATTRIBUTED TO [134], [15] AND [161]
Diverse mechanical models of the organ of Corti are available in the literature [45], [150], [151], [152], [153]. However the precise mechanical and mathematical description has yet to be fully defined. As experiments [162] in radial shearing motion are limited (they aim to link the BM movement with the TM longitudinal and radial angle), we hence supposed that the TM was fixed. Furthermore the TM variations also depend on the Reissner’s membrane variations and hence BM displacement cannot fully define the TM radial and longitudinal displacement. To the author’s knowledge, this phenomenon is nowadays poorly described in literature.

The mechanical equivalent of the organ of Corti we proposed is shown in Figure 49:

This mechanical equivalent is simplified as it only takes into account the vertical movement (along the y direction in Figure 49). It is hence a 1 dimension mechanical model, where \( k_0 \) represents
the spring coefficients of the OHC and Deiters cells, $k_{BM}$ the spring coefficient of the BM, RL is the reticular lamina, $S_{TM}$ is the TM damping coefficient, $S_0$ is the OHC and Deiters cells damping coefficient and $S_{BM}$ is the BM damping coefficient. The boxes represent masses. The values of $k_0$, $k_{BM}$, $S_0$ and $S_{BM}$ are extracted from [163] as well as the mass values of the BM and RL. The damping coefficients were extracted from [164] and all these values are recalled in Table 6 for reader’s convenience.

**Table 6: Mechanical model coefficients extracted from [165] and from [164]. It should be specified that the variations of the coefficient with the cochlea position are often nonlinear.**

<table>
<thead>
<tr>
<th>Values obtained per 10µm radial section</th>
<th>Base</th>
<th>Apex</th>
</tr>
</thead>
<tbody>
<tr>
<td>Basilar Membrane mass (g)</td>
<td>2.76e-9</td>
<td>14.2e-9</td>
</tr>
<tr>
<td>Basilar Membrane static compliance ($k_{bas}$) (N/m)</td>
<td>10e-10</td>
<td>10e-14</td>
</tr>
<tr>
<td>Basilar Membrane friction coefficient ($S_{bas}$) (N.s/m$^{-1}$)</td>
<td>150e-9</td>
<td>150e-9</td>
</tr>
<tr>
<td>Reticular Lamina mass (g)</td>
<td>0.74e-9</td>
<td>36.1e-9</td>
</tr>
<tr>
<td>Reticular Lamina static compliance (N/m)</td>
<td>4.18</td>
<td>0.147</td>
</tr>
</tbody>
</table>

As explained above, we supposed $S_{TM}$ very low and because the force applied to the stereocilia cannot move the TM (mass of TM >> mass of the stereocilia), we neglected $S_{TM}$ and we supposed that TM was not moving. Hence the mechanical analog of the organ of Corti (presented in Figure 49) became the one presented in Figure 50:

**Figure 50: Simplified mechanical analog of the organ of Corti**
This mechanical model is very similar to the one that can be found in [153]. Using the mechanical electrical analogy in [166], we modeled the force applied to the RL mass as the current going through the capacitor in Figure 51.

![Figure 51: Electrical analog of the simplified mechanical model representing the organ of Corti to allow extended simulations with Electronic Advanced Design (EAD) tools](image)

In the analogy used, currents represent forces, inductors are equivalent to compliance (1/\(k\)), resistances are equivalent to lubricity (1/\(S\)) and masses are equivalent to capacitors.

As \(i_{BM} = i_c\) that means that the force applied perpendicular to the BM is equal to the one applied perpendicular to the RL.

Furthermore the ratio between the BM mass (\(m_{BM}\)) and the RL mass (\(m_{RL}\)) varies between \(\frac{1}{3}\) at the base and around 2 at the apex [165]. Hence the ratio between the BM acceleration (\(\frac{\partial^2 y_{BM}}{\partial t^2}\)) and the RL acceleration makes similar variation (\(\frac{\partial^2 y_{RL}}{\partial t^2}\)) as expressed in eq. 87

\[
\frac{m_{BM} \frac{\partial^2 y_{BM}}{\partial t^2}}{m_{RL} \frac{\partial^2 y_{RL}}{\partial t^2}} = \text{EQ. 87}
\]

\[
A_s \frac{m_{BM}}{m_{RL}} \in \left[\frac{1}{3}, 2\right] \Rightarrow \frac{\frac{\partial^2 y_{RL}}{\partial t^2}}{\frac{\partial^2 y_{BM}}{\partial t^2}} \in \left[\frac{1}{3}, 2\right]
\]

From various experiments [167, 168], it has been shown that the amplitude of the RL displacement was close to the amplitude of the BM displacement, which validates our mechanical model. Inaccuracies may come from the TM supposed fixed as well as oversimplification in supposing that the mechanical equivalent of the organ of Corti was moving in a single direction only.
2. Stereocilia displacement

The BM displacement creates a vertical movement of the IHC and OHC and hence of the stereocilia. As stereocilia is an hair cell tissue, it contracts and slides over the TM. OHC stereocilia are anchored in the TM [169] while IHC stereocilia are not attached to the TM in their resting position and the contact between these two structures is only happening during important BM excitement [170] (suggesting that hearing precision may be more related to OHC than to IHC).

We decided to model the stereocilia motion of OHC as being only a sliding motion associated with no vertical compression, as we thought that the angle between the TM and the stereocilia (called \( \alpha_{TM} \) in Figure 52), avoided any strong compression.

As presented in Figure 52, we modeled the stereocilia TM connection in a wagon rail motion type with no compression of the stereocilia.

**Figure 52: Mechanical model of the stereocilia motion**

![Mechanical model of the stereocilia motion](image)

**Figure 53: Mathematical description of the stereocilia movement**

![Mathematical description of the stereocilia movement](image)
Δy is the displacement of the BM (or similarly of the RL) and β is the deflection angle which is the angle between the resting position of the stereocilia and the stereocilia position when the BM (or similarly the RL) is moved.

Using the model presented in Figure 53 and the Al-Kashi formulas [171] we developed the following system (eq. 88):

\[
\begin{align*}
SL^2 &= (SL - \Delta y)^2 + d_1^2 - 2 \cdot (SL - \Delta y) \cdot d_1 \cos\left(\frac{\pi}{2} + \alpha\right) \\
d_1^2 &= SL^2 + (SL - \Delta y)^2 - 2 \cdot SL \cdot (SL - \Delta y) \cdot \cos(\beta) \\
d_1 &= 2 \cdot SL \cdot \sin\left(\frac{\pi - \beta}{2}\right)
\end{align*}
\]

EQ. 88

where SL is the length of the stereocilia which is between 1µm (at the base) and 5µm (at the apex) of the cochlea [172]. Typically the RL displacement (Δy) around 500nm induces a deflection angle of approximatively 2 degree [173], so the stereocilia length is far greater than the RL displacement for normal amplitude sound stimulation, suggesting that in this case, the variations in the deflection angle are small enough and that they can be approximated by a linear function.

The OHC potential is linearly related to the deflection angle in a |5°| interval [152, 158, 159] and saturation phenomenon appear at a deflection angle lower than -10° or greater than +10°. The model we developed must hence contain a stop mechanism associated with the deflection angles lower than -10° or greater than +10° to be accurate.

The mechanical model presented in this document considers OHC as it is more described in literature, however very similar mechanisms define IHC movement.

Figure 54: piezoelectric model of the stereocilia
As previously stated by authors [174, 175], the organ of Corti acts as a piezoelectric material: when a mechanical strength is applied to the BM, the membrane potential of the hair cells (OHC or IHC) change. To represent the piezoelectric behavior of the organ of Corti we used a potentiometer linked to the stereocilia deflection angle or more simply to the RL height displacement as explained in Figure 54.

The entire electric and mechanic model of the organ of Corti which adds all the models presented in this Section, is shown in Figure 55.

![Figure 55: Entire mechanico-electric analog developed for the organ of Corti study](image)

3. Nerve cells excitation due to hair cells movement

At the tip of the IHC and OHC there are hair bundles also called stereocilia [176]. Stereocilia are surrounded by a fluid (the endolymph) which is rich in K⁺ ions. There are filamentous connections (called tip links) between each cilia [177-179]. When the stereocilia performs a rotational motion, the tip links are stretched and the ionic channels (Kᵥ7.4 and TRP4) open and admit K⁺ ions and Ca²⁺ ions respectively [152] to enter inside the Hair Cells (IHC or OHC). The mechanism described below concerns the IHC, more complex processes occur in OHC as OHC express more motor proteins such as prestin [180], etc. The current concept is that the tip links are connected to the channel gates, allowing the mechanical gate of the channels to be opened when the tip links elongate and conversely to close them when the tip links shorten [178, 181] (Figure 56).
Because more positive ions are entering inside the cell than the ones that are leaving the cell, the membrane depolarizes (however the equilibrium potential of K+ is not -97mV because in this precise case, the concentration of K+ ions in the perilymph is greater than usual). Depolarization of the IHC results in the activation of Voltage Gated Ions Channels (CaV1.3) located along the lateral cell membrane. KCNQ4 channels allows K+ to leave the cell, whereas calcium channels increase the cellular concentration of Ca^{2+}[182]. The influx of Ca^{2+} activates the neurotransmitter (glutamate) release at the base of IHC, close to the nerve fibers (in the synapse). The amount of glutamate release is proportional to the voltage membrane depolarization strength [183]. This mechanism is controversial as some authors suggest that the Ca^{2+} concentration increase in the cell cytoplasm is due to Inositol trisphosphate (IP3) activation pathways due to ATP binding during IHC mechanical rotation [184]. As previously stated the voltage membrane depolarization depends on the rotational angle made by the stereocilia once excited (the precise description of the Organ of Corti and model is described in Section III.G.2). Glutamate binds to receptors located in the afferent nerve fiber terminal, resulting in action potential generation in the afferent nerve cells (if the stimulus is strong enough) [183].

Experiments show that there is a linear relation between the firing rate (number of spikes per second, also called spikes frequency) and the sound wave amplitude in dB [185-188]. As a relation between the OHC membrane voltage ($V_{OHC}$) and the sound wave amplitude can also be extracted, we can suppose that the spikes firing rate depends on OHC membrane voltage and that similar deductions can be made for IHC.
Remembering that IHC are not directly producing AP which is made by the afferent nerve fiber due to $V_{\text{IHC}}$ change, we are proposing a possible mechanism that links $V_{\text{IHC}}$ and AP generation.

4. Theoretical results using the model developed

The electro-mechanical modeling presented in the previous Section aims to connect the BM height variation, following a sound wave detection with the OHC voltage variation. Two sound waves of 50dB of amplitude and a frequency of 300Hz and 600Hz were used for theoretical model testing. The BM height displacement for 50dB sound waves with a frequency of 300Hz and 600Hz (described in Section III.E) is redrawn in Figure 57:

![Figure 57: Basilar Membrane Displacement Associated with 50dB 300Hz and 600Hz Sound Wave](image)

The use of the equations presented in eq. 84, gave the stereocilia displacement associated with these BM height variations (Figure 58).

Using the mathematical relation found in [152, 158, 159] (obtained from experimental data performed on OHC), we transformed the stereocilia motion into OHC potential. It should be noticed that as this mathematical relation was defined only in a certain range, we performed a polynomial extraction to obtain values outside the given interval. Furthermore we suppose in this document that IHC dynamics are similar to OHC dynamics. This assumption may be inaccurate but was necessary, as to the authors’ knowledge, no such data were extracted from IHC displacement.
5. Synapse modeling

Consequently to IHC release of glutamate in the synaptic cleft, glutamate receptors in postsynaptic afferent nerve, also called type I Spiral Ganglions Cells (SGC), provoke nerve cell excitation (voltage membrane change) and may produce an AP. The mechanisms by which IHC are stimulated (mechanical stimulation of the tip links which open the ionic channels) and release the
neurotransmitters to excite afferent nerve cells are very different from afferent nerve cell signal production (glutamate-mediated postsynaptic excitation of neural cells), and propagation. Dendritic input potentials variation also known as dendritic Excitatory Post Synaptic Potentials (EPSP) produce an afferent nerve cell soma depolarization that may result in an AP creation on those cells.

Glutamate receptors in postsynaptic afferent nerve cells (ionotropic receptors (AMPA, NMDA,...) and metabotropic receptors (allowing nerve cell response modulation as developed in [183]) stimulate ions entry inside the cell, producing a depolarizing current (excitatory post synaptic current) [189, 190]. If enough glutamate receptors are activated, this may trigger an AP generation in the postsynaptic neuron.
Neuronal ribbon synapses constitute a special subclass of chemical synapses, characterized by multivesicular release mechanisms as well as unusual calcium channel positioning allowing increased exocytosis cycle resulting in extremely fast, precise and sustained release of glutamate in the synaptic cleft in response to presynaptic cell membrane potential change. This augmented and continuous glutamate release allows very efficient neurotransmission which is of great importance for perception of complex senses such as vision or hearing (sound amplitude perceived can cover six order of magnitude [194]). The synaptic ribbon is a structure positioned several nanometers away from the pre-synaptic membrane and tethers 100 or more synaptic vesicles. Each pre-synaptic cell may possess from 10 to 100 ribbons anchored at the membrane [195-197]. In experiments
quantifying the sizes of presynaptic ribbons and postsynaptic AMPA receptor patches in more than 1200 synapses in mouse cochleas performed in [198, 199], it was established that each nerve cell contacts only one hair cell ribbon synapse, justifying the numerous type 1 Spiral Ganglion Cells (SGC) connecting each single IHC. Ribbon synapses unchangingly use glutamate as the primary transmitter [200].

**b) Presynaptic model**

The ionic channels open when the presynaptic membrane potential ($V_{\text{presynaptic}}$) is greater than the opening threshold voltage for Voltage Gated Ca$^{2+}$ Channels ($\text{Ca}_{v}$), allowing Ca$^{2+}$ ions entry inside the presynaptic cell which permits the release of the glutamate neurotransmitter in the synapse. In this case, the presynaptic cell corresponds to an activated IHC but this mathematical model can be extended with simplicity to other types of presynaptic cells. The ionic channels dynamics are described by the following equation (eq. 89) [191-193]:

$$I_{\text{ion}} = \overline{g}_{\text{channel}} \ast (V_{\text{presynaptic}} - V_{\text{channel}}) \ast \rho_{\text{channel}} \ast m_{\text{channel}}^{n}$$

where $\overline{g}_{\text{channel}}$ is the conductivity of the ionic channel, $V_{\text{channel}}$ is the channel voltage activation threshold, $\rho_{\text{channel}}$ the presynaptic cell channel density (often neglected by various authors), $m_{\text{channel}}$...
the probability that the channel is in its opened state and \( n \) the number of gates composing the channel. In the following development we assumed that \( n=1 \) and we suppose that \( \rho_{\text{channel}} \) was already included in channel conductivity. This simplification is often retained by various authors as it does not alter the comprehension of ions dynamics in the synapse.

The probability that the channel is in its opened state \( (m_{\text{channel}}) \) is described by functions \( \alpha(V_{\text{presynaptic}}) \) and \( \beta(V_{\text{presynaptic}}) \) (Figure 62) [203, 204].

![Figure 62: Kinetic model of presynaptic cell glutamate receptors](image)

where \( \alpha(V_{\text{presynaptic}}) \) represents the opening rate of the channel and \( \beta(V_{\text{presynaptic}}) \) the closing rate of the channels. These functions are extracted from experiments and are easily available on literature [203, 204].

Applying the law mass principle permits to obtain the differential equation found in [193, 205], and reminded in eq. 90

\[
\frac{d m_{\text{channel}}}{dt} = \alpha(V_{\text{presynaptic}}) * (1 - m_{\text{channel}}) - \beta(V_{\text{presynaptic}})(m_{\text{channel}})
\]

EQ. 90

From this mathematical model, further parameters can be extracted such as the fraction of channels which are in the open state if the presynaptic membrane potential is hold at a constant potential. This parameter is obtained when \( t \) is very large (eq. 91) [206].

\[
m_{\text{channel}}t \rightarrow \alpha(V_{\text{presynaptic}}) = \frac{\alpha(V_{\text{presynaptic}})}{\alpha(V_{\text{presynaptic}}) + \beta(V_{\text{presynaptic}})}
\]

EQ. 91

Furthermore the average time needed for the channel to change state is given by eq. 92 [206]:

\[
\tau_m(V_{\text{presynaptic}}) = \frac{1}{\left(\alpha(V_{\text{presynaptic}}) + \beta(V_{\text{presynaptic}})\right)}
\]

EQ. 92

The dynamics of a receptor is more complex than the one presented by the differential eq. 90. Other models such as Markov chain [193] or other kinetic schemes as the ones presented in [207] are available to model more precise behavior. As the channel opening is probabilistic, stochastic
description of the channels dynamics are also available [208] but were discarded in this document to ease the computations.

In a presynaptic neuron (or IHC in our case), depolarization which is caused by stereocilia displacement or more generally due to AP arriving at the presynaptic neuron synapse for instance, will cause Ca$^{2+}$ channels to open, leading to calcium ions entry and finally to vesicles fusion (containing the glutamate) with the presynaptic membrane. Vesicles fusion with the presynaptic membrane liberates glutamate into the synaptic cleft. The number of glutamate released is hence directly proportional to the fraction of channels maintained in the opened state for a presynaptic potential ($V_{\text{presynaptic}}$) as described in eq. 93:

$$T_{\text{glutamate}} = T_{\text{max}} \cdot m_{\text{channel}}$$ \hspace{1cm} \text{EQ. 93}

where $T_{\text{glutamate}}$ is the concentration of glutamate in the synaptic cleft and $T_{\text{max}}$ is the maximum glutamate concentration (when all the channels are opened).

The mathematical model reused in this document, extracted from [206], gives the analytical solution of $m_{\text{channel}}$ (which is defined in eq. 94)

$$m_{\text{channel}}(V_{\text{presynaptic}}, t) = m_{\text{channel}, t \to \propto} (V_{\text{presynaptic}}) - \left( m_{\text{channel}, t \to \propto} (V_{\text{presynaptic}}) - m_{\text{channel}, t \to \propto} (0) \right) \exp^{-t\tau_{m} V_{\text{presynaptic}}}_{m}$$ \hspace{1cm} \text{EQ. 94}

Replacing this solution in eq. 89, permits to obtain the general conductance of the channel (recalled in eq. 95)

$$g_{\text{channel}} = g_{\text{channel}} \cdot (V_{\text{presynaptic}} - V_{\text{channel}}) \cdot m_{\text{channel}, t \to \propto} (V_{\text{presynaptic}}) - \left( m_{\text{channel}, t \to \propto} (V_{\text{presynaptic}}) - m_{\text{channel}, t \to \propto} (0) \right) \exp^{-t\tau_{m} V_{\text{presynaptic}}}_{m}$$ \hspace{1cm} \text{EQ. 95}

Another mathematical model for the transmitter concentration in the synaptic cleft is to consider that the vesicles fusion with the presynaptic membrane happens very fast, hence the number of transmitters released is dependent on the number of channels maintained in an opened state at a fixed presynaptic potential (hence replacing $m_{\text{channel}}$ by $m_{\text{channel}, t \to \propto}$ in eq. 93). In this case $T_{\text{glutamate}}$ is simply given by eq. 96

$$T_{\text{glutamate}} = T_{\text{max}} \cdot m_{\text{channel}, t \to \propto} = \frac{T_{\text{max}} \alpha (V_{\text{presynaptic}})}{\alpha (V_{\text{presynaptic}}) + \beta (V_{\text{presynaptic}})}$$ \hspace{1cm} \text{EQ. 96}

This model of transmitter release is often preferred in literature [191, 193, 209].
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Considering usual synaptic models results in Excitatory Post Synaptic Potentials (EPSP) (that are the potentials of the afferent nerve cells due to the IHC depolarization) around 5mV for AMPA Receptors (absolute values) [210-212] and 3mV for NMDA Receptors [212, 213], unable to generate an AP. Besides the non continuous stimulation of post synaptic cells in usual synapse is incompatible with the maintained hearing sensation of a continuous sound. IHC have ribbon structures close to the synapse allowing precise, continuous and fast glutamate release in the synaptic cleft as described in Section I.G.5.a).

Various mathematical models of ribbon synapses have been developed in literature [214], and their conclusions will be adapted in our model. We created a mathematical function estimating the quantity of glutamate released in the synaptic cleft depending on \( V_{\text{presynaptic}} \) and on time. We estimated as a first approximation than this function could be split into two independent functions, one related only to the presynaptic membrane potential and the other only to time as described by eq. 97:

\[
T_{\text{glutamate\_ribbon}} = T_{\text{glutamate\_ribbon1}}(V_{\text{presynaptic}}) \times T_{\text{glutamate\_ribbon2}}(t) \quad \text{EQ. 97}
\]

The concentration of \( \text{Ca}^{2+} \) entering inside the IHC following IHC depolarization has been quantified experimentally [214] and the glutamate quantity released in the synapse is directly proportional to the \( \text{Ca}^{2+} \) concentration inside the IHC (until vesicles exocytosis saturation when more than 1mMol of Calcium is entering inside the IHC)[214] [199]. Besides Calcium Voltage Channels are time dependent and we supposed frequency of glutamate released into the ribbon synapse identical to the frequency of glutamate clearance. Consequently we used the Calcium concentration inside the IHC in function of the presynaptic voltage potential to determine the quantity of glutamate released into the ribbon synapse in function of this potential and we used the time dynamics of the Calcium Voltage Channels to estimate the temporal fluctuation of the glutamate into the ribbon synapse. This second relation does not include exocytosis or endocytosis mechanisms and discards reuptake mechanisms lowering its physical interest, however it models roughly the glutamate quantity into the ribbon synapse, provided non saturation of the vesicles released due to very important IHC intracellular Calcium.

Furthermore the maximum quantity of glutamate released in the ribbon synapse was defined in [214] and is close to the maximum quantity of glutamate released by an entire normal synapse. We modeled the glutamate quantity released in the ribbon synapse applying eq. 98:
where $V_{p1}$ is the glutamate activation threshold potential and was set to -10mV, $V_{p2}$ is the glutamate deactivation voltage and was found around 50mV. $\tau_1$ and $\tau_2$ are respectively the raising constant and the falling constant both set to 0.01V$^{-1}$. $T_{\text{min}}$ is the minimum glutamate released fixed to 1µM since the ribbon synapse constantly release glutamate. $t_0$ is the time when the intracellular Calcium is maximal and is fixed at 7ms. $\tau$ represents the decay time constant and was found equal to 0.01s to obtain the same dynamics as in various experiments.

Figure 63 exhibits the quantity of glutamate released in the ribbon synapse in function of the IHC (presynaptic cell) potential and the time, following our model implementation in Maple®. The function shape of the glutamate released in the synaptic cleft can be related to experimental results presented in [215], although precise comparison is difficult since adequate testing was not performed.

**Figure 63: Glutamate released in the synaptic cleft at a ribbon synapse (modeled with Maple®)**

**c) Synaptic cleft model**

There are more than $10^{14}$ neurons in the human body and each of these may contain up to $10^5$ or even more synapses. The synapses may be electrical (gap junctions) or chemical with
neurotransmitters used as signaling molecules [216]. Additionally the same neurotransmitter may bind with different affinity to different postsynaptic neurons receptors and may result in various neuronal responses.

The mathematical model proposed here is very basic discarding complex mechanisms such as neurotransmitter reuptake.

We considered in this model that the neurotransmitters sent into the synaptic cleft by the presynaptic neurons travel to the postsynaptic membrane where they bind to postsynaptic membrane receptors, as described by eq. 99[17]:

\[
I_{\text{synapse}} = \sum_j w_j \sum_j g_{\text{channel}}(t - t_j^{(f)}) \left( V_{\text{presynaptic}} - V_{\text{channel}} \right)
\]

EQ. 99

where \( j \) is the number of neurons releasing neurotransmitter into the synapse (we supposed for simplification purposes that \( j=1 \)), \( w_j \) is the synapse efficiency (supposed equal to 1) and \( t_j \) is the time needed for the presynaptic neuron to fire (as described in Section I.C, mean inter spike delay is around 15ms for auditory nerve fibers).

d) Postsynaptic receptors mathematical modeling

The aim of the mathematical synapse modeling in this work is to express the postsynaptic (type II SGC) membrane potential variations (\( \Delta V_{\text{postsynaptic}} \)) as a function of the presynaptic membrane potential (\( V_{\text{presynaptic}} \)), and modeling choices were made for that intent.

When the neurotransmitters arrive in the postsynaptic membrane receptors (generally on activator sites of gated channels), it will allow ionic channel opening resulting in ions diffusion (such as \( \text{Na}^+ \), \( \text{K}^+ \)). These ions are entering or leaving the postsynaptic cells depending on their resting concentration in the various compartments. This ionic diffusion will modify the postsynaptic cell membrane potential (\( V_{\text{postsynaptic}} \)). This potential is defined by a set of equations, attributed to Hodgkin and Huxley [149, 209, 218-220], mathematically describing the action potential generation.

The postsynaptic membrane current associated with neurotransmitter glutamate arrival is expressed by the following equation (eq. 100) [209, 221]:

\[
I_{\text{postsynaptic}} = g_{\text{channel}} m_{\text{channel}} n_{\text{channel}} \rho_{\text{channel}} \left( V_{\text{postsynaptic}} - V_{\text{channel}} \right)
\]

EQ. 100
This equation is very similar to the presynaptic membrane conductivity equation and the same assumptions about $n$ and $\rho_{\text{channel}}$ were considered.

Similarly to the presynaptic conductivity, the following equation (eq. 101) is used to describe the channel opening probability. However this time the rate opening function is weighted by the partial transmitter concentration inside the synapse, as the channels only open if neurotransmitters are binding to it [191] as described by Figure 64.

$$\frac{d m_{\text{channel}}}{dt} = \alpha(V_{\text{presynaptic}}) \cdot T_{\text{glutamate}} \cdot (1 - m_{\text{channel}})$$

$$- \beta(V_{\text{presynaptic}})(m_{\text{channel}})$$

EQ. 101

The meaning of the different parameters were defined in Section III.G.5.a)

The mathematical system describing the AP generation was introduced by Hodgkin and Huxley [206, 218] and is recalled in eq. 102, for reader’s convenience. This system precisely models the physics of the AP, in particular the behavior of the voltage channels present in the nerve cell surface.
\[
\begin{align*}
-c_m \frac{dV_m}{dt} &= \bar{g}_{Na} \cdot m^3 \cdot h \cdot (V_m - V_{Na}) + \bar{g}_k \cdot n^4 \cdot (V_m - V_k) + g_l \cdot (V_m - V_l) + I_{in}(t) \\
\frac{dn}{dt} &= \alpha_n(V_m) \cdot (1 - n) - \beta_n(V_m)(n) \\
\frac{dh}{dt} &= \alpha_h(V_m) \cdot (1 - h) - \beta_h(V_m)(h) \\
\frac{dm}{dt} &= \alpha_m(V_m) \cdot (1 - m) - \beta_m(V_m)(m)
\end{align*}
\]

where $\bar{g}_{Na}$ is the conductance of the Voltage gated Sodium channels ($Na_v$), $V_{Na}$ is the potential of Na\(^+\) inversion. $\bar{g}_k$ is the conductance of the Voltage gated Potassium channels ($Nk_v$), $V_k$ is the K\(^+\) ions potential inversion. $g_l$ is the conductance of the channels associated with the leakage current and $V_l$ is the reversing potential of these channels. $I_{in}$ is the input current injected in the nerve cell, for instance during neurotransmitters release in the synapse. As the $Na_v$ channels have a set of 3 identical, rapidly-responding, activation gates (the m-gates), and a single, slower-responding, inactivation gate (the h-gate)\[222\], this explains the power value of the probabilistic functions associated with the channel gate opening m and h. The voltage gated potassium channels contain a single class of gate consisting of 4 individual activation gates (the n-gates), which respond more slowly than the activation gates of the $Na_v$ channels \[222\].

The factors $\alpha_i$ and $\beta_i$ are called the transition rate constants, where $\alpha_i$ represents the number of times per second that a gate which is in the closed state opens, while $\beta_i$ represents the number of times per second that a gate which is in the opened state closes \[222\]. These functions are easily found on literature \[206, 223, 224\].

$C_m$ is the postsynaptic membrane capacitance and was supposed constant to simplify the computations. This postsynaptic membrane capacitance value has a major impact on the time response of $V_{postsynaptic}$ and was computed from nerve fibers capacitance (1µF/cm\(^2\) ) \[225, 226\] multiplied by the surface covered by a ribbon synapse (diameter of a ribbon synapse active zone around 0.1µm) \[199\].

We hence obtained a system with 6 equations and with 7 unknown variables, which are sufficient to express $V_{postsynaptic} = f(V_{presynaptic})$, as emphasized in eq. 103\[191, 205, 206\]:
The last two equations were developed in Section III.G.5.a). It should be noted that the channel parameters are the parameters of the channels in the postsynaptic membrane, whereas only the $T_{\text{glutamateribbon}}$ function concerns the presynaptic membrane channels.

The system presented in eq. 103 can be solved numerically, and the various parameters values may be found in [206, 223, 224], although there is sometimes controversies between documents about these values.

When $V_{\text{postsynaptic}}$ is greater than $V_{1/2Na}$ (which is the potential that the postsynaptic membrane has to reach to activate half of the Na channels and is around -20mV), an AP is generated [227]. An AP has always the same physical characteristics hence the same mathematical description with a peak of 30mV reached in approximately 0.2ms (average value for AP propagating in nerve fibers). Consequently, it is sufficient to only compute the increase in the postsynaptic membrane potential associated with the transmitter released, as described in eq. 104

$$\Delta I_{\text{postsynaptic}} = g_{\text{channels}} \cdot m_{\text{channels}} (\Delta V_{\text{postsynaptic}} - V_{\text{channel}}) \quad \text{EQ. 104}$$

This permits to reduce the system presented in eq. 103, into the following one (eq. 105)
\[
\begin{align*}
-C_m \frac{d \Delta V_{postsynaptic}}{dt} &= \frac{g_{channels} \ast m_{channels}}{(\Delta V_{postsynaptic} - V_{channel})} \tag{EQ. 105} \\
\frac{d m_{channel}}{dt} &= \alpha_{channel}(\Delta V_{postsynaptic}) \ast T_{glutameribon} \ast (1 - m_{channel}) - \beta_{channel}(\Delta V_{postsynaptic})(m_{channel}) \\
T_{glutameribon} &= \left( T_{maxribbon} \left( \frac{1}{1 + e^{-\left(V_{pre synaptic} - V_{p1}\right)/\tau_1}} + \frac{1}{1 + e^{-\left(V_{pre synaptic} - V_{p2}\right)/\tau_2}} \right) + T_{min} \right) \ast \left( \frac{t - t_0}{\tau} \ast e^{\frac{t - t_0}{\tau}} \right)
\end{align*}
\]

We may further specify that the enzymatic inactivation of the neurotransmitters in the postsynaptic cells are related to the activation rate and inactivation rate constant as described in [205].

e) \quad \textit{Postsynaptic membrane receptors}

Various experiments have reported that AMPA receptors mediate fast synaptic transmission at the hair cell afferent synapse [195, 201].

Immunolabelling study have indicated that Kainate-type Glutamate receptors (KAR) are expressed in both IHC, OHC and Spiral Ganglion Cells (SGC) and may be possibly involved with OHC acoustic transmission [228].

NMDA receptors responses of SGC are particularly relevant for salicylate induced tinnitus study models, suggesting an implication of these receptors in sounds perception [195, 229]. NMDA receptors require activation of the postsynaptic cell in order to become open as a Magnesium ion is blocking the canal in their normal state. In consequence it is hence very likely that NMDA receptors work to modulate postsynaptic cell activation following AMPA receptors opening.

Using molecular biology and immunolabeling method, it was shown in [230], that glutamate also activates second messenger systems via G-protein-coupled metabotropic glutamate receptors (mGlurRs) and their activation did not initiate postsynaptic nerve cell response but raised the excitatory postsynaptic cell response of Spiral Ganglions neurons.

Purinergic receptors are expressed in almost all the cells of the organ of Corti structure, they are involved in various complex pathways partially understood mainly as second messengers [231].
A number of substances have been proposed to function as neurotransmitter from efferent input (from the lateral part of the efferent olivocochlear system), stimulating the IHCs or OHCs such as acetylcholine, gamma-aminobutyric acid (GABA), dopamine, enkephalin and dynorphin [232].

We decided to only model AMPA and NMDA Receptors as they mainly contribute to the auditory nerve cell response and because they are the most characterized in electrophysiological literature.

\[ \text{(1) AMPA receptors} \]

AMPA receptors are ionotropic transmembrane receptors for glutamate, that mediates fast synaptic transition as they open and close rapidly. Their name is derived from the artificial glutamate analog α-amino-3-hydroxy-5-methyl-4-isoxazolepropionic acid (AMPA) acting as an agonist [233]. Each AMPAR has four sites to which an agonist (such as glutamate) can bind which opens the pore. The channel opens when two sites are occupied [234] and increases ionic current as more binding sites are occupied [235]. Once open, the channel may undergo rapid desensitization, described by various mathematical temporal functions [204, 208]. The AMPA Receptors may be permeable to sodium, potassium and calcium (depending on the presence of the GluR2 subunit). Long Term Potentiation (LTP) involved in synaptic plasticity [216], implicated in memory study is not modeled in this document. In specialized auditory nuclei, AMPA receptor kinetics may be extremely rapid with rise and decay time constants in the millisecond range [236]. We implemented the above equations with the software Maple® and the results are presented in Figure 65 and in Figure 66.

AMPA receptors opening probability function \((n_{\text{AMPA}})\) model implementation indicates that the AMPA receptors opening starts when \(V_{\text{presynaptic}}\) reaches -20mV and quickly decrease after 1ms, except if there is elevated presynaptic membrane depolarization.

The AMPA receptors conductance points out that for time greater than 5ms or for presynaptic membrane potential below -40mW, the current passing through the AMPA receptor is reduced in accordance with the \(n_{\text{AMPA}}\) results.
Although temporal functions, modeling the AMPA receptors temporal dynamics, are available in literature [204, 208], we preferred to implement the general mathematical model of a receptor in order to conserve the relation with the presynaptic membrane potential ($V_{\text{presynaptic}}$). In fact considering only the temporal function describing the AMPA receptor dynamics and using this function in both systems presented in eq. 103 and eq. 105, led to inability to correlate $V_{\text{postsynaptic}}$ with $V_{\text{presynaptic}}$ as $m_{\text{channel}}$ is only depend on $t$ and not on $V_{\text{presynaptic}}$ in this case.
The system used to model $V_{\text{postsynaptic}}$ in function of $V_{\text{presynaptic}}$ for AMPA receptors only is presented in eq. 106

$$
\begin{align*}
- C_m \frac{dV_{\text{postsynaptic}}}{dt} &= g_{\text{AMPA}} * m_{\text{AMPA}} \\
\frac{dm_{\text{AMPA}}}{dt} &= \alpha_{\text{AMPA}} (\Delta V_{\text{postsynaptic}}) * T_{\text{glutamateribbom}} * \\
& \quad (1 - m_{\text{AMPA}}) - \beta_{\text{AMPA}} (\Delta V_{\text{postsynaptic}})(m_{\text{AMPA}})
\end{align*}
$$

EQ. 106

$$
T_{\text{glutamateribbom}} = \left( T_{\text{maxribbom}} \left( \frac{1}{1 + \frac{-(V_{\text{presynaptic}} - V_{p1})}{\tau_1}} + \frac{1}{1 + \frac{(V_{\text{presynaptic}} - V_{p2})}{\tau_2}} \right) + T_{\text{min}} \right)^{-1}$$

The values for the different parameters related to the AMPA receptors can be found in various documents [191, 204, 205, 208]. However these values are not similar between the documents and we modified these in order to obtain the same temporal dynamics as the ones obtained in experiments. In documents [205, 216, 237, 238] the Excitatory PostSynaptic Potential (EPSP) are presented for various presynaptic stimuli for AMPA Receptors, giving the time response of the post synaptic cell to these particular stimuli. Although these stimuli are limited in number, they do provide a testing environment for our model and authorizes constant values identification. The parameters values obtained are presented in Table 7.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>$V_{\text{AMPA}}$ (V)</td>
<td>0e-3</td>
</tr>
<tr>
<td>$g_{\text{AMPA}}$ (S)</td>
<td>5e-10</td>
</tr>
<tr>
<td>$\alpha_{\text{AMPA}}$ (M/s)</td>
<td>5e5</td>
</tr>
<tr>
<td>$\beta_{\text{AMPA}}$ (M/s)</td>
<td>400</td>
</tr>
<tr>
<td>$\tau_1$ (V)</td>
<td>10e-3</td>
</tr>
<tr>
<td>$\tau_2$ (V)</td>
<td>10e-3</td>
</tr>
<tr>
<td>$\tau_3$ (s)</td>
<td>7e-3</td>
</tr>
<tr>
<td>$\tau_4$ (s)</td>
<td>1e-2</td>
</tr>
<tr>
<td>$T_{\text{max}}$ (M)</td>
<td>1e-3</td>
</tr>
</tbody>
</table>

The analytical resolution of the system presented in eq. 106, was performed using Maple® Software and is not proposed here as the mathematical solution contains numerous terms. It should
be notified that the constants of this solution were set in order to obtain values suitable with experiments. The general shape of the solutions obtained were as presented but the precise mathematical values of the solutions were set to fit physical experiments such as whole cell patch-clamp recordings from afferent dendrites with IHC contacts in excised postnatal rat resulting in Excitatory PostSynaptic Potentials (EPSP) of variable amplitude (1–35 mV) with time constant of rise times of about 1 ms and time constants of decay of about 5 ms at room temperature (presented in [239]). In [240, 241] current-clamp recordings were performed from IHCs and voltage-clamp recordings from afferent fibers in postnatal rats gave similar results.

\( n_{\text{AMPA}} \) and \( g_{\text{AMPA}} \) functions are plotted in Figure 65 and in Figure 66. The opening probability of the AMPA receptors is directly related to the presynaptic cell membrane potential in our model. Furthermore both figures emphasize that the AMPA receptors are only activated during few milliseconds before they start closing.

The mathematical description of the postsynaptic membrane potential \( \Delta V_{\text{postsynaptic}} \) in function of the time and the presynaptic membrane potential \( V_{\text{presynaptic}} \) restricted to AMPA receptors only is proposed in Figure 67 where the inactivation time is much more important than the AMPA receptor one, mainly because of the nerve cell membrane capacitance value.

\[ \text{FIGURE 67: POSTSYNAPTIC MEMBRANE POTENTIAL VARIATIONS RELATED TO PRESYNAPTIC VOLTAGE AND TIME FOR AMPA RECEPTORS} \]
The NMDA Receptors are another type of ionotropic glutamate receptors, N-methyl-D-aspartate (NMDA) is the name of a selective agonist that binds to NMDA receptors, giving the name to this receptor class. Activation of NMDA receptors results in the opening of an ion channel that is nonselective to cations [242]. The NMDA receptor channel is blocked by Mg2+ at resting membrane potential and to unblock it, the postsynaptic cell must be depolarized [243]. Therefore two conditions are needed for NMDA Receptors opening: glutamate must be bound to the receptors, and the postsynaptic cell must be depolarized. When these two conditions are realized the NMDA receptors displace the Mg2+ ions blocking the channel, allowing diffusion processes to occur. This property of the NMDA receptor explains many aspects of Long-Term Potentiation (LTP) and synaptic plasticity, not studied in this document [243].

The fraction of channels that are not blocked by Mg2+ ions is given by the formula extracted from [204, 205, 244] and recalled in eq. 107.

\[
B(V_{\text{postsynaptic}}) = \frac{1}{1 - \eta [Mg^{2+}] \cdot exp^{-\upsilon V_{\text{postsynaptic}}}} \tag{Eq. 107}
\]

where the parameters \(\eta\) and \(\upsilon\) can be found in [204, 205, 244]. \([Mg^{2+}]\) is the extracellular magnesium concentration and is around 1 milliMole in physiological conditions.

To the author’s belief, NMDA receptors cannot be modeled efficiently with the deterministic differential equations used in eq. 101, as the time solution of this differential equation is composed of a simple exponential modeling the receptor closure. This supposes that the receptor opening is instantaneous. For NMDA receptors the opening time (defined by its raising time) is around 20ms which is comparable to its closing time (defined by its falling time which is between 25 and 125ms) [204]. The temporal behavior of the channel opening probability function is rather defined by two exponential functions, one defining the opening of the receptor and the other one its closure as described in [204, 205]. This temporal behavior can be obtained using more complex kinetics model leading to second order derivatives of \(m_{\text{NMDA}}\). Besides if we consider only the temporal description of the NMDA channel opening probability \((m_{\text{NMDA}})\), the connection between \(m_{\text{NMDA}}\) and the presynaptic voltage \(V_{\text{presynaptic}}\) will be lost, hence we will not be able to correlate \(\Delta V_{\text{postsynaptic}}\) and \(V_{\text{presynaptic}}\). To still maintain the \(m_{\text{NMDA}}\) dependency on \(V_{\text{presynaptic}}\), and facilitate solution convergence of the differential equations we discarded the NMDA receptors raising time response and use the simple first order differential system of synaptic receptors already discussed multiplied by the
magnesium block function (B). Whereas inaccurately describing the NMDA receptors time response, this NMDA receptor modeling may also be preferred by various authors [205] (cf Figure 68). We selected this NMDA model to decrease the simulation time as the postsynaptic membrane voltage variation was our major concern rather than the precise temporal dynamic of this receptor.

**Figure 68**: NMDA receptor opening probability function ($N_{\text{NMDA}}$) plotting related to presynaptic membrane potential and time (the $B(V_{\text{postsynaptic}})$ function was not included)

**Figure 69**: Postsynaptic cell conductance associated with NMDA receptors only

NMDA opening probability is presented in Figure 68 showing an elevated inactivation time (100ms) when compared to AMPA receptors. NMDA receptors conductance is exposed in Figure 69.
and indicates that less presynaptic membrane depolarization compared to AMPA receptors is required for ionic current to pass through (10-20mV) and that there is a marked channel inactivation for times greater than 0.4s.

The system permitting to correlate $V_{\text{postsynaptic}}$ with the presynaptic membrane potential with only NMDA receptors insertion is described in eq. 108

$$
\begin{align*}
-C_m \frac{dV_{\text{postsynaptic}}}{dt} &= g_{\text{NMDA}} \cdot B(DV_{\text{postsynaptic}}) - m_{\text{NMDA}}(DV_{\text{postsynaptic}} - V_{\text{NMDA}}) \\
\frac{dm_{\text{NMDA}}}{dt} &= \alpha_{\text{NMDA}}(DV_{\text{postsynaptic}}) \cdot T_{\text{glutamate}} \cdot (1 - m_{\text{NMDA}}) - \beta_{\text{NMDA}}(DV_{\text{postsynaptic}})(m_{\text{NMDA}}) \\
B(V_{\text{postsynaptic}}) &= \frac{1}{1 - \eta[Mg^{2+}] \cdot \exp(-uV_{\text{postsynaptic}})} \\
T_{\text{glutamateribon}} &= \left(T_{\text{maxribon}} \left(\frac{1}{1 + e^{-\frac{(V_{\text{pre}} - V_{\text{p1}})}{\tau_1}}} + \frac{1}{1 + e^{-\frac{(V_{\text{pre}} - V_{\text{p2}})}{\tau_2}}}\right) + T_{\text{min}}\right) \cdot (\tau_1 - \tau_0) \cdot e^{1 - \frac{t - t_0}{\tau}}
\end{align*}
$$

The values for the different parameters related to the NMDA receptors can be found in various documents [191, 204, 205, 208] but inconsistencies exist about these values. As for AMPA receptors associated dynamics, we selected parameter values in order to obtain experimental time and voltage dynamics similar to those in [205, 216, 237, 238] for the same presynaptic cells stimuli. These parameters values obtained are presented in Table 8.

### Table 8: NMDA Receptors parameters used in the Maple® software implementation

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>$V_{\text{NMDA}}$ (V)</td>
<td>0e-3</td>
</tr>
<tr>
<td>$g_{\text{NMDA}}$ (S)</td>
<td>23e-12</td>
</tr>
<tr>
<td>$\alpha_{\text{NMDA}}$ (M/s)</td>
<td>1.1e4</td>
</tr>
<tr>
<td>$\beta_{\text{NMDA}}$ (M/s)</td>
<td>18</td>
</tr>
<tr>
<td>$\eta$ (M)</td>
<td>0.33e-3</td>
</tr>
<tr>
<td>$u$ (V)</td>
<td>0.11e-3</td>
</tr>
<tr>
<td>$[Mg^{2+}]$ (M)</td>
<td>1e-3 – 2 e-3</td>
</tr>
<tr>
<td>$\tau_1$ (V°)</td>
<td>10e-3</td>
</tr>
<tr>
<td>$\tau_2$ (V°)</td>
<td>10e-3</td>
</tr>
<tr>
<td>$\tau_0$ (s)</td>
<td>7e-3</td>
</tr>
<tr>
<td>$\tau$ (s)</td>
<td>1e-2</td>
</tr>
</tbody>
</table>
We extracted the analytical solution of the system presented in eq. 108 using Maple® software. The numerical approximation of the solution was obtained and displayed close shape similarities with the postsynaptic cell depolarization associated with AMPA receptors only. Of particular importance was the maximum voltage peak of $\Delta V_{\text{postsynaptic}}$ around 35mV. The duration of this peak was by far greater than the duration associated with AMPA receptors as the resting state was restored after approximately 900ms.

![Figure 70: Postsynaptic membrane potential variations related to presynaptic voltage and time for NMDA receptors](image)

The differential equations resolutions lead to constants parameters which were set in order to obtain a solution similar to experimental data extracted from voltage clamp techniques realized on NMDA receptors of various neuron types [205, 216]. IHC or afferent SGC EPSPs only attributed to NMDA Receptors could be obtained using NMDA Receptors antagonists (D(-)-2-amino-5-phosphopentanois acid and by the phosphatase inhibitor okadoic acid) and then comparing this solution with control EPSPs, as exemplified in pyramidal neurons [210, 245]. However EPSPs recording associated only with NMDA Receptors for afferent SGC cells are still lacking as far as the author knows.
**f) Total Postsynaptic Membrane Potential**

The total postsynaptic membrane potential variation (ΔV\textsubscript{postsynaptic}) also called Excitatory Postsynaptic Potential (EPSP) is given by the sum of the various depolarization associated with neurotransmitter release weighted by the partial density of these different types of receptors in the postsynaptic cell as described by eq. 109 (results using only AMPA receptors and NMDA receptors were considered in this equation which can easily be extended to other receptors provided the receptors dynamics and postsynaptic membrane density). The postsynaptic membrane potential (V\textsubscript{postsynaptic}) or EPSP is simply the addition of the resting potential with ΔV\textsubscript{postsynaptic}, as long as no AP is produced (if ΔV\textsubscript{postsynaptic} is lower than V\textsubscript{1/2Na} (half activation potential of Na\textsubscript{v} chnnels), as expressed in eq. 109)

\[
\Delta V_{\text{postsynaptic total}} = w r_{\text{AMPA}} \times \Delta V_{\text{postsynaptic AMPAR}} + w r_{\text{NMDAR}} \times \Delta V_{\text{postsynaptic NMDAR}}
\]

where wr functions represent the partial density of one receptor type in the postsynaptic membrane.

\[
EPSP = \begin{cases} 
V_{\text{rest}} + \Delta V_{\text{postsynaptic total}} & \text{if } (\Delta V_{\text{postsynaptic total}}) < V_{1/2Na} \\
\text{Action Potential waveform} & \text{if } \Delta V_{\text{postsynaptic total}} \geq V_{1/2Na}
\end{cases}
\]

where V\textsubscript{1/2Na} is the half activation potential for Na\textsubscript{v} 1.5 channels and is around -20.89mV [223]. Simulated EPSPs associated with AMPA receptors only are shown in Figure 71 and EPSPs associated with NMDA receptors only are shown in Figure 72. The modeled developed do not include the AMPA receptors contributions on the NMDA receptors associated EPSPs and inversely, occurring in real experiments. However our mathematical model can be easily extended to take into account these correlations.

Implementing the above equation leads to APs generation for postsynaptic membrane potential variations greater than V\textsubscript{1/2Na}. As indicated the APs absolute magnitude is fixed to approximately 100mV.
From the results extracted in this model, the excitation of a single ribbon synapse on IHC is able to generate an AP on type II SGC based on AMPA receptors or NMDA receptors responses alone. In fact the maximum variation in the postsynaptic membrane potential, once summed all the receptors
contribution is around 40mV, which is sufficient to stimulate an AP on these cells (the postsynaptic variation must be above $V_{1/2\text{Na}}$).

Several nerve fibers are generally connected to a single IHC [185, 246, 247], suggesting sufficient stimulus to generate several AP. Every type II SGC cells are most probably connected to a single ribbon synapse based on microscopic imaging studies [198].

Furthermore several hypotheses can be made to better explain the transmission efficiency at the Inner Hair Cell ribbon synapse. Although these following hypotheses are highly speculative and based on modeling conclusions, they aimed to explain the very accurate and powerful ribbon synapse transmission and experiments should be developed accordingly.

If we consider the mathematical model of synaptic transmission presented in this document and previously used by various authors [191, 208]as realistic, this may suggest that glutamate ionotropic receptors are sufficient to stimulate an AP and that other ionotropic receptors maybe associated with different neurotransmitters, might be present. For instance glutamate metabotrophic receptors also exist in the postsynaptic cell possibly increasing its depolarization (more details in[147]). However the time response of metabotropic receptors is usually longer than ionotropic receptors ones and may not suit with sound wave velocity [248].

Other neurotransmitter signaling may be released by HC (acetylcholine, serotonin,...), suggesting complementary HC metabolism. These neurotransmitters could hence potentiate the glutamate response.

Another hypothesis may be that if the sound stimulus resulting in BM vibration is maintained for a certain time, this suggests increased neurotransmitter accumulation in the postsynaptic membrane receptors. Supposing that the total postsynaptic membrane potential is the addition of all the membrane potential variations in time and in space and that glutamate reuptake or internalization mechanisms could be saturated, this may imply that the repetition of the same stimulus (at the same frequency) in time, brings enhanced neurotransmitter in the synaptic cleft, that possibly increase the AP stimulating frequency (hence decreasing the Inter Spike Delay).

Ionotropic receptors with different voltage dynamics or in higher density might also result in a postsynaptic membrane potential greater than usual postsynaptic neuronal. Literature studies seem to suggest that the number of AMPA Receptors in HC ribbon synapses is similar to the number of AMPA Receptors in other brain neurons (there are between 10-200 AMPA receptors in cerebellum or pyramidal cells [249, 250] and around 100 AMPA receptors at ribbon synapses [251]).
Other type of voltage sodium gated channels with lowered half activation potential may be present in the post synaptic cells (spinal ganglions), hence having a decreased voltage threshold for AP generation.

Stochastic resonance associated with neuronal noise, in particular with synaptic noise could be enhanced in ribbon synapses, intensifying the postsynaptic cell depolarization allowing to quickly reach half activation potential of the Na, 1.5 channels for AP generation [252].

All these speculations should be verified and physical experiments should be designed accordingly.

Such a complete heterogeneous model of the internal ear has never been developed previously as far as the author’s knows, and aims to theoretically connect essential parts of the hearing process. Further, this model could be used to study organ of Corti components responses when physiological experiments are difficult to carry out. This precise model may bring a greater comprehension of physiologic mechanisms associated with inner ear damages. Besides it may be possible to precisely target the source of a few hearing disorder.

H. Closure remarks

The implementation and creation of heterogeneous models was presented in this chapter aiming to understand the hearing process for CI improvements. The models we created describe the organ of Corti mechanical response, the stericilia displacement and the synapse transmission. In addition the middle ear description, the basilar membrane displacement and the hair cell potential variation were implemented from existing theories. All models were adapted to fit in the Matlab/Simulink heterogeneous modeling environment.

Two sound waves of 300 and 600 Hz respectively with 50dB of amplitude were used as test signals. The corresponding variations (physical, mechanical and electrical) from the eardrum to the hair cells membrane potential were reported to validate this modeling realization.

I. Work submitted

• Auditory nerve spike train mathematical modeling including various sources of neuronal noise, U. Cerasani, W. Tatinian, Computational Neuroscience, Elsevier Journal, 2014
Chapter IV:

Nerve fibers signals
transmission and recording
A. Opening notifications

Measurements of nerve fibers excitation are nowadays directly performed by back telemetry. As an example evoked Compound Action Potential (eCAP) recording may be used to obtain information regarding the nerve fibers stimulated. In that intent eCAP modeling, resulting from sound wave reception and evaluated with the models developed in the previous chapter, would permit our overall created system comparison with experimental measurements. To precisely model an eCAP over time, spikes train dependence with sound wave intensity were investigated.

The statistical firing frequency of a neuron has been shown to depend mainly on sound wave amplitude and spike train can be efficiently described as a Poisson process. Most particularly we applied our model to different sound wave amplitudes and theoretically recreate their associated single nerve fiber spike train (statistical evaluation). After adding many nerve fibers with the same distribution we approximated the overall electrical response of auditory nerve.

Furthermore the propagation of an action potential along a nerve fiber is currently modeled using the cable theory adapted to neurons or with a mathematical system made of the Hodgkin-Huxley equations associated with the wave propagation equation. After reviewing the limits of such models, we proposed a new analog model ensuring same wavelength, velocity and frequency as a typical measured action potential.

In addition current electrophysiological recording techniques are then discussed in the last Section of this Chapter.

B. Action potential propagation model

Excitable cells as nerve fibers are able to transmit information in an electric manner. The variation of the nerve fiber membrane potential starts at a neuron place then propagates along all the nerve fiber as a transversal wave. This electric wave permits the information transmission.

At one end of the nerve cell, neurotransmitters are released inside a synapse, which results in the postsynaptic cell excitement. This stimulation is called Action Potential (AP) generation and is reviewed in [208, 221, 253]. The AP consists in a variation of the membrane potential of the nerve fiber locally starting at the synapse generally. The propagation of the AP on the nerve fiber
membrane consists on an electric field propagation on the nerve cell surface. This propagation may be seen as a transverse electromagnetic wave.

Because it is caused by repeated ionic diffusion, the AP velocity is around 20m/s, which makes the electromagnetic theory incompatible to model the AP propagation.

The two most widespread theories developed to model the AP propagation in the nerve fiber are the cable model theory and the Wave theory using the Hodgkin Huxley equations of the AP generation and are reviewed in Section III.G.5.

The cable model theory describes the diffusion of electrons inside a conductive wire. This theory precisely defines the AP spatial propagation but fails to describe its temporal response. Furthermore the electron velocity in cables or other materials such as nerve fibers is several orders of magnitude higher than the AP practical velocity, making this model inappropriate.

The wave propagation theory using the Hodgkin Huxley equations is very precise and incorporates the physical mechanisms of the AP generation. As those equations are complex, this model is poorly used and often restricted to interpretative purposes.

In this Section, we propose an alternative electric model which incorporates the physical processes and respect the AP practical velocity, wavelength and frequency.

1. Physics of an action potential generation

The membrane resting potential (V_m) of a neuron is around -70mV [254, 255]. When an impulse current is injected in a nerve cell, if it is sufficiently important, it will produce nerve membrane depolarization, which will open the Voltage Gated Sodium Channels (Na_v). Once these channels are opened, sodium ions flow occurs, where the ions direction results from two main forces: the electronic force resulting from the different ionic concentration between the intracellular and extracellular space and their concentration gradient differences between the intracellular and extracellular space.

Following this membrane depolarization, Na^+ ions enter inside the neuron, which provokes V_m to rise significantly. Then, the Voltage Gated Potassium channels (K_v) open and K^+ ions start to leave the cell. As positive charges leave the cell, the neuron undergoes depolarization then overshoot (as the V_m potential becomes positive. More precisions in Figure 75). During this time Na_v channels start to close first, followed by the closure of Nk_v channels.
Ions channel inactivation is time and voltage dependent as explained in [220]. Finally Na⁺/K⁺ATPases restore progressively the resting state ions concentration, first at the stimulus site, then toward all the axon.

Once entered inside the neurons, Na⁺ ions diffuse in area where they are less concentrated, causing the next neuron area to depolarize (the membrane potential in the next area makes the same variations than the stimulus site region). More detailed information can be obtained in [256], [257] and [258].

The AP generation in nerve fibers is still an extended area of research [259], [260]. Once a chemical (or even mechanical) stimulus creates a nerve fiber depolarization greater than the Naᵦ threshold, Naᵦ opens and there is a massive load of Na⁺ inside the nerve cell which is the starting point of AP generation.

The probability of Naᵦ opening is partly driven by neuron voltage (if not in their inactive state) and the closure probability of Naᵦ is time and voltage dependent [220, 261].

Figure 73 displays the mean activation time and mean inactivation time of Naᵦ which depend on the cell membrane voltage (redrawn from [220]).
Hence both the probability of activation, the probability of inactivation and the inactivation time are influenced by cell membrane voltage for Na_v channels.

Resulting from these data, when there is an increase in the afferent nerve cell membrane potential (following the IHC depolarization resulting in glutamate release in the synapse), the opening probability of Na_v channels increases (there are more Na_v channels in the opening state) but the Na_v channels time for inactivation also increases.

If the stimulus of the nerve cell was held constant (as done in patch clamp techniques), the mean inactivation time of the Na_v channels would be around 8ms (cf Figure 74) whereas in physical experiments the inactivation time is a little greater than the absolute refractory period (which is the period when Na_v channels are maintained in their inactivate state and no AP can be generated). This period is around 2ms [263]. This can be explained by the opening of the K_v channels just after the Na_v channels opening which allows potassium ions flow inside the nerve cell, hyperpolarizing its membrane. As a consequence, the inactivation time of the Na_v channels decreases greatly as the neuron membrane potential is close to 0mV (as indicated in Figure 74). This precise mechanism is reviewed in details in Figure 75.
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Na+ channels are in their resting state and K+ channels are beginning to close.
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2. **Action potential propagation along the nerve fiber**

The massive Na\(^+\) movement entering inside the nerve cell, followed by the K\(^+\) ions leaving the cell are the main events creating an AP. Once entered inside the nerve cell, Na\(^+\) ions start diffusing to area where there are less concentrated (diffusion mechanism). The Na\(^+\) diffusion from one area of the neuron to the next area is at the origins of the AP propagation.

The ion drift from a neuron portion to other neuron portion can be modeled similarly as electron drift inside a conductive wire along the gradient of the electrical potential, explaining the physical relation between the ion drift and the cable theory.

**a) Cable model theory**

To model the propagation of an Action Potential (AP) among a nerve fiber, the cable model theory was adapted to neurons by K.S. Cole, A.L. Hoglgin and Rushten [267, 268] and [269]. The linear cable equation model, which can be found in [269, 270] and reminded ineq. 111, models the
membrane potential variation of the nerve fibers depending on the distance from its initial stimulation position.

\[
\frac{1}{r_i} \frac{\partial^2 V_m(x,t)}{\partial x^2} = C_m \frac{\partial V_m}{\partial t} + \frac{V_m}{r_m}
\]

EQ. 111

where \( V_m \) is the nerve cell membrane potential, \( C_m \) the membrane capacitance, \( r_m \) is the longitudinal membrane resistance of the neuron and \( r_i \) the axial resistance. The values of the different parameters can be found in [269]. This equation describes a diffusion process.

The partial differential equation of the cable model theory has a unique solution if the initial conditions are well defined and is very similar to the heat diffusion equation through a thermal conductor [268].

The steady state solution \( \left( \frac{\partial V_m}{\partial t} = 0 \right) \) assuming that the cable is infinite permits to obtain the membrane potential depending on the distance from the stimulus (eq. 112) [271]:

\[
V_m(x) = V_0 e^{-\frac{|x|}{\lambda}} \text{ with } V_0 = \frac{l_0 \lambda r_m}{2}
\]

EQ. 112

where \( V_m \) is the membrane potential, \( x \) is the distance from the stimulus, \( \lambda \) is the space constant controlling the membrane potential decay toward the \( x \) direction and \( l_0 \) is the injected current [271].

In the cable model theory [269] \( \lambda \) is defined as:

\[
\lambda = \sqrt{\frac{r_m}{r_i}}
\]

EQ. 113

Numerical values for those variables are available in [269] and depends on the axon diameter (d).

The sealed end solution is the most relevant in neurons as it assumes that the end of the nerve fiber is covered with a neuronal membrane which is quite similar to reality where neurons end with synapses. However for simplification purposes, the infinite cable model solution study was preferred and reported in this document.

In real neurons, the current injection is not constant meaning that the steady state solution cannot be applied, rather time dependent solutions must be considered. A system can be completely characterized by its impulse response. A solution to the cable model equation depending in both \( x \) and \( t \) can be found in literature [271] and is rewritten here for reader convenience (eq. 114):

\[
V_\delta(x,t) = \frac{l_0 r_m}{2 \lambda (\pi t)^2} e^{\frac{-x^2}{4\lambda^2}e^{-\frac{t}{\tau}}}
\]

EQ. 114
where \( V_\delta(x,t) \) is the time and space dependent solution of the nerve fiber membrane potential, \( t \) is the time variable and \( \tau \) the time constant \( (\tau = r_m*C_m) \).

However \( V_\delta(x,t) \) cannot be easily separated into the product of two expression with separate variable, making this expression more difficult to manipulate. Furthermore this time solution is significantly distinct from the time response of an AP. In fact the time response obtained by the cable theory model is divergent from the time response of an excited nerve fiber (which produces an AP). This is caused by the physics of the cable model equation which supposes that a diffusion occur (of Na\(^+\) ions from the site of injection to the extremity of the cable). However the diffusion process is repeated in each neighboring area of the nerve cell. A real AP is supposed regenerating in each neighboring area with only small decrease in the membrane voltage amplitude along the \( x \) position [254]. The physical mechanism involved is self regenerating hence acts as a wave propagating inside the nerve cell, not a diffusion from a single stimulus point.

Further models (non linear cable theory for example) have been proposed to overcome the inaccuracies of the linear cable model. The assumptions underlying the cable model theory and limiting its physical meaning are reported in [272].

Besides the velocity of electrons propagation in the cable model solution which is close to the light velocity is several orders of magnitude greater than the AP propagation velocity in nerve cells, rendering this model inappropriate for neurons study.

b) Wave model of action potential propagation

Another new model for AP propagation was proposed in[269], based on wave propagation theory. An AP was considered as a transverse wave which starts at a point of stimulus, runs through the nerve membrane to the synapse, with a nearly constant propagation velocity.

A little remembering of wave theory is provided in this document, allowing better comprehension of the wave model of an AP. Every solution of the D’Alembert equation [273] can be considered as a wave (the spatial position must vary with time). Applying this equation to the membrane potential was performed in[269], and is recalled in eq. 115

\[
\frac{\partial^2 V_m}{\partial x^2} = \frac{1}{k} \frac{\partial^2 V_m}{\partial t^2} \quad \text{EQ. 115}
\]
where $k$ is the wave number. The solution of this equation is indicated in eq. 116, made of the forward propagating wave $V_{m1}$ and the backward propagating wave $V_{m2}$:

$$V_m(x, t) = V_{m1}(x - kt) + V_{m2}(x + kt) \quad \text{EQ. 116}$$

We considered only $V_{m1}$ in the following development, as it is the forward propagating wave and aimed to construct a wave $V_{m1}$ with the time response and spatial responses close to a real AP. Using the Hodgkin Huxley equations permitted to obtain a waveform in relation with the mechanisms involved in AP generation, as defined by eq. 117, extracted from [269]

$$\frac{\partial^2 V_m}{\partial t^2} = K \left( \frac{\partial V_m}{\partial t} + \frac{1}{c_m} \left( -\frac{g_{Na}}{m^3} \cdot h^2 \cdot (V_m - V_{Na}) + \frac{g_k}{n^4} \cdot (V_m - V_k) + g_l \right) \right) \quad \text{EQ. 117}$$

where the variables $m$, $h$, $n$, $V_{Na}$, $V_k$ and $V_l$ were already defined in Section III.G.5.d)

This mathematical model describes with great precision the AP movement through the nerve fiber. However it is often discarded for practical AP simulations in neuronal network as it is very resources consuming.

3. Electromagnetic wave analogy limits

As partly pointed out by the cable model theory, the electromagnetic theory of AP propagation is not suitable directly as the propagation velocity of an AP (which is around 20m/s depending on the nerve fiber diameter) is by several order of magnitude lower than the electromagnetic wave propagation velocity. Moreover the mean AP duration is around 3ms and its generation time interval is around 15ms (please refer to Inter Spike Delay (ISD) in [160, 185, 274]), which corresponds to a wavelength in electromagnetic theory of several meters, hence making it impossible to propagate in a thin neuron cell. Remembering that the AP waveform represents the membrane potential variation over time, the electromagnetic representation of the AP should display an electric field with similar propagation characteristics. In the electromagnetic theory developed in the following Sections, the electric field is of known form whereas the waveform can be related to it using the Maxwell’s equations as indicated in [275], [276]
The mean refractive index computation from the nerve tissue permittivity and conductivity is performed in eq. 118. The permittivity and conductivity curves depending on frequency for nerve tissue are extracted from \cite{53}

\[ n_{\text{nerve}} = \sqrt{\mu} \varepsilon = \sqrt{\mu_0 \varepsilon_0} \cdot \sqrt{\mu_{\text{relative}}} e_{\text{relative}} \]  

where \( e_{\text{relative}} = e' - i e'' - i \frac{\sigma}{\omega \varepsilon_0} \)

\[ \rightarrow n_{\text{nerve}}(1000Hz) \approx 130 - i \cdot 120 \]

where \( \mu \) is the nerve permeability, \( \varepsilon \) the dielectric permittivity which is a complex number composed of the real part which is the energy stored in the medium and the complex part made of the energy losses inside the medium. Part of these losses may be related to the material conductivity \( \sigma \), \( \varepsilon_0 \) is the vacuum permittivity and \( \omega \) is the pulsation.

The electromagnetic wave velocity (phase velocity \( v_\phi \)) is related to the light velocity in free space (c) by the refractive index as described in eq. 119

\[ v_\phi = \frac{\lambda \cdot \omega}{2 \cdot \pi} = \frac{c}{n_{\text{AP}}} \approx 20 \text{ m/s} \]  

\[ \rightarrow n_{\text{AP}} \approx 1.5e7 - i \cdot 1.69e7 \]

where \( \lambda \) is the wavelength, \( n_{\text{AP}} \) is the theoretical refractive index that should have the nerve tissue to propagate the electromagnetic wave at the AP velocity. Obtaining physically this refractive index is nowadays illusory.

From eq. 118 and eq. 119, it can be deduced that the refractive index required for an electromagnetic wave propagation with the same wavelength, frequency and mostly the same velocity has unrealistic values and may not be found nowadays on a created physical material.

4. Mathematical function describing an action potential

We hence propose a new model for AP propagation. We considered an AP as a transverse wave which starts at a point of stimulus and runs through the nerve membrane to the synapse. The propagating wave aimed to have a time and spatial responses close to a real AP.

A nerve AP has three main phases: depolarization, hyperpolarization and repolarization whereas in AP running through skeletal muscle time response is different due to different physiological
processes occurring [277]. We modeled only the AP relative to cochlear nerve response but similar development can be followed to obtain cardiac AP generation for instance.

The mathematical function we developed, aimed to model the three phases of the AP generation and used exponential functions to duplicate the general AP shape and a sinus function to sketch the hyperpolarization region, similarly as Ultra Wide Band (UWB) mathematical modeling. The forward propagating electronic field expression we developed (called $f_1(x,t)$) is indicated in eq. 120

$$\forall t \geq \frac{x}{v_\phi}, \quad f_1(x,t) = A_0 \sin \left( \omega_0 \left( t - \frac{x}{v_\phi} \right) \right) e^{-\omega_1 \left( t - \frac{x}{v_\phi} \right)} e^{\frac{-x}{\lambda}}$$

EQ. 120

where $\omega_0$ and $\omega_1$ were pulsations obtained to fit the AP values obtained from experiments. We chose $\omega_0 = 1200$ rad/s, $\omega_1 = 2000$ rad/s and $\omega_2 = 1/3000$ rad/s. These values were determined to fit experimental AP behavior. The last term in eq. 120, which represents the AP energy damping among the nerve fiber distance, may be neglected in practice. $\lambda$ is extracted from experiments on single nerve fiber [44, 278-280]

$V_\phi$ is the velocity of propagation of the AP along the axon. This velocity has been proved to be dependent on the nerve fiber diameter, although neglected in this Section to permit easier implementation.

It must be noticed that the equation $f_1(x,t)$ gives the AP propagation in the forward direction with a temporal response very accurate (because designed mathematically), but the spatial propagation response (along the x direction) is correct only as long as $e^{\frac{-x}{\lambda}}$ is greater than the other terms, thus as long as:

$$\left| \frac{x}{\lambda} \right| \gg \frac{\omega_1}{v_\phi} \quad \text{and} \quad \left| \frac{x}{\lambda} \right| \gg \frac{1}{\omega_1 v_\phi}$$

EQ. 121

The values used for the pulsations $\omega_0$ and $\omega_1$ and the values extracted from the cable model theory verify the above equations.

The spatial propagation of the wave, implemented using the software Maple® is presented in Figure 76, which displays the same wave at two different times. The mathematical model of the AP will be used in the next Sections to theoretically simulate nerve cells responses from acoustic wave amplitude.
5. Electric analog circuit used for action potential propagation modeling

a) A. Pulse generator

By noticing that the temporal behavior of the mathematical function used to model the AP ($f_1(x,t)$) is very similar to an Ultra Wide Band (UWB) pulse time response or to a Gaussian pulse time response, which are used in telecommunication domain, we decided to create an electric analog of an AP using a UWB pulse generators circuitry.

The time domain waveform for a UWB signal is based on a basic pulse shape often called monocycle [166, 281]. We recreated a similar basic pulse based on this theory (proposed in Figure 77).

The UWB pulse generator is excited by cyclical input waveforms (square waves or sinusoidal waves). Diverse technologies may be used to generate a Gaussian pulse: a tunnel diode or an
avalanche transistor may be used [282] or four differential pairs made of NMOS transistors as explained in [283].

The band pass filter after the pulse generator does not need to be included for AP generation (in UWB it ensures that the pulse is transmitted in the frequency band in accordance with the country transmission standards).

AP time length is around 4ms [265] which corresponds to a frequency of 250Hz. For such low frequency, even more simple circuits may be used such as a RC circuit instead of the more complex UWB pulse generator circuitry described.

The electrical circuit presented above, generates a pulse (with shape similarities of the AP generated in nerve fibers as indicated in Figure 80) and may model AP propagation. The physical connections of this circuit with the events generating the AP are approximate and better physical matching is provided by complex models such as in Hodgkin Huxley model.

This circuit description is close to the Integrate and Fire model which permits fast simulations and is currently used to model neuronal networks [192, 217]. The dot lined circled elements in Figure 77 gather the pulse generation circuitry from a Square Voltage generator for instance. This pulse is the input of the circuit, acting as the stimulus that may result from different inputs such as from mechanosensory cells or a synaptic transmission, etc. The varying resistance models the inertia of the ionic channels disclosure, the capacitor models the difference in ionic concentration between the outside of the cell and the inside. This interpretation is similar with the Hodgkin Huxley model. The inductor, which is specific to our model, is associated with the K⁺ escape of the cell following the Na⁺ entry (details of the AP generation are provided in Section I.B.1). The ionic K⁺ current may be interpreted as an induced current associated with the Na⁺ subsequent accumulation inside the cell. The diode, which allows only positive current to propagate aims to model the inactivation time (avoiding the negative peak creation in the electrical circuit). The diode may hence model the single direction of the ionic currents due to ionic concentration differences between the extracellular and intracellular compartments.

Hence an electrical system aiming to produce a similar function is drawn in Figure 77:
Figure 77: Ultra Wide Band circuit reused for action potential modeling and transmission through nerve fibers.

**b) Delays Incorporation**

The direct electromagnetic wave propagation model is not directly suitable with the AP propagation due to the very low velocity of the electromagnetic field during AP propagation. We hence decided to recreate the mechanical process done in nerve cells that was at the roots of the AP generation. In order to obtain an electric field velocity similar to the one produced during AP generation, we introduced delays between the pulse propagation.

Several pulse generators were required, depending on the length of nerve fiber that we wanted to model as indicated in eq. 122. For a nerve fiber of length $L$, the number of pulse generators required to obtain the experimental AP propagation are:

$$N = \frac{L}{v_{\phi} \ast f}$$

*Eq. 122*

If $L = 1m \rightarrow N \approx 100$

where $f$ is the AP generation frequency and $v_{\phi}$ is the AP velocity.

However these pulse generators have to start at different times to model the AP propagation from an area of the nerve cell to another area. A first pulse is sent then it is delayed by a delay block which output value is connected to the enable entry of the second pulse generator and the same process is repeated for each $N$ pulse generators. The enable function ensures that the pulse starts only after the previous pulse is delayed.

The electrical implementation of a delay block associated with an enable function however does not precisely gives the same waveform between two consecutive pulse as enable entry are used to receive Transistor-Transistor Logic (TTL) signals. Another way to create a delay is to detect a
particular value (which should correspond to the membrane voltage at which Na channels open but for simplicity purposes was set to the maximum of the pulse) of the AP using a comparator for instance. A system similar to logical cascaded gates was selected. When the first pulse is generated the other ones are switched off. This mechanism is repeated for all the pulse generators as described in Figure 78. Another RC filter was required as the comparator detection returned to ‘0’ when the pulse voltage failed after the detected value. Hence the comparator signal was lengthened to the pulse duration using a RC filter. The Operational Amplifier after the comparator block aimed to increase the filtered signal amplitude.

![Figure 78: Electric model of AP generation, conserving the AP time characteristics](image)

The AP electric analog was implemented with PSpice® and the simplified electric schematic (with only the two first stages) is presented in Figure 79. Developing such an analog model may allow faster and more complex simulations than theoretical and computer based models. Other modeling environments such as VHDL-AMS could have been utilized for such modeling but we preferred the PSpice® environment since the development time needed was reduced.
It should be specified that the electromagnetic field propagation of each stage before the delay is at the velocity of the light in free space, however the delays permit to stop the electric field propagation for a certain amount of time resulting in an overall electric field propagating close to the AP velocity.

6. Simulation results

Running transient simulations of the electric schematic presented above (limited to 2 stages) showed that the delay introduced by each stage (which is dependent on the comparator value) is approximately 200µs. If we assume a mean AP propagation velocity of 20m/s, that means that each stage models around 1cm of nerve fiber.

As previously indicated, the second amplifier aims to lengthen the time during which the second pulse generator is enabled (V(amp_out) in the Figure 79). The amplitude variation of an AP is respected in this electric model (corresponding to a membrane depolarization of 100mV) but not its real value (the resting membrane potential of a nerve fiber is around -70mV). An electric block performing a subtraction operation may be included to obtain the precise AP voltage.
The amplitude damping between the two pulses is introduced by tuning the supply source of the Operational Amplifier (OpAmp). A mathematical function may be used to define this amplitude in relation to the nerve distance (that is modeled by pulse generators). In such a way, the amplitude of the following pulse would be decreased exactly as the AP amplitude decreases during its propagation.

Figure 81 represents the analogy between the created model and the nerve fiber for AP propagation.

**Figure 81: Proposed electric model of the nerve cells**
It should be further emphasized that the electric model we propose for AP propagation, respects the AP practical velocity, the AP electric field wavelength and the AP frequency. This new model is hence very adapted for nerve cell propagation study, and may further be used to propose new mechanisms for neurons communication or memory mechanisms understanding.

C. **Spike trains model**

1. **Spike trains generation**

Dendrites are branched projections of the nerve fibers hence resulting in a nerve fiber modeling with multiple inputs and multiple outputs. They were not taken into consideration as this greatly complicate the model. Consequently, we considered only a single axon propagating APs.

In diverse patch clamp experiments, it has been noted that when the nerve fiber potential is hold to a value greater than the Na\textsubscript{v} conduction threshold, APs are generated randomly and the time interval between two APs is called the Inter Spike Delay (ISD) [284]. These notions are further extended in the Section I.C.2.

Spikes train is a time series of discrete APs from same or a group of neurons[285]. Neural spikes train analysis often referred as the neural code is a vast area of research [286, 287].

To mathematically describe a spikes train diagram, several APs starting at different times must be generated. Hence the starting time of each AP must be different and the minimum time length between two consecutive APs corresponds to the absolute refractory period at least (more details in Section I.C.2). eq. 123 shows the mathematical expression of the n-order AP (called $V_{swn}$) that is delayed by a time $t_p(n)$ compared to the first AP (called $V_{sw0}$):

$$V_{sw0} = f_1(x, t) = f_1(t - \frac{x}{v_\phi})$$  

$$V_{swn} = f_1(x, (t - t_p(n)) = f_1\left((t - t_p(n)) - \frac{x}{v_\phi}\right)$$  

where $f_1$ is the function defined in the previous Section. $t_p(n) - t_p(n-1)$ is the time interval between the n-order spike and the (n-1) order spike. It was shown in experiments [285] that spikes train can be modeled as a Poisson process. Hence the Inter Spike Delay (ISD) can be modeled using an
exponential distribution [285]. However this assumption is sometimes controversial [288] and more complex ISD models have been proposed but were discarded to ease the computations.

We implemented an exponential distribution generator by using a random generator which was used to select the time interval given by the exponential distribution. eq. 124 gives the probability distribution of an exponential distribution.

\[ F(t) = \lambda_p e^{-\lambda_p t} \quad \text{EQ. 124} \]

where \( \lambda_p \) is a parameter of the exponential distribution and is equal to the expected value of the probability distribution \( E[F(t)] = \lambda_p \).

\( \lambda_p \) can be extracted from physical measures [289, 290] and was found around 15ms for a typical stimulus.

Hence the reverse function \( F^{-1} \) gives the time associated with a probability \( p \) and is expressed in eq. 124

\[ F^{-1}(p) = \frac{-1}{\lambda_p} \ln\left(\frac{p}{\lambda_p}\right) \quad \text{EQ. 125} \]

We generated the probability \( p \) using a random generator provided by Matlab® creating uniformly distributed pseudorandom numbers.

The ISD is given by the eq. 126

\[ t_p(n) = F^{-1}(\text{random}(n)) \quad \text{EQ. 126} \]

\[ \Leftrightarrow t_p(n) = F^{-1}\left(\frac{-1}{\lambda_p} \ln\left(\frac{\text{random}(n)}{\lambda_p}\right)\right) \]

Figure 82 represents the simulation results of the developed theory. The time interval was the same in both experiments (3s) but the stimulus amplitude was different (30 or 50dB of input sound power). It can be noted that the ISD is lower for the stronger nerve stimulus and consequently that the number of spikes is more important for this stimulus as the experiment time was the same in both experiments.
2. Spikes train frequency rate:

As previously described, spike trains are time series of multiple waves starting at different times \(t_p\). We hence defined a spikes train \(V_{MW}(x, t)\) as the addition of non-overlapping waves starting at different times (eq. 127):

\[
V_{MW}(x, t) = f_1 \left( t - \frac{x}{v_\phi} \right) + f_1 \left( t - t_{p(1)} - \frac{x}{v_\phi} \right) + f_1 \left( t - t_{p(2)} - \frac{x}{v_\phi} \right) + \cdots
\]

**EQ. 127**
\[ V_{MW}(x,t) = \sum_{n=1}^{Nb_{spikes}} f_1 \left( t - \sum_{m=1}^{n} t_p(m) - \frac{x}{v_{\phi}} \right) \]

where Nb_{spikes} is the number of spikes generated and \( t_p(m) \) is the inter spikes delay defined in the previous Section. This number depends on the wave amplitude as shown by diverse measurements [39, 186] where further details are available to define precisely the number of spikes associated with the amplitude of the membrane depolarization.

The mathematical function described above does not perfectly model spike train as overlapping between two spikes is hence possible. However for simplification purposes we presented the general form of the equation which, once restricted the interval of \( t_p \), gives realistic spikes train.

**Figure 83:** Spikes train generated in a unique nerve fiber for a 50 dB sound wave as input (a) or a 30 dB sound wave as input (b)
The addition of AP function delayed by the ISD defined in Figure 82, permitted to generate a theoretical spike trains running on a single nerve fiber (Figure 83). These results are in accordance with simulations results obtained from auditory nerve fibers of animals presented in [291, 292], where the frequency of spikes for same amplitude and frequency stimuli is comparable with our simulations data.

As outlined in the Zalewska and Hausmanowa-Petrusewicz experiment [293], the amplitude of the APs may also vary depending on the nerve fiber diameter (d). The relation extracted from [187] is shown eq. 128 (we considered the relation as almost linear, so we performed a first order polynomial extraction):

$$\alpha = k \cdot d$$

where d is the fiber diameter, \(\alpha\) is the amplification factor and k a scalar evaluated to be around 0.01.

Once the Basilar Membrane is excited due to a mechanical wave, a special place is excited in relation to the wave frequency. The BM excitation results in variation of several IHC membrane potential, resulting in a packet of nerve fibers firing.

The sum of all the APs generated in the different nerve fibers is of importance in the computation of the Compound Action Potential (CAP) (later described in Section I.D.2). This packet of single fiber waves (called \(V_{AN}(x,t)\) or CAP) is expressed in eq. 129

$$V_{AN}(x,t,d) = \sum_{n=1}^{N_{fibers}} \alpha(d)f_1(t - \frac{x}{v_\phi(d)})$$

where \(\alpha\) is the amplitude factor associated with the fiber diameter d, \(v_\phi\) is the wave velocity which also depends on the fiber diameter d and \(N_{fibers}\) is the number of nerve fibers stimulated by the mechanical wave with the same diameter (more information about this number can be found in Section I.D.1).

APs propagation on several nerve fibers due to the same excitation phenomenon (hence starting at the same time), which represents a packet of nerve fibers excited, should not be confused with spike trains, which represent the consecutive excitement (at various time interval) of a single or multiple nerve fibers.
The mathematical series of the multiple excited nerve fibers \((V_{AN})\) starting at different time intervals is used to model spike trains of several nerve fibers. Delays between parallel nerve fibers excited from the same stimulus may also exist in practice as the AP generation is probabilistic but is poorly described in current literature. Hence this phenomena was discarded in our nerve model.

This mathematical description permits to model theoretical cochlea nerve stimulation over time and is expressed in eq. 130. Furthermore this mathematical description can also be used to compare the auditory nerve fibers output with experimental data (as eCAPs on overall or fractions of the auditory nerve are usually measured in practice), possibly detecting nerve fiber damages.

\[
V_{AST}(x, t, d) = \sum_{n=1}^{NB_{fibers}} \alpha(d) \left\{ \sum_{k=1}^{NB_{spikes}} f_1 \left( t - \sum_{m=1}^{n} t_p(m) \right) - \frac{x}{v_p(d)} \right\} \]

\text{EQ. 130}

**Figure 84**: Spike trains generated as a result of multiple nerve fibers firing in the same time for a 50 dB sound wave as input. The amplitude and the velocity of the action potentials propagation change as multiple nerve fibers are included.

Single cell neural spike recording using a microelectrode is often challenging due to local neurons activity. Single nerve cell activity determination often requires spike sorting algorithms in order to separate the recorded electric signal into different nerve cells potential. In that intent this sorting often uses the main feature of spike shape: the spike amplitude (or the ratio between its maximum and minimum values) [294]. In consequence to measure the activity of a neuron, a voltage threshold trigger may be used to separate the nerve cell activity from other neurons activity. However in case of synchronous firing of multiple nerve fibers or if the nerve cell recorded has a small diameter
compared to its neighboring cells for instance, clustering algorithms (such as k-clustering or Bayesian clustering for instance) are employed to extract the targeted neuronal activity [294].

Several different neurons may generate action potentials having very similar shapes in the recorded waveform such as when the neurons are similar in morphology and about equally distant from the recording electrode [294]. Dendritic action potentials may also mix with axonal action potentials making much more complex single neuron activity extraction. For more accurate spikes clustering, the number of recording electrodes may be increased, each electrode having different locations (as with tetrodes for instance) [295]. In fact if multiple recording electrodes are used, neighboring cells will be less likely to be equidistant from both electrodes [295]. Furthermore multiple electrodes also permit to study the activity of local population of neurons, provided efficient spike sorting and nerve cells characterization.

Many of the spike-sorting techniques for single electrodes extend naturally to multiple electrodes. Besides other methods, initially developed for multiple source analysis, may also be applied such as Principal Component Analysis (PCA) and Independent Component Analysis (ICA) [294, 296, 297]. ICA have been used successfully in various analysis of EletroEncephaloGrams (EEG), however it requires a greater (or equal) number of electrodes than the number of neurons studied [298, 299]. Other techniques based on wavelet transform are also available in literature [300].

Various issues are still difficult to address such as burst firing neurons, electrode drifts or non stationary background noise [288]. Figure 84 shows the simulation result of eq. 130 with a packet of 20 nerve fibers which diameter varies linearly from 5µm to 15 µm (and with corresponding AP propagation velocities varying from 17 m/s to 52 m/s according to [187]). The mathematical expectancy of the exponential generator was set to 15ms.

To get closer to practical measurements neuronal noise has to be included. Sources of neuronal noises are reviewed in the following documents [301-303] and only the most significant ones will be described in this Section.

Thermal noise is present in every biological systems due to thermal carriers agitation and is probably contributing to most of the noises presented thereafter. In the model developed, we included two sources of thermal noise, the one associated with nerve cells (that we supposed myelinated) and the one associated with the electrodes (made of platinum or tungsten). The standard deviation mathematical expression of the thermal noise (σ_{WN}) and the associated numerical values can be found in eq. 131.
\[ \sigma_{WN}^2 = 4kTBR \]  \hspace{1cm} \text{EQ. 131} \\

where \( k \) is the Boltzmann constant, \( T \) the absolute temperature in Kelvin, \( B \) the noise bandwidth supposed equal to 1KHz (close to AP generation frequency) and \( R \) the resistivity of the material which was extracted from [304] for myelinated nerve fibers or from [305] for tungsten electrode.

Channel shot noise is also present due to variation in the number of ions entering the postsynaptic channels as this number is discrete and fluctuating around a mean value [306]. Mathematical formulas of channel shot noise mean (\( \mu_{SN} \)) and standard deviation (\( \sigma_{SN} \)) can be found in [307] and are recalled in eq. 132

\[
\mu_{SN} = \lambda_{poisson} \ast \int_0^\infty I(t)dt \\
\sigma_{SN} = \lambda_p \ast \int_0^\infty I^2(t)dt 
\]

where \( \lambda_p \) is the mathematical expectancy of the Poisson generator presented in Section I.C.1 and \( I \) is the current caused by the movement of one ion across the membrane. To simplify we supposed that \( I \) has the same shape of the resulting AP and its maximal value was fixed to 20mA.

Probabilistic gating of voltage-gated ion channels generate voltage noise in neuronal membranes which is called channel noise [308, 309]. It was determined that this noise may limit the reliability of neuronal responses to identical stimuli, as this noise is able to generate postsynaptic APs. Channel noise has been shown to have a 1/f noise PSD [306]. The variance associated with channel noise is described in [310, 311] and rewritten in eq. 133

\[
S_{CN} = \frac{S_{C0}}{f^\alpha} \\
\sigma_{CN}^2 = \int_0^\infty S_{CN}(f)df \\
\text{restricting the computation of the variance in the [f_l;f_h] interval, gives:} \\
\sigma_{CN}^2(f_l,f_h) = \int_{f_l}^{f_h} S_{CN}(f)df \approx \ln(\frac{f_h}{f_l}) 
\]

where \( S_x \) is the PSD of the channel noise integrated from frequency \( f_l \) to \( f_h \), \( f_l \) was fixed by the simulation time and \( f_h \) by the refractory period of the AP. \( S_{C0} \) is the maximum amplitude reached by the noise PSD and \( \alpha \) the slope of the PSD in a logarithmic scale. We used a Matlab® pink noise generator with a filter in \( \frac{S_{C0}}{f^\alpha} \) to model channel noise.
Synaptic noise is the most influencing noise in nervous tissues. It is caused by packets of neurotransmitters released in the synapse from presynaptic networks. It is often described as stochastic with a PSD ($S_{SN}$) with Lorentzian shape such as indicated in [312-314] and reminded in eq. 135. The variance of a such stochastic process can be approximated to the integral of its PSD as described in [312].

\[
S_{SN} = \frac{S_{S0}}{1 + \frac{f}{f_c}^m}
\]

\[
\sigma_{SN}^2 = \int_0^\infty S_{SN}(f)df = \frac{\pi f_c S_{S0}}{2}
\]

where $S_{S0}$ is the maximum amplitude of the PSD, $f_c$ is the cutoff frequency and $m$ a scalar coefficient. According to [312], $S_{S0}$ was fixed to 0.1, $f_c$ to 70Hz and $m$ to 2.25.

Synaptic noise is caused in part by channel noise as the channel density fluctuations in the presynaptic cell results in change in vesicles release in the synaptic cleft. In addition carrier agitations due to thermal noise participates to channel noise and synaptic noise generation. In consequence those different noises are highly correlated.

Figure 85 shows the neuronal noises we simulated. The inclusion of these noises to the simulated spike train is displayed in Figure 86, which is comparable to experimental auditory nerve fibers spike trains fulfilled in [315-321]. The amplitude of the simulated signals is often different from the measured ones since it greatly relates on the measurement technique used.
The developed neuronal noises model is still incomplete and under study. In fact synaptic noise or channel noise are able to generate spikes which increases the unpredictability of spikes generation timing. By modifying synaptic channels dynamics including such noises as performed in [309], spike train generation could also depend on these noises.

It has been shown that spontaneous activity can facilitate neuronal information transmission. The discovery of stochastic resonance in non-linear systems using a threshold for information transmission such as neurons, has suggested that unpredictable noise is beneficial [252]. Subthreshold stimuli which cannot stimulate a nerve response may, given an optimal noise level, reach the threshold value and result in a spike production. Furthermore it has been advanced that the nervous transmission is more efficient when the signal is multi-frequentual and not periodic, hence suggesting an advantageous role for the noise in enhancing sensory information transmission [252].

**Figure 86: Spike train simulated with neuronal noises inclusion**
D. Cognitive science and electrophysiological recording techniques

1. Electrophysiological recording techniques

The complete list of recordings procedures is outside the scope of this document. The classification and presentation of some of the nowadays commonly used electrophysiological recording techniques is proposed in this Section.

Ions channels protein are usually studied with patch clamp or voltage clamp experiments [322]. Current clamps are used mainly to study postsynaptic membrane potential variations following neurotransmitter introduction in the synapse [323].

Amperometry major utility is the study of vesicles release from the intracellular space to the extracellular space. This technique is of particular value in studying cell chemical communications and may be used to study vesicles release in the presynaptic cells [324].

Optical physiological techniques are also available and use fluorescent proteins or voltage sensitive drugs to provide measurements of neuronal firing activity of single or multiple cells [325]. Voltage sensitive drugs are used to detect membrane voltage change and provide information of the AP duration and velocity.

To better monitor electrical activity inside cell organelles where electrode insertion is not possible (as in mitochondria), potentiometric drugs may be used. They also permit the study of the spatial propagation of the AP on the surface of a single neuron [326].

The study of neurons activity can be performed in vivo (with surgical insertion of electrodes close to the neurons as in ElectroCorticoGraphy (ECoG) for instance) or in vitro.

Single nerve recordings gather the techniques used to record a single neuron frequently employing one microelectrode insertion inside the intracellular space.

Multi unit recordings are made by often larger electrodes inserted in the extracellular space. It is a less precision requiring method, which may be used in living animals, but often require spikes sorting in order to obtain the diverse neurons proper activity.

Then extracellular field potentials recordings techniques such as ElectroEncephaloGraphy (EEG), ElectroCorticoGraphy (ECoG) or MagnetoEncephaloGraphy (MEG) permit to study relations between different nerve cell groups and are of great interest for brain comprehension. However these
recordings involve summation of different neuron activities and are hence prone to noise corruption.

The propagation of a single AP or several APs running on nerve fibers belonging to the same nerve may also be investigated in order to detect nerve ruptures or myelinations defects. Packet of nerves fibers depolarization due to the same stimulus is called Compound Action Potential (CAP). The recording of the propagation of an AP or a CAP may be performed by putting both the recording electrodes close to the nerve fiber (biphasic recording) at different places along it. In monophasic recording one electrode is inserted inside of the nerve or in the extracellular space and the other one is at the ground.

Communication process by which measurements are made and data transmitted from inaccessible locations is called telemetry. Using voltage telemetry, voltages between electrodes can be recorded. The Modiolus current model (defined in [327]) permits to characterize intracochlear impedances.

Neural Response Telemetry (NRT) circuitry and associated software may also be used to send a stimulus to an electrode and records the evoked Compound Action Potential (eCAP) produced [328], which is defined as a CAP recorded from a sensory receptor such as the Spiral Ganglions Cells. Some CIs also included electric filed recording in these neighboring electrodes after central electrode activity. Using telemetry techniques, included in a great majority of modern CIs, facilitates device fitting and parameters tuning especially in young patients not able to communicate [327].

2. Compound action potential mathematical characterization

Physical experiments involving nerve fibers transmission often use compound action potential recording as it is often difficult to isolate only one nerve fiber. CAP results from the addition of simultaneous APs generated at the same time, in the same area, of several nerve fibers (CAP are usually recorded from an entire nerve). Each CAP contains the electric stimulation of several axons in parallel with different diameters, threshold and degree of myelination [329].

In this Section, only biphasic CAP recording is studied and mathematically defined. When a large stimulus is delivered to the nerve by electrode A, many axons fire and the signal recorded by two electrodes (B₁ and B₂ with B₁ placed very close to A and with B₂ placed farer in the axon) is used to measure a CAP [330]. CAP biphasic recording and measurement results expected are reported in Figure 87.
Spikes train are not included in the CAP simulation because the time needed for an AP to propagate from B₁ to B₂ (called t_{B₁B₂} which is defined in eq. 136) is much lower than the mean Inter Spike Delay which is around 15ms (cf Section I.C). To avoid unnecessary simulation time and because the spike train generation principle can be applied to CAP generation, we discarded inclusion of multiple spikes in biphasic CAP generation. In consequence we defined CAP by several APs, once per nerve fiber stimulated, but all starting at the same time.

\[ t_{B₁B₂} = v_φd_{B₁B₂} \quad \text{EQ. 136} \]

where v_φ is the propagation velocity of an AP (cf Section I.H) and d_{B₁B₂} is the distance between the two electrodes B₁ and B₂.

As a starting point we considered that only one AP defines a CAP (biphasic recording). Recalling that at time t₀, AP is generated at electrode B₁ and that at time t_{B₁B₂}, the same AP is received by electrode B₂, the potential between electrode B₁ and electrode B₂ (called V_{B₁B₂}) is equal to V_{B₁} – V_{B₂}.

This potential (V_{B₁B₂}) is expressed in eq. 137

\[ \begin{align*}
  &\text{At } t₀, \quad V_{B₁} = f₁(0,0), \quad V_{B₂} = f₁(d_{B₁B₂},0) \sim 0 \\
  &\text{At } t_x > t₀, \quad V_{B₁} = f₁(t_x,0), \quad V_{B₂} = f₁(d_{B₁B₂},t_x) \sim 0 \\
  \Rightarrow \forall t > 0, \quad V_{B₁B₂} &= V_{CAP-1F-BI} = f₁(d_{B₁B₂},t_x) - f₁(0,t_x)
\end{align*} \quad \text{EQ. 137} \]

where V_{CAP-1F-BI} is the CAP produced by a biphasic recording in the case where only one nerve fiber was firing, and is equal to the potential difference between electrode B₁ and electrode B₂. f₁ is the forward propagation wave function defining an AP propagation (cf Section I.H).
As a nerve is composed of several nerve fibers, the previous equation was modified as exhibited by eq. 138

\[ V_{CAP-B1}(x, t, d) = \sum_{n=1}^{Nb_{nf}} \alpha(d) \left( f_1(t - \frac{x d B1 B2}{v \phi(d)}) - f_1(t - 0) \right) \]

**Figure 87**: Basic explanation diagram of a CAP (biphasic recording). The propagation of an AP along a nerve fiber permits to record a CAP. A peak stimulus is sent to electrode A. The recorded potential over time (CAP) is the potential difference between the recording electrode B1 and electrode B2 during the AP propagation. This figure shows the different time steps of the biphasic CAP creation (electrical system reproduced from [331])
where $V_{\text{CAP-BI}}$ is the theoretical potential of the theoretical biphasic recorded CAP, which depends on $t$ and on the distance between the two electrodes. $N_{\text{fibers}}$ is the number of nerve fibers with the same diameter $d$ included in the CAP. $\alpha$ is the gain in amplitude associated with the fiber diameter ($d$) and $v_\phi$ is the velocity of the AP propagation both defined in Section I.C.

It should be indicated that a CAP can represent the APs propagation of a packet of nerve fibers excited ($V_{AN}$ in eq. 129 (monophasic recording)) or the potential variation between the two recording electrodes during APs propagation (biphasic CAP recording).

![Figure 88](image_url)

**Figure 88.** A) Biphasic CAP construction for a single nerve fiber. Biphasic recorded CAP is defined as the difference potential between electrode B1 and electrode B2. B) CAP simulation for multiple nerve fibers with different diameters hence different propagation velocities and amplitude of the APs.

Figure 88. compares the theoretical CAP (biphasic recording) obtained with a single nerve fiber. The electrode B1 was suppose at a distance of 10µm from the stimulating electrode and the electrode B2 was at a distance of 53µm from electrode B1. In a second experiment, electrode B1 and B2 were separated by 106µm and the resulting biphasic CAP value was increased as shown in the Figure.
Just as pointed out in Figure 88.b as 20 nerve fibers with different diameters varying linearly from 6µm to 15µm (hence with different velocities) were included in the multiple fibers CAP computation, the multiple nerve fibers CAP resulted in a smooth version with greater amplitude of the single fiber CAP. It should be specified that for such electrode distance, the different velocities of the nerve fibers have almost no influence on the overall CAP.

E. Closure remarks

The development of a new analog model for action potential propagation along the nerve fibers membrane is proposed. This new propagation model (presented in Section IV.B) depicts same wave properties of measured action potentials and may be of interest in brain cognition studies. In addition the spike train modeling based on statistical neuronal properties was performed. This model can further be refined in future work by including more nerve fibers diameters (hence nerve fibers velocity) as well as asynchronous delays between spikes resulting in more realistic spike train diagram. Adding neuronal noise to our ideal spike train model improved spike trains diagrams that fitted with actual measurements.

Summing Action Potentials propagation of different nerve fibers permitted to estimate the evoked compound action potential produced which is commonly used as a metric in cochlear implant back telemetry.

F. Work submitted

Chapter V:
Damaged cochlea modeling
and cochlear implants benefits
**A. Opening notifications**

Cochlear Implants (CIs) are very efficient neurostimulating prosthesis. However CIs still present many drawbacks and the hearing sensation brought to these patients is often restricted to a close frequency range, requiring a significant learning process. The review of the major limitations of CIs is proposed in this Chapter such as the electrodes and nerve fibers rough interface resulting in limited number of stimulating channels. Based on this review, we proposed a new electrical model of this interfacing based on the physiology of the cochlea which may define the electrode array electric specifications. Furthermore we reused the Spiral Ganglions Cells (SGC) repartition map inside the cochlea, to express the number of nerve fibers stimulated by each electrodes. This map was of importance to permit amplitude sound restitution in cochlear implants. Then, using a modified Discrete Fourier Transform (DFT) expression, we developed a program reproducing the sound that may be heard by deaf people using cochlear implants. Successively a hypothetical algorithm for electrodes selection is discussed.

**B. Introduction to cochlear implants**

CIs are used to remedy partial or complete hearing loss. They allow direct stimulation of the auditory fibers with an electrodes array designed to reproduce the stimulus that would be generated by a healthy cochlea.

Only current commercially available CIs architectures are reviewed in this Section.

To do so, the behind-the-ear part of the CI contains a microphone that captures the acoustic waves and transforms them into an electrical signal. Then, this signal is processed by a Digital Signal Processing Unit (DSP) which uses speech coding strategies in order to produce the currents that will be sent to the electrodes [332]. The frequency of the sound determines the electrodes to stimulate and the sound intensity is directly proportional to the current sent to these electrodes. This signal is then transferred to the receiver using a RF link composed mainly of a PA (as there is not battery in the stimulator) and a coil antenna. The transmit frequency is defined by the chosen ISM standard (for instance 13,56MHz, 433MHz, 866MHz, 2.45GHz). Both Figure 89 and Figure 90 which display the general components of the Cochlear implant were inspired by Cochlear® available products and modeled using the 3D modeling software Autocad®. The external part of the ear was provided from [71]
**Figure 89:** X-ray representation of the cochlear implant (inspired by Cochlear® devices and modeled with AutoCAD®)

**Figure 90:** Cochlear implant (modeled with AutoCAD®)

**Figure 91:** Cochlear implant overview. Electrodes array are inserted inside the scala tympani of the cochlea. Various types of electrodes array exist, the current ones are using bipolar stimulation for more accurate nerve stimulation. The figures are attributed to [1],[333] and to [334]
An hermetically sealed stimulator located within the patient’s head, close to the skull, is held in place by a magnet. This device is composed of active electronic circuitry [332] (containing a data decoder, a data distributor, a Programmable Gain Amplifier (PGA), ...) which derives power from the RF signal and converts it into electric current sent to a set of electrodes (contracting the cochlea and stimulating the auditory nerve) [11, 12, 332].

The integrated part is encapsulated into biocompatible materials (further details in [332]).

![Figure 92.A] Ear schematic with inclusion of the electrodes array inside the cochlea. B) Ear schematic and the wave propagation leading to a basilar membrane height change ($h(x,t)$).

1. Coding strategies and electrodes array design

Improvements in coding strategies have produced large ameliorations in speech reception performances in CIs users [1, 335]. The use of multiple sites of stimulation also called channels have ensured higher scores in words perception tests. However the use of active channels is currently fixed to 6-8 in current CIs (cf [6]). In fact various studies have shown that the increase in channels number does not produce better hearing perception and may eventually degrade it [1, 336]. Similarly increasing the number of electrodes from 8 to 20 does not improve the hearing accuracy in CIs patients [337], [336]. It may be deduced and further demonstrated by various authors [338], [339], [333], that the very strong electrical coupling between electrodes (electric field interferences between neighboring electrodes) is responsible for the lack of precision of cochlea area stimulation.
To overcome this issue, the electrodes array have evolved. First ground based stimulation showed very high coupling between electrodes, this coupling was reduced using monopolar stimulation where the ground wire is separated from the electrode array wire, increasing electric field directivity and hence nerve fibers targeting. Best stimulation was achieved with the help of multipolar stimulation (in bipolar stimulation the nearest electrode to the firing electrode is used as ground electrode. Another technique termed "field steering" uses the two nearest neighboring electrodes as ground electrodes. As noted in [1], field steering may result in more accurate nerve stimulation allowing more channels recognition by CI patients).

Electrodes array associated with Acoustic Stimulation (EAS) are also commercially available, increasing the sound perception in low frequencies. As the low frequencies are detected by the apex of the cochlea, this part of the cochlea should be intact and working for the success of this system. As demonstrated by various studies such as [1], [340], the hearing amelioration in low frequencies and the noise distinction for these frequencies are indicated by numerous patients testing the EAS system. Binaural stimulation also offers great advantages facilitating sound localization and hearing perception as the cochlea may be damaged at different places in the two ears.

Currently implemented speech coding strategies use parallel bandpass filter bank to extract the frequency components of the sound signal recorded by the microphone. Then the envelope of these signals are retained using lowpass filters. It was demonstrated by various authors [341] that Hilbert Transformation can be applied to sound waves allowing its splitting into envelope and fine structure. As envelope was found to be the main carrier of voice information, only the envelope of the sound is further processed. Fine structure appears to be of importance in music perception, better noise separation,... [1]. The Spectral Peak (SPEAK) or Advanced Combination Encoder (ACE) strategies selects the n-signals among the m channels with the highest amplitude (n-of-m strategies). The stimulus are sent only to the electrodes that correspond to the n-channels selected. Differences between the stimulation rates, number of channels selected and other parameters distinguish these n-of-m speech coding strategies. More information are available in [1], [332]. Other speech coding strategies implemented in present day are the Continuous Interleaved Sampling (CIS) or HiRes. These strategies use all the envelope extracted outputs and each of these are directed toward a single electrodes. Using delayed biphasic pulse for each single electrodes, the corresponding electrodes are interleaved in time, ensuring non simultaneous electrodes stimulation [1], [344], [342].
Because the number of electrodes is greater than the number of active channels available, various authors decided to simultaneously stimulate electrodes with varying intensity to achieve better spatial resolution. Although arguable, when two neighboring electrodes (HiRes 120 coding strategy) or more electrodes (hybrid stimulating strategies) are stimulated in a particular way, it seems to narrow the stimulation area, allowing more precise nerve fibers selectivity. These new intermediate channels created, also called virtual channels, may allow more precise cochlea stimulation increasing the frequency selectivity reached by the implant. Currently there are 120 virtual channels in the HiRes120, which uses only two neighboring electrodes to create these channels whereas 300 virtual channels can be reached using 4 consecutive electrodes stimulation (FECSS strategy not currently implemented in commercially available CIs) [1, 338, 343]. Results using these virtual channels are very encouraging (approaching 100% recognition scores in white noise) [338]. It should be noted that the virtual channels can be created with a single current source as nerve fibers stimulation duration is about 4ms (absolute refractory period of the nerve fiber), consequently neighboring electrodes stimulation time lower than nerve fiber absolute refractory period but with added delay between the electrodes stimulation will result as a single stimulation for the nerve fibers selected.

Then amplitude mapping is performed, which permits to convert acoustic levels into current amplitudes [334]. The diverse steps of the signal transformation in the CI are indicated in Figure 93.

**Figure 93: Current cochlear implants architecture overview. Mainly based on the study of [255] and [254]**
Other architectures such as Asynchronous Interleaved Sampling (AIS) has been proposed. They associate an Integrate-and-Fire block to each channel where the first channel to fire is the one with the highest average amplitude (more information about this architecture may be found in [344, 345]). Traveling wave based architectures [346], which are closer to the biophysical processes operating inside the cochlea, have also been developed.

The study of stimulation rate of electrodes is complicated by the number of different CIs available and shows important variations between patients. As stated in Section I.B, CIs directly stimulate the nerve fibers. Considering the absolute refractory period of the action potentials as around 4ms, we may expect no further improvement with a stimulation rate greater than 250 pulses per channel (pps/ch). Higher stimulation rates may reproduce the stochastic stimulation of the nerve fibers, decreasing the Inter Spikes Delay (ISD), and hence resulting in a stimulation perceived with higher magnitude by the brain. Results from various documents [334, 347] showed an optimum in hearing restoration for stimulation rates between 350 pps/ch to 500pps/ch, although it was greatly varying between patients. Stimulation rates above 1500 pps/ch may result in some patients in disturbances such as tinnitus [347].

Biphasic current pulse is preferred for electrode stimulation because there is not net current, avoiding long lasting residual currents [327]. As previously stated in Section I.B.1, the negative value of the biphasic peak may decrease the absolute refractory time of the Action Potential (AP), maybe explaining why rates of stimulation superior to 250 pps/ch are optimal.

2. RF transmission link in cochlear implants

Wireless inductive power link brings energy to the internal part of the implant as current CI contains no battery. Data telemetry and power transfer uses the same pair of inductively coupled coils[14]. Bit coding is usually required for wireless transmission robustness (and is different among commercially available CIs, some of them relying on On OFF Keying (OOK), others on Pulse Width Coding (PWC), etc.)[332]. Nowadays most of the CIs utilize the Amplitude Shift Keying (ASK) modulation for RF transmission, but the carrier frequencies used are diverse. This modulation is preferred because of easier implementation and lower power consumption. Furthermore frame coding is required to transmit functional information such as pulse amplitude or pulse duration [332].
3. Power consumption of the implant

As CIs must hold behind the ear, it should be as light as possible. This requirement greatly impacts the battery size and hence the battery lifetime [14]. Power consumption reported on commercially available CIs with present days are between 20mW and 100mW for the three different major brands of CIs manufacturing companies [332]. The current typical power consumption associated with the electrodes stimulation varies between 1mW to 10mW, the power dissipated in the RF link is around 10-20mW and the most consuming part of the implant is associated with signal processing and is around 20mW [348]. However electronic technology is evolving amazingly fast and CIs significant improvements are expected, as described by modern research.

In [349], a DSP architecture for use in CIs consuming around 1.7mW (with a standby power dissipation of 330µW) is described. Recently CIs processors with 250µW of signal computing power have been created. Besides ultra low power Biomedical Signal Processors (BSP) are being developed consuming few µW at MHz frequencies when running basic algorithms [350-352]. RF link efficiency is very impacted by the reduction in power consumption. Low RF power consumption (by appropriate class E amplifier conception) of around 100µW with 60% of link efficiency is presented in [353]. Ultra Wide Band (UWB) transmission may be used instead allowing reduced power consumption (below 100µW), low spectral perturbations and increased robustness against interferences [354, 355].

Low consuming power electrodes (dissipating only 750µW of power) are presented in [356].

A recent implantable chip consuming less than 1mW is proposed in [357]. Other documents indicate that bionic ear circuitry consuming less than 3mW of power with a coil separation distance of 5mm can be elaborated [353].

In addition, micropower designs are also available for various blocks of the CI such as microphone, preamplifier, AGC and VGA. These might be adapted and integrated to the overall system [353, 358].

C. Electrical analog of electrodes and nerve fiber interface and associated equations
The aim of the electrodes inserted inside the cochlea is to generate an AP once a sound is perceived. Their selection mainly depends on the wave frequency.

Consequently to obtain the same AP at the nerve fiber using only electrodes stimulation, two possibilities exist. First the direct nerve fiber stimulation can be made by changing the nerve membrane potential in order to produce a membrane depolarization above the threshold of Voltage Sensitive Na+ Channels (Na\textsubscript{v}) to create an AP [359]. The second solution consists in opening the potassium channels of the stereocilia to recreate the complete stimulation process. As Hair Cells (HC) or stereocilia are dysfunctional in the vast majority of implanted patients, only the first mechanism was considered in this work.

Electrical model of electrodes inserted within the cochlea have been proposed by Hartmann et al.[360], where the spatial distribution of electrical potential was measured for intracochlear stimulation. In addition, electronic model of electrode/neuron coupling is available in [361] in order to reveal the most efficient coupling conditions. However, both models lack of physical connection with AP generation. In this document, we present an electrical description of the electrodes close to the organ of Corti in order to obtain theoretical minimal stimulation voltage sent to the electrodes for AP generation. Furthermore, this model allowed us to link the stimulation voltage with the duration of the nerve fibers stimulation. Then the impact of surrounding electrodes were theoretically investigated. We developed a theoretical model developed for the organ of Corti associated with the electrodes. Thereafter, simulation results from SPICE software were presented.

1. **Organ of Corti electrical analog**

The electrical equivalent circuit of human tissue used in this paper is the one presented in Figure 94 and extracted from Cole and Cole impedance model [362], which has been shown to fit experimental data (cf Section I.D.1 for extended precisions). The human tissues considered were the ones presented in Figure 48. The value of $R_s$, $R_p$, $C_p$ and $C_h$ (defined in Section I.D.1) were obtained using available literature on impedance spectroscopy applied to human tissues. As the maximum hearing frequency is 22kHz, it was considered in this paper that $R_p$ and $C_p$ could be neglected as their model the energy loss and tissue response in high frequencies.
To obtain the numerical values for $R_s$ and $C_h$ for all the tissues or interfaces, we used the physical equations for the capacitance (parallel-plate capacitor) and for the resistance computation (cylindrical resistor model) [30, 363].

The values of the relative permeability and electrical conductivity for the nerves were extracted from [364] or from [365] for platinum as electrodes are mainly composed of it. However as far as the author knows, no relative permeability or electrical conductivity was available for Deiter cells or Basilar Membrane (BM) tissue. As Deiter cells are mainly composed of microtubules[366], which are involved in mechanical transport as actin proteins found in muscles cells and because the width of the BM is negligible compared to the Deiter cell height, we chose to take the relative permeability and electrical conductivity of muscle cells to characterize those two tissues.

On the other hand, the computation of the capacitance and the resistances ($C_{\text{patch}}, R_{p\text{atch}}, R_{s\text{patch}}$) between two electrodes is more complex, as highlighted in Figure 95, those variables depend on the distance between the two electrodes. The cable model theory was used to compute those variables as the current can return to the ground in every place in its way to the neighboring electrodes, similar to the current that can return to the ground during its propagation inside a cable, as expressed in Figure 95.

We simplified the tissue between two electrodes as only made of Deiter cells, then we implemented the cable model theory in order to obtain a general impedance depending on the electrodes distance.

**Figure 94: Human tissue electrical analog [362]**
To compute \( R_{\text{patch}} \), the cylindrical model of resistance was considered. The cylinder going from the first electrode to the second electrode, as defined in Figure 96.a, was used to compute \( R_{\text{patch}} \) (expressed in eq. 139)

\[
R_{\text{patch}} = \frac{1}{\sigma_M} \cdot \frac{l_{\text{patch}}}{S_{\text{patch}}} \tag{EQ. 139}
\]

with \( l_{\text{patch}}(y) = \int_{0}^{y_{\text{tot}}} y \cdot dy \)

and \( S_{\text{patch}}(y) = \int_{0}^{2\pi} \int_{-\frac{x_1}{2}}^{\frac{x_1}{2}} \rho \cdot d\rho \cdot d\theta \)

where \( y_{\text{tot}} \) is the distance between the two electrodes, \( x_1 \) is the distance between one electrode and the corresponding nerve fibers. Those values were respectively extracted from \{, #400\} and[227]. \( y \) is the variable shown in Figure 96.a, Figure 96.b and Figure 96.c. \( \sigma_M \) is the electrical conductivity of muscle cells.

\( R_{\text{patch}} \) models the resistance between the two longitudinal edges of the cylinder defined previously. Hence, this computation changes as expressed in eq. 140, since it models all the losses through the ground from one electrode to another one.

\[
R_{\text{ppatch}} = \frac{1}{\sigma_M} \cdot \frac{l_{\text{ppatch}}}{S_{\text{ppatch}}} \tag{EQ. 140}
\]
with \( l_{\text{patch}}(y) = \int_0^{Z_1} dz \)

and \( S_{\text{patch}}(y) = \int_0^{2\pi} \int_0^y \rho \ast d\rho \ast d\Theta \)

where we supposed \( Z_1 \) equal to \( X_1 \) for simplification purposes (\( X_1 \) and \( Z_1 \) correspond to the distances indicated in Figure 96).

We defined \( C_{\text{patch}} \) as a squared parallel plate capacity (Figure 96.c) (developed in eq. 126):

\[
C_p = \varepsilon_0 \varepsilon_M \frac{A_{\text{patch}}}{d_{\text{patch}}} \\
\text{EQ. 141}
\]

with \( d_{\text{patch}}(y) = \int_0^{Z_1} dz \)

and \( A_{\text{patch}}(y) = \int_0^y d\gamma \int_0^{X_1} dx \)

where \( \varepsilon_M \) is the muscle relative permeability.

For reader’s convenience, the value of the capacitances and resistances described previously are summarized in Table 9.
The electrical description containing only a single electrode is shown in Figure 97. The input voltage generator is directly connected to the electrodes analog model (low frequencies model), which can be eventually considered as a perfect conductor compared to the other resistance values.

The electrodes array configuration implemented here is the common ground electrodes array (where the wire is working as the ground) which is usually not found in modern CIs as it is associated with increased power loss and hence electrodes consumption. However with this common ground electrode array, the model created is more precise than considering a monopolar stimulation (as the distance from the two wire is not known) or a bipolar stimulation (the electrodes working as ground in bipolar stimulation may depend on the CI system used).
Then the current can flow to the nerve cell or can go back to the ground. The current loss through the physical isolation between the electrode and the ground is neglected as the insulator has a low loss tangent (high resistivity). The membrane rest potential of a nerve cell is around -70mV, explaining the two ~70mV voltage generators, in Figure 97. We defined the analog equivalent circuit of a nerve cell using a resistance \( R_n \) in parallel with a capacitor \( C_n \). This electrical description should not be confused with the Hodgkin-Huxley model [367], which is used to model ions flow through the nerve cell membrane and not the electron flow.

In addition, the electrical description of the system starting from the nerve and going through all the body to the ground was not considered because very little electrical current is going through this pathway.

Usually longitudinal impedances are included in propagation channel modeling associated with layers of diverse tissues resulting in a mesh of complex impedances [368]. In the propagation channel modeling of biological tissue associated with a single electrode, longitudinal impedances were not included because we supposed that membrane properties were similar between different tissues (we used a single wire instead). However we included the impedances associated with the cable theory model, in the propagation channel modeling of biological tissues associated with multiple electrodes.

**Table 9: Resistances and Capacitances Used in the Electrical Model**

<table>
<thead>
<tr>
<th>Electrodes</th>
<th>( R_e = 1.5 , \Omega ), ( C_e = 11 , \text{fF} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Basilar Membrane and Deiter cells</td>
<td>( R_{bc} = 933 , \Omega ), ( C_{bc} = 300 , \text{nF} )</td>
</tr>
<tr>
<td>Nerve fibers</td>
<td>( R_n = 1076 , \Omega ), ( C_n = 3 , \mu\text{F} )</td>
</tr>
<tr>
<td>Cable Model Theory</td>
<td>( R_{\text{patch}} = 8 , \text{M}\Omega ), ( R_{\text{patch}} = 1265 , \Omega ) ( C_{\text{patch}} = 92.6 , \text{nF} )</td>
</tr>
</tbody>
</table>

Figure 97 exhibits the electrical description of the overall system with two surrounding electrodes added. They are composed of a voltage generator, the platinum electrode equivalent circuit and the cable model \( (R_{\text{patch}}, R_{\text{patch}} \text{ and } C_{\text{patch}}) \), to connect the peripheral electrodes with the nerve fibers that we want to activate.
The main goal of the addition of the two surrounding electrodes was to study theoretically the influence of these on the stimulation of selected nerve fibers (or more precisely of the packet of nerve fibers that should only be stimulated by the central electrode). These perturbations, if significant, could make the sound reconstitution inaccurate.
2. Interpretation of this electrical analog

The membrane potential \((V_m)\) which corresponds to the difference of potential between point A and point B in Figure 97, have to vary of 30mV to generate an AP. The electrode stimulation \((V_{elec})\) was made using first a DC source. Neglecting the effect of the capacitors, \(V_m\) varied linearly with \(V_{elec}\) and the variation of 30mV was reached for an electrode stimulus around 0.9V.

When a nerve fiber is stimulated constantly, it will not produce an AP indefinitely but rather produce a succession of randomly spaced AP called spike trains. The spike train length that could be produced by a sound of given intensity has to be reproduced with the electrodes of the cochlear implant. We performed transient simulation including the capacitors effects by injecting a square voltage with a period of 15ms. This experiment was repeated for input square voltages varying from 1V to 5V (Figure 98). The aim of this simulation was to study if the voltage amplitude sent to the electrode would affect the spike train duration and starting time. Figure 98 reveals that the delays for \(V_m\) potential to reach its maximum value were around 0.1µs, which were small compared to the duration of a nerve AP (few ms). This result pointed out that theoretically the electrode voltage magnitude had a very insignificant effect on the spike train duration. In addition, the recreated spike train starting time has negligible delay with the electrode stimulation starting time.
Figure 98. a. Transient simulation with different electrode voltage as input and $V_m$ voltage as output.

b. Time before AP generation depending on the electrode voltage

A general overview of the spike train related to the $V_m$ amplitude is presented in Figure 99. The AP generated were obtained from basic mathematical functions in order to model the nerve fiber AP created after square voltage electrode stimulation. The Inter Spike Delay (ISD) was taken randomly and greatly depends on the amplitude of the stimulus[285]. However, the electrical analog presented in this document does not account for this effect.

Figure 99. Spike train generated by the electrode input voltage

We performed also a parametric simulation using the electrical description of Figure 97, where the surrounding electrodes were added. The central electrode had a DC amplitude of 1V and we
varied the voltage of the surrounding electrodes between 0.9 and 5V. According to RC values used in Figure 97, analytical computation showed that when the voltage of the surrounding electrodes was maximum (5V), the nerve fibers (above the central electrode) membrane potential $V_m$ variation was 0.5mV, which was not high enough to stimulate these nerve fibers (the ones that should be stimulated only by the central electrode).

The overall system consumption is of great significance as cochlear implants are not convenient for the users to recharge. The study of the power consumption is presented in Figure 100.

![Figure 100. Current consumption during one stimulation period](image)

The current peaks during each input signal transitions could reach 1A. Consequently, the maximum power consumed during a square input signal generation by the electrodes was around 1W (peak value), whereas the mean power consumed per period was around 50mW. These results may be used for the electrodes array conception to define battery size as well as electrode minimum width.

3. Limits of the model created

The electrodes array power consumption mean value is by far more important than the one reported in current CIs (cf Section II.B.3 for more details). This may be explained by the fact that we implemented an old stimulating electrode technology (common ground electrodes array) rather than the one used in modern CIs which is more directive and hence less power consuming (bipolar
electrodes array). This modeling choice was made for the precise restitution of the physical phenomenon involved as indicated the previous Section.

Besides in commercially available CIs, the number of channels (with distinct stimulation area of the cochlea) is lower than the total number of electrodes as indicated in Section I.B, possibly caused by strong electric field coupling between the electrodes, which disagrees profoundly with our model. The main explication is that the scala tympani, where the electrodes array is inserted, is filled with perilymph, hence there is conductive fluid between all the electrodes (explaining why very poor accuracy is associated with common ground technology). We did not account for perilymph perturbation in our study, maybe explaining the model disagreement with experimental results. However, if this conclusion were true, that would suggest that reducing the perilymph perturbations may result in very precise nerve stimulation.

D. **Nerve fibers selected by the electrodes array**

1. **Nerve repartition map**

The biomechanical most widespread theory of BM vibration is the traveling wave theory: following acoustic vibrations, the BM is excited and vibrates at a particular place inside the cochlea. This place depends on the sound wave frequency as well as sound amplitude [164, 369]. CIs aim to recreate the neural stimuli of a healthy cochlea using a wired electrodes array inserted inside the scala tympani, close to the BM. As each electrode is at a fixed place inside the cochlea, electrode stimulation will excite only a limited region of the cochlea which will be further interpreted in the brain as a sound of a certain frequency. Consequently sound division into single frequency using the Fast Fourier Transform (FFT) algorithm for instance or using more complex algorithms based on the BM width motion (as presented in Section VI.B.1) are necessary to select the right electrodes to activate, which then stimulate their surrounding nerve fibers.

In order to better reproduce the original sound amplitude with functioning Hair Cells (HC), we created an afferent nerve fiber map of the cochlea including the frequency selective mechanisms of the ear.

2. **Spiral ganglions**
There are between 30000 to 40000 nerve fibers in the cochlea of a healthy adult [370]. Three types of nerve fibers innervate the cochlea: autonomic (associated with blood vessels for example), afferent (conducting information from the cochlea to the brain) and efferent (conducting information from the brain to the cochlea, especially to the Outer Hair Cells (OHC)). Afferent nerve fibers are produced by Spiral Ganglions Cells (SGC) [160]. Spiral ganglions are synaptically connected to the IHC and OHC as indicated in Figure 102.

**Figure 101:** Immunofluorescent labeling of neural proteins, showing the nerve fibers, Inner Hair Cells (IHC) and Outer Hair Cells (OHC). More details are available at [142]. The picture is attributed to [142]

Type I SGC represent 95% of the SGC and each one connects to a single IHC whereas a single IHC is connected to 10-20 type I SGC [160]. There are around 15 nerve fibers per IHC in the lower second turn of the cochlea and this number changes from the base to the apex, most probably slightly contributing the cochlea sensitivity toward certain frequencies as explained in [246, 247, 286].

Type II Spiral Ganglions Cells (SGC) are smaller and unmyelinated and mostly connect OHC. It may be deduced that IHC are surrounded by almost all the afferent nerve fibers, therefore they are thought to function primarily as sensory receptors [371]. OHC otherwise are more connected with motor properties of the stereocilia [180], they may permit an higher accuracy in sound perception.

In [372], the Spiral Ganglions repartition over the cochlea distance from the base is presented for cats. We assumed that the spiral ganglions cochlea distribution for other terrestrial mammal
species was similar [160, 373] (this assumption may be inaccurate as the cat hearing frequency range is often larger than the other species, but may be used as first approximation).

As type II SGC function in hearing sensation has been partially understood and because their number is limited compared to type I SGC number, we neglected type II SGC, and supposed in this model that:

- the total SGC number and repartition was entirely defined by type I SGC.
- the total afferent nerve cell number and repartition inside the cochlea was therefore similar to type I SGC number and repartition.

3. Ear frequency sensitivity hypothesis

The human ear is composed of the outer ear, the medium ear and the inner ear (where BM makes the organ of Corti oscillates)[126]. When the eardrum is stimulated, the nerve response over frequency presents a peak amplitude around 4kHz [375]. This particular human hearing frequency sensitivity may result from the combined effects of outer ear resonance, the middle ear resonance and the cochlea sound filtering and amplification.
It has been suggested that the outer ear and the medium ear contribute to frequency sensitivity in mammalian hearing, especially for frequencies around 3kHz [375-379].

The cochlea frequency sensitivity may also result from other various mechanisms still controversial. Considering only the cochlea biophysics, the Intracochelear/eardrum magnitude of the scala tympani over frequency found in [380] may indicate varying vibrations amplitude depending on the sound wave frequency. The BM displacement (when stimulated by a mechanical wave) contributes to produce the frequency sensitivity of the cochlea due to the BM different physical properties (stiffness, mass) inside the cochlea (distance from the base).

The cochlea sensitivity toward certain frequencies may be further affected by other physiological factors, such as different afferent nerve fibers repartition and stimulation, depending on the position on the cochlea. Several mechanisms have been proposed such as:

- IHCs frequency response which is similar to a low pass filter with a resonating pulse around 10kHz [274, 381]. The IHCs frequency response may result from different IHCs length inside the cochlea or to their stereocilia and cellular mechanical properties. Furthermore gradient of IHC ionic channels along the cochlea length exist and increase the frequency hearing sensitivity of the cochlea [382]. Besides ribbon synaptic contacts with type II SGC are diverse with respect to their cochlea location with highest numbers (15 contacts) for frequencies in the 8kHz-16kHz range [199].
- Spiral ganglions density increases slowly and linearly with the cochlea position with respect of the cochlea location hence spiral ganglions repartition is related to the frequency of the sound wave but fails to explain the 4kHz frequency peak (cf spiral ganglions frequency map, presented in Figure 104) [372, 380]. Furthermore AMPA Receptors density of type II SGC is changing depending on their place inside the cochlea.

To the author’s personal interpretation the frequency selectivity of the cochlea is greatly linked to biophysics of the cochlea, to IHCs potential change and repartition and ear/middle ear resonance rather than nerve fiber topography (as they seem to contribute less to the amplification peak in the 3-4kHz range [380]).

4. **Afferent nerve fibers repartition inside the cochlea**
As indicated in [370], the number of afferent nerve fibers in the cochlea is around 40000 and their effective stimulation is depending on the sound wave frequency. We hence decided to create an afferent nerve repartition map already including all the physical or anatomical mechanisms presented in the above Section (that we called Afferent Nerve Fibers Repartition Map Including Ear Frequency Selection Mechanisms or MEFFRINAM map), in order to roughly define the number of afferent nerve fibers affected by a sound wave. This map presents great interest for cochlear implants application as the electrodes array are directly stimulating these nerve fibers and the outer/middle ear resonance, the BM variations depending on wave frequencies, the organ of Corti selective mechanisms,... are bypassed in cochlear implants, making the use of this map fundamental to recreate a realistic hearing.

To develop this topographic map we took first the reverse function of the human hearing threshold over frequencies [383] to get the human ear sensitivity toward the frequencies.

By making this function linear (R(f)) and then reversing it (I_R(f)), it allowed us to estimate the cochlea sensitivity toward frequency.

Transforming the I_R(f) function into a probability density function (P_IR(f)) and multiplying it with the total number of afferent nerves in the cochlea (Nb_afferentnerves) resulted in the Afferent Nerve Fibers Repartition Map Including Ear Frequency Selection Mechanisms (MEFFRINAM map) of the cochlea as expressed in eq. 142. The afferent nerve cells inside the cochlea are weighted by healthy hearing responsiveness as only nerve fibers are involved in sound perception in CIs users.

\[ T_{hearing} = 10 \log |R(f)| \]

\[ \rightarrow 10 \log |I_R(f)| = -10 \log |R(f)| \]

\[ P_{IRT}(f) = \frac{I_R(f)}{\int_{f_{min}}^{f_{max}} I_R(f)} \cdot Nb_{afferentnerves} \]

where \( P_{IRT}(f) \) is the equivalent afferent nerve stimulated repartition map over the frequencies (f).

The Greenwood function [384] was used to change from the resonant frequency into a position in the cochlea between the base and the apex[384]. Therefore \( P_{IRT}(f) \) can be transformed into \( P_{IRT}(d_A) \) where \( d_A \) is the distance from the apex as described in eq. 143

\[ f = 165.4 \left(10^{2.1d_A} - 1 \right) \]

\[ P_{IRT}(f) = P_{IRT}\left(165.4 \left(10^{2.1d_A} - 1 \right)\right) \]

According to Greenwood parameters for human ear fitting [384].
Figure 103 displays the afferent nerve fibers stimulated map including ear amplification mechanisms (MEFFRINAM map) compared to cochlea position. The comparison between the spiral ganglions topographic map (attributed to [372]) and the created topographic map is presented in Figure 104. Based on the assumptions presented in the above Section, both maps have the same number of cells but these are differently affected over frequencies.

![Figure 103: Afferent Nerve Fibers Repartition Map Including Ear Frequency Selection Mechanisms (MEFFRINAM Map) in Relation to the Distance from the Apex](image1)

![Figure 104: Comparison of Spiral Ganglions Repartition Map (Attributed to [372]) and Equivalent Afferent Nerve Fibers Stimulated Map Depending on the Cochlea and Ear Biophysics (MEFFRINAM Map in Dark Blue)](image2)

5. Benefits of the created topographic map for cochlear implants

In severely deaf people the use of cochlear implants helps to partially recover the hearing function. In implanted patients the afferent nerve fibers stimulation is directly done through electrodes and does not require the organ of Corti. By remembering that we made the
approximation that the afferent nerve fibers were equivalent to the SGC, the afferent nerve fibers selected by the electrodes is given by the spiral ganglions repartition map.

We use CI422® device characteristics with an insertion depth of 20-25mm, a mean diameter of the electrodes around 0.35mm and a spacing between the electrodes around 0.45mm {, #400}. As explained in {, #400} the number of nerve fibers stimulated by an electrode is a function of the power magnitude as well as the proximity of the electrodes with the SGC.

We supposed that the electrodes are very close to the SGC, resulting in a window type selection (very accurate) of the afferent nerve fibers stimulation by the electrodes (H_implants.) displayed in Figure 105. In practice, this may be inexact as the insertion of the electrode array inside the scala tympani is difficult and usually result in spacing between the electrodes array and the Spiral ganglions [385]. In consequence, in practice, the nerve fibers selection mathematical description is closer to a Gaussian function.

![Figure 105: Packet of afferent nerve fibers selected by the electrodes of the cochlear implants. The number of spiral ganglions repartition is attributed to [372]](image)

From Figure 104 and Figure 105, it can be easily deduced that the cochlear implant electrodes do not provide the required amplification in the 2kHz – 6kHz frequency range (corresponding to distances from the apex in the 19-24mm interval according to Greenwood function [384]) as cochlear amplification is not done. Algorithmic correction by modifying the energy sent to the electrodes may be used to correct this defective amplification. This algorithmic correction should be based on the human hearing threshold or similarly on the equivalent afferent nerve fibers stimulated map which takes into consideration the amplification mechanisms of a healthy cochlea.
Using the mathematical logarithmic spiral representation presented in [386], the spatial representation of the cochlea can be performed. The mathematical equation in the cited document describes a flat spiral disagreeing with a real cochlea, however we may use the z direction to plot information such as the nerve fiber topographic map or the nerve fibers selected by the electrodes array, as indicated in Figure 107 and Figure 108.

**Figure 106: Snail like structure of the cochlea (attributed to [387])**

**Figure 107: Afferent Nerve Fibers Repartition Map including Ear Frequency Selection Mechanisms inside the cochlea depending on the cochlea spatial position**

**Figure 108: Portion of the afferent nerve fibers inside the cochlea stimulated by the cochlear implant electrodes**
6. Amplification coefficients associated with the topographic maps comparison

Cl electrodes should hence be multiplied by scalar coefficients to correctly model the frequency sensitivity of a healthy ear. This correction is required as the central nervous system interprets neuronal signals already amplified in some particular frequencies (though it may partially adapt to distorted sounds). If the frequency amplitude dependence is not reproduced in cochlear implants it may result in inability to correctly hear certain frequencies (especially in the 3-4kHz band), ultimately resulting in sound distortion.

![Comparison between the Spiral Ganglions stimulated by the electrodes and the created MEFFRIMAM map](image)

**Figure 109**: Comparison between the Spiral Ganglions stimulated by the electrodes and the created MEFFRIMAM map

Comparison between the MEFFRIMAM map and the Spiral Ganglions topographic map selected by the cochlear implants is exposed in Figure 109. To correctly model the frequency response of an healthy ear, each electrode should be multiplied with the coefficient indicated in Figure 110. We further supposed that the number of nerve fibers stimulated is linearly increasing with the amplitude of the electrode. This may be inaccurate for high voltage stimulus or very low voltage stimulus due to saturation mechanisms [152, 158, 159]. To compute this average coefficient a simple division was performed between the afferent nerve fibers number in the MEFFRIMAM map and the afferent nerve fibers number defined by the spiral ganglions map for the same position inside the cochlea. The average value of this coefficient was retained for each electrode.

The multiplication of these coefficients with the voltage value, which must be sent at an electrode to stimulate an afferent nerve fiber response, could be done in the processing unit of the
cochlear implant. However due to strong electrode coupling in modern CIs, these coefficients should rather be used to correct the channel amplitude rather than the electrode amplitude. The computing technique still apply for such modifications.

Furthermore coefficients amplitude tuning tests (using back telemetry) performed in deaf people using cochlear implants for each electrode may add precision in the hearing response of these patients.

![Graph](Figure 110: Electrodes amplification coefficients to ensure similar frequency response with an healthy cochlea)

E. New algorithmic model developed for electrodes array stimulation

As previously stated in Section I.D, we supposed that the electrodes array is very close to the SGC resulting in a rectangular window-like function called $H_{\text{implants}}(x)$.

The selection and the power sent to the electrodes may use the function $h(x,t)$ and $w(x)$ (described in Section III.E) as depicted in Figure 111. Such speech coding strategy is called traveling wave based stimulation [346]. The basilar membrane width excitement ($w(x)$), following a sound wave perception in an healthy cochlea may be recreated by selecting the right electrodes to stimulate as indicated in Figure 111, and the amplitude of the electrodes may be found using the function $h(x)$.

As indicated in the previous Section, the Greenwood function [140] permits the easy conversion of the central resonant frequency of the cochlea with the BM distance from the apex. $H_{\text{implants}}(x)$ can be converted into $H_{\text{implants}}(f)$ by using the Greenwood function.
Figure 111. A: Implants function which indicates the position in the cochlea or the frequencies stimulated by the electrodes array. B: Using basilar membrane movement for electrodes stimulation depending on the function $h(x)$ and on the stimulation width ($w(x)$) is proposed in traveling wave based speech coding strategies.

Figure 112 shows that not all the frequencies can be stimulated by the electrodes and the main limitation of this electrode array is that the input frequency must match with the frequencies coverage by the implant, which is rarely the case for high frequencies. In consequence we proposed an alternative model.

Figure 112. A: The auditory nerve fibers position stimulated by the electrodes array. B: BM displacement for a 1250Hz sine wave. C: Resulting electrodes stimulated by the 1250 Hz sine wave based on the BM speech coding strategy.
1. Created algorithm for numerous electrodes selection

The function \( H_{\text{implants}} \) selects the frequencies stimulated by the electrodes array. We chose to only compute the Fourier Transform (FT) on the frequencies which can be stimulated by the cochlear implants. Speech coding strategies such as SPEAK (developed in Section I.B.1) also uses the band pass filtering for electrode selection similar to applying the FT on an infinite number of points (as the signal is still analog). However our algorithm is diverse, the FT is not applied to a very large number of points and its result mapped to the electrodes, rather we directly computes the FT on only 22 frequencies associated with each electrode central estimated stimulation frequency.

Hence we obtain the following equations for the FT computation (eq. 144):

\[
X_k = \sum_{n=0}^{N-1} x_n * e^{-\frac{2\pi f_{\text{central}}(k)n}{N}}
\]

EQ. 144

and

\[
x_n = \frac{1}{N} \sum_{f_{\text{central}}(k=0)}^{f_{\text{central}}(N-1)} X_k * e^{\frac{2\pi f_{\text{central}}(k)n}{N}}
\]

where \( X_k \) are normalized frequencies (the normalizing frequency is the sampling frequency chosen at 44KHz, similar to audio formats as .wav or .mp3), \( f_{\text{central}} \) is the central frequency of each rectangular sub window of \( H_{\text{implants}}(f) \) as one electrode can only have one voltage value and \( N \) is the number of electrodes.

As time signals after sampling largely exceeded \( N \), the time signal was buffered and cut into \( M \) frames of length \( N \). The FT and the IFT computation were performed over these \( M \) frames before concatenating the results (similar to the Short Time Fourier Transform (STFT) principle [388, 389], [390] but different to the Sliding DFT principle where all the FT of the different windows computed are superimposed [391]). The corresponding results for a 1250 Hz sine wave stimulus is shown in Figure 113.

Each time a sound wave is received, the STFT is performed only on the frequencies stimulated by the cochlear implants. These STFT coefficients directly gives the amplification coefficient for the electrodes stimulation. In such a way with this created algorithm, only one electrode is stimulated if the signal frequency is exactly the same as the one associated with the electrode position or several
electrodes may be stimulated if the frequency is outside a specific frequency associated with an electrode.

2. Created algorithm testing

As the frequency of 1250Hz does not match with a frequency covered by one electrode, in the traveling wave speech coding strategy used for instance as a comparison, the signal power is distributed to the two closest frequencies covered by the electrodes, causing distortion in the reconstructed signal. Reversely in our new algorithm, the signal power is distributed over all the electrodes, resulting in less distortion. As electrodes coupling is significant in modern CIs, time interleaved electrode stimulation is required after such algorithmic calculus for stimulating only one electrode at a time.

Transient simulations were completed and the reconstructed signal from the STFT model was significantly less distorted than the other one (Figure 113). This test signal stimulates only two electrodes (in the actual physical model as presented Figure 112) or all the electrodes (in the STFT model).

However when the frequency of the test input signal was inside the frequency range corresponding to the electrodes position shown in Figure 112, both models gave approaching results (not shown in this document). In that case the most efficient model in terms of processing resources should be selected.
Testing this hypothesis may provide new insights of the hearing process. Tests require CIs users with a reprogrammed implant following speech perception assessments such as Word Identification by Picture Identification, Grammatical Analysis of Elicited Language-Presentense Level, Phonetic task evaluation, Sentence in Noise test, etc. In fact if the STFT model would give better results in person using cochlear implants than the algorithms that might be implemented at present, this could mean that the brain could adapt to these new nerve stimulation.

The brain adaptation to these stimulus may probably not happen in people who became deaf as the signal received in the central nervous system is very different in the case of a sound frequency not covered by the electrode array. Taking the previous example (1250 Hz sound wave stimulation), the nerve fibers stimulated by an healthy cochlea will be localized in a similar area (traveling wave theory) whereas the nerve fibers stimulated by cochlear implants using the STFT algorithm will be stimulated in very heterogeneous locations of the cochlea resulting in differently nerve fibers locations that the brain could not interpret (illustrated in Figure 114). If this algorithm would be implemented and utilized in very young implanted patients (maximal brain plasticity and with extended learning process), this could give new insights in the brain nerve adaptation and possibly provide better results than the algorithms used commercially. In all the case animal models may allow efficient testing without affecting or confusing the learning capacities of young implanted patients.
Figure 114: Our new algorithm for electrode selection may lead to incorrect brain interpretation. Testing this hypothesis may bring new insights on brain signals cognition and interpretation.

F. Reconstructed sound perceived by a damaged cochlea with cochlear implant

1. Hearing loss filters

The five main factors causing hearing loss are heredity, infections like meningitis, acute or chronic exposure to loud sounds, age and ototoxic antibiotics or chemotherapeutic drugs [392]. Outer ear and middle ear pathologies are nowadays easier to correct as they involve mainly the eardrum and the ear ossicles.

Cochlea dysfunction is associated with inner ear malfunction and is very common in elderly people. Furthermore, the majority of hearing loss implicates loss of Hair Cells (HC). Hearing aids such as amplifiers can help when the HC loss is moderate whereas cochlear implants are used to correct severe or absence of HC.

We created filters based on hearing reduction or hearing loss associated with different causes, permitting to model the hearing capacity in these situations. The filters were designed using the Hair
Cell Loss (HCL) plot over the auditory frequency range. In this document only two cases were developed from mice experiments attributed to [393]: hearing loss filters due to loud noise damage with Octave band noise (centered at 4KHz, 120 dB SPL for 5 hours) and the hearing loss associated with Octave band noise (centered at 4KHz, 105 dB SPL for 6 hours). These two hearing loss are both associated with loud noise damage as it is a quick way to damage HC experimentally and both centered at 4Khz as the cochlea amplification is maximal in this frequency area. The HCL plots and the reconstructed signal after filtering are shown Figure 115.

Cochlear implants bypass the non-functional HC by directly stimulating the auditory nerves. It is commonly reported [394] that the surgery needed to enclose the electrode array inside the scala tympani of the cochlea damages the hearing mechanism hence in this case the HC stimulation can be supposed negligible.

Following the previous hypothesis, after the patient implantation, the hearing capacity resides almost exclusively on the electric stimulation of the electrodes array (except for low frequencies as the electrodes array is less long than the entire cochlea, resulting in preservation of the apex structure). Consequently we supposed that for a patient using a cochlear implant, only the nerve fibers near the electrodes will be stimulated.
2. Electrodes based Fourier transform

Systems using band pass filters applied to the signal recorded by the microphone have been developed to estimate sound perception in CIs patients. Simple FT algorithms have also been implemented in that intent.

The function $H_{\text{implants}}$ presented in Section I.E.1 selects the frequencies stimulated by the electrodes array. We chose to only compute the FT on the frequencies which can be stimulated by the cochlear implants, applying the same algorithm presented in Section I.E.2. It should be emphasized that this methodology is different from simple FT computation over an important number of points and selection of several amplitudes peaks.

The FT and the IFT involve same number of frequency samples and time samples, explaining the use of STFT computation as already indicated.

This theoretical model was not confirmed in practice as tests were difficult to perform and to the authors knowledge no precise model of hearing after implantation is now available. As previously stated in Section I.E.1, the main drawback of this model is the stimulation of all the electrodes for every sound.

3. Created models

Two models were created, one for hearing reduction and the other for severe or total hearing loss with cochlear implants use (presented Figure 116). The aim of these models was to evaluate the hearing restitution brought by CIs on a damaged ear. For real time application such as direct speech decoding, rendering this algorithm parallel may be necessary with the use of filter bank for instance. The power estimation of this algorithm was not performed since no implementation platform was fixed yet.

Besides these models can be easily modified to estimate the hearing improvement associated with the use of hearing prosthesis utilized by mild hearing loss patients.
It is worth notifying that it was really difficult to quantify mathematically the loss of hearing perception in the two models. A temporal correlation or a frequency signals superposition could be used to quantify the loss of hearing but the better evaluation remains the hearing difference between the original sound signal and the reconstructed one by a functional ear.

As the results were difficult to describe, a specific experiment we performed is available in ¹, comparing an historic speech sequence and a famous music track without an with CIs.

G. **Closure remarks**

Cochlear implanted patients with best auditory tests are able to follow a conversation in a noisy environment and understand a telephonic discussion. However they still suffer from drawbacks such as battery frequent reloading and approximate speech restitution. The work proposed in this chapter is aiming at possible enhanced audio signal reconstruction.

We enriched the theoretical electrical model of the organ of Corti stimulated by electrodes. The results obtained are slightly different from experiment outputs found in literature possibly indicating modeling inaccuracies but are still encouraging for first electrical model attempt. We further

¹ Example of audio signal reconstruction are available at [http://youtu.be/x5o4jeTz5M](http://youtu.be/x5o4jeTz5M) (“cochlear implants estimation film”)
developed two algorithms for speech perception improvement; one permitting an adapted electrode stimulation amplitude depending on electrode position, the other more speculative and related to the use of a modified STFT applied only to the frequencies covered by the electrodes array. A testing environment was developed to theoretically validate our hypothesis.

It should be notified that to verify audio signal integrity, we preferred hearing the audio signal reconstructed rather than mathematical comparative functions such as least squares method.

H. Work published

- Audio signal reconstruction for a damaged cochlea model, U. Cerasani, W. Tatinian, DATE, March 2013, Grenoble (FRANCE)
- Electrical analog of the organ of Corti stimulated by the cochlear implant electrodes, U. Cerasani, W. Tatinian, CENTRIC, October 2013, Venice (ITALY)
- Study of cochlear implants electrodes stimulation based on the physics of the ear for audio signal integrity improvement, U. Cerasani, W. Tatinian, CENTRIC, October 2013, Venice (ITALY)

---

2 Example of audio signal reconstruction are available at [http://youtu.be/x5o4jeTZtSM](http://youtu.be/x5o4jeTZtSM) ("cochlear implants estimation film")
Conclusion
CIs are one of the most successful prosthesis of modern medicine, restoring with very high rate the hearing function.

The heterogeneous modeling of the CIs and cochlea interface is proposed in this document. This modeling ensures accurate understanding of the mechanisms involved in hearing and pointed out the limitations of cochlear implants at present, possibly suggesting new solutions to test for CIs system improvement.

As CIs manufacturing companies are currently developing less noticeable devices, the electrical system architecture redesign may be obligatory. Using the transmitter design of Y. Vaiarello [24] for these new types of CIs as a basis to this work, we then proposed a complete behavioral model of this entire transmitter. The propagation channel between the transmitter and the receiver was also modeled using a simplified Cole and Cole [49, 362] impedance model which is an electric description of biological tissue that has been proven to match physical experiments. Concatenating those models allowed us to estimate the power received in the receiver and the noise introduced. However these values have still to be confirmed by physical measurements.

The transmitter behavioral model was concatenated with the propagation channel model and the simulation results defined the specifications of the receiver. As the receiver will be implanted inside the patient skull, robust design and low power consumption are required. The noise power introduced by the propagation channel was found a little lower than the power received, adding more constraints on the receiver LNA design. In order to correctly design the LNA, a mathematical optimization algorithm developed by P. Ndungidi [395] was utilized before its SPICE implementation and refinement.

Three common receiver architectures were compared in terms of power consumption and Noise Figure, using a SPICE simulator. The receiver architecture composed of a LNA and a power detector was found the most suitable with the receiver specifications and its behavioral modeling was realized.

The entire behavioral modeling of the transceiver was hence performed permitting extended simulations. The most sensitive parameters extraction was investigated selecting a set of critical parameters and defining a minimum, a typical and a maximum value of them. However this testing was not covering all the possible cases combinations. From this study it resulted that the preamplifier gain, the comparator offset, the antenna efficiency and the LNA output dynamics were fundamental in the transceiver output signal integrity.
The receiver layout was not done, neither was the receiver physical realization and testing. This could further bring new issues about the receiver specifications and disagreements on the entire transceiver architecture imposed by the transmitter part.

As the transmitter performed PWM modulation before sending the signal to the RF band, the study of phase noise is of capital importance for the overall signal integrity as well as the ISM band specifications respect. However the study of phase noise was statistical and could hardly be incorporated into transient simulation models. Jitter extraction from phase noise models was performed and applied to the oscillators of the transmitter. The PWM signal accuracy was greatly reduced based on the simulation results obtained, suggesting that control systems such as PLL may be necessary for efficient signal encoding and transmission.

After reviewing the mathematical basis of stochastic process and systems, the review of the current understanding and description of noise types was proposed. Two major theories describing phase noise were discussed, Leeson model and Hajimiri and Lee model, both interpreting phase noise as white and 1/f noise entering inside a physical system. We then proposed a new model combining both the Lesson model and the Hajimiri and Lee model of phase noise. The model was tested on two different oscillator topologies and gave satisfying accuracy. This model permitted a system creation which ensures consequent simulation time gain. We are currently extending this system to avoid running SPICE simulation for system parameters extraction, rendering our model of great convenience.

Conversion of phase noise into timing jitter theories were discussed before computing the timing jitter introduced by the oscillators of the transmitter by two diverse methodologies. The timing jitter introduced by the ramp creating oscillator significantly restricted the PWM accuracy, suggesting oscillator design optimization.

Besides hearing is a very complex mechanism and understanding it deeply may bring new solutions for cochlear implant system. The external ear, middle ear and the propagation biomechanics occurring inside the cochlea were quickly reviewed. We also decided to implement the traveling wave theory, which is the most accepted theory describing the pressure propagation inside the cochlea. This implementation led to BM vibrations, which excites the organ of Corti. We proposed a mechanical model of the organ of Corti, close to literature available one, and completed this model with the HCs study. Two theoretical sound wave of 300 Hz and 600 Hz respectively and with an amplitude of 50 dB were used for model verification.
Then HC depolarization occurs and we modeled the complex mechanism of synaptic transmission which probably result in SGCs depolarization and APs generation. We gather into a single mathematical model some of the current understanding of ribbon synapse, synaptic transmission and synaptic receptors, to explain the AP generation following a HC membrane depolarization.

Following SGCs excitation, different part of the brain, still partly understood, are stimulated resulting in the hearing perception.

We proposed a new analog model of AP propagation on nerve cells. The two main literature available models of AP propagation along a nerve fiber were reviewed and theirs advantages and theirs limitations were pointed out. This new model was mimicking very closely to the physics of the events occurring during AP propagation. We were able to obtain a model with similar velocity, wavelength and frequency like an experimental AP. This model may be of importance for brain study of more complex mechanisms.

The consecutive firing of nerve cells following a maintained stimulus, called spikes train, can be recorded using multiple microelectrodes, requiring spikes sorting. We first mathematically defined the single spikes train generation which indicated single nerve cell activity, based on the AP propagation function that we defined. The ISD statistics were also reviewed. ISD is often modeled by various authors with an exponential distribution, and has been shown to be inversely proportional to the nerve fiber stimulus.

To monitor the activity of the auditory nerve in vivo, the total or partial auditor nerve activity is generally measured by electroencephalography. The study of the AP creation and propagation involving many nerve fibers was then performed, with the mathematical description of the CAP propagation (biphasic recording only).

The understanding of the physiological description of the cochlea is of great value in order to analyze cochlear implants and to propose possible improvements.

We performed the study of the interface between the electrodes and the organ of Corti and we proposed an electrical analog of this interface. After running SPICE simulations, we obtained the theoretical minimum voltage and power needed for a single electrode to stimulate a packet of nerve fibers and we also studied the influence of neighboring electrodes.

Besides the threshold of hearing describes the hearing sensitivity toward the sound frequencies. This function is not constant, meaning that amplification of certain frequency bands is achieved by the ear, mainly associated with the cochlea physical properties. We hence created a topographic map of the SGCs as a function of their place inside the cochlea and weighted by the threshold of
hearing function. This map may be of importance in order to restitute the hearing sensitivity toward
certain frequency in cochlear implants. In fact we defined scalar coefficients associated with this
map that we multiplied to the standard voltage sent to the electrodes and needed to stimulate the
nerve fibers.

We further developed a new algorithm for electrodes selection, based on STFT, that may
increase the hearing sensation when the frequency of the sound received is not directly covered or
close to frequencies covered by the electrodes. The implementation of this algorithm in cochlear
implanted people was not done and the benefits are however highly hypothetical. As described in
details in Section I.E, when a sound wave frequency is not inside the frequency set associated with
the electrodes, our new algorithm may lead to stimulation of spaced electrodes. The brain
interpretation of such signals may not be optimal and may even result in patient discomfort.

Finally we also proposed a system attempting to define sound perception in deaf people (using
filters to model hearing loss) or in deaf people with CIs (using DFT applied only on the frequencies
activated by the electrodes). The mathematical results obtained were less concluding than the
analysis by an healthy hear of the sound reconstructed after signal processing.

This work was mainly driven by the application and we aimed to propose new hypothesis in area
partly characterized in literature and also to expose solutions for better signal transmission or sound
perception in people using cochlear systems.

The various theoretical models presented were mainly based on data extracted from physical
experiments. The inclusion of these diverse models into two single parametric models may be
envisaged and is currently under study: one system gathering all the models associated with a
healthy ear and a second system bringing together all the CIs modeling works and their effect on
auditory nerve fibers. The comparison of these two global system results may permit to quantify
theoretically the gap in sound perception between a healthy ear and a CI sound production.
Furthermore, if verified by physical experiments, it may also allow extending tests of this device
which could be of significance as they are surgically implanted inside the patient's skull and hence
hard to remove or upgrade.

CIs are among the best prostheses available to date and many improvements may appear in
future, especially associated with a nerve cells profound understanding and very accurate
stimulation. Besides research on stem cells and regenerative medicine is currently exploding, and
that may bring new hope for deaf people. Furthermore, manipulations of the human genome, which
started around 50 years ago with the discovery of DNA structure and various genetic techniques may also be exploited in few decades to cure genetic illnesses leading to deafness.

For now, genetic, biochemical and microelectronic technologies just begin to be combined and may one day permit very efficient and convenient hearing restitution.
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Annex A:
Maxwell equations
and currents
Considering the Bohr atomic model [150, 396], and the free electron model [151, 397], in metals, if sufficient energy is applied, the valence electrons of the metals become conducting electrons and move freely through the metals. The free electrons may hence be oversimplified as a gas [152, 398].

In the Bohr atomic model, positive atom nucleus are surrounded by negatively charged electrons. If the electrons are averaged in space and time and no electric field is applied, the center of gravity of the atom will coincide exactly with the center of gravity of the electrons sum. If an electrical field is applied, the centers of charge will be changed: the electrons sum will be pulled in the direction of the positive pole of the field and the nucleus to the negative one [399], leading to a dipole moment. The charges of opposite sign hence appear on each surface of the capacitor plate, due to this dipole moment. The charges brought by polarization due to the electric filed, define the displacement current. Applying an electric field to the extremities of two parallel plates of a capacitor without any dielectric between them, result in increased charge surface density in these plates (cf Figure 117). The charge accumulation per unit area present in both extremities of the capacitor due to an electric field is called the displacement current, as indicated in eq. 145:

\[ D = \sigma = \varepsilon_0 E \]  
EQ. 145

where \( \sigma \) is the charge density on the capacitor plate, \( \varepsilon_0 \) is the vacuum permittivity and \( E \) is the applied electric field (equation extracted from [400]).

If a dielectric material is introduced between the plates, the free charges on the plates are now neutralized by the polarization charges contained in the dielectric, as shown in Figure 117. Because of dielectric insertion, eq. 145 then becomes eq. 146:

\[ \sigma = \varepsilon_0 E + \sigma_p = \varepsilon E \]  
EQ. 146

where \( \sigma_p \) represents the polarization charge density (also called \( P \)) and \( \varepsilon \) the electronic permittivity (equation extracted from [400]). Hence the dielectric polarization is decreasing the net force of the electric field proportionally as expressed in eq. 147

\[ P = \varepsilon_0 \chi_e E \]  
EQ. 147

where \( \chi_e \) is called the electronic polarizability or electronic susceptibility [401].

Equating eq. 146 and eq. 147 leads to the relation between the electric permittivity and the electric susceptibility as described in eq. 148

\[ \varepsilon = 1 + \chi_e \]  
EQ. 148
Because of the causality property of polarization, as well as the electric field, these variables are complex and hence the electric permittivity is complex (eq. 149):

\[ \epsilon = \epsilon' - j \epsilon'' \]  

**EQ. 149**

---

**Figure 117: Displacement current and polarization of the middle.** The polarization is lowering the effect of the electric field.

The electric field is generated by any charge particle or magnetic field and describes the electric attractive force applied at any point in space experienced by a secondary particle [402]. By applying the Maxwell Faraday equation, the Maxwell Ampere law and supposing that the electric field \( E \) propagates into the single direction \( x \), the following relation can be extracted (eq. 150) [403]:

\[ \frac{\partial^2 E_x}{\partial x^2} = \mu_0 \epsilon_0 \frac{\partial^2 E_x}{\partial t^2} \]  

**EQ. 150**

where \( \mu_0 \) is the vacuum permeability. This equation is referred as a De D' Alembert equation and it can be verified that the function \( f(-k \cdot r + \omega t) \) verifies this equation ([403, 404]). This leads to an electric field function expressed as a mathematical wave function as indicated by eq. 151

\[ E_x = f(-k \cdot r + \omega t) \]  

**EQ. 151**

where \( f \) represents the electric field propagating in the \( x \) direction (as the D' Alembert equation is linear, electric fields verify the superposition principles) and \( r \) is the direction of the wave propagation. \( \omega \) is the wave pulsation and \( k \) is the wave number depending on the refractive index of
the material (eq. 153). Therefore a wave corresponds to periodic time based space translation function. Discarding the vectors and the phase delay, the electric field may be expressed as (eq. 152):

$$E_x(r,t) = E_0 e^{i(\omega t - kr)}$$  \text{EQ. 152}

The relation between the wave number, the refractory index and the electric permittivity are recalled in eq. 153 (from [405] and [406])

$$n = \frac{c}{\omega} \frac{k}{\mu} \omega \mu \approx \sqrt{\mu \frac{\omega}{c}} \quad \text{(for most transparent material)}$$  \text{EQ. 153}

where \( n \) is the refractory index, \( \mu \) the complex permeability, \( \mathcal{E} \) the complex permittivity and \( c \) the light velocity in free space.

Once the electric field mathematically characterized, the Ampere Maxwell law is applied in eq. 152, to obtain a general expression for the complex permittivity (eq. 154)

$$J = J_c + J_D = \sigma E_x + \epsilon \frac{\partial E_x}{\partial t}$$  \text{EQ. 154}

$$\Rightarrow J = \sigma E_x + j \omega \epsilon E_x$$

where \( J \) is the total current density, \( J_c \) is the conduction current density, \( J_D \) is the displacement current density, \( \sigma \) is the electrical conductivity and \( \mathcal{E} \) the electrical permittivity as defined above. Replacing complex permittivity by its expression in eq. 20, gives eq. 155[407]:

$$J = \sigma E_x + j \omega \epsilon' E_x + \omega \epsilon'' E_x$$  \text{EQ. 155}

In several documents the conductivity \( \sigma \) is named abusively and rather corresponds to the effective conductivity \( \sigma_{eff} = \sigma + \omega \epsilon'' \)[407].

The complex permittivity expression may be further refined in [405] or in [275] where it is shown to be dependent on the pulsation \( \omega \) (dispersion phenomenon). As depicted in Figure 118, in low frequency region, the permittivity is high because of the dielectric polarization (as the electrons have sufficient time to rotate around the atomic nucleus and reach their optimal dipole moment). At moderate frequency, molecules does not have the time to polarize and the energy is too low to be absorbed by the electrons. This energy causes molecules vibrations (leading to bond breakage and hence heat generation) as electrons and atoms are constantly affected by the electric field (but not reaching their optimal dipole moment) before returning to their initial position. Finally at very high
frequencies, energy is directly absorbed by the atomic structure exciting electron energy levels (ionizing radiations)[408].

\[\text{Figure 118: general shape of the permittivity response over frequencies and association with change in the physical model of the atomic structure due to energy absorption}[409]\]
Annex B:
Overview of stochastic processes
1. General properties of stochastic processes:

Precise definition of random variables and extended theory review of stochastic processes can be found in [410, 411]. Mathematical description of probability and measures can be found in [412-418]. A stochastic process is a collection of random variable \( \{X(t_1), X(t_2), X(t_3), X(t_4), X(t_5), \ldots \} \) often described as the random transient evolution of the process. The study of the evolution of a stochastic process is performed by repeating the same experiment with the same initial conditions. This allows to study the process statistically. A stochastic process is fully characterized by the absolute probability of the process giving the probability of its trajectory, as described in eq. 98 extracted from [3]:

\[
P(x_1, t_1, x_2, t_2, \ldots, x_n, t_n) = dx_1 dx_2 \ldots dx_n \quad \text{EQ. 156}
\]

\[
P(x_1, t_1, x_2, t_2, \ldots, x_n, t_n) = \text{Probability to found } \{x(t_1) = l_1, x(t_2) = l_2, \ldots, x(t_n) = l_n\}
\]

\[
P(x_1, t_1, x_2, t_2, \ldots, x_n, t_n) = \frac{\text{Nb of realizations passing through } l_1, l_2, \ldots, l_n}{\text{Total Number of realizations}}
\]

\[
= f_{X(t_1)x(t_2), \ldots, x(t_n)}(x_1, x_2, \ldots, x_n)
\]

where \( x_i \) are the random variables associated with time \( t_i \) and \( P \) is the probability of the event. \( f \) is the distribution function(also called density function) associated with the random process \( X(t) \).

A stochastic process that can be thought of as 'memoryless' is called a Markov process. In fact if predictions for the future of the process can be made, based solely on its present state, the process is Markovian. Markov process hence satisfies the following property (eq. 157 obtained in [4]):

\[
\forall t_1, t_2, \ldots, t_{n-1} < t_n \quad P(x_1, t_1; x_2, t_2; x_{n-1}, t_{n-1} | x_n, t_n) = P(x_{n-1}, t_{n-1} | x_n, t_n) \quad \text{EQ. 157}
\]

where \( P(x_{n-1}, t_{n-1} | x_n, t_n) \) is the probability that \( x(t_n) = x_n \) knowing that \( x(t_{(n-1)}) = x_{n-1} \)

Sometimes only one realization of the process is available. In this case the stochastic process study is made possible through the assumption of stationarity. A process is called stationary when this process does not change when temporal translations are applied i.e. (eq. 158 extracted from [410]):

\[
\forall \tau \in R, \forall n \geq 1 \quad P(x_1, t_1, x_2, t_2, \ldots, x_n, t_n) = P(x_1, t_1 + \tau, x_2, t_2 + \tau, \ldots, x_n, t_n + \tau) \quad \text{EQ. 158}
\]

A weaker form of stationarity is the weak sense stationarity (WSS) that only requires that the first and the second order moments do not vary with respect to the time [5]. A process is WSS if it has the following restrictions:

\[
\forall t, \tau \in IR, E[X(t)] = E[X(t + \tau)] \quad \text{EQ. 159}
\]
functions used are the mean (1th order moment) and the autocorrelation
2

\[ \text{mean of process, the process is ergodic (interested reader can refer to } \]
1
\[ \text{correlation functions, as explained in [7]. The n-th order correlation function of the stochastic process is given by eq. 162} \]

\[ C(t_1, t_2, \ldots, t_n) = \langle X(t_1)X(t_2) \ldots X(t_n) \rangle \]

\[ = \int_{\mathbb{R}^n} dx_1dx_2 \ldots dx_n x_1x_2 \ldots x_n P(x_1, t_1, x_2, t_2, \ldots, x_n, t_n) \]

The main correlation functions used are the mean (1th order moment) and the autocorrelation function that can be described with correlation functions as shown in eq. 186 [416, 420]:

\[ C(t_1) = \langle X(t_1) \rangle = \int_{\{X(t)\}} dx_1 P(x_1, t_1) \]

\[ R_{XX}(t_1, t_2) = \langle (X(t_1) - \langle X(t_1) \rangle)(X(t_2) - \langle X(t_2) \rangle) \rangle = C(t_1, t_2) - C(t_1)C(t_2) \]

\[ R_{XX}(t_1, t_2) = \int_{\{X_1(t)\}} \int_{\{X_2(t)\}} x_1x_2P(x_1, t_1, x_2, t_2)dx_1dx_2 \]

\[ R_{XX}(t_1, t_2) = \int_{\{X_1(t)\}} \int_{\{X_2(t)\}} x_1x_2f_{X(t_1)X(t_2)}(x_1, x_2)dx_1dx_2 \]

where \{X(t_1)\} and \{X(t_2)\} are the definition domains associated with X(t_1) and X(t_2) respectively.

When the time average of a random process (horizontal mean) is equal to the vertical mean of process, the process is ergodic (interested reader can refer to [421] for complementary information) and is defined as:

\[ < X(t) > = \lim_{T \to \infty} \frac{1}{T} \int_{-T}^{T} x(t)dt \]

In the following development, the random process are described using lower case letter, to avoid misunderstanding between Fourier Transforms (in upper case letters)

The Fourier Transform of a signal x(t) is defined as:
\[ FT[x(t)] = \chi(f) = \int_{-\infty}^{\infty} x(t)e^{j\omega t} \, dt \]  
\[ \text{EQ. 164} \]

where \( \omega \) is the varying pulsation. The inverse Fourier Transform of the \( \chi(f) \) signal is defined as:

\[ FT^{-1}[\chi(f)] = x(t) = \int_{-\infty}^{\infty} \chi(f)e^{j\omega t} \, df \]
\[ \text{EQ. 165} \]

In some other definition a normalization factor \((2\pi)\) may also be found.

The energy and power definition of a deterministic signal or a random one will be reminded in this Section, introducing the theoretical basis of the Power Spectral Density (PSD) analysis.

The total energy of a deterministic signal \( x(t) \) is defined by eq. 166:

\[ E_n = \int_{-\infty}^{\infty} x(t)^2 \, dt \]
\[ \text{EQ. 166} \]

There is energy conservation between the time domain and the frequency domain such as indicated in the Perceval’s theorem, which is recalled in eq. 167:

\[ E_n = \int_{-\infty}^{\infty} x(t)^2 \, dt = \int_{-\infty}^{\infty} |\chi(2\pi f)|^2 \, df \]
\[ \text{EQ. 167} \]

where \(|\chi(f)|^2\) is the Energy Density Spectrum (ESD) of the deterministic signal \( x(t) \) and is expressed in Joules/Hz.

For communication signals, the energy is effectively infinite (the signals are of unlimited duration), so power quantities are usually used. The average power of a deterministic signal is defined by eq. 168:

\[ \text{Average Power} = \overline{P_T} = \lim_{T \to \infty} \frac{1}{T} \int_{-T/2}^{T/2} x(t)^2 \, dt = \lim_{T \to \infty} \frac{1}{T} \int_{-T/2}^{T/2} x_T(t)^2 \, dt \]
\[ \text{EQ. 168} \]

where \( x_T(t) \) is the \( x(t) \) truncated signal in the \([-T/2;T/2]\) interval.

Using the Parseval’s theorem, the Power Spectral Density (PSD) of a deterministic signal could be extracted [422]:

\[ \overline{P_T} = \lim_{T \to \infty} \frac{1}{T} \int_{-T/2}^{T/2} x_T(t)^2 \, dt \]
\[ = \lim_{T \to \infty} \frac{1}{T} \int_{-\infty}^{\infty} |\chi_T(2\pi f)|^2 \, df \]
\[ = \int_{-\infty}^{\infty} \lim_{T \to \infty} \frac{|\chi_T(2\pi f)|^2}{T} \, df \]

where \( \lim_{T \to \infty} \frac{|\chi_T(2\pi f)|^2}{T} \) also noted \( S_{xx}(f) \) is the PSD of the \( x_T(t) \) signal. \( S_{xx}(f) \) is expressed in Watts/Hz and \( \chi_T(2\pi f) \) is the Fourier Transform of the truncated signal \( x_T(t) \) and is
defined as $\int_{-T/2}^{T/2} x_T(2\pi f) e^{i2\pi ft} \, dt$

The above definitions apply to random signals by replacing the signal by the vertical mean of it. In consequence for random signals, the energy and the PSD are defined by eq. 170[422]:

$$E_n = \int_{-\infty}^{\infty} E[(x(t))^2] \, dt$$

$$S_{xx}(f) = \lim_{T \to \infty} \frac{E[|x_T(2\pi f)|^2]}{T}$$

The computation of the PSD for stochastic processes is simplified in the particular case of WSS and much more complex when the following assumption does not hold true.

The PSD of WSS processes can be simplified using the Wiener Khintchine theorem (the proof is developed in [423, 424]) which states that the PSD of a WSS is equal to the Fourier Transform of its autocorrelation function as expressed by eq. 171:

$$S_{xx}(f) = FT[R_{xx}(t)] = \int_{-\infty}^{\infty} R_{xx}(t) e^{-j\omega t} \, dt$$

And

$$R_{xx}(t) = \int_{-\infty}^{\infty} S_{xx}(f)e^{j\omega t} \, df$$

In consequence, the relation between variance and PSD which is always true for WSS processes is reminded in eq. 173 (taking $\tau = 0$ in eq. 171):

$$Var[x(t)] = R_{xx}(0) = \int_{-\infty}^{\infty} S_{xx}(f)e^{j\omega t} \, df$$

The PSD of non WSS is much more complex as the autocorrelation of the process depends on two time variables and not on their difference. Following the general formula for PSD computation reminded in eq. 170, the Fourier Transform of the vertical expectancy of the random process should be computed first, but does not always converge[425]. Although several authors proposed an extension of the Wiener Khintchine theorem for non WSS processes using the 2 dimensional Fourier Transform [23]or the Short Time Fourier Transform (SHFT) [426], the physical interpretation of the resulting PSD is often complicated. In[427], the extension of Wiener Khintchine theorem for non WSS processes conserving an unique PSD dependency into the single frequency variable $f$ is presented. In order to obtain such result, the mean autocorrelation function over a 2T interval is computed before evaluating its Fourier Transform as expressed in eq. 174
The following discussion summarizes the main findings extracted from[428]. Non stationary process often has a time-dependent spectrum. There are at least two different possibilities to construct the time-dependent spectrum. Primarily it is to impose a linear relation between the PSD of the random process and its covariance function. Secondly, it may be possible to create a time-dependent spectrum directly from the process itself. Time-dependent spectrum estimations based on these theories are presented below.

- The Evolutionary Spectra aimed to describe the temporal evolution of spectral contributions, frequency by frequency. Supposing that $A_t(\lambda)$ are slowly time varying function, the evolutionary spectra is defined by eq. 175:

$$x(t) = \int_{-\infty}^{\infty} A_t(f)dZ(f) \quad \text{EQ. 175}$$

with

$$E[(dZ(f))^2] = d\mu(f) \quad \text{EQ. 176}$$

and

$$S_{xx}(t, f) = |A_t(f)|^2 \frac{d\mu(f)}{df} \quad \text{EQ. 177}$$

where $S_{xx}(t, f)$ is the PSD of the $x(t)$ process around $t$, $Z(f)$ is an orthogonal process and $A_t(f)$ is an admissible modulation function. The measure $d\mu$ is absolutely continuous with respect to $f$. Complementary information can be found in [428].

- According to[428], the Wigner-Ville distribution is defined as:

$$W_x(t, \omega) = \int_{-\infty}^{\infty} x(t + \frac{\tau}{2})^* x(t - \frac{\tau}{2}) e^{-i\omega\tau} d\tau \quad \text{EQ. 178}$$

Calling

$$Y_t(\tau) = x(t + \frac{\tau}{2})^* x(t - \frac{\tau}{2}) \quad \text{EQ. 179}$$

and supposing that the absolute value of the autocorrelation of $Y_t(\tau)$ is finite, the expected value of the Wigner-Ville distribution can be defined (and is called the Wigner-Ville spectrum), such as described byeq. 180:

$$E[W_x(t, \omega)] = S_{WV}(t, \omega) \quad \text{EQ. 180}$$

The variance and its two-dimensional spectral distribution function along the principal diagonal is developed ineq. 181[428]:

$$\overline{R_{xx}}(\tau) = \lim_{T \to \infty} \frac{1}{2T} \int_{-T}^{T} R_{yy}(t, t - \tau) dt \quad \text{EQ. 174}$$
\[ Var[x(t)] = \frac{1}{2\pi} \int_{-\pi}^{\pi} S_WV(t, \omega) d\omega \]  

EQ. 181

- The evolutive spectrum of Tjostheim and Melard is based on the decomposition of a random process into a stationary gaussian process \( x(t) \) entering into a LTV system, such as indicated by eq. 182[428]:

\[ y(t, \tau) = h(t, \tau) * x(t) \]  

EQ. 182

where \( * \) denotes the convolution product. The evolutive spectrum of Tjostheim and Melard is defined by the general definition of the PSD already presented in eq. 170 and rewritten below for reader’s convenience:

\[ S_{TM}(\omega, t) = \lim_{T \to \infty} \frac{1}{T} E[|TF(y(t, \tau))|^2] \]  

EQ. 183

However if \( h \) is supposed LTI rather than LTV, and if \( x(t) \) is a stationary gaussian process with variance \( \sigma_{WN} \) the evolutive Tjostheim and Melard spectrum simplifies into[428]:

\[ S_{TM}(t, \omega) = \frac{\sigma_{WN}^2}{2\pi} | \sum_{s=\infty}^{t} h(t, s)e^{i\omega s} | \]  

EQ. 184

The variance of \( y(t) \) is obtained by integrating the Tjostheim and Melard spectrum over a \( 2\pi \) interval, as described by eq. 185[428]:

\[ Var[y(t)] = \frac{1}{2\pi} \int_{-\pi}^{\pi} S_{TM}(t, \omega) d\omega \]  

EQ. 185

2. Mathematical operations associated with systems

As one goal of phase noise modeling was to express phase noise as input noises entering inside a system and resulting in phase noise, the mathematical theory of systems is quickly reviewed in this document. The stochastic processes generally introduced in Section I.H.1, will be the ‘input’ of a system for phase noise study. The only systems considered are determinist and causal as they are supposed to model physical systems. A system can be defined by a function \( h : \mathbb{C}^{IR} \rightarrow \mathbb{C}^{IR} \) that maps an input \( \{ x(t), -\infty < t < \infty \} \) into an output \( \{ y(t), -\infty < t < \infty \} \)[8].

Important properties that will lead to simplified relations are the system linearity and the time-invariance. A system is said to be linear if[429]:

\[ \forall x_1, x_2 \text{ in } \mathbb{C}^{IR} \text{ and } \forall a_1, a_2 \text{ in } \mathbb{C}^2 \text{ } h(ax_1 + bx_2) = ah(x_1) + bh(x_2) \]  

EQ. 187

A system is time-invariant if[429]:

\[ \forall x(t) \text{ in } \mathbb{C}^{IR} \text{ and } \forall \tau \in \mathbb{R} \text{ } y(t-\tau) = h(t-\tau) * x(t) \]  

EQ. 188
\[ h([x(t + \tau), -\infty < t < \infty]) = \{ h(x,t + \tau), -\infty < t < \infty \} \quad \text{EQ. 188} \]

It is shown in [9] that if \( h \) is a linear system and \( x \in \mathbb{C}^R \) is an input function, its output is given by the eq. 189 reminded from [10]:

\[ y(x, t) = \int_{-\infty}^{\infty} x(u)h(t,u)du \quad \text{EQ. 189} \]

However these notations are far from the usual covariance definition. It can be shown in [430], [431], [432] than the above definition can be rewritten in a more conventional way, closer to the usual one dimension covariance definition:

\[ y(x, t) = \int_{-\infty}^{\infty} x(u)h(t,u-t)du \quad \text{EQ. 190} \]

If \( h \) is a Linear Time Invariant system (LTI) and the input \( x(t) = \exp(j2\pi ft) \), the output of the system is[429]:

\[ H(f) = \int_{-\infty}^{\infty} h(u-t)\exp(2j\pi f(u-t))du \quad \text{EQ. 191} \]

where \( H(f) \) is the Fourier Transform of the impulse response \( h(t) \) also called system transfer function. Useful Fourier or Laplace transform of LTI systems can be easily found on literature. Lotfi and Zahed extended the Fourier/Laplace transform theory for Linear Time Variant systems (LTV) study. For a LTV system the system transfer function \( H(f,t) \) is given by the following equation[429]:

\[ H(f,t) = \int_{-\infty}^{\infty} h(t,u-t)\exp(2j\pi f(u-t))du \quad \text{EQ. 192} \]

For an input \( x(t) = \exp(j2\pi ft) \) feeding a LTV system, the output is then obtained by eq. 193[10], defining the inverse Fourier Transform operation [10, 425]:

\[ h(x, t) = \int_{-\infty}^{\infty} H(f,t)X(f) \exp(-2j\pi ft) df \quad \text{EQ. 193} \]

where \( X(f) \) is the Fourier Transform of the input function \( x(t) \)

Although some authors questioned the utility of these definitions [429], the system transfer function \( H(f,t) \) is only valid around \( t \).

The study of LTV system is further simplified if the system is Linear Periodically Time Varying system (LPTV) with an impulse response which satisfies[429]:

\[ \forall t, u \in \mathbb{R}^2, \text{for some period } T > 0 \ h(t,u) = h(t, u + T) \quad \text{EQ. 194} \]
The impulse response of a LPTV system is hence periodic and can be decomposed using the Fourier series. It can be shown in [11] that the LPTV system function is also periodic in $t$, as described in eq. 195:

$$H(f, t) = \int_{-\infty}^{\infty} h(t, t - \tau) \exp(-2j\pi f \tau) d\tau$$

EQ. 195

This system transfer function can be hence decomposed using the Fourier series [12], as defined by equation eq. 196 [429]:

$$H(f, t) = \sum_{n=-\infty}^{\infty} H_n(f + nfc) \exp(j2\pi nfc t)$$

EQ. 196

where

$$H_n(f) = \int_{-\infty}^{\infty} h_n(\tau) \exp(-j2\pi f \tau) d\tau$$

The output of the system to a LPTV system can be found in [13] and is reminded in eq. 197

$$y(x, t) = \int_{-\infty}^{\infty} \sum_{n=-\infty}^{\infty} H_n(f + nfc) \exp(j2\pi nfc t) X(f) \exp(j2\pi ft) df$$

$$h(x, t) = TF^{-1}\left\{ \sum_{n=-\infty}^{\infty} H_n(f)X(f + nfc) \right\}$$

EQ. 197

Assuming that the above integrals are well defined for all $t$ in some rigorous sense, the mean and the autocorrelation of the output signal $y(x, t)$ are defined by the eq. 198.

$$m_y(t) = \int_{-\infty}^{\infty} m_x(u) h(t, u) du$$

$$R_{yy}(t_1, t_2) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} R_{xx}(r, s) h(t_1, r) h(t_2, s) dr ds$$

where $m_x$ is the esperance of the $x(t)$ process and $R_{xx}$ its autocorrelation function. For further development of these equations, interested readers should refer to [432], [431] for additional information.

The statistic properties of the system output and well as its PSD are greatly simplified on the following special cases and are the basis of the current noise analysis.

- If the input $X$ is a WSS process and the system is a stable LTI system (the condition of stability can be found in [11]), the cross correlation of the input $X$ and the output $Y$ are given by eq. 199:

$$R_{yX}(\tau) = R_{X}(\tau) * h(\tau)$$

EQ. 199

$$R_{xy}(\tau) = R_{X}(\tau) * h(-\tau)$$
where * is the convolution operator. The PSD of the output Y is hence obtained by eq. 200 and is of great importance in system study:

\[ S_{yy}(f) = |H(f)|^2 S_{xx}(f) \]  

EQ. 200

- Another special case that is commonly found in literature and extracted from [13] is when a cyclostationary process is the input of a stable LPTV system. Assuming that the fundamental frequency of the cyclostationary process is equal to the fundamental frequency of the LPTV system, it can be shown [433] that the output of the system is also cyclostationary with the same fundamental frequency. The autocorrelation function and the output PSD can be found in [433].

- Other special cases include the LTI system with a cyclostationary process in input or the opposite case a WSS process feeding a LPTV system. The autocorrelation function and the output PSD in these cases are detailed in [410].

- More general cases are however more difficult to handle. The following development is based on the author’s personal computations.

  - If \( h(t, \tau) \) is a Linear Time Varying (LTV) system and the input process \( x(t) \) is WSS:
    
    \[ R_{yy}(\alpha, t) = E[y(t), y(t + \alpha)] \]
    
    EQ. 201

    \[
    R_{yy}(\alpha, t) = E\left[ \int_{-\infty}^{\infty} h^*(\tau_1, t) x^*(t - \tau_1) d\tau_1 \cdot \int_{-\infty}^{\infty} h(\tau_2, t + \alpha)x(t + \alpha - \tau_2) d\tau_2 \right]
    \]

    \[
    R_{yy}(\alpha, t) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} E[h^*(\tau_1, t) h(\tau_2, t + \alpha) R_{xx}(\alpha - \tau_1 - \tau_2)] d\tau_1 d\tau_2
    \]

    If \( h(t, \tau) \) is LTV, its Fourier Transform has two variables. The understanding of the PSD computed is difficult implying both STFT (only valid around \( t \)) and the 2 dimensions Fourier Transform of the system transfer function. The Wiener Khintchine theorem can be applied as the process is WSS, greatly simplifying the PSD computation.

    \[ S_{yy}(f, t) = \int_{-\infty}^{\infty} R_{yy}(\tau, t) e^{-j2\pi ft} d\tau \]  

    EQ. 202

    \[
    S_{yy}(f, t) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} E[h^*(\tau_1, t) h(\tau_2, t + \tau) R_{xx}(\tau - \tau_1 - \tau_2)] d\tau_1 d\tau_2 e^{-j2\pi ft} d\tau
    \]

    Naming the following expressions:

    \[ H^*(F, t) = \int_{-\infty}^{\infty} h^*(\tau_1, t) e^{-j2\pi Ft_1} d\tau_1 \]  

    EQ. 203

    and \( H(F, f) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} h(\tau_2, \alpha)e^{-j2\pi F_2}e^{-j2\pi f\alpha} d\tau_2 d\alpha \)
\[ S_{yy}(f, t) = \int_{-\infty}^{\infty} S_{xx}(F) e^{j2\pi ft} H^*(F, t) H(F, f) \, dF \]

This result is very difficult to interpret and is only valid close to \( t \).

- The general case is to consider \( h(t, \tau) \) has a Linear Time Variant (LTV) process and \( x(t) \) is a non WSS process. As the input process is not WSS, the Wiener Khintchine theorem cannot be applied. However a generalization of the Wiener Khintchine theorem for nonstationary process already discussed above, can be used to greatly ease the calculus. Other development to compute the PSD of the overall process such as proposed in Annex B.1, may be utilized also but render the result interpretation more complex as many independent variables are involved.

Noting the mean autocorrelation function of the non WSS \( x(t) \) process around \( t \) as:

\[
\overline{R}_{yy}(\tau) = \lim_{T \to \infty} \frac{1}{2T} \int_{-T}^{T} R_{yy}(t, t - \tau) \, dt
\]  

EQ. 204

Taking the mean of the autocorrelation function permits to express the autocorrelation only depending on a single variable, hence the definition for the PSD still holds true. \( R_{yy}(t, \tau) \) is the autocorrelation of the \( x(t) \) process defined in eq. 197 (however the simplification of the autocorrelation into one single variable cannot be made for non WSS). Using both eq. 201 and eq. 204, the mean autocorrelation function can be defined such as:

\[
\overline{R}_{yy}(\tau) = \lim_{T \to \infty} \frac{1}{2T} \int_{-T}^{T} E \left[ \int_{-\infty}^{\infty} h^*(\tau_1, t) x^*(t - \tau_1) \, dt \right] E \left[ \int_{-\infty}^{\infty} h(\tau_2, t + \tau) x(t + \tau - \tau_2) \, dt \right] \, d\tau_1 \, d\tau_2
\]  

EQ. 205

The PSD of this process can be defined by eq. 206, according to the Wiener Khintchine theorem extended to non WSS processes:

\[
S_{yy}(f) = \int_{-\infty}^{\infty} \overline{R}_{yy}(\tau) e^{-j2\pi ft} \, d\tau
\]  

EQ. 206
Annex C:
Input noises
The noise description is still an vast area of research in physics, not restricted to electronic. Physical description of the different types of noise is of value to understand its origins to permit more efficient correction.

In common description of phase noise[434], input noises such as thermal noise, shot noise are responsible for phase perturbations in an oscillator.

3. White noise general introduction

White noise has the same energy over all the frequencies (constant PSD) [435]. White noise is a Gaussian process defined with a null mean and with a covariance $C(t_1, t_2) = \Gamma \delta (t_2 - t_1)$, where $\delta$ is the delta function and $\Gamma$ is its associated energy. The covariance is hence non null when $t_1$ is very close to $t_2$ meaning that the white noise $f(t_1)$ is uncorrelated to $f(t_2)$ except when $t_1 = t_2$[435].

Thermal noise is associated with carrier agitations which increase with temperature and is described mathematically as white noise.

We used the Matlab® function $\text{randn}$ to generate a white Gaussian noise.

4. Higher order noises

\textbf{a) Introduction to the Fokker Plank equation}

The theory presented in this section is mostly derived from [435]. This theory is of importance to define the physical processes associated with higher order noises than white noise.

To study diffusive Markovian process, the probability of transition $P(x_0|x,t)$ is defined as the probability of a particle to be at a position $x$ at a given $t$, knowing that its initial position was $x_0$. The three properties given by eq. 207 defines completely a diffusive process [435].

\begin{equation}
\langle \Delta x \rangle_{x_0} = \int_R dx \ (x - x_0)P(x_0|x,t) = \lim_{t \to 0} a(x_0)t + \theta(t^\alpha), \alpha > 1 \tag{EQ. 207}
\end{equation}

\begin{equation}
\langle (\Delta x)^2 \rangle_{x_0} = \int_R dx \ (x - x_0)^2P(x_0|x,t) = \lim_{t \to 0} b(x_0)t + \theta(t^\alpha), \alpha > 1
\end{equation}

\begin{equation}
\langle (\Delta x)^k \rangle_{x_0} = \int_R dx \ (x - x_0)^kP(x_0|x,t) = \lim_{t \to 0} \theta(t^\alpha), \alpha > 1, \quad k > 2
\end{equation}
where \(a(x)\) is the derive function and \(b(x)\) is the diffusion function of the process.

The properties presented in eq. \(207\) leads to the Fokker-Plank equation (eq. \(208\)):

\[
\frac{\partial}{\partial t} P(x_0|x, t) = - \frac{\partial}{\partial x} \left( a(x) P(x_0|x, t) \right) + \frac{1}{2} \frac{\partial^2}{\partial x^2} \left( b(x) P(x_0|x, t) \right)
\]

EQ. 208

The solution of this equation can be found in [435] and will give the \(P(x_0|x,t)\) function.

**b) Wiener process**

A special case of the diffusion equation is the Wiener process taking \(a = 0\) and \(b = 2D = \frac{K_b T}{\gamma m}\) (Einstein relation [434]) where \(m\) is the mass of the particle, \(\gamma\) is the friction coefficient \(K_b\) is the Boltzmann constant and \(T\) the absolute temperature. The Wiener process is used to describe the diffusion process called Brownian motion (or random walk of a particle) and also the Brownian noise.

The main relations useful for noise description are available in [435] and are recalled in eq. \(209\)

\[
P(x, t) = \frac{1}{\sqrt{4\pi D t}} e^{-\frac{x^2}{4Dt}} \quad t > 0
\]

\[
\langle x(t) \rangle = 0
\]

\[
\langle x(t_1)x(t_2) \rangle = 2D t_1
\]

\[
S_{xx}(\omega) = \int_{t} C(t) e^{i\omega t} dt = \frac{D}{-2\pi^2 w^2}
\]

where \(C(t)\) is the autocorrelation function. A Wiener process has hence a PSD proportional to \(\frac{1}{\omega^2}\).

**c) I.5 Ornstein-Uhlenbeck process**

This process represents a second well known particular case of the diffusion equation, with \(a(v) = -\gamma v\) and \(b(v) = 2\gamma^2 D\) which describes the particle movement due to thermal agitation in a fluid. As for the Wiener process, the mean, covariance and DSP are significant and presented in eq. \(210\) (extracted from [435])
This process is stationary, Gaussian and with null mean, in consequence:

\[
\langle v(t) \rangle = 0 \tag{211}
\]

\[
\langle v(t_0)v(t) \rangle = \frac{KbT}{m} e^{-\gamma(t-t_0)}
\]

Because the process is stationary, the simplification of the PSD formula can be applied and the PSD of this process is given by eq. 212

\[
S_{vv}(\omega) = \frac{KbT}{m} \frac{1}{(2\pi i\omega - \gamma)^2} \tag{212}
\]

Hence the magnitude of the PSD of this process is proportional to \( \frac{1}{\omega^2} \)

It must be noted that the PSD considered is the PSD of the velocity of the particle and not the PSD of its position. Integrating the velocity to obtain the position will give \( S_{xx}(f) \) proportional to \( \frac{1}{\omega^4} \)

5. 1/f noise general overview

The other type of electronic noise which mainly influences phase noise is the Flicker noise (also called pink noise or 1/f noise) related to the shape of its PSD. However the integration of white noise leads to the Wiener process also called Brownian motion (which PSD is in \( 1/f^2 \)).

1/f noise has been intensively studied in an attempt to find a physical explanation with a mathematical description but there is not yet an unified theory [98, 100, 436]. Mathematical models have been proposed such as recurrence models, non linear differential equation stochastic models, reversible Markov chain models,... (summarized in [100]). The early description of the 1/f noise in vacuum tubes was made by Johnson and described mathematically by Schottky and presented in eq. 213.

Suppose that \( \{t_k\} \) with \( k > 0 \) is a Poisson process. Shot noise process is obtained by attaching to each \( t_k \), an exponential relaxation law and summing on \( k \) [100]:

\[
S_n(t, tk) = \sum_k N_0 e^{-\lambda(t-tk)} \tag{213}
\]
where $N_0$ is the initial number of electrons and $\lambda$ the relaxation constant of the exponential law. The Fourier Transform (FT) of shot noise is given by eq. 214[100]

$$F(\omega) = \int_{-\infty}^{\infty} \sum_k N(t, t_k)e^{-i\omega t}dt = \frac{N_0}{\lambda + i\omega} \sum_k e^{i\omega t_k} \quad \text{EQ. 214}$$

Applying the general equation for the PSD computation, the PSD of the shot noise is given by the Lorentzian function shown in eq. 215[100]

$$S_{nn}(\omega) = \frac{N_0^2}{\lambda^2 + \omega^2} \quad \text{EQ. 215}$$

where $n$ is the average pulse rate of electrons before being captured by the trapping sites. However this mathematical description felt to describe the $1/\omega$ behavior. Superposing such process with a distribution of the relaxation rate uniformly distributed can conduce to the $1/\omega$ if some assumptions are made [100]:

$$S_{nn}(\omega) = \frac{1}{\lambda_2 - \lambda_1} \int_{\lambda_1}^{\lambda_2} \frac{N_0^2 n}{\lambda^2 + \omega^2} d\lambda = \frac{N_0^2 n}{\omega (\lambda_2 - \lambda_1)} \left[ \arctan \frac{\lambda_1}{\omega} - \arctan \frac{\lambda_2}{\omega} \right] \quad \text{EQ. 216}$$

$$S_{nn}(\omega) = \begin{cases} N_0^2 n & 0 < \omega \ll \lambda_1 \ll \lambda_2 \\ \frac{N_0^2 n \pi}{2 \omega (\lambda_2 - \lambda_1)} \lambda_1 \ll \omega \ll \lambda_2 \\ \frac{N_0^2 n}{\omega^2} \lambda_1 \ll \lambda_2 \ll \omega \end{cases}$$

Making these assumptions permit to obtain the $1/\omega$ behavior, more details are available in[100].

In electronics field the two most significant descriptions are attributed to McWhorther (which associated $1/f$ noise with random surface trapping and detrapping of the mobile carriers of the channel [30, 437]) and to Hooges (which attributed Flicker noise to mobility fluctuations of the charge carriers[438]).

Generating pink noise was made by using a white noise generator as input of a $1/\sqrt{f}$ transfer function which has a $1/f$ PSD not achievable with common filters. For instance, this transfer function can be created using the fraccpule suite [439]. However this algorithmic description of $1/f$ noise, has no physical meaning.
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