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## Chapter 1

## Introduction
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### 1.1 The Problem

Computational geometry is the field of computer science dedicated to the establishment of theoretical foundations for the study of geometric algorithms. Traditionally, the focus has been on linear objects such as points, line segments, polygons and polyhedra. The "simple" structure of these objects eases the design of algorithms dealing with them as well as their analysis. In real world however, most problems related to geometry are naturally modeled by curved objects and a non-trivial task consists in providing algorithms that compute efficiently and accurately with these objects. This explains why, recently, tools that come from other fields such as algebra and topology, have been used by the computational geometry community in order to improve the accuracy and the efficiency of these algorithms. Typically solving algebraic systems plays an increasing role in computational geometry algorithms that deal with non-linear objects. Indeed, as non-linear objects are often defined as a zero set of polynomials, computing the roots of polynomial systems yields information about the structure and the properties of these objects. Among the recent work that uses algebraic system solving in computational geometry, one can mention for example the work of Everett et al. [Everett 2007]
where several systems are solved in order to prove a conjecture on the Voronoi diagrams of three lines in general position in three-dimensional space.

In this context, the computational geometry problem we will focus on in this thesis is the computation of the topology of a real algebraic plane curve. We consider such a curve $\mathcal{C}$, defined in a Cartesian coordinate system by a bivariate polynomial $f$ with rational coefficients i.e. $\mathcal{C}=\{(x, y) \in$ $\left.\mathbb{R}^{2} \mid f(x, y)=0\right\}$ with $f$ in $\mathbb{Q}[x, y]$. This problem is fundamental since it is central in the problem of plotting the curve in a certified way, that is in a way where the obtained plot is isotopic to the curve (see below). Last years, much work has been dedicated to the problem of computing the topology of curves leading to the development of several algorithms (see Section 1.3 for details).

In vague terms, computing the topology of a curve $\mathcal{C}$ consists in computing a geometric representation that describes completely the structure of $\mathcal{C}$. This representation usually consists of a planar graph $\mathcal{G}_{c}$ whose vertices are mapped to points of the curve and such that connecting these points by segments yields a drawing isotopic to the input curve. In other words, $\mathcal{C}$ can be transformed continuously into $\mathcal{G}_{c}$ without topological changes, see Figure 1.1.


Figure 1.1: $\mathcal{G}_{c}$ is an isotopic graph associated to the curve $\mathcal{C}$.

In order to obtain an isotopic graph, the graph must contain vertices that correspond to self-intersections and isolated points of the curve. However, in order to avoid separating such relevant points from other singularities (e.g., cusps), all singular points of $\mathcal{C}$, that is, points at which the tangent is not well defined, are usually mapped to vertices of the graph. In addition, in order to preserve the geometry of $\mathcal{C}$, the computed graph usually contains vertices that correspond to the extreme points of $\mathcal{C}$ for a particular direction (say the direction of the x-axis), that is, points that are non-singular and for which
the tangent line is vertical (i.e., parallel to the y -axis). These singular and extreme points form the critical points of $\mathcal{C}$, and an important step in the construction of an isotopic graph of $\mathcal{C}$ is the determination of these points. Since these points are defined as the solutions of some bivariate systems that consists of $f$ and some of its partial derivatives, computing efficiently these critical points requires to efficiently solve systems of bivariate polynomials.

It should be stressed upfront that the problem of solving polynomial systems is one of the main topics in computer algebra and many successful theoretical and practical results have been obtained. However, most of these algorithms treat the case of general polynomial systems and very few address specifically the case we are interested in, that is the case of systems with bivariate polynomials with rational coefficients. This explains why, an interesting challenge consists in investigating the case of bivariate systems.

In the present document we are going to study, elaborate and implement efficient and robust algorithms for solving systems of bivariate polynomials with coefficients in $\mathbb{Q}$. Beside the fact that this problem is fundamental in our problem of computing the topology of curves, solving bivariate systems also arises in many other application fields as for example robotic, computer aided design or molecular biology.

Before going further, it is important to answer the following questions:

- What do we mean by solving systems?
- What do we mean by robustness?
- How do we evaluate the efficiency?

It is not an easy task to provide clear and definitive answers to these questions. The answers often depend on the context of the computation and the application fields for which the algorithms are designed. However, having as objective the problem of computing the topology of plane curves, we try to provide clear answers to these questions.

### 1.1.1 Solving bivariate algebraic systems

In abstract terms, solving a polynomial system means computing all its solutions. Although simple, this definition is difficult to translate in computer terms where the notion of "solution of a polynomial system" is not clearly defined. In some contexts, solving a system amounts to computing some formal representation of its solutions that allows to deduce more or less easily information on these solutions such as numerical approximations, number of solutions, etc. Such a representation can be for example a Gröbner basis, a
rational parameterization or a triangular representation. In some other contexts, the emphasis is put on the computation of numerical approximations of the solutions. These numerical approximations are usually given as a set of isolating axis-parallel boxes such that every real solution of the system lies in a unique box and conversely. Isolating boxes for the solutions can be computed directly from the input system using numerical approximation methods such as Newton method, or they can be obtained from a formal representation of the solutions. It should be stressed however that formal solutions do not necessarily yield, directly, isolating boxes of the solutions. In particular, from a theoretical complexity view, it is not proved that the knowledge of a triangular system or Gröbner basis of a system always simplifies the isolation of its solutions. This observation also explains why it is not an easy task to define precisely what a formal solution of a system is, and why usage prevails in what is usually considered to be a formal solution.

In this thesis, we choose to represent the solutions of bivariate systems using a particular type of rational parameterization called Rational Univariate Representation [Rouillier 1999]. Such a representation is given by a univariate polynomial $f$ and two rational functions $\left(\frac{f_{x}}{f_{1}}, \frac{f_{y}}{f_{1}}\right)$ that define a one-to-one mapping between the roots of $f$ and the solutions of the system (see Figure 1.2 for an illustration).


Figure 1.2: Rational Univariate Representation of the system $\{P, Q\}$ where $V(S)$ is the set of (complex) solutions of a system $S$ of polynomials.

All the univariate polynomials of the Rational Univariate Representation, i.e. $\left\{f, f_{1}, f_{x}, f_{y}\right\}$, are uniquely defined with respect to a separating linear form, that is, a linear combination of the variables $x+a y$ that takes different values when evaluated at different solutions of the system. Also, computing a Rational Univariate Representation requires to first compute such a linear form which, at present, turns out to be the dominant part in the computation of this representation. This difficulty explains why in practice, based
on the fact that a random linear form is separating with high probability, most of the algorithms that compute rational parameterizations proceed by choosing randomly a linear form and then computing the associated mapping, which results in probabilistic Monte-Carlo algorithms for computing such a representation. In some other algorithms, the chosen linear form is tested for separation to eliminate the Monte-Carlo aspect but the problem of deciding whether a linear form is separating turns out to be a difficult task.

In addition to the fact that a Rational Univariate Representation is conceptually simple, the choice of such a representation can be motivated in several respects as discussed below.

Starting from a Rational Univariate Representation, one can easily compute isolating boxes for the real solutions of the system by first computing isolating intervals of the real roots of $f$ (using any univariate isolation algorithm, see for instance [Rouillier 2003, Mehlhorn 2008]) and then computing the image of these intervals by the rational fractions $\frac{f_{x}}{f_{1}}$ and $\frac{f_{y}}{f_{1}}$. This is important in our problem of computing the topology since isolating boxes around the critical points of the curve are needed as an input of the connection step. An algorithm for efficiently computing isolating boxes of the solutions from the associated Rational Univariate Representation is discussed in detail in Chapter 6.

Another notable advantage of Rational Univariate Representations is that they enable the transformation of problems involving solutions of multivariate systems into problems on roots of univariate polynomials. One relevant example (discussed in detail in Chapter 6) is the famous Sign_at operation that consists in computing the sign of an arbitrary bivariate polynomial at one solution of a bivariate system.

Finally, another important property of Rational Univariate Representations is that they give information about the multiplicity of the solutions. This information is useful in many applications and especially for computing the topology of curves where some multiplicities are often needed to determine the topology inside the boxes containing critical points of the curve (see Chapter 6 for details).

### 1.1.2 Robustness and probabilistic algorithms

In this thesis, the emphasis is put on complete and certified algorithms for solving bivariate systems and computing the topology of plane curves. In other words we aim for methods that always return the correct result for all types of input. For this purpose, three aspects need to be taken into account, the robustness, completeness and probabilistic aspects. By robustness
we mean robustness in the context of numerical rounding errors in a fixedprecision floating-point arithmetic. By completeness we refer to the ability of an algorithm to handle any input, possibly in degenerate form. Finally by probabilistic aspects, we refer especially to algorithms that do, or do not, return a correct result, and distinguish in particular between Monte-Carlo and Las-Vegas algorithms. These aspects are discussed in more details below.
Robustness. The question of exact computation is critical, especially in computational geometry algorithms. Indeed, the correctness of these algorithms is generally proved under the assumption that some basic geometric predicates are computed exactly whatever is the input. In the context of algebraic input as we consider here, the exact representation of algebraic numbers would require an infinite precision in floating point representation. Hence, we use instead the classical implicit representation via isolating intervals. This consists in representing the solutions of algebraic systems by isolating intervals with multiple-precision bounds and in providing algorithms for computing exactly with these solutions in, for instance, sign computations, comparison, etc (see [Yap 2000, §6.3] for the case of roots of univariate polynomials).
Completeness. Our objective is the design of general algorithms that do not assume any genericity conditions on the input. The precise meaning of genericity varies depending on the problem and the algorithm. For instance, in the case of topology computation, a very common condition is that the input curve is in generic position, that is, no two critical points are vertically aligned. In the case of system solving, a typical genericity condition is that the ideal corresponding to the input system is radical, that is, no multiple solutions exist. This is the case for example with numerical methods based on Newton iteration where the correctness as well as the termination are guaranteed under the condition that no multiple solutions exist. We however allow algorithms that make genericity assumption when this assumption is verified during the computation. For instance, when it comes to solving bivariate systems we always assume in our algorithms that the system has finitely many solutions and we provide a way to check that it is indeed the case.
Probabilistic algorithms. Many algorithms in computer algebra depend on a generic choice. This choice is most of the time random in practice which makes these algorithms probabilistic. These probabilistic algorithms are generally of two types: Monte-Carlo algorithms whose running time is bounded, but whose output may be incorrect with a certain (typically small) probability, and Las-Vegas algorithms who take an amount of time that varies randomly and is not necessarily bounded, but always produce the correct result.

A school-book example that illustrates such algorithms is the famous coin toss problem, where a coin is successively tossed aiming at obtaining a head
(or tail). A natural Monte-Carlo algorithm consists in tossing a coin a constant number of times, say $k$. The running time of such an algorithm is then bounded by the time required to perform $k$ tosses, while the probability to obtain the desired outcome depends on $k$. One can alternatively opt for the Las-Vegas variant of this algorithm that consists in tossing a coin until the first head outcome (or tail). In that case the desired outcome is guaranteed and only the running time is random, although not bounded.

A typical example of probabilistic Monte-Carlo algorithms in computer algebra are those computing rational parameterizations of the solutions of an algebraic system. As mentioned previously, all these algorithms require the computation of a separating linear form. In practice, a linear form is chosen randomly and the associated univariate representation is computed. However, although such a random choice is valid with high probability, it may happen that the chosen linear form does not separate the solutions and thus, that the computed univariate representation does not correctly encode the solutions of the system. Another example worth mentioning, is the methods that use computations over $\mathbb{Z} / \mu \mathbb{Z}$ combined with the Chinese Remainder Algorithm. This strategy is quite commonly used in symbolic algorithms to avoid intermediate growth of coefficients and thus speedup the computations (see Section 2.5 for details). The choice of the prime numbers $\mu$ is done randomly and it may happen that some of them are not appropriate for applying the Chinese Remainder Theorem which leads to a wrong result. Although in practice, such "unlucky" primes are rare, it is still possible to find examples for which, the algorithm returns an incorrect result.

Such Monte-Carlo algorithms can be transformed into Las-Vegas algorithms whenever there exists a way to verify that the output produced by the algorithm is indeed correct. If so then the resulting Las-Vegas algorithm is merely to repeatedly run the Monte-Carlo algorithm until one of the runs produces an output that is checked to be correct. It should be stressed however that often, testing the output for correctness is far from being trivial and induces a gap, from theoretical and practical point of view, between probabilistic Monte-Carlo algorithms and the corresponding Las-Vegas variants. A challenge that we will address in our work is to reduce as much as possible this gap in order to obtain efficient algorithms while keeping the Las-Vegas certification.

Note finally that, in some cases, the number of times that a probabilistic algorithm can fail, can be upper-bounded which, thus, also bounds the running time of the algorithm. This is for example the case with the algorithms presented in this thesis, where the number of bad choices (the "unlucky" prime numbers or the non-separating linear forms) is bounded and so as for the running time. Such algorithms are known under the name of randomized
algorithms, and differ from the usual Las-Vegas algorithm where the running time is usually not assumed to be bounded. However, especially in computer algebra, one often uses the term Las-Vegas to refer to such algorithms because they have the typical structure of Las-Vegas algorithms, which is to repeat iteratively one procedure until it succeeds. We use the same terminology for the algorithms presented below.

### 1.1.3 Complexity and efficiency

We measure the efficiency of our algorithms both from the theoretical and practical point of view.

For the theoretical efficiency, we proceed in general by computing worstcase asymptotic complexities, that is the asymptotic number of operations performed by the algorithms. These complexities are bounded using the classical big $O$ notation. Most complexity analyses in computer science measure the complexity in terms of arithmetic operations. However, especially in computer algebra, such complexities often underestimate the actual running time of the algorithm. The reason behind this, is the growth of coefficients during the computation, which increases the cost of arithmetic operations, thus affecting the global efficiency of the algorithm. In the case of polynomial with integer coefficients as we consider, a more relevant measure is the bit complexity, that is, the number of bit operations performed by the algorithm. In the context of algorithms on polynomials, such a complexity depends in general on two parameters: the total degree of the input polynomials and the maximum bitsize of their coefficients.

The bit complexity is hence a more precise measure of algorithms efficiency, but its computation is in general tedious since it requires a more in depth analysis of the algorithms than for the arithmetic complexity.

In addition, worst-case complexities are suitable to measure the intrinsic difficulty of the problem at hand, but the latter should however be taken with care when it comes to practical efficiency where the average analysis might be more relevant. This is particularly the case with randomized algorithms whose worst-case complexity may be very bad compared to the actual behavior of the algorithm. For such algorithm we compute upper bounds on the expected number of bit operations which we refer to as the expected bit complexity.

Finally, from the practical efficiency point of view, we compare the running time of our implementations with several state-of-the-art implementations on a large number of instances.

### 1.2 Contributions

In this thesis, we present several results, both theoretical and practical concerning the resolution of bivariate algebraic systems. These results mostly concern the computation of separating linear forms and Rational Univariate Representations. We also present contributions on strongly related problems such as the computation of isolating boxes for the solutions of such systems and the evaluation of the sign of other polynomials at the solutions of the systems. Finally, we present results on the initial problem that motivated our study, namely the computation of topology of plane algebraic curves.

In a nutshell, our main results are several algorithms for computing a RUR and isolating boxes of the real solutions of a system of two bivariate polynomials. The bit complexities of these algorithms are respectively $\widetilde{O}_{B}\left(d^{8}+d^{7} \tau\right)$ in the worst-case and, in average, in $\widetilde{O}_{B}\left(d^{6}+d^{5} \tau\right)$ in a Las-Vegas setting and also (but independently) in a Monte-Carlo setting, where $d$ is the total degree of the input polynomials and $\tau$ is the maximum bitsize of their coefficients and where $O_{B}$ refers to an asymptotic upper bound on the bit complexity and $\widetilde{O}$ means that polylogarithmic factors are omitted. Furthermore, some of these probabilistic algorithms (both Monte-Carlo and Las-Vegas) are shown to be very efficient in practice. We detail below a brief overview of our contributions.

Separating linear form. Our first contribution, which is the topic of Chapter 3, is a new deterministic algorithm of worst-case bit complexity $\widetilde{O}_{B}\left(d^{8}+d^{7} \tau\right)$ for computing a separating linear form of a system of two bivariate polynomials of total degree at most $d$ and integer coefficients of bitsize at most $\tau$. The system should be zero dimensional but this is tested in our algorithm. This decreases by a factor $d^{2}$ the best known complexity for this problem.

As a direct consequence, using our algorithm for computing a separating linear form directly yields a rational parameterization of the solutions of a bivariate system within the same overall complexity as our algorithm, both in the approach of Gonzalez-Vega et al. [Gonzalez-Vega 1996, Diochnos 2009] and in the one presented in Chapter 4 for computing a Rational Univariate Representation as defined in [Rouillier 1999]. As a byproduct, we obtain an algorithm for computing the number of (complex) distinct solutions of such systems within the same complexity, i.e. $\widetilde{O}_{B}\left(d^{8}+d^{7} \tau\right)$.

Rational Univariate Representations. In Chapter 4 we show that the Rational Univariate Representation (RUR for short) of Rouillier [Rouillier 1999] (i) can be expressed with simple polynomial formulas, that (ii) it has a total bitsize that is asymptotically smaller than that of GonzalezVega and El Kahoui by a factor $d$, and that (iii) it can be computed with
the same complexity, that is $\widetilde{O}_{B}\left(d^{7}+d^{6} \tau\right)$. Namely, we prove that the RUR consists of four polynomials of degree at most $d^{2}$ and bitsize $\widetilde{O}\left(d^{2}+d \tau\right)$ (instead of $O(d)$ polynomials with the same asymptotic degree and bitsize for the Gonzalez-Vega and El Kahoui parameterization). Moreover, we prove that this bound holds for the RUR of any ideal containing $P$ and $Q$, that is, for instance the RUR of the radical ideal of $\langle P, Q\rangle$.

Efficient practical algorithms. Another aspect of our work is to investigate efficient practical algorithms for computing a decomposition of a bivariate system $\{P, Q\}$ into a set of Rational Univariate Representations. We present an approach that is similar to that in [Gonzalez-Vega 1996, Diochnos 2009] and show how the use of a multi-modular approach based on the Chinese Remainder Algorithm (see Section 2.5) combined with a random choice of a separating linear form can speed up the computation of a RUR from theoretical and practical point of view. Our first result is a Monte-Carlo algorithm with an expected bit complexity in $\widetilde{O}_{B}\left(d^{6}+d^{5} \tau\right)$ and a good probability of success (whose parameter appears in the bit complexity in a logarithmic factor and is thus hidden). We then derive from this algorithm two Las-Vegas variants of expected bit complexity in $\widetilde{O}_{B}\left(d^{7}+d^{6} \tau\right)$ and $\widetilde{O}_{B}\left(d^{6}+d^{5} \tau\right)$ respectively. These Las-Vegas algorithms use two different methods to check that the result computed by the Monte-Carlo algorithm is correct. While the first method is intuitive, conceptually elegant and implemented, the second one shows that it is possible to design a Las-Vegas algorithm with the same asymptotic bit complexity as the Monte-Carlo algorithm.

Isolation of the real solutions. As our main objective is to obtain numerical approximations of the real solutions, we show in Chapter 6 that, given a RUR, isolating boxes of the solutions of the system can be computed with $\widetilde{O}_{B}\left(d^{6}+d^{5} \tau\right)$ bit operations. This decreases by a factor $d^{4}$ the best known complexity for isolating the solutions of a bivariate system from a corresponding rational parameterization [Diochnos 2009]. Together with the previous results, this first brings the overall bit complexity of isolating the real solutions of a bivariate system via a univariate representation to $\widetilde{O}_{B}\left(d^{8}+d^{7} \tau\right)$ in the worst-case. Note that this complexity equals the best known one proved by Emeliyanenko and Sagraloff [Emeliyanenko 2011] for solving bivariate systems using an alternative resultant-based algorithm (see related work below). This also brings the overall average bit complexity of isolating the real solutions via a univariate representation to $\widetilde{O}_{B}\left(d^{6}+d^{5} \tau\right)$ both in Monte-Carlo and Las-Vegas settings.
Applications. We finally exhibit some advantages of computing a RUR of a bivariate system through three applications: We first show how a rational univariate representation (and more generally a rational parameterization)
can be used to perform efficiently two important operations on the input system. We first show how a RUR can be used to perform efficiently the sign_at operation. Given a polynomial $F$ of total degree at most $d$ with integer coefficients of bitsize at most $\tau$, we show that the sign of $F$ at one real solution of the system can be computed in $\widetilde{O}_{B}\left(d^{8}+d^{7} \tau\right)$ bit operations, while the complexity of computing its sign at all the $\Theta\left(d^{2}\right)$ solutions of the system is only $O(d)$ times that for one real solution. This improves the best known complexities of $\widetilde{O}_{B}\left(d^{10}+d^{9} \tau\right)$ and $\widetilde{O}_{B}\left(d^{12}+d^{11} \tau\right)$ for these respective problems (see [Diochnos 2009, Theorem 14 \& Corollary 24] with the improvement of [Sagraloff 2012] for the root isolation). Similar to the sign_at operation, we show that a RUR can be split in two parameterizations such that $F$ vanishes at all the solutions of one of them and at none of the other. We also show that these two parameterizations can be transformed into RURs, in order to reduce their total bitsize, within the same complexity, that is, $\widetilde{O}_{B}\left(d^{8}+d^{7} \tau\right)$.

Coming back to our initial problem, that is, the computation of the topology of curves, we show that solving bivariate systems through Rational Univariate Representations brings improvements in several respects to the algorithm presented in [Cheng 2010].

### 1.3 Related work

We discuss in the following, existing methods for isolating the real roots of systems defined by two bivariate polynomials with integer coefficients. We compare between the different state-of-the-art algorithms and give when provided the complexity of each of them. We further review different algorithms for computing the topology of a planar algebraic curve. The majority of these algorithms make extensive use of bivariate system solving techniques.

### 1.3.1 Bivariate systems solving

There exist many methods for isolating the real roots of system defined by two bivariate polynomials with integer coefficients. These methods can be classified in two different families. The family of numerical methods and that of symbolic methods. Note that we only briefly discuss the former category of methods since most of these methods are able to solve systems only under genericity conditions.

Numerical methods. Such methods treat the polynomials as real value functions and analyze the zero-level of these functions. They usually lead to local computations where the solutions are sought in a given area of interest, such as the famous Newton (-Raphson) method (see for e.g.
[Rheinboldt 1998]). The strength of numerical methods is undoubtedly their practical efficiency due essentially to the use of approximate computation. However, without convenient assumptions on the input system or additional algebraic computations, such methods seldom give guarantee of correctness and termination, especially in case of systems with singular solutions (solutions with multiplicities) where the Newton-like techniques are not applicable anymore. One important representative of this set of methods is the subdivision-based methods [Mourrain 2009, Garloff 2000, Sherbrooke 1993]. Subdivision can be seen as a generalization of the binary search, it starts with a box of interest and recursively splits it into smaller boxes, eliminating boxes which cannot contain a zero of the system, and ending up with a union of boxes that contains all solutions of the system that lie within the given box. In [Moore 2009], [Neumaier 1990, §5.1] and references therein, the check for the existence as well as the uniqueness of some solution inside a given box is achieved using numerical predicates based on interval computation techniques such as interval evaluation, Newton interval method, Krawzcyk operator [Rump 1983], etc.

Another set of numerical methods that are worth mentioning are those based on homotopy continuation (see e.g. [Li 2003, Verschelde 2010]). Roughly speaking, such methods use homotopy combined with numerical tracking algorithms to approximate the solutions of a polynomial systems.

Symbolic methods. These methods comprise the classical eliminationbased methods such as resultant, triangular decomposition or rational univariate representation-based methods. Compared to the aforementioned purely numerical methods, symbolic methods are in general complete in the sense that no assumption is made on the system under consideration. In addition, the result, computed in a certified way provides global information on the set of the solutions (including the complex ones). These methods, which can be viewed as generalizations of the classical Gauss elimination method proceed generally in two steps: a symbolic step (also called a projection step), where a formal representation of the solutions is computed from the initial system using algebraic properties and polynomial combinations, and a numerical step (also called lifting step) that starts from this formal representation and computes numerical approximations of the solutions of the system. The reliance of such methods on costly symbolic computations (during the symbolic step) makes those methods slow and impractical for general polynomial systems as soon as their degree or number of variables become high. However they still constitute a suitable choice for solving systems of bivariate polynomials. Algebraic methods are of different sorts depending on the type of representation computed in the symbolic step. We discuss in the following three main types of
representations, the resultant representations, the triangular representations and the univariate representations.

Resultant representation. These methods follow the same basic idea. They first project the solutions along several directions to derive a set of candidate solutions and then identify among these candidates those that are actually solutions. Note that for these methods, the projection step consists only of resultant computations. We survey below several significant results using this representation.

In [Seidel 2005] this projection idea is used to compute the set of critical points of an algebraic planar curve $f$, that is the set of the real roots of the system $\left\{f, \frac{\partial f}{\partial y}\right\}$. Under the assumption that the given curve is in generic position, i.e. there are no two critical points on the same vertical line, the algorithm projects the set of critical points, $K$, in three different directions. First onto the $x$ - and the $y$-axis which yields a set $A \times B \supset K$ of candidate solutions given as pairs of isolating intervals, and then onto a third direction that is verified to be non-degenerate in order to recover the set of actual solutions $K$ for $A \times B$.

In [Cheng 2009] a local generic position-based method called LGP is presented for solving bivariate systems. Roughly speaking, this method performs a coordinate transformation of the form $x \mapsto x+a y$ that transforms the initial system $S$ into a new system $S^{\prime}$ that is in generic position, i.e. where different solutions are projected to different points on the $x$-axis. Then, the solutions of $S$ are deduced as linear combinations of the projections onto the $x$-axis of the solutions of $S$ and those of $S^{\prime}$. The key contribution of this paper is the simple way the rational $a$ in the linear form $x+a y$ is computed. However, one important drawback of this approach is that the rational $a$ computed this way can be of bitsize, that of the separation bound of the resultant of the two input polynomials, i.e. $\widetilde{O}\left(d^{3} \tau\right)$. This has a negative impact on the cost of symbolic computations after performing the coordinate transformation. Note that for the two previous methods, no complexity analyses of the global solving algorithms are provided.

Unlike the two previous methods, the Grid method in [Diochnos 2009] does not assume, nor compute a generic position for the initial system. Instead, the algorithm projects the solutions onto the $x$ - and the $y$-axes which yields a set of pairs of algebraic numbers and then selects among this set, the pairs at which the input polynomials vanish. Testing a pair is done by computing the sign of the input polynomials at the corresponding algebraic numbers, following the approach of Roy and Likteig [Lickteig 2001]. Although very simple to describe, this method suffers from the symbolic cost of the exact implementation of the Sign_at operation. The complexity analysis of this
method shows that the overall bit complexity is dominated by that of the Sign_at operation which is in $\widetilde{O}_{B}\left(d^{14}+d^{13} \tau\right)$.

Recently, following the Grid approach in [Diochnos 2009], Berberich et al. [Berberich 2011b] proposed a very efficient algorithm for isolating the real roots of a bivariate system named Bisolve. The first step of this algorithm is the same as that in the Grid method (i.e. the solutions are projected onto the orthogonal axes by resultant computations). The second step is the separation, where isolating discs that separate the (complex) projected solutions from each others are computed using interval refinement [Kerber 2009b]. Finally, in a last step, an original inclusion predicate is used to validate a candidate solution as an actual real solution. This inclusion predicate based on interval arithmetic and Hadamard's bound on the determinant ensures, under some conditions on the size of the intervals, the existence of a real solution inside a given box. The complexity analysis provided in [Emeliyanenko 2012] shows that isolating the real solutions of systems of two bivariate polynomials using Bisolve can be done using $\widetilde{O}_{B}\left(d^{8}+d^{7} \tau\right)$ bit operations where $d$ and $\tau$ denote the degree and the bitsize of the input polynomials. It should be stressed that this complexity is the best known complexity so far for the problem of isolating the real solutions of a bivariate polynomial system. ${ }^{1}$ Furthermore, the authors provide a very efficient implementation that benefits from a recent approach [Emeliyanenko 2010] to compute resultants exploiting the power of Graphics Processing Units (GPUs). The use of GPU computations reduces substantially the cost of the symbolic step which is known to be the bottleneck in such elimination-based algorithms. One drawback of this approach is, however, the portability of the software.

Triangular representation. Another way to express symbolically the solutions of a polynomial system is to use a triangular representation of the solutions. In the bivariate case, a triangular representation of a system has the form $\{U(x), B(x, y)\}$. The advantage of such a triangular representation with respect to the aforementioned resultant representation is that it eases, although arguably, the numerical approximations of the solutions, since the latter amounts to the isolation of the roots of univariate polynomials obtained successively by substituting the variables by the roots of the preceding polynomials.

The methods that compute such a triangular representation proceed generally by decomposing the initial system into a set of triangular systems such that the union of the solutions of these systems is exactly the solutions of

[^0]the initial system [Aubry 1999a, Lazard 1992]. ${ }^{2}$ For general systems of $m$ polynomials with $n$ variables, several algorithms exist for computing such a decomposition. Some of these algorithms proceed by variable elimination, that is, by reducing the solving of a system in $n$ variables to that of a system in $n-1$ variables [Kalkbrener 1993, Wang 2001] while others proceed incrementally, that is, by reducing the solving of a system in $m$ equations to that of a system in $m-1$ equations [Lazard 1991, Chen 2011]. However, few complexity results are known about the size and the computation of triangular representations of general polynomial systems. We can mention [Dahan 2004], where triangular representations of zero-dimensional varieties over the rational field are considered and polynomial bounds on the bitsize of their coefficients in terms of intrinsic quantities are proven.

Compared to general polynomial systems, several complexity results have been obtained for the case of systems defined by two bivariate polynomials with rational coefficients. In particular, Gonzalez-Vega and El Kahoui [Gonzalez-Vega 1996], present a simple algorithm based on polynomial subresultants, that computes a triangular decomposition of a bivariate system ${ }^{3}$. The bit-complexity of this algorithm analysed in [Diochnos 2009] for systems of two polynomials with degree $d$ and bitsize $\tau$ shows an overall cost in $\widetilde{O}_{B}\left(d^{7}+d^{6} \tau\right)$ bit operations. In addition, an efficient implementation of this algorithm based on evaluation/interpolation techniques and computations over prime fields is provided in [Li 2011]. Recently, Lebreton et al. [Lebreton 2013] presented a probabilistic Monte-Carlo algorithm for computing a triangular decomposition of the set of non-singular solutions of a bivariate system. This algorithm relies on a combination of lifting techniques and fast modular composition. For the case of systems with integer coefficients, this algorithm was shown to have an essentially optimal bit complexity.

As mentioned above, the isolation of the solutions of a triangular system amounts to successively isolate polynomials with real algebraic numbers as coefficients. This is in fact non-trivial, especially when these polynomials have multiple roots. In [Boulier 2009], the authors propose an algorithm which assumes that the considered triangular system is squarefree. This algorithm uses a generalization of Vincent-Collins-Akritas (or Descartes) algorithm to isolate the real roots of polynomials with real algebraic number as coefficients. The algorithm in [Cheng 2007] makes no squarefreeness assumption on the triangular system and uses interval arithmetic combined with the so-called sleeve polynomials to isolate the real solutions. More precisely, it replaces the coefficients of the algebraic polynomial by sufficiently refined intervals, hence

[^1]obtaining upper and lower bounds (i.e. sleeve) for the polynomials. The isolation is performed using evaluation and exclusion predicates that involve the test to zero of the derivative. For the two previous algorithms, no complexity results are given but only implementations.

Recently, Strzebonski and Tsigaridas [Strzebonski 2012] analyze two different approaches for isolating the real roots of a univariate squarefree polynomial with coefficients in a simple algebraic extension. These approaches, applied to the problem of isolating the real roots of a triangular system yield a Las-Vegas algorithm whose expected bit complexity is $\widetilde{O}_{B}\left(d^{8}+d^{7} \tau+d^{6} \tau^{2}\right)$.

Univariate representation. Another widespread representation is the univariate representation of the solutions. Recall that a univariate representation is a set of univariate polynomials and associated one-to-one mappings that send the roots of the univariate polynomials to the solutions of the system. The univariate representation of the solutions has a long history that can be traced back to the work of Kronecker at the end of the 19th century. In the last decades, such a representation has been extensively used under different forms for the study of zero-dimensional polynomial systems [Renegar 1989, Canny 1988, Giusti 2001, Alonso 1996, Rouillier 1999].

A univariate representation is defined with respect to a separating polynomial [Rouillier 1999] that is a polynomial that is injective on the set of the solutions i.e. that takes different values when evaluated at distinct (complex) solutions of the system. Also, the computation of any univariate representation usually decomposes in two different steps. A first step consists in computing a separating polynomial for the solutions and a second step consists in computing the polynomials defining the univariate representation. It should be stressed however that, among the algorithms that compute univariate representations, seldom search deterministically for a separating polynomial for the solutions. In general a polynomial is randomly chosen as a linear combination of the variables and the corresponding univariate representation is computed with the hope that the chosen polynomial is separating. Although such a random choice is good with high probability, without any further verification, this leads to probabilistic Monte-Carlo algorithms for the computation of univariate representations.

There exist plenty of algorithms for computing univariate representations. We can mention the work in [Giusti 2001, Durvye 2008] and references therein, where this representation is computed by means of the so-called geometric resolution. These algorithms assume that the ideal representing the set of solutions is radical since they use Hensel lifting which relies on Newton's iteration. Another way to compute such a representation is to use the concept of $u$-resultant [Canny 1988].

In [Rouillier 1999] the case of non-radical ideal is considered and an efficient algorithm is proposed for computing a Rational Univariate Representation of the solutions or RUR. The RUR is proven to be unique (up to a separating form) and preserves information on the multiplicities of the solutions. The algorithm in [Rouillier 1999], which is recalled in Chapter 5 for the case of bivariate systems, proceeds by performing linear algebra operations in the quotient algebra corresponding to the ideal. It requires the knowledge of the multiplication table of this quotient algebra, which can be computed for example from a Gröbner basis of the ideal.

In the case of systems of bivariate polynomials with integer coefficients, Gonzalez-Vega and El Kahoui [Gonzalez-Vega 1996] present an algorithm for computing a subresultant-based RUR that proceeds by computing a triangular decomposition of the input system. More precisely, the algorithm first applies a generic linear change of variables to the two input polynomials and then computes a decomposition into a set of rational representations using the subresultant sequence of the sheared polynomials. The complexity analysis of this algorithm in [Diochnos 2009] shows that the overall bit complexity is dominated by the deterministic computation of the separating form used to perform the generic change of variables that is $\widetilde{O}_{B}\left(d^{10}+d^{9} \tau\right)$. Once a linear separating form is computed, the polynomials of the univariate representations are obtained for the cost of a triangular decomposition, which is shown to be in $\widetilde{O}_{B}\left(d^{7}+d^{6} \tau\right)$.

The main advantage of the univariate representation of the solutions with respect to the two previous forms of representations (the resultant and the triangular representation) is that it transforms the problem of isolating the real solutions of a system into the problem of first, isolating a univariate polynomial and, second, evaluating the image of the resulting intervals through the mappings of the rational representation. A naive analysis of this numerical step yields a bound in $\widetilde{O}_{B}\left(d^{10} \tau^{2}\right)$ bit operations, (see in [Cheng 2010], Lemma 9 and the proof of Theorem 4). However, as we will see in Chapter 6, this complexity can be improved.

### 1.3.2 Topology computation

The problem of computing the topology of plane algebraic curves is relatively recent compared to the system solving problem. The first papers dealing with topology computation can be traced back to the nineties. Since then, computing the topology of curves has become an active area of research and a fair number of results have been obtained on the subject (see e.g. [Burr 2008, Gonzalez-Vega 2002, Seidel 2005, Berberich 2011a] and references therein). Modern efficient algorithms for computing the topology of
plane algebraic curves are of two types. One class of algorithms is based on subdivision techniques, typically, a quad-tree decomposition of the plane (see e.g. [Alberti 2008, Burr 2008, Plantinga 2004, Lorensen 1987] and references therein), whose major drawback is that the subdivision has to reach some separation bounds that are not practical so far in order to certify the results when the curve contains singular points. It follows that, if no certification is required, these methods are very fast in practice, however, they can become very slow on difficult instances, if certification is required.

The other class of algorithms consists in Cylindrical-AlgebraicDecomposition (CAD) like approaches which, in short, project some characteristic points of the curve (the singular and extreme points with respect to some direction) and then lift these points back to the curve (see e.g. [Hong 1996, Gonzalez-Vega 2002, Eigenwillig 2007, Kerber 2011]). The projection (on the $x$-axis) is done by isolating the roots of a univariate polynomial in $x$ : the resultant of the polynomial $P$ defining the curve and its derivative with respect to $y$. Then, the lifting phase requires isolating the roots of univariate polynomials in $y$ with real algebraic numbers as coefficients (the polynomial $P$ in which $x$ is replaced by the roots of the resultant). Roughly speaking, this can be viewed as solving a triangular system [Aubry 1999b].

In [Cheng 2010], an alternative algorithm that relies on a bivariate solver and on the computation of some multiplicities is introduced. This algorithm first computes isolating boxes around the critical points of the curves via the computation of a Rational Univariate Representation, then, a sweep line algorithm is used to connect these points with other points of the curve in order to construct an isotopic graph. This sweep line algorithm requires some multiplicities (in order to determine the topology of the curve inside the boxes of the critical points) which are given by the Rational Univariate Representation.
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We give in this chapter the basic material that will be used in the subsequent chapters. Some of the results stated below are well known and their proofs (which we omit here) can be found in any introductory textbook on computer algebra (see for example [von zur Gathen 2003, Basu 2006, Yap 2000]). For some other results, although well-known and widely used, we were surprisingly not able to find clear references for them in the literature. This is the case, in particular for the complexity of computing greatest common divisors of univariate polynomials and also for the complexity of evaluating a polynomial at rational. For those, we provide complete and precise statements along with proofs.

The outline of this chapter is as follows. We first give in Section 2.2 the definition of the object we want to compute, that is, the Rational Univariate Representation of a bivariate system. In Section 2.3 we review the state-of-the-art complexity bounds of some fundamental operations on univariate polynomials; namely, basic operations (addition, multiplication and

Euclidean division), computing greatest common divisors and roots isolation. In section 2.4, we introduce the concept of polynomial subresultants and give some of their properties used in our algorithms, together with some complexity results. We discuss in section 2.5 modular techniques and their uses in the context of symbolic computations. We first recall the theoretical concepts behind these techniques (Modular homomorphism, Chinese Remainder Theorem) and then give some related complexity results required for the analysis of the algorithms based on modular techniques. We finally discuss an application of these modular techniques to the computation of a gcd of two univariate polynomials with integer coefficients.

### 2.1 Notation

We introduce below some notation that are used in the rest of this dissertation.

Bitsize. The bitsize of an integer $p$ is the number of bits needed to represent it, that is $\lfloor\log p\rfloor+1(\log$ refers to the logarithm in base 2$)$. If $p$ is a rational number, then its bitsize is given as the maximum bitsize of its numerator and denominator. The bitsize of a polynomial with integer or rational coefficients is the maximum bitsize of its coefficients. We refer to $\tau_{\gamma}$ as the bitsize of a polynomial, rational or integer $\gamma$.
Integral domain. We denote by $\mathbb{D}$ a unique factorization domain, typically $\mathbb{Z}[X, Y], \mathbb{Z}[X]$ or $\mathbb{Z}$, and by $\mathbb{F}_{\mathbb{D}}$ its fraction field. We also denote by $\mathbb{F}$ an arbitrary field, typically $\mathbb{Q}$ or $\mathbb{C}$.

Polynomial. For any polynomial $P \in \mathbb{D}[X], L c_{X}(P)$ denotes its leading coefficient with respect to the variable $X$ (or simply $L c(P)$ in the univariate case) and $d_{X}(P)$ its degree with respect to $X$. We denote by $\bar{P}$ the squarefree part of $P$ that is the divisor of $P$ of maximum degree that has no square factors. An ideal generated by a set of polynomials $S$ is denoted $\langle S\rangle$. For an ideal $I$, we denote by $V(I)$ its associated variety, that is, the set $\{\sigma \in$ $\left.\mathbb{C}^{2}, v(\sigma)=0, \forall v \in I\right\}$. Similarly, we use $V(P)$ to refer to the set of complex roots of $P$. Finally, we use the notation $P \equiv 0$ when $P$ vanishes identically.

Complexity. We use the classical $O, \Omega$ and $\Theta$ notation for denoting asympotic upper, lower and tight bounds. For the analysis of the complexity of algorithms, we consider two types of complexities. On one hand, we consider the arithmetic complexity of an algorithm (in the RAM model), that is the number of arithmetic operations in some domain $\mathbb{D}$, typically $\mathbb{Z}$ or $\mathbb{Z} / \mu \mathbb{Z}$, that are performed by the algorithm. When $\mathbb{D}=\mathbb{Z}$, in order to obtain a more relevant measure of complexity, we take into account the growth of coefficients in
the operations cost by considering the bit complexity of the algorithm, that is the number of bit operations performed by the algorithm. To easily distinguish between the arithmetic and bit complexities we use, respectively, the notation $O$ and $O_{B}$ for asymptotic upper bounds. Finally, we denote by $\widetilde{O}$ the complexities where polylogarithmic factors are omitted. Note that, unless specified otherwise, the stated complexities are worst-case complexities.

### 2.2 Rational Univariate Representation

A key object that we will use throughout this thesis is the Rational Univariate Representation of a bivariate system. Therefore we recall hereafter its definition and its main properties. In the following, for any polynomial $v \in \mathbb{Q}[X, Y]$ and $\sigma=(\alpha, \beta) \in \mathbb{C}^{2}$, we denote by $v(\sigma)$ the image of $\sigma$ by the polynomial function $v$ (e.g. $X(\alpha, \beta)=\alpha$ ).

Definition 2.2 .1 ([Rouillier 1999]). Let $I \subset \mathbb{Q}[X, Y]$ be a zero-dimensional ideal, $V(I)=\left\{\sigma \in \mathbb{C}^{2}, v(\sigma)=0, \forall v \in I\right\}$ its associated variety, and a linear form $T=X+a Y$ with $a \in \mathbb{Q}$. The RUR-candidate of $I$ associated to $X+a Y$ (or simply, to a), denoted $R U R_{I, a}$, is the following set of four univariate polynomials in $\mathbb{Q}[T]$
$f_{I, a}(T)=\prod_{\sigma \in V(I)}(T-X(\sigma)-a Y(\sigma))^{\mu_{I}(\sigma)}$
$f_{I, a, v}(T)=\sum_{\sigma \in V(I)} \mu_{I}(\sigma) v(\sigma) \prod_{\varsigma \in V(I), \varsigma \neq \sigma}(T-X(\varsigma)-a Y(\varsigma)), \quad$ for $v \in\{1, X, Y\}$
where, for $\sigma \in V(I), \mu_{I}(\sigma)$ denotes the multiplicity of $\sigma$ in I. If $(X, Y) \mapsto X+$ $a Y$ is injective on $V(I)$, we say that the linear form $X+a Y$ separates $V(I)$ (or is separating for I) and $R U R_{I, a}$ is called a RUR (the RUR of I associated to a) and it defines a bijection between $V(I)$ and $V\left(f_{I, a}\right)=\left\{\gamma \in \mathbb{C}, f_{I, a}(\gamma)=0\right\}$ :

$$
\begin{array}{rlc}
V(I) & \rightarrow & V\left(f_{I, a}\right) \\
(\alpha, \beta) & \mapsto & \alpha+a \beta \\
\left(\frac{f_{I, a, X}}{f_{I, a, 1}}(\gamma), \frac{f_{I, a, Y}}{f_{I, a, 1}}(\gamma)\right) & \hookleftarrow & \gamma
\end{array}
$$

Moreover, this bijection preserves the real roots and the multiplicities.
We refer to Figure 1.2 for an illustration of the one-to-one mapping defined by a RUR.

### 2.3 Computation with polynomials

We recall some elementary results about univariate polynomials together with the complexity of some recurrent operations. We discuss in the following three subsections, basic operations (addition, multiplication, etc), greatest common divisor, and root isolation and interval computations. We emphasize in particular on the bit complexity bounds (i.e. the number of bit operations required to perform the operations). Such a complexity depends in general on two parameters: the total degree of the polynomials and the maximum bitsize of their coefficients. It is worth noting that we only consider in the rest of this section, fast operations, that is operations with the best known complexities.

### 2.3.1 Basic operations

We start with the two following theorems which give both the arithmetic and the bit complexity of adding, multiplying and dividing two univariate polynomials $f, g \in \mathbb{Z}[X]$. For a detailed description of the corresponding algorithms, together with a proof of complexity, the reader may refer to [von zur Gathen 2003, Corollary 8.27, Theorem 9.6 and subsequent discussion].

Theorem 2.3.1 (addition and multiplication). Let $f, g \in \mathbb{Z}[X]$ with degree at most $d$ and maximum bitsize $\tau$.

- The sum $f+g$ can be computed in $O(d)$ arithmetic operations, $O_{B}(d \tau)$ bit operations and has coefficients of bitsize at most $\tau+1$.
- The product $f g$ can be computed in $\widetilde{O}(d)$ arithmetic operations, $\widetilde{O}_{B}(d \tau)$ bit operations and has coefficients of bitsize in $O(\tau+\log d)$.

Theorem 2.3.2 (Euclidean division). Let $f, g \in \mathbb{Z}[X]$ with degree at most $d$ and maximum bitsize $\tau$. The computation of $q, r \in \mathbb{Z}[X]$ such that $f=$ $q g+r$ with $\operatorname{deg}(r)<\operatorname{deg}(g)$ can be done using $\widetilde{O}(d)$ arithmetic operations and $\widetilde{O}_{B}\left(d^{2} \tau\right)$ bit operations. The polynomials $q$ and $r$ have degree at most $d$ and coefficients of bitsize in $O(d \tau)$.

Theorem 2.3.3 (Divisibility test). ${ }^{1}$ Let $f, g \in \mathbb{Z}[X]$ of degree at most $d$ and maximum bitsize $\tau$. Testing that $f$ divides $g$ can be done using $\widetilde{O}_{B}\left(d^{2}+d \tau\right)$ bit operations.

[^2]We now state a bound on the complexity of evaluating a univariate polynomial which ought to be known, even though we were not able to find a proper reference for it. For completeness, we provide a proof.

Theorem 2.3.4 (evaluation). Let a be a rational of bitsize $\tau_{a}$, the evaluation at a of a univariate polynomial $f$ of degree $d$ and with rational coefficients of bitsize at most $\tau$ can be done in $\widetilde{O}_{B}\left(d\left(\tau+\tau_{a}\right)\right)$ bit operations, while the value $f(a)$ has bitsize in $O\left(\tau+d \tau_{a}\right)$.

Proof. The complexity $\widetilde{O}_{B}\left(d\left(\tau+\tau_{a}\right)\right)$ is obtained by recursively evaluating the polynomial $\sum_{i=0}^{d} a_{i} x^{i}$ as $\sum_{i=0}^{d / 2} a_{i} x^{i}+x^{d / 2} \sum_{i=1}^{d / 2} a_{i+d / 2} x^{i}$. Evaluating $x^{d / 2}$ at $a$ can be done in $O_{B}\left(d \tau_{a} \log ^{3} d \tau_{a}\right)$ time by recursively computing $\log \frac{d}{2}$ multiplications of rational numbers of bitsize at most $d \tau_{a}$, each of which can be done in $O_{B}\left(d \tau_{a} \log d \tau_{a} \log \log d \tau_{a}\right)$ time by Schönhage-Strassen algorithm (see e.g. [von zur Gathen 2003, Theorem 8.24]. $\sum_{i=0}^{d / 2} a_{i+d / 2} a^{i}$ has bitsize at most $d \tau_{a}+\tau$, hence its multiplication with $a^{d / 2}$ can be done in $O_{B}\left(\left(d \tau_{a}+\tau\right) \log ^{2}\left(d \tau_{a}+\tau\right)\right)$ time. Hence, the total complexity of evaluating $f$ is at most $T\left(d, \tau, \tau_{a}\right)=2 T\left(d / 2, \tau, \tau_{a}\right)+O_{B}\left(\left(d \tau_{a}+\tau\right) \log ^{3}\left(d \tau_{a}+\tau\right)\right)$. Expanding the recursive formula, we get $T\left(d, \tau, \tau_{a}\right)=2^{i+1} T\left(\frac{d}{2^{2+1}}, \tau, \tau_{a}\right)+O_{B}\left(\left(d \tau_{a}+\right.\right.$ $\left.\tau) \log ^{3}\left(d \tau_{a}+\tau\right)+\cdots+2^{i}\left(\frac{d}{2^{i}} \tau_{a}+\tau\right) \log ^{3}\left(\frac{d}{2^{i}} \tau_{a}+\tau\right)\right)$ which implies that $T\left(d, \tau, \tau_{a}\right)$ $\leqslant O_{B}\left(d \tau_{a} \log ^{3}\left(d \tau_{a}+\tau\right) \log d+\tau \log ^{3}\left(d \tau_{a}+\tau\right) \sum_{i=0}^{\log d} 2^{i}\right)$ and hence that $T\left(d, \tau, \tau_{a}\right)$ $\leqslant O_{B}\left(d\left(\tau_{a}+\tau\right) \log ^{4}\left(d \tau_{a}+\tau\right)\right)$ which is in $\widetilde{O}_{B}\left(d\left(\tau_{a}+\tau\right)\right)$.

### 2.3.2 Greatest common divisor

The greatest common divisor of two polynomials (gcd) is one of the most fundamental notions in computer algebra and appears as a sub-problem of most of the algorithms we present in this thesis. We recall the definition of the gcd of two univariate polynomials and give some of its important properties that are used throughout this work. We also give complexity results on the size and the computation of the gcd of two univariate polynomials with integer coefficients.

Definition 2.3.5 (gcd). Let $P, Q \in \mathbb{D}[X]$. A greatest common divisor of $P$ and $Q$ denoted $\operatorname{gcd}(P, Q)$ is a polynomial $G$ in $\mathbb{D}[X]$ that divides both $P$ and $Q$ and such that every common divisor of $P$ and $Q$ also divides $G$.

Remark. Note that a gcd of two polynomials $P$ and $Q$ is defined up to an invertible element in $\mathbb{D}$. Also, one can choose a representative system in order to make the gcd unique. For example, one can require this gcd to be monic (that is with a leading coefficient equal to 1 ) as done for instance in [von zur Gathen 2003, §3]. In our applications, however, we are usually
interested in the roots of polynomials which obviously do not change when polynomials are multiplyied by a constant factor.

When $\mathbb{D}[X]$ is an Euclidean domain, a greatest common divisor of $P$ and $Q$ can be computed by applying successive Euclidean divisions.

```
Algorithm 1 Classical Euclidean Algorithm
Input: \(P, Q\) in \(\mathbb{D}[X]\) an Euclidean domain
Output: A greatest common divisor \(G \in \mathbb{D}[X]\) of \(P\) and \(Q\)
\(r_{0} \leftarrow P, r_{1} \leftarrow Q\)
while \(r_{i} \neq 0\) do
    \(r_{i+1} \leftarrow r_{i-1}\) rem \(r_{i}\)
    \(i \leftarrow i+1\)
return \(r_{i-1}\)
```

The sequence of remainders $\left\{r_{0}, r_{1}, \ldots, r_{k}\right\}$ in the Euclidean Algorithm, is known as the Euclidean remainder sequence of $P$ and $Q$ and the last element of this sequence $r_{k}$ is a gcd of $P$ and $Q$ in $\mathbb{D}[X]$.

The following result is the analog of Bézout's identity for polynomials. A proof can be found for instance in [Basu 2006, Proposition 1.9].

Theorem 2.3.6 (Bézout's identity). Let $P, Q \in \mathbb{D}[X]$ of degrees respectively $p$ and $q$. If $G=\operatorname{gcd}(P, Q)$ has degree $g$, then there exist $U, V \in \mathbb{D}[X]$ of degrees smaller respectively than $q-g$ and $p-g$ such that $U P+V Q=G$.

The polynomials $U$ and $V$ are called the Bézout's coefficients of $P$ and $Q$ and are useful for various tasks involving the polynomials $P$ and $Q$, as for example, the computation of the multiplicative inverse of $P$ modulo $Q$. Indeed, suppose $P$ and $Q$ are relatively prime, then there exist $U$ and $V$ such that $U P+V Q=1$, and hence, $U$ is the inverse of $P$ modulo $Q$. One method to compute these polynomials along with the gcd of $P$ and $Q$ consists in applying a variant of the Euclidean algorithm called the Extended Euclidean Algorithm. A detailed description of this basic algorithm can be found in any computer algebra textbook (see for example [von zur Gathen 2003] or [Basu 2006]).

The following result is used in the next section to exhibit the relationship between the resultant of two polynomials and their gcd (Theorem 2.4.3).

Theorem 2.3.7. Let $P, Q \in \mathbb{D}[X]$ of degrees respectively $p$ and $q$. $G=$ $\operatorname{gcd}(P, Q)$ has degree larger or equal than 1 (i.e. $G \notin \mathbb{D}$ ) if and only if there exist $U, V \in \mathbb{D}[X]$ of degrees strictly less than $q$ and $p$ respectively, such that $U P+V Q=0$.

In addition to the gcd, we consider in the sequel the gcd-free part of $P$ with respect to $Q$, that is, a divisor $D$ of $P$ such that $P=\operatorname{gcd}(P, Q) D$. Note that when $Q=\frac{\partial P}{\partial X}$, the polynomial $D$ is the square-free part $\bar{P}$ of $P$. In addition, similarly as for gcds, gcd-free parts and square-free parts are defined up to an invertible factor in $\mathbb{D}$, but for convenience, we nonetheless often refer to the gcd-free or square-free part.

Theorem 2.3.8 ([Basu 2006, Remark 10.19]). ${ }^{2}$ Let $P$ and $Q$ in $\mathbb{D}[X]$ of degree at most $d$. The gcd of $P$ and $Q$, or the gcd-free part of $P$ with respect to $Q$ can be computed with $\widetilde{O}(d)$ operations in $\mathbb{D}$.

We now consider the case of univariate polynomials with integer coefficients. We start with the following result which is an application of the general Mignotte's bound to polynomials with integer coefficients.

Theorem 2.3.9 (Mignotte's bound). [Basu 2006, Corollary 10.12] Let $P \in \mathbb{Z}[X]$ of degree $d$ and bitsize $\tau$ and let $Q \in \mathbb{Z}[X]$ be a polynomial that divides $P$ in $\mathbb{Z}[X]$. Then $Q$ has bitsize in $O(d+\tau)$.

Theorem 2.3.10. Two polynomials $P, Q$ in $\mathbb{Z}[X]$ with maximum degree $d$ and bitsize at most $\tau$ have a gcd in $\mathbb{Z}[X]$ with coefficients of bitsize in $O(d+\tau)$ which can be computed with $\widetilde{O}_{B}\left(d^{2} \tau\right)$ bit operations. The same bounds hold for the bitsize and the computation of the gcd-free part of $P$ with respect to $Q$.

Proof. [Basu 2006, Corollary 10.12] states that $P$ and $Q$ have a gcd in $\mathbb{Z}[X]$ with bitsize in $O(d+\tau)$ while [Basu 2006, Remark 10.19] claims that a gcd and gcd-free parts of $P$ and $Q$ can be computed in $\widetilde{O}_{B}\left(d^{2} \tau\right)$ bit operations. These two results nevertheless, are not sufficient to conclude that a gcd of bitsize in $O(d+\tau)$ can be computed in the previous bit complexity. On the other hand, according to [Lickteig 2001, Corollary 5.2], the last non-zero SylvesterHabicht polynomial, which is a gcd of $P$ and $Q$ [Basu 2006, Corollary 8.32], can be computed in $\widetilde{O}_{B}\left(d^{2} \tau\right)$ bit operations. Moreover, the same corollary proves that the Sylvester-Habicht transition matrices can be computed within the same bit complexity, which gives the cofactors of $P$ and $Q$ in the sequence

[^3]of the Sylvester-Habicht polynomials (i.e., $U_{i}, V_{i} \in \mathbb{Z}[X]$ such that $U_{i} P+V_{i} Q$ is equal to the $i$-th Sylvester-Habicht polynomials). The gcd-free part of $P$ (resp. $Q$ ) with respect to $Q$ (resp. $P$ ) are the cofactors corresponding to the one-after-last non-zero Sylvester-Habicht polynomial [Basu 2006, Proposition 10.14], and can thus be computed in $\widetilde{O}_{B}\left(d^{2} \tau\right)$ bit operations. However, the gcd (resp. gcd-free part) of $P$ and $Q$ computed this way has coefficients in $\mathbb{Z}$ of bitsize in $O(d \tau)$. To obtain a gcd with the stated bitsize i.e. $O(d+\tau)$, one can divide the last non-zero Sylvester-Habicht polynomial by the gcd of its coefficients. This yields the gcd (resp. the gcd-free part) of $P$ and $Q$ of smallest bitsize in $\mathbb{Z}[X]$ which is known to be in $O(d+\tau)$ according to Theorem 2.3.9. The gcd of the coefficients, which are of bitsize $\widetilde{O}(d \tau)$ [Basu 2006, Proposition 8.46], follows from $O(d)$ gcds of two integers of bitsize $\widetilde{O}(d \tau)$ and each such gcd can be computed with $\widetilde{O}_{B}(d \tau)$ bit operations [Yap 2000, §2.A.6]. Therefore, a gcd (resp. gcd-free part) of $P$ and $Q$ of bitsize $O(d+\tau)$ can be computed in $\widetilde{O}_{B}\left(d^{2} \tau\right)$ bit complexity.

We provide a more refined version of the previous result in the case of two polynomials with different degrees and bitsizes.
Theorem 2.3.11. Let $P$ and $Q$ be two polynomials in $\mathbb{Z}[X]$ of degrees $p$ and $q$ and of bitsizes $\tau_{P}$ and $\tau_{Q}$, respectively. $A$ gcd of $P$ and $Q$ of bitsize $O\left(\min \left(p+\tau_{P}, q+\tau_{Q}\right)\right)$ in $\mathbb{Z}[X]$, can be computed in $\widetilde{O}_{B}\left(\max (p, q)\left(p \tau_{Q}+q \tau_{P}\right)\right)$ bit operations. A gcd-free part of $P$ with respect to $Q$, of bitsize $O\left(p+\tau_{P}\right)$ in $\mathbb{Z}[X]$, can be computed in the same bit complexity.
Proof. The algorithm in [Lickteig 2001] uses the well-known half-gcd approach to compute any polynomial in the Sylvester-Habicht and cofactors sequence in a softly-linear number of arithmetic operations, and it exploits Hadamard's bound on determinants to bound the size of intermediate coefficients. When the two input polynomials have different degrees and bitsizes, Hadamard's bound reads as $\widetilde{O}\left(p \tau_{Q}+q \tau_{P}\right)$ instead of simply $\widetilde{O}(d \tau)$ and, similarly as for Theorem 2.3.10, the algorithm in [Lickteig 2001] yields a gcd and gcd-free parts of $P$ and $Q$ in $\widetilde{O}_{B}\left(\max (p, q)\left(p \tau_{Q}+q \tau_{P}\right)\right)$ bit operations. Furthermore, the gcd and gcd-free parts computed this way are in $\mathbb{Z}[X]$ with coefficients of bitsize $\widetilde{O}\left(p \tau_{Q}+q \tau_{P}\right)$, thus, dividing them by the gcd of their coefficients can be done with $\widetilde{O}_{B}\left(\max (p, q)\left(p \tau_{Q}+q \tau_{P}\right)\right)$ bit operations and yields a gcd and gcd-free parts in $\mathbb{Z}[X]$ with minimal bitsize, which is as claimed by Mignotte's bound (Theorem 2.3.9) in $O\left(p+\tau_{P}\right)$.

### 2.3.3 Root isolation and interval arithmetic

We recall some bounds on univariate polynomial roots and their separation (for a single root and also amortized over all the roots), the complexity of
isolating the real roots of a univariate polynomial, and elementary results on interval arithmetic. In the following, $f$ denotes a univariate polynomial of degree $d$ with integer coefficients of bitsize at most $\tau$.

Theorem 2.3.12 ([Yap 2000, §6.2 Lemma 6.5)] and [Basu 2006, Proposition 10.9]). For any root $\gamma$ of $f, \max (1,|\gamma|)=2^{O(\tau)}$ and $\prod_{\{\gamma \text { root of } f\}} \max (1,|\gamma|)=$ $2^{O(\tau)}$.

Theorem 2.3.13 (separation bound). ([Emiris 2010, Theorem 1]) Let sep $_{\gamma}$ be the separation bound of a root $\gamma$ of $f$ defined as the minimum distance between $\gamma$ and any other (possibly complex) root of $f$. Then sep ${ }_{\gamma}=2^{-\widetilde{O}\left(d \tau+d^{2}\right)}$ and $\prod_{\{\gamma \text { roots of } f\}}$ sep $_{\gamma}=2^{-\widetilde{O}\left(d \tau+d^{2}\right)}$.
Theorem 2.3.14. Let $f$ and $g$ be integer polynomials of degree bounded by $d$ and bitsize bounded by $\tau$. Assume $f$ square free and coprime with $g$, then for any root $\gamma$ of $f,|g(\gamma)|=2^{-O(d \tau)}$ and $\prod_{\{\gamma \text { root of } f\}}|g(\gamma)|=2^{-O(d \tau)}$.

Proof. The bound for a single root is stated in [Yap 2000, Lemma 6.34]. For the bound on all the roots, one remarks that the resultant $\operatorname{res}(f, g)$ of $f$ and $g$ can be written (see for instance [Yap 2000, Theorem 6.15]) as $r e s(f, g)=\operatorname{Lc}(f)^{d} \prod_{\{\gamma \text { root of } f\}}|g(\gamma)|$. Since $f$ and $g$ are coprime this resultant is a non-nul integer. Also $\operatorname{Lc}(f)$ is bounded by $2^{\tau}$ and it follows that $\prod_{\{\gamma \text { root of } f\}}|g(\gamma)|=\left|\frac{r e s(f, g)}{\operatorname{Lc}(f)^{d}}\right| \geqslant\left|\frac{1}{\operatorname{Lc}(f)^{d}}\right| \geqslant 2^{-d \tau}$.
Theorem 2.3.15 (real roots isolation). ([Mehlhorn 2013, Theorem 5 $\beta$ ) Isolating intervals of all the real roots of $f$ can be computed and refined up to a width less than $2^{-L}$ with $\widetilde{O}_{B}\left(d^{3}+d^{2} \tau+d L\right)$ bit operations.

Moreover, we assume that all isolating intervals of a root $\gamma$ of $f$ are dyadic intervals, that is of the form $J_{\gamma}=\left[\lfloor\gamma\rfloor+m / 2^{k},\lfloor\gamma\rfloor+(m+1) / 2^{k}\right]$ with $k>0$ and $m$ an integer between 0 and $2^{k}-1$. It follows that the width $w\left(J_{\gamma}\right)=2^{k}$ and the maximum bitsize of the endpoints of the interval $J_{\gamma}$ is in $O(\tau+k)$ (indeed, $|\gamma| \leqslant 2| | f \|_{\infty} \leqslant 2^{\tau+1}$ (see for instance [Yap 2000, §6.2 Lemma 6.5)]) and hence $\tau(\lfloor\gamma\rfloor) \leqslant \tau+2$ and $\left.\tau\left(J_{\gamma}\right)=\tau\left(\left(\lfloor\gamma\rfloor 2^{k}+m+1\right) / 2^{k}\right) \leqslant \tau+k+4\right)$.

For evaluating a polynomial on an interval we use interval arithmetic and the fast divide and conquer scheme as explained in the proof of Theorem 2.3.4. The interval resulting of the evaluation of the polynomial $f$ on an interval $J$ using these rules is denoted $\square f(J)$. The next lemma bounds the growth of

[^4]the width of an interval when a polynomial evaluation is performed. Note that the assumption that the width is smaller that 1 is not restrictive for an isolating interval of a root $\gamma$ of $f$ since this is always the case for our choice of dyadic representation.

Theorem 2.3.16. Let $J$ be an interval of width smaller than 1. Then, for each $\gamma \in J$ and each $y \in \square f(J)$, we have $|y-f(\gamma)| \leqslant 2^{2 d+\tau} \max (1,|\gamma|)^{d-1} w(J)$.
Proof. The fast evaluation scheme for the polynomial $f(x)=\sum_{i=0}^{d} a_{i} x^{i}$ is recursively computed as $\sum_{i=0}^{d / 2} a_{i} x^{i}+x^{d / 2} \sum_{i=1}^{d / 2} a_{i+d / 2} x^{i}$. Let denote $f_{1}(x)=$ $\sum_{i=0}^{d / 2} a_{i} x^{i}, f_{2}(x)=\sum_{i=1}^{d / 2} a_{i+d / 2} x^{i}, \varepsilon=w(J)$ and $m=\max (1,|\gamma|)$. The proof proceeds by induction on the degree $d=2^{k}$ for the formula $|y-f(\gamma)| \leqslant$ $2^{2 d+\tau} m^{d-1} \varepsilon$.

For $d=2^{0}=1, y=a_{0}+a_{1}\left(\gamma+e_{1}\right)$ with $\left|e_{1}\right| \leqslant \varepsilon$ and $f(\gamma)=a_{0}+a_{1} \gamma$, hence $|y-f(\gamma)|=\left|a_{1} e_{1}\right| \leqslant 2^{\tau} \varepsilon$ which proves the formula.

Now assume $d=2^{k}$ for $k \geqslant 1$, one can write $y \in \square f(J)=\square f_{1}(J)+$ $J^{d / 2} \square f_{2}(J)$ as $y=y_{1}+\left(\gamma+e_{1}\right) \ldots\left(\gamma+e_{d / 2}\right) y_{2}$ with $y_{i} \in \square f_{i}(J),\left|e_{j}\right| \leqslant \varepsilon$ and $f(\gamma)=f_{1}(\gamma)+\gamma^{d / 2} f_{2}(\gamma)$. One has

$$
\begin{equation*}
|y-f(\gamma)| \leqslant\left|y_{1}-f_{1}(\gamma)\right|+|\gamma|^{d / 2}\left|y_{2}-f_{2}(\gamma)\right|+\left|y_{2}\right|\left|\left(\gamma+e_{1}\right) \ldots\left(\gamma+e_{d / 2}\right)-\gamma^{d / 2}\right| \tag{2.2}
\end{equation*}
$$

Using the induction, $\left|y_{i}-f_{i}(\gamma)\right| \leqslant 2^{d+\tau} m^{d / 2-1} \varepsilon$ and $|\gamma|^{d / 2} \mid \leqslant m^{d / 2}$. The triangular inequality yields $\left|y_{2}\right| \leqslant\left|y_{2}-f_{2}(\gamma)\right|+\left|f_{2}(\gamma)\right|$, hence using the induction and the straightforward upper bound $\left|f_{2}(\gamma)\right| \leqslant 2^{\tau} m^{d / 2}(d / 2+1)$, we obtain $\left|y_{2}\right| \leqslant 2^{\tau} m^{d / 2}\left(2^{d / 2} \varepsilon / m+d / 2+1\right) \leqslant 2^{\tau} m^{d / 2}\left(2^{d / 2}+d / 2+1\right)$.

On the other hand,

$$
\begin{aligned}
\left|\left(\gamma+e_{1}\right) \ldots\left(\gamma+e_{d / 2}\right)-\gamma^{d / 2}\right| & =\left|\sum_{j=1}^{j=d / 2-1} e_{j} \gamma^{j-1}\left(\gamma+e_{j+1}\right) \ldots\left(\gamma+e_{d / 2}\right)\right| \\
& \leqslant \sum_{j=1}^{j=d / 2-1} \varepsilon|\gamma|^{j-1}\left|\gamma+e_{j+1}\right| \ldots\left|\gamma+e_{d / 2}\right| \\
& \leqslant(d / 2-1) \varepsilon m^{d / 2-1} 2^{d / 2-1}
\end{aligned}
$$

since $\left|\gamma+e_{k}\right| \leqslant 2 m$.
With all these results together, Eq. (2.2) yields $|y-f(\gamma)| \leqslant 2^{2 d+\tau} \varepsilon m^{d-1}\left(2^{1-d}+\right.$ $\left.2^{-3 / 2 d-1}(d / 2-1)\left(2^{d}+d / 2+1\right)\right)$ and one can show that the factor $2^{1-d}+$ $2^{-3 / 2 d-1}(d / 2-1)\left(2^{d}+d / 2+1\right)$ is smaller than 1 for $d \geqslant 1$.

### 2.4 Subresultant sequence

We review in this section the theory of subresultants which is an ubiquitous tool in computer algebra for solving algebraic systems. We first introduce the
resultant of two polynomials which is a polynomial closely related to the gcd and then discuss the subresultant sequence which generalizes the notion of resultant as the remainder sequence generalizes the notion of gcd.

### 2.4.1 Resultant

Let $P$ and $Q$ be two non-zero polynomials of degree $p$ and $q$ in $\mathbb{D}[X]$ :

$$
P=a_{p} X^{p}+a_{p-1} X^{p-1}+\ldots+a_{0} \quad \text { and } \quad Q=b_{q} X^{q}+b_{q-1} X^{q-1}+\ldots+q_{0} .
$$

We define the Sylvester matrix of $P$ and $Q$ and describe the link between this matrix and Euclid's algorithm.

Definition 2.4.1 (Sylvester matrix). The Sylvester matrix of $P$ and $Q$ is the following $(p+q)$-square matrix whose rows are $X^{q-1} P, \ldots, P, X^{p-1} Q, \ldots, Q$ considered as vectors in the basis $X^{p+q-1}, \ldots, X, 1$.

$$
\left.\operatorname{Syl}(P, Q)=\left(\begin{array}{ccccccccc}
a_{p} & a_{p-1} & \cdots & \cdots & a_{0} & & & \\
& a_{p} & a_{p-1} & \cdots & \cdots & a_{0} & & \\
& & \ddots & & & & & \ddots & \\
& & & a_{p} & a_{p-1} & \cdots & \cdots & a_{0} \\
b_{q} & b_{q-1} & \cdots & b_{0} & & & & \\
& b_{q} & b_{q-1} & \cdots & b_{0} & & & \\
& & & \ddots & & & & \ddots & \\
\\
& & & \ddots & & & & \ddots & \\
& & & & b_{q} & b_{q-1} & \ldots & b_{0}
\end{array}\right)\right\} q \text { rows }
$$

Definition 2.4.2 (Resultant). The resultant of the polynomials $P$ and $Q$ with respect to $X$, denoted $\operatorname{Res}_{X}(P, Q)$ or $\operatorname{Res}(P, Q)$ is the determinant of the Sylvester matrix $\operatorname{Syl}(P, Q)$.

The matrix $\operatorname{Syl}(P, Q)$ is the transpose of the matrix of the linear mapping

$$
(U, V) \longmapsto U P+V Q
$$

where $U=u_{q-1} X^{q-1}+\ldots+u_{0}, V=v_{p-1} X^{p-1}+\ldots+v_{0}$ and the couple $(U, V)$ is given as $\left(u_{q-1}, \ldots, u_{0}, v_{p-1}, \ldots, v_{0}\right)$ and where $U P+V Q$ is identified to its vector of coefficients.

It is known from Theorem 2.3.7, that $P$ and $Q$ have a non-trivial common factor in $\mathbb{D}[X]$ if and only if there exist two polynomials $U$ and $V$ of degree strictly less than $q$ and $p$ respectively, such that $U P+V Q=0$. Translated in terms of Sylvester matrix, this result yields the following property of the resultant.

Theorem 2.4.3. Res $(P, Q)=0$ if and only if $P$ and $Q$ have a common factor in $\mathbb{D}[X]$.

Proof. The statement directly follows from the definition of the resultant as the determinant of $\operatorname{Syl}(\mathrm{P}, \mathrm{Q})$ and from the above discussion.

The definition of the resultant as the determinant of the Sylvester matrix, yields an important property called specialization. Let $\phi: \mathbb{D} \longrightarrow \mathbb{D}^{\prime}$ be a ring homomorphism. Note that $\phi$ induces a homomorphism from $\mathbb{D}[X] \longrightarrow$ $\mathbb{D}^{\prime}[X]$ by mapping all the coefficients of the polynomial. We will refer to the latter also as $\phi$.

Theorem 2.4.4. Let $a_{p}, b_{q} \in \mathbb{D}$ be the leading coefficients of $P$ and $Q$ respectively. If $\phi\left(a_{p}\right) \not \equiv 0$ and $\phi\left(b_{q}\right) \not \equiv 0$, then $\phi(\operatorname{Res}(P, Q))=\operatorname{Res}(\phi(P), \phi(Q))$.

Let now consider the case where $P$ and $Q$ are bivariate polynomials with integer coefficients. Considering these polynomials as elements in $(\mathbb{Z}[X])[Y]$, the Sylvester matrix has now as entries, polynomials in $\mathbb{Z}[X]$ and its determinant which is the resultant of $P$ and $Q$ is also in $\mathbb{Z}[X]$. The following proposition is important for the algorithms presented in this thesis. See [Cox 1997, $\S 6]$ for a more general statement.

Proposition 2.4.5. Let $P, Q \in \mathbb{Z}[X, Y]$ be coprime and $\operatorname{Res}_{Y}(P, Q)$ their resultant with respect to $Y$. Let $a_{p}(X)$ and $b_{q}(X)$ be their leading coefficients in $Y$. The two following statements are equivalent.

- $\alpha \in \overline{\mathbb{Q}}$ is a root of $\operatorname{Res}_{Y}(P, Q)$.
- $a_{p}(\alpha)=b_{q}(\alpha)=0$, or there exits $\beta \in \overline{\mathbb{Q}}$ such that $P(\alpha, \beta)=$ $Q(\alpha, \beta)=0$.

Given two bivariate polynomials $P$ and $Q \in \mathbb{Z}[X, Y]$, the previous result shows that computing their resultant with respect to $Y$ yields the $X$ coordinate of all their common solutions. A natural further step would be to compute for each common solution the corresponding $Y$-coordinate. Such information can be obtained using the concept of subresultant polynomials which we introduce in the following subsection.

### 2.4.2 Subresultant sequence

We first introduce the concept of polynomial determinant of a matrix which is used in the definition of subresultants.

Definition 2.4.6 (Polynomial determinant). Let $M$ be an $m \times n$ matrix with $m \leqslant n$ and $M_{i}$ be the square sub-matrix of $M$ consisting of the first $m-1$ columns and the $i$-th column of $M$, for $i=m, \ldots, n$. The polynomial determinant of $M$ is the polynomial defined as $\operatorname{det}\left(M_{m}\right) X^{n-m}+\operatorname{det}\left(M_{m+1}\right) X^{n-(m+1)}+$ $\ldots+\operatorname{det}\left(M_{n}\right)$.

Let $P$ and $Q$ be two non-zero polynomials in $\mathbb{D}[X]$ of degree $p$ and $q$ with $p>q$. As for the resultant, subresultants are closely related to the Sylvester matrix of $P$ and $Q$.

Definition 2.4.7 (Sylvester sub-matrix). For $i=0, \ldots, \min (q, p-1)$, the $i$-th Sylvester sub-matrix of $P$ and $Q$ is the $(p+q-2 i) \times(p+q-i)$ matrix extracted from $\operatorname{Syl}(P, Q)$ by deleting the $i$ last rows of the coefficients of $P$, the $i$ last rows of the coefficients of $Q$, and the $i$ last columns.

Definition 2.4.8 (Polynomial subresultant). For $i=0, \ldots, \min (q, p-$ 1), the $i$-th polynomial subresultant of $P$ and $Q$, denoted by $\operatorname{Sres}_{X, i}(P, Q)$ is the polynomial determinant of $\operatorname{Syl}_{i}(P, Q)$. When $q=p$, the $q$-th polynomial subresultant of $P$ and $Q$ is $b_{q}^{-1} Q .{ }^{4}$

Using the notation of Definition 2.4.6, every polynomial subresultant can be written as $\operatorname{Sres}_{X, i}(P, Q)=\operatorname{det}\left(\operatorname{Syl}_{i, p+q-2 i}\right) X^{i}+\ldots+\operatorname{det}\left(\operatorname{Syl}_{i, p+q-i}\right)$ where $\operatorname{Syl}_{i, k}$ denotes the square sub-matrix of $\operatorname{Syl}_{i}(P, Q)$ consisting of the first $p+$ $q-i-1$ columns and the $k$-th column of $\operatorname{Syl}_{i}(P, Q)$. Note that when $i=0$, Syl $_{0}$ coincides with the Sylvester matrix of $P$ and $Q$ and the corresponding polynomial determinant then becomes the determinant of $\operatorname{Syl}(P, Q)$ which is the resultant of $P$ and $Q$.

[^5]Definition 2.4.9 (Principal subresultant). $\operatorname{Sres}_{X, i}(P, Q)$ has degree at most $i$ in $X$, and the coefficient of its monomial of degree $i$ in $X$, which we denote by $\operatorname{sres}_{X, i}(P, Q)$, is called the $i$-th principal subresultant coefficient.

It may happen that $\operatorname{sres}_{X, i}(P, Q)$ equals zero; in that case, we say that the polynomial subresultant $\operatorname{Sres}_{X, i}(P, Q)$ is defective, otherwise $\operatorname{Sres}_{X, i}(P, Q)$ is said to be non-defective or regular.

The principal subresultant $\operatorname{sres}_{X, i}(P, Q)$ is the determinant of the matrix $\mathrm{Syl}_{i, p+q-2 i}$ which is represented by the linear mapping

$$
(U, V) \longmapsto U P+V Q
$$

where $U=u_{q-1-i} X^{q-1-i}+\ldots+u_{0}, V=v_{p-1-i} X^{p-1_{i}}+\ldots+v_{0}$ and the couple $(U, V)$ is given as $\left(u_{q-1-i}, \ldots, u_{0}, v_{p-1-i}, \ldots, v_{0}\right)$.

The following lemma is a direct consequence of the previous observation.
Lemma 2.4.10. sres $_{X, i}(P, Q)=0$ if and only if there exist non-zero polynomials $U, V \in \mathbb{D}[X]$ with $\operatorname{deg}(U)<q-i$ and $\operatorname{deg}(V)<p-i$, such that $\operatorname{deg}(U P+V Q)<i$.

One can examine when the principal subresultants vanish to identify the degrees that appear in the remainder sequence of the Euclidean algorithm. In particular the following theorem shows how to determine the degree of the gcd of $P$ and $Q$ depending on the vanishing of some principal subresulant coefficients.

Theorem 2.4.11. [Basu 2006, Proposition 4.25] The degree of $\operatorname{gcd}(P, Q)$ is equal to $k$ if and only if sres $_{0}=$ sres $_{1}=\ldots=$ sres $_{k-1}=0$ and sres ${ }_{k} \neq 0$.

As for the resultant (Theorem 2.4.4), the matricial definition of the polynomial subresultants yields the same specialization property.

Theorem 2.4.12. Let $a_{p}, b_{q} \in \mathbb{D}$ be the leading coefficients of $P$ and $Q$ respectively. If $\phi\left(a_{p}\right) \not \equiv 0$ and $\phi\left(b_{q}\right) \not \equiv 0$, then, for all $i$, $\phi\left(\operatorname{Sres}_{i}(P, Q)\right)=$ $\operatorname{Sres}_{i}(\phi(P), \phi(Q))$.

We now state the following fundamental theorem called the gap structure theorem for subresultants. It describes the particular structure of the polynomial subresultants graphically displayed in Figure 2.1 and shows the link between these polynomials and the polynomials appearing in the Euclidean remainder sequence. We refer to [El Kahoui 2003, Theorem 4.3] for a concise proof of this theorem.

Theorem 2.4.13 (Gap Structure Theorem). Let $0 \leqslant j \leqslant \min (q, p-1)$, and assume that Sres ${ }_{j}$ is regular and Sres $_{j-1} \neq 0$ is of degree $k<j-1$. Then:
(i) Sres $_{j-2}=\ldots=$ Sres $_{k+1}=0$
(ii) sres $_{j}^{j-k-1}$ Sres $_{k}=$ sres $_{j-1, k}^{j-k-1}$ Sres $_{j-1}$
(iii) sres $_{j}^{2}$ Sres $_{k-1}=(-1)^{j-k}$ Sres $_{j-1, k}$ Sres $_{k}$ Sres $_{j}+C_{j}$ Sres $_{j-1}$ with $C_{j} \in$ $\mathbb{D}[X]$


Figure 2.1: Illustration of the Gap Structure Theorem.

A direct consequence of Theorem 2.4.13 is the following corollary whose proof can be found for instance in [Basu 2006, Corollary 8.34].

Corollary 2.4.14. If $r_{j-1}(P, Q)$ and $r_{j}(P, Q)$ are two successive polynomials in the Euclidean remainder sequence of $P$ and $Q$, of degrees respectively $d_{j-1}$ and $d_{j}$, then $\operatorname{Sres}_{d_{j-1}-1}(P, Q)$ and $\operatorname{Sres}_{d_{j}}(P, Q)$ are proportional to $r_{j}(P, Q)$.

In fact, the previous corollary together with the gap structure theorem show that the subresultants of $P$ and $Q$ are equal either to 0 or to polynomials in the Euclidean Remainder Sequence of $P$ and $Q$ (up to multiplicative factors in $\mathbb{D}$ ). In particular, one important property which we will often use in the rest of this thesis is that the last non-zero subresultant of $P$ and $Q$ is non-defective and is a greatest common divisor of $P$ and $Q$.

Let now reconsider the case of two bivariate polynomials with integer coefficients, $P=\sum_{i=0}^{p} a_{i} Y^{i}$ and $Q=\sum_{i=0}^{q} b_{i} Y^{i}$ in $\mathbb{D}[X, Y]$, with $p \geqslant q$. As shown by Proposition 2.4.5, one can identify the $X$-coordinates of the common solutions of $P$ and $Q$ by computing their resultant with respect to $Y$. Using
the polynomial subresultant defined above, it is also possible to determine the gcd of $P$ and $Q$ at these $X$-coordinates. This key feature, stated in the following theorem is instrumental in the triangular decomposition algorithms described in Chapters 3 and 5 . Note that this result is often stated with the stronger assumption that is, that none of the leading terms $a_{p}(\alpha)$ and $b_{q}(\alpha)$ vanish. This property is a direct consequence of the specialization property of subresultants and of the gap structure theorem; see [El Kahoui 2003, Lemmas 2.3, 3.1 and Corollary 5.1] for a proof.

Theorem 2.4.15. For any $\alpha$ such that $a_{p}(\alpha)$ and $b_{q}(\alpha)$ do not both vanish, the first $\operatorname{Sres}_{Y, k}(P, Q)(\alpha, Y)$ (for $k$ increasing) that does not identically vanish is of degree $k$ and it is the gcd of $P(\alpha, Y)$ and $Q(\alpha, Y)$ (up to a nonzero constant in the fraction field of $\mathbb{D}(\alpha))$.

### 2.4.3 Subresultants computation

Exploiting the gap structure theorem (Theorem 2.4.13), one can compute efficiently the polynomial subresultants using a variant of the classical Euclidean algorithm (see e.g. [Basu 2006, Algorithm 8.21]). This algorithm performs successively divisions and returns the sequence of the intermediate remainders consisting in the sequence of the polynomial subresultants. Furthermore, the latter approach allows to adapt fast techniques for computing one polynomial in the Euclidean remainder sequence [Yap 2000, §2.4] in order to compute any polynomial subresultant without computing the complete sequence (see [Reischert 1997] and [Lickteig 2001]).

Next, we give some bit complexity results related to the size and the computation of the polynomial subresultants of two polynomials with integer coefficients.

We first analyze the size of the polynomial subresultants. Since these polynomials are defined by determinants of some Sylvester sub-matrices, we can use the Hadamard's inequality ([von zur Gathen 2003, Theorem 16.6]) to derive bounds on the degree and the size of their coefficients. Proofs of the following theorems can be found in [Basu 2006, Propositions 8.11,8.12 and 8.34].

Theorem 2.4.16. Let $P$ and $Q$ be in $\mathbb{Z}\left[X_{1}, \ldots, X_{n}\right][Y]$ ( $n$ fixed) with coefficients of bitsize at most $\tau$ such that their degrees in $Y$ are bounded by $d_{Y}$ and their degrees in the other variables are bounded by $d$.

- The coefficients of $\operatorname{Sres}_{Y, i}(P, Q)$ have bitsize in $\widetilde{O}\left(d_{Y} \tau\right)$.
- The degree in $X_{j}$ of $\operatorname{Sres}_{Y, i}(P, Q)$ is at most $2 d\left(d_{Y}-i\right)$.

Theorem 2.4.17. Let $P$ and $Q$ be in $\mathbb{Z}\left[X_{1}, \ldots, X_{n}\right][Y]$ ( $n$ fixed) with coefficients of bitsize at most $\tau$ such that their degrees in $Y$ are bounded by $d_{Y}$ and their degrees in the other variables are bounded by $d$.

- Any polynomial subresultant $\operatorname{Sres}_{Y, i}(P, Q)$ can be computed in $\widetilde{O}\left(d^{n} d_{Y}^{n+1}\right)$ arithmetic operations, and $\widetilde{O}\left(d^{n} d_{Y}^{n+2} \tau\right)$ bit operations.
- All the polynomial subresultants can be computed in $\widetilde{O}\left(d^{n} d_{Y}^{n+2}\right)$ arithmetic operations, and $\widetilde{O}\left(d^{n} d_{Y}^{n+3} \tau\right)$ bit operations.


### 2.5 Modular techniques

The use of modular techniques is rather classical in computer algebra to avoid certain computational problems that arise in general with symbolic computations. Roughly, the principle of these techniques consists in transforming one problem over an algebraic domain, to a set of similar problems over simpler domains. A classical example, on which we will focus our attention, is the approach based on the integer Chinese Remainder Theorem or CRT, where instead of directly solving a problem over $\mathbb{Z}$, one solves it modulo several integers $m$ (over $\mathbb{Z}_{m}$ ) and then, reconstruct the solution over $\mathbb{Z}$ from the set of solutions over $\mathbb{Z}_{m}$.

An important advantage of such an approach is that it allows to avoid intermediate coefficient swell during the computations. This swelling phenomenon is quite well observable for instance in the computation of a greatest common divisor of two univariate polynomials with integer coefficients, where the size of the intermediate coefficients can reach a bound in $\widetilde{O}\left(d^{2} \tau\right)$ [von zur Gathen 2003, Theorem 6.52] whereas the size of the coefficients in the computed gcd does not exceed a quantity in $\widetilde{O}(d+\tau)$ (Theorem 2.3.9).

Historically, the use of modular techniques in computer algebra can be traced back to Collins [Collins 1971] and Brown [Brown 1971] in the context of computing resultants of multivariate polynomials, gcds and subresultants. Since then, an extensive literature has been produced on the subject; see for example [Yap 2000, §4] or [von zur Gathen 2003, §5] for comprehensive introductions.

Next, we review in short the principle of the CRT-based algorithms for solving algebraic problems and recall some related complexity results. We then discuss briefly the application of this principle to the computation of the gcd of two univariate polynomials with integer coefficients.

### 2.5.1 General principle

We first define the concept of modular homomorphism which is of primary importance for the design of the modular algorithm presented below.

Definition 2.5.1. The homomorphism of the reduction modulo $m \in \mathbb{Z}$ is the map: $\phi_{m}: \mathbb{Z} \rightarrow \mathbb{Z}_{m}$ defined by $\forall x \in \mathbb{Z}: \phi_{m}(x)=x \bmod m$.

We extend the previous definition to modular homomorphisms over the ring of polynomials with integer coefficients and keep the same notation as above. More precisely, given a polynomial $P \in \mathbb{Z}\left[x_{1}, \ldots, x_{n}\right]$, we denote by $\phi_{m}(P)$ the polynomial resulting from the reduction of all the integer coefficients of $P$ by $\phi_{m}$. For example, if $P(x, y)=7 x y^{2}+9 x y+13 x+15 y+1$ then $\phi_{5}(P(x, y))=2 x y^{2}+4 x y+3 x+1$.

An important property of this modular homomorphism is that it allows, under some conditions, to reconstruct from a set of images in $\mathbb{Z}_{m_{1}}, \ldots, \mathbb{Z}_{m_{k}}$ a unique preimage in $\mathbb{Z}$. This key feature is formalized in the following theorem known as the Chinese Remainder Theorem or more shortly CRT. ${ }^{5}$ See [Yap 2000, Theorem 4.1] or [von zur Gathen 2003, Corollary 5.3] for proofs.

Theorem 2.5.2. Let $m_{1}, m_{2}, \ldots, m_{k} \in \mathbb{Z}$ be integers that are pairwise coprime, that is, $\operatorname{gcd}\left(m_{i}, m_{j}\right)=1$ for $i \neq j$ and let $m=\prod_{i=1}^{k} m_{i}$. Then, for any sequence of integers $r_{1}, r_{2}, \ldots, r_{k}$ with $r_{i} \in \mathbb{Z}_{m_{i}}$, there exists a unique $r \in \mathbb{Z}_{m}$ such that:

$$
r \equiv r_{i} \bmod m_{i} \text { for } i=1, \ldots, k
$$

The proof of Theorem 2.5.2 is constructive and yields a simple algorithm for computing the unique solution $r$ of the set of modular equations $x \equiv r_{i}$ $\bmod m_{i}$ for $i=1, \ldots, k$ [von zur Gathen 2003, Algorithm 5.4]. Moreover, an efficient version of this algorithm based on a "divide-and-conquer" strategy with a quasi-optimal complexity is described in [von zur Gathen 2003, §10.3]. In the following, we refer to this algorithm as the Chinese Remainder Algorithm and give its complexity in Theorem 2.5.4.

Using the ingredients above, we are now able to outline the different steps of the $C R T$-based algorithm for solving problems defined over the polynomial ring $\mathbb{Z}\left[x_{1}, \ldots, x_{n}\right]$ (See the illustration in Figure 2.2). This algorithm consists actually of three steps. First, modular homomorphisms are applied using several moduli $m_{i}$ in order to obtain a set of similar problems over $\mathbb{Z}_{m_{i}}\left[x_{1}, \ldots, x_{n}\right]$,

[^6]then, the solutions of these problems are computed over $\mathbb{Z}_{m_{i}}\left[x_{1}, \ldots, x_{n}\right]$ and finally, these solutions are lifted back over $\mathbb{Z}\left[x_{1}, \ldots, x_{n}\right]$ using the Chinese Remainder Algorithm.


Figure 2.2: General scheme of the $C R T$-based approach.

An important issue in the $C R T$-based approach concerns the correctness of the lifted solution. Indeed, in order to apply correctly the Chinese Remainder Algorithm, two conditions must be satisfied.

- For every chosen moduli $m_{i}$, the solution of the modular image over $\mathbb{Z}_{m_{i}}\left[x_{1}, \ldots, x_{n}\right]$ has to be equal to the modular image of the solution over $\mathbb{Z}\left[x_{1}, \ldots, x_{n}\right]$ by the homomorphism $\phi_{m_{i}}$. Homomorphisms for which this equality does not hold are called unlucky homomorphisms and a nontrivial task in the design of a $C R T$-based algorithm is to detect and to discard them. For example, in the modular computation of the gcd of two univariate polynomials described in the next section, the unlucky homomorphisms are those for which the degree of this gcd increases.
- The product of the chosen moduli $m_{i}$ has to be larger than the maximum integer appearing in the solution, so that all the coefficients of the solution can be recovered from their images modulo the $m_{i}$. In general, this is done by computing (when possible) a theoretical bound on the size of the solution and choosing a set of moduli whose product is larger than those bounds. In some cases however, such bounds turn out to be hard to compute or quite pessimistic which affects the efficiency of the algorithm.

In the following, we give two important complexity results that are needed for the analysis of a $C R T$-based algorithm.

Theorem 2.5.3. [von zur Gathen 2003, Theorem 10.24] Given $m_{1}, \ldots, m_{k} \in$ $\mathbb{N}_{\geqslant 2}$ with $m=\prod_{i=1}^{k} m_{i}$ of bitsize $\tau$ and $r \in \mathbb{N}$ less than $m$, we can compute $r$ $\bmod m_{1}, \ldots, r \bmod m_{k}$ using $\widetilde{O}_{B}(\tau)$ bit operations.

Theorem 2.5.4. [von zur Gathen 2003, Theorem 10.25] Given pairwise coprime integers $m_{1}, \ldots, m_{k} \in \mathbb{N}_{\geqslant 2}$ with $m=\prod_{i=1}^{k} m_{i}$ of bitsize $\tau$ and $r_{1}, \ldots, r_{k} \in \mathbb{N}$ such that $r_{i}<m_{i}$ for all $i$, we can compute the unique solution $r \in \mathbb{N}$ less than $m$ of the Chinese Remainder Problem $r \equiv r_{i}$ $\bmod m_{i}$ for $i=1, \ldots, k$ using $\widetilde{O}_{B}(\tau)$ bit operations.

Remark. In practice, in order to avoid the cost of checking the coprimality of the moduli $m_{i}$ (hypothesis of the Chinese Remainder Theorem), the $m_{i}$ are chosen to be prime numbers. We also make this choice in the presentation of our modular algorithms by considering prime numbers instead of arbitrary integers. These prime numbers are denoted by $\mu$.

### 2.5.2 Modular gcd computation

We illustrate here how the tools from the previous section can be used on a classical problem, namely computing a gcd of two univariate polynomials with integer coefficients. As mentioned in the beginning of this section, the CRT-based approach for computing the gcd is particularly efficient since it eliminates the growth of intermediate coefficients that usually appears in the Euclidean-like algorithms.

Following [Yap 2000, §4], we first review some important properties of the gcd under transformations by modular homomorphisms. Then we present the general framework behind the modular gcd algorithm. We focus our attention only on the results we need for the description of the algorithms presented in this thesis and refer to [Yap 2000, §4.6] for a complete and a detailed overview.

Theorem 2.5.5. Let $P, Q \in \mathbb{Z}[X]$ and $\mu$ be an integer such that $\phi_{\mu}(\operatorname{Lc}(P)) \neq$ 0 or $\phi_{\mu}(\operatorname{Lc}(Q)) \neq 0$. Then,

$$
\operatorname{deg}\left(\operatorname{gcd}\left(\phi_{\mu}(P), \phi_{\mu}(Q)\right)\right) \geqslant \operatorname{deg}(\operatorname{gcd}(P, Q))
$$

Proof. Writing $P=\operatorname{gcd}(P, Q) \times D$ and $Q=\operatorname{gcd}(P, Q) \times H$ and applying $\phi_{\mu}$ to both sides of the two equations, we obtain $\phi_{\mu}(P)=$ $\phi_{\mu}(\operatorname{gcd}(P, Q)) \times \phi_{\mu}(D)$ and $\phi_{\mu}(Q)=\phi_{\mu}(\operatorname{gcd}(P, Q)) \times \phi_{\mu}(H)$. The polynomial $\phi_{\mu}(\operatorname{gcd}(P, Q))$ is not zero in $\mathbb{Z}_{\mu}$ since $\phi_{\mu}(P) \not \equiv 0$ or $\phi_{\mu}(Q) \not \equiv 0$ and it divides both $\phi_{\mu}(P)$ and $\phi_{\mu}(Q)$, thus, it also divides $\operatorname{gcd}\left(\phi_{\mu}(P), \phi_{\mu}(Q)\right)$, thus $\operatorname{deg}\left(\phi_{\mu}(\operatorname{gcd}(P, Q))\right) \leqslant \operatorname{deg}\left(\operatorname{gcd}\left(\phi_{\mu}(P), \phi_{\mu}(Q)\right)\right)$. On the other hand, since $\operatorname{gcd}(P, Q)$ divides $P$ and $Q$, then $L c(\operatorname{gcd}(P, Q))$ divides $L c(P)$ and $L c(Q)$ in $\mathbb{Z}$. Thus, $\phi_{\mu}(L c(P)) \not \equiv 0$ or $\phi_{\mu}(L c(Q)) \neq 0$ implies that $\phi_{\mu}(L c(\operatorname{gcd}(P, Q))) \neq 0$, thus $\operatorname{deg}\left(\phi_{\mu}(\operatorname{gcd}(P, Q))\right)=\operatorname{deg}(\operatorname{gcd}(P, Q))$ and the claim follows.

From the previous proof, one can notice that for a given prime number $\mu$, if $\phi_{\mu}(L c(P)) \neq 0$ or $\phi_{\mu}(L c(Q)) \neq 0$ and $\operatorname{deg}\left(\operatorname{gcd}\left(\phi_{\mu}(P), \phi_{\mu}(Q)\right)\right)=$ $\operatorname{deg}(\operatorname{gcd}(P, Q))$ then, there exists $c \in \mathbb{Z}_{\mu}$ such that $\phi_{\mu}(\operatorname{gcd}(P, Q))=c \times$ $\operatorname{gcd}\left(\phi_{\mu}(P), \phi_{\mu}(Q)\right)$. In addition, computing a normalized form of the gcd in $\mathbb{Q}[X]$ allows to turn the constant $c$ to 1 and thus to obtain the equality $\phi_{\mu}(\operatorname{gcd}(P, Q))=\operatorname{gcd}\left(\phi_{\mu}(P), \phi_{\mu}(Q)\right)$ (see [Brown 1971]). Using the terminology of the previous section, the homomorphisms $\phi_{\mu}$ for which $\phi_{\mu}(L c(P))=0$ and $\phi_{\mu}(L c(Q))=0$, or $\operatorname{deg}\left(\operatorname{gcd}\left(\phi_{\mu}(P), \phi_{\mu}(Q)\right)\right)>\operatorname{deg}(\operatorname{gcd}(P, Q))$ are called unlucky homomorphisms. Clearly, using such homomorphisms for lifting the gcd will leads to a wrong result. The following theorem gives a more precise characterization of unlucky homomorphisms which yields an upper-bound on their number.

Theorem 2.5.6. [Yap 2000, Lemma 4.11] Let $P, Q \in \mathbb{Z}[X]$ and $\mu$ be a prime such that $\phi_{\mu}(L c(P)) \neq 0$ or $\phi_{\mu}(L c(Q)) \neq 0$. $\phi_{\mu}$ is an unlucky homomorphism for computing $\operatorname{gcd}(P, Q)$ if and only if $\phi_{\mu}\left(\operatorname{sres}_{d}(P, Q)\right)=0$ where $d$ is the degree of $\operatorname{gcd}(P, Q)$.

Theorem 2.5.7. [Yap 2000, Lemma 4.12] Let $P, Q \in \mathbb{Z}[X]$ of degree at most $d$ and maximum bitsize $\tau$. If $\pi$ is the product of all unlucky primes for computing the gcd of $P$ and $Q$, then

$$
\tau_{\pi} \leqslant 2 \tau(d+1)
$$

Using the two previous theorems, several algorithms for computing the gcd of two univariate polynomials using modular techniques have been presented (see for example [von zur Gathen 2003] for probabilistic algorithms and [Yap 2000] for deterministic ones). The following result gives the expected bit complexity of the Las-Vegas algorithm presented in [von zur Gathen 2003, §6.7].

Theorem 2.5.8. [von zur Gathen 2003, Corollary 11.11] Let $P, Q \in \mathbb{Z}[x]$ of degree at most $d$ and maximum bitsize $\tau$. The gcd of $P$ and $Q$ can be computed using an expected number of $\widetilde{O}_{B}\left(d^{2}+d \tau\right)$ bit operations.
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We address in this chapter the deterministic computation of a separating linear form of a system of bivariate polynomials with integer coefficients, that is a linear combination of the variables that takes different values when evaluated at distinct (complex) solutions of the system. In other words, a separating linear form defines a shear of the coordinate system that sends the algebraic system in generic position, in the sense that no two distinct solutions are vertically aligned. As mentioned in the introduction, the computation of such linear forms is at the core of most algorithms that solve algebraic systems by computing rational parametrizations of the solutions and, moreover, the computation of a separating linear form is the bottleneck of these algorithms, in terms of worst-case bit complexity.

The results presented in this chapter have been the subject of a publication in the ISSAC 2013 conference [Bouzidi 2013b].

### 3.1 Introduction

Let $P$ and $Q$ be two bivariate polynomials of total degree bounded by $d$ and integer coefficients of maximum bitsize $\tau$. Let $I=\langle P, Q\rangle$ be the ideal they
define and suppose that $I$ is zero-dimensional. The goal is to find a linear form $T=X+a Y$, with $a \in \mathbb{Z}$, that separates the solutions of $I$. As discussed above and in the introduction (Chapter 1), computing such a linear form is a key step of many algorithms for solving algebraic systems through univariate representations.

We first outline a classical algorithm which is essentially the same as those proposed, for instance, in [Diochnos 2009, Lemma 16] and [Kerber 2012, Theorem 24$]^{1}$ and whose complexity, in $\widetilde{O}_{B}\left(d^{10}+d^{9} \tau\right)$, is the best known so far for this problem. This algorithm serves two purposes: it gives some insight on the more involved $\widetilde{O}_{B}\left(d^{8}+d^{7} \tau\right)$-time algorithm that follows and it will be used in that algorithm but over $\mathbb{Z} / \mu \mathbb{Z}$ instead of $\mathbb{Z}$.

Known $\widetilde{\mathrm{O}}_{\mathrm{B}}\left(\mathrm{d}^{10}+\mathrm{d}^{9} \tau\right)$-time algorithm for computing a separating linear form. The idea is to work with a "generic" linear form $T=X+S Y$, where $S$ is an indeterminate, and find conditions such that the specialization of $S$ by an integer $a$ gives a separating form. We thus consider $P(T-S Y, Y)$ and $Q(T-S Y, Y)$, the "generic" sheared polynomials associated to $P$ and $Q$, and $R(T, S)$ their resultant with respect to $Y$. This polynomial has been extensively used and defined in several context; see for instance the related $u$-resultant [Van der Waerden 1930].

It is known that, in a set $\mathcal{S}$ of $d^{4}$ integers, there exists at least one integer $a$ such that $X+a Y$ is a separating form for $I$ since $I$ has at most $d^{2}$ solutions which define at most $\binom{d^{2}}{2}$ directions in which two solutions are aligned. Hence, a separating form can be found by computing, for every $a$ in $\mathcal{S}$, the degree of the squarefree part of $R(T, a)$ and by choosing one $a$ for which this degree is maximum. Indeed, for any (possibly non-separating) linear form $X+a Y$, the number of distinct roots of $R(T, a)$, which is the degree of its squarefree part, is always smaller than or equal to the number of distinct solutions of $I$, and equality is attained when the linear form $X+a Y$ is separating (Lemma 3.3.3). The complexity of this algorithm is in $\widetilde{O}_{B}\left(d^{10}+d^{9} \tau\right)$ because, for $d^{4}$ values of $a$, the polynomial $R(T, a)$ can be shown to be of degree $O\left(d^{2}\right)$ and bitsize $\widetilde{O}\left(d^{2}+d \tau\right)$, and its squarefree part can be computed in $\widetilde{O}_{B}\left(d^{6}+d^{5} \tau\right)$ time.

We now outline the algorithm that we present in this chapter.
$\widetilde{\mathrm{O}}_{\mathrm{B}}\left(\mathrm{d}^{8}+\mathrm{d}^{7} \tau\right)$-time algorithm for computing a separating linear form. To reduce the complexity of the search for a separating form, one can first consider to perform naively the above algorithm on the system $I_{\mu}=$

[^7]$\langle P \bmod \mu, Q \bmod \mu\rangle$ in $\mathbb{Z}_{\mu}=\mathbb{Z} / \mu \mathbb{Z}$, where $\mu$ is a prime number upper bounded by some polynomial in $d$ and $\tau$ (so that the bit complexity of arithmetic operations in $\mathbb{Z}_{\mu}$ is polylogarithmic in $d$ and $\left.\tau\right)$. The resultant $R_{\mu}(T, S)$ of $P(X-S Y, Y) \bmod \mu$ and $Q(X-S Y, Y) \bmod \mu$ with respect to $Y$ can be computed in $\widetilde{O}_{B}\left(d^{6}+d^{5} \tau\right)$ bit operations and, since its degree is at most $2 d^{2}$ in each variable, evaluating it at $S=a$ in $\mathbb{Z}_{\mu}$ can be easily done in $\widetilde{O}_{B}\left(d^{4}\right)$ bit operations. Then, the computation of its squarefree part does not suffer anymore from the coefficient growth, and it becomes softly linear in its degree, that is $\widetilde{O}_{B}\left(d^{2}\right)$. Considering $d^{4}$ choices of $a$, we get an algorithm that computes a separating form for $I_{\mu}$ in $\widetilde{O}_{B}\left(d^{8}\right)$ time in $\mathbb{Z}_{\mu}$. However, a serious problem remains, that is to ensure that a separating form for $I_{\mu}$ is also a separating form for $I$. This issue requires to develop a more subtle algorithm.

We first show, in Section 3.3, a critical property (Proposition 3.3.2) which states that a separating linear form over $\mathbb{Z}_{\mu}$ is also separating over $\mathbb{Z}$ when $\mu$ is a lucky prime number, which is, essentially, a prime such that the number of solutions of $\langle P, Q\rangle$ is the same over $\mathbb{Z}$ and over $\mathbb{Z}_{\mu}$. We then show in Sections 3.4 to 3.6 how to compute such a lucky prime number. We do that by first proving in Section 3.4 that, under mild conditions on $\mu$, the number of solutions of $I_{\mu}$ is always less than or equal to the number of solutions of $I$ (Proposition 3.4.1) and then by computing a bound on the number of unlucky primes (Proposition 3.4.2). Computing a lucky prime can then be done by choosing a $\mu$ that maximizes the number of solutions of $I_{\mu}$ among a set of primes of cardinality $\widetilde{O}\left(d^{4}+d^{3} \tau\right)$. For that purpose, we present in Section 3.5 a new algorithm, of independent interest, for computing in $\widetilde{O}\left(d^{4}\right)$ arithmetic operations in $\mathbb{Z}_{\mu}$ the number of distinct solutions of the system $I_{\mu}$; this algorithm is based on a classical triangular decomposition. This yields, in Section 3.6, a $\widetilde{O}_{B}\left(d^{8}+d^{7} \tau\right)$-time algorithm for computing a lucky prime $\mu$ in $\widetilde{O}\left(d^{4}+d^{3} \tau\right)$. Now, $\mu$ is fixed, and we can apply the algorithm outlined above for computing a separating form for $I_{\mu}$ in $\mathbb{Z}_{\mu}$ in $\widetilde{O}_{B}\left(d^{8}\right)$ time (Section 3.7). This form, which is also separating for $I$, is thus obtained with a total bit complexity of $\widetilde{O}_{B}\left(d^{8}+d^{7} \tau\right)$ (Theorem 3.7.1).

### 3.2 Notation and preliminaries

We introduce the following notation which are extensively used throughout this Chapter and the next one. Given the two input polynomials $P$ and $Q$, we consider the "generic" change of variables $X=T-S Y$, and define the "sheared" polynomials $P(T-S Y, Y), Q(T-S Y, Y)$, and their resultant with respect to $Y$,

$$
\begin{equation*}
R(T, S)=\operatorname{Res}_{Y}(P(T-S Y, Y), Q(T-S Y, Y)) \tag{3.1}
\end{equation*}
$$

The complexity bounds on the degree, bitsize and computation of these polynomials are analyzed at the end of this section in Lemma 3.2.1. Let $L_{R}(S)$ be the leading coefficient of $R(T, S)$ seen as a polynomial in $T$. Let $L_{P}(S)$ and $L_{Q}(S)$ be the leading coefficients of $P(T-S Y, Y)$ and $Q(T-S Y, Y)$, seen as polynomials in $Y$; it is straightforward that these leading coefficients do not depend on $T$. In other words:

$$
\begin{gather*}
L_{P}(S)=L c_{Y}(P(T-S Y, Y)), L_{Q}(S)=L c_{Y}(Q(T-S Y, Y))  \tag{3.2}\\
L_{R}(S)=L c_{T}(R(T, S))
\end{gather*}
$$

Lemma 3.2.1. Let $P$ and $Q$ in $\mathbb{Z}[X, Y]$ be of total degree at most $d$ and maximum bitsize $\tau$. The sheared polynomials $P(T-S Y, Y)$ and $Q(T-S Y, Y)$ can be expanded in $\widetilde{O}_{B}\left(d^{4}+d^{3} \tau\right)$ and their bitsizes are in $\widetilde{O}(d+\tau)$. The resultant $R(T, S)$ can be computed in $\widetilde{O}_{B}\left(d^{7}+d^{6} \tau\right)$ bit operations and $\widetilde{O}\left(d^{5}\right)$ arithmetic operations in $\mathbb{Z}$; its degree is at most $2 d^{2}$ in each variable and its bitsize is in $\widetilde{O}\left(d^{2}+d \tau\right)$.

Proof. Writing $P$ as $\sum_{i=0}^{d} p_{i}(Y) X^{i}$, expending the substitution of $X$ by $T-S Y$ needs the computation of the successive powers $(T-S Y)^{i}$ for $i$ from 1 to $d$. The binomial formula shows that each polynomial $(T-S Y)^{i}$ is the sum of $i+1$ monomials, with coefficients of bitsize in $O(i \log i)$. Using the recursion formula $(T-S Y)^{i}=(T-S Y)^{i-1}(T-S Y)$, given the polynomial $(T-S Y)^{i-1}$, the computation of $(T-S Y)^{i}$ requires $2 i$ multiplications of coefficients having bitsize in $O(i \log i)$, which can be done in $\widetilde{O}_{B}\left(i^{2} \log i\right)$ bit operations. The complexity of computing all the powers is thus in $\widetilde{O}_{B}\left(d^{3} \log d\right)$. The second step is to multiply $p_{i}(Y)$ by $(T-S Y)^{i}$ for $i=1, \ldots, d$. Each polynomial multiplication can be done with $O\left(d^{2}\right)$ multiplications of integers of bitsize in $O(\tau)$ or in $O(d \log d)$, and thus it can be done in $\widetilde{O}_{B}\left(d^{2}(\tau+d \log d)\right)$ bit operations and yields polynomials of bitsize $O(\tau+d \log d)$. For the $d$ multiplications the total cost is in $\widetilde{O}_{B}\left(d^{3}(\tau+d \log d)\right)$. Consequently the computation of $P(T-S Y, Y)$ and $Q(T-S Y, Y)$ can be done in $\widetilde{O}_{B}\left(d^{3}(\tau+d)\right)$ bit operations and these polynomials have bitsize in $\widetilde{O}(\tau+d)$. In addition, since $P(T-S Y, Y)$ and $Q(T-S Y, Y)$ are trivariate polynomials of partial degree in all variables bounded by $d$, Theorem 2.4.16 implies the claims on $R(T, S)$.

Throughout this chapter, we assume that the two input polynomials $P$ and $Q$ are coprime in $\mathbb{Z}[X, Y]$, that they define the ideal $I$, that their maximum total degree $d$ is at least 2 and that their coefficients have maximum bitsize $\tau$. Note that the coprimality of $P$ and $Q$ is implicitly tested during Algorithm 5 because they are coprime if and only if $R(T, S)$ does not identically vanish. By abuse of notation, some complexity $\widetilde{O}_{B}\left(d^{k}\right)$ may refer to a complexity in which polylogarithmic factors in $d$ and in $\tau$ are omitted. $I_{\mu}=\left\langle P_{\mu}, Q_{\mu}\right\rangle$
denotes the ideal generated by $P_{\mu}=\phi_{\mu}(P)$ and $Q_{\mu}=\phi_{\mu}(Q)$. Similarly as in Equation (3.1), we define $R_{\mu}(T, S)$ as the resultant of $P_{\mu}(T-S Y, Y)$ and $Q_{\mu}(T-S Y, Y)$ with respect to $Y$, and we define $L_{P_{\mu}}(S), L_{Q_{\mu}}(S)$, and $L_{R_{\mu}}(S)$, similarly as in (3.2). We refer to the overview in Section 3.1 for the organization of this chapter.

### 3.3 Separating linear form over $\mathbb{Z}_{\mu}$ versus $\mathbb{Z}$

We first introduce the notion of lucky prime numbers $\mu$ which are, roughly speaking, primes $\mu$ for which the number of distinct solutions of $\langle P, Q\rangle$ does not change when considering the polynomials modulo $\mu$. We then show the critical property that, if a linear form is separating modulo such a $\mu$, then it is also separating over $\mathbb{Z}$.

Definition 3.3.1. A prime number $\mu$ is said to be lucky for an ideal $I=$ $\langle P, Q\rangle$ if it is larger than $2 d^{4}$ and satisfies

$$
\phi_{\mu}\left(L_{P}(S)\right) \phi_{\mu}\left(L_{Q}(S)\right) \phi_{\mu}\left(L_{R}(S)\right) \not \equiv 0 \quad \text { and } \quad \# V(I)=\# V\left(I_{\mu}\right) .
$$

Proposition 3.3.2. Let $\mu$ be a lucky prime for the ideal $I=\langle P, Q\rangle$ and let $a<\mu$ be an integer ${ }^{2}$ such that

$$
\phi_{\mu}\left(L_{P}(a)\right) \phi_{\mu}\left(L_{Q}(a)\right) \phi_{\mu}\left(L_{R}(a)\right) \neq 0
$$

If $X+a Y$ separates $V\left(I_{\mu}\right)$, it also separates $V(I)$.
The key idea of the proof of Proposition 3.3.2, as well as Propositions 3.4.1 and 3.4.2, is to prove the following inequalities (under the hypothesis that various leading terms do not vanish)

$$
\begin{equation*}
\# V\left(I_{\mu}\right) \geqslant d_{T}\left(\overline{R_{\mu}(T, a)}\right) \leqslant d_{T}(\overline{R(T, a)}) \leqslant \# V(I) \tag{3.3}
\end{equation*}
$$

and argue that the first (resp. last) one is an equality if $X+a Y$ separates $V\left(I_{\mu}\right)$ (resp. $V(I)$ ), and that the middle one is an equality except for finitely many $\mu$. We establish these claims in Lemmas 3.3.3 and 3.3.5. As mentioned in Section 3.1, Lemma 3.3.3 is the key property in the classical algorithm for computing a separating form for $I$, which algorithm we will use over $\mathbb{Z}_{\mu}$ to compute a separating form for $I_{\mu}$ in Section 3.7. For completeness, we outline its proof (see also [Diochnos 2009, Lemma 16] or [Basu 2006, Proposition 11.23]). Recall that $P$ and $Q$ are assumed to be coprime but not $P_{\mu}$ and $Q_{\mu}$; we address this issue in Lemma 3.3.4.

[^8]Lemma 3.3.3. If $a \in \mathbb{Z}$ is such that $L_{P}(a) L_{Q}(a) \neq 0$ then $d_{T}(\overline{R(T, a)}) \leqslant$ $\# V(I)$ and they are equal if and only if $X+a Y$ separates $V(I)$. The same holds over $\mathbb{Z}_{\mu}$, that is for $P_{\mu}, Q_{\mu}, R_{\mu}$ and $I_{\mu}$, provided $P_{\mu}$ and $Q_{\mu}$ are coprime.

Proof. Since $L_{P}(a) L_{Q}(a) \neq 0$, the resultant $R(T, S)$ can be specialized at $S=a$, that is $R(T, a)=\operatorname{Res}_{Y}(P(T-a Y, Y), Q(T-a Y, Y))$. On the other hand, the sheared polynomials $P(T-a Y, Y)$ and $Q(T-a Y, Y)$ are coprime (since $P$ and $Q$ are coprime) and since $L_{P}(a) L_{Q}(a) \neq 0$, they have no common solution at infinity in the $Y$-direction. Thus, according to Proposition 2.4.5 the roots of their resultant with respect to $Y$ are the $T$-coordinates of the (affine) solutions of $I_{a}=\langle P(T-a Y, Y), Q(T-a Y, Y)\rangle$. Hence, $d_{T}(\overline{R(T, a)}) \leqslant$ $\# V\left(I_{a}\right)=\# V(I)$. Moreover, if $X+a Y$ separates $V(I), T=X+a Y$ takes distinct values for every solution in $V(I)$, and since these values of $T$ are roots of $R(T, a), d_{T}(\overline{R(T, a)}) \geqslant \# V(I)$ and thus they are equal. Conversely, if $d_{T}(\overline{R(T, a)})=\# V(I), R(T, a)$ admits $\# V(I)$ distinct roots $T=X+a Y$ which means that $X+a Y$ separates all the solutions of $V(I)$. The same argument holds over $\mathbb{Z}_{\mu}$.

The following two lemmas state rather standard properties. For completeness and readers' convenience, we provide proofs of these statements for which we could not find accurate references.

Lemma 3.3.4. If $\phi_{\mu}\left(L_{P}(S)\right) \phi_{\mu}\left(L_{Q}(S)\right) \phi_{\mu}\left(L_{R}(S)\right) \not \equiv 0$ and $\mu>4 d^{2}$ then $P_{\mu}$ and $Q_{\mu}$ are coprime in $\mathbb{Z}_{\mu}[X, Y]$.
Proof. Since $\phi_{\mu}\left(L_{P}(S)\right) \phi_{\mu}\left(L_{Q}(S)\right) \not \equiv 0$, the property of specialization of resultants (Theorem 2.4.4) yields that $\phi_{\mu}(R(T, S))=R_{\mu}(T, S)$ and $\phi_{\mu}\left(L_{R}(S)\right) \not \equiv 0$ implies that $R_{\mu}(T, S) \not \equiv 0$. We can thus choose a value $S=a \in \mathbb{Z}_{\mu}$ so that $R_{\mu}(T, a) \not \equiv 0$ and $L_{P_{\mu}}(a) L_{Q_{\mu}}(a) \neq 0$; indeed, $\mu>4 d^{2}$ and $\phi_{\mu}\left(L_{R}(S)\right), L_{P_{\mu}}(S)$ and $L_{Q_{\mu}}(S)$ have degree at most $2 d^{2}, d$ and $d$ respectively (Theorem 2.4.16). For such a value, the resultant of $P_{\mu}(T-a Y, Y)$ and $Q_{\mu}(T-a Y, Y)$ is $R_{\mu}(T, a)$. This resultant is not identically zero, the leading coefficients (in $Y$ ) $L_{P_{\mu}}(a)$ and $L_{Q_{\mu}}(a)$ do not depend on $T$ (see Eq. (3.2)) and are not zero, thus $P_{\mu}(T-a Y, Y)$ and $Q_{\mu}(T-a Y, Y)$ are coprime. The result follows.

Lemma 3.3.5. Let $\mu$ be a prime and $a$ be an integer such that $\phi_{\mu}\left(L_{P}(a)\right) \phi_{\mu}\left(L_{Q}(a)\right) \phi_{\mu}\left(L_{R}(a)\right) \neq 0$, then $d_{T}\left(\overline{R_{\mu}(T, a)}\right) \leqslant d_{T}(\overline{R(T, a)})$.

Proof. We first observe that the degree of $R(T, a)$ and $\phi_{\mu}(R(T, a))$ are the same. Indeed, $\phi_{\mu}\left(L_{R}(a)\right) \neq 0$ by hypothesis and thus $L_{R}(a) \neq 0$. Thus, the leading coefficient $L_{R}(S)$ of $R(T, S)$ does not vanish when specialized at $S=a$, and it also does not vanish when furthermore taken modulo $\mu$.

Now, the degree of the squarefree part of a univariate polynomial is its degree minus the degree of its gcd with its derivative. Furthermore, according
to Theorem 2.5.5, the degree of the gcd of two univariate polynomials cannot decrease by reduction modulo $\mu$, if their leading coefficients do not both vanish modulo $\mu$. The leading coefficients of $R(T, a)$ and its derivative do not vanish modulo $\mu$ since $\phi_{\mu}\left(L_{R}(a)\right) \neq 0$, and thus

$$
\begin{aligned}
d_{T}(\overline{R(T, a)}) & =d_{T}(R(T, a))-d_{T}\left(\operatorname{gcd}\left(R(T, a), R^{\prime}(T, a)\right)\right) \\
& \geqslant d_{T}\left(\phi_{\mu}(R(T, a))\right)-d_{T}\left(\operatorname{gcd}\left(\phi_{\mu}(R(T, a)), \phi_{\mu}\left(R^{\prime}(T, a)\right)\right)\right) \\
& =d_{T}\left(\overline{\phi_{\mu}(R(T, a))}\right)
\end{aligned}
$$

We finally argue that $\phi_{\mu}(R(T, a))=R_{\mu}(T, a)$. By hypothesis, $\phi_{\mu}\left(L_{P}(S)\right)$ and $\phi_{\mu}\left(L_{Q}(S)\right)$ do not identically vanish, thus we can specialize the resultant $R$ by $\phi_{\mu}$, that is $\phi_{\mu}(R(T, S))=\operatorname{Res}_{Y}\left(\phi_{\mu}(P(T-S Y, Y)), \phi_{\mu}(Q(T-S Y, Y))\right)$ (Theorem 2.4.4). Hence, $\phi_{\mu}(R(T, S))=R_{\mu}(T, S)$. The evaluation at $S=a$ and the reduction modulo $\mu$ commute (in $\mathbb{Z}_{\mu}$ ), thus $\phi_{\mu}(R(T, a))=R_{\mu}(T, a)$ in $\mathbb{Z}_{\mu}[T]$, which concludes the proof of the lemma.

Proof of Proposition 3.3.2. By Lemmas 3.3.3, 3.3.4 and 3.3.5, if $\mu$ is a prime and $a$ is an integer such that $X+a Y$ separates $V\left(I_{\mu}\right)$ and $\phi_{\mu}\left(L_{P}(a)\right) \phi_{\mu}\left(L_{Q}(a)\right) \phi_{\mu}\left(L_{R}(a)\right) \neq 0$, then

$$
\# V\left(I_{\mu}\right)=d_{T}\left(\overline{R_{\mu}(T, a)}\right) \leqslant d_{T}(\overline{R(T, a)}) \leqslant \# V(I)
$$

Since $\mu$ is lucky, $\# V\left(I_{\mu}\right)=\# V(I)$ thus $d_{T}(\overline{R(T, a)})=\# V(I)$ and by Lemma 3.3.3, $X+a Y$ separates $V(I)$.

### 3.4 Number of solutions of $I_{\mu}$ versus $I$

As shown in Proposition 3.3.2, the knowledge of a lucky prime permits to search for separating linear forms over $\mathbb{Z}_{\mu}$ rather than over $\mathbb{Z}$. We prove here two propositions that are critical for computing a lucky prime, which state that the number of solutions of $I_{\mu}=\left\langle P_{\mu}, Q_{\mu}\right\rangle$ is always at most that of $I=\langle P, Q\rangle$ and give a bound on the number of unlucky primes.

Proposition 3.4.1. Let $I=\langle P, Q\rangle$ be a zero-dimensional ideal in $\mathbb{Z}[X, Y]$. If a prime $\mu$ is larger than $2 d^{4}$ and

$$
\phi_{\mu}\left(L_{P}(S)\right) \phi_{\mu}\left(L_{Q}(S)\right) \phi_{\mu}\left(L_{R}(S)\right) \not \equiv 0
$$

then $\# V\left(I_{\mu}\right) \leqslant \# V(I)$.
Proof. Let $\mu$ be a prime that satisfies the hypotheses of the proposition. We also consider an integer $a<\mu$ such that $\phi_{\mu}\left(L_{P}(a)\right) \phi_{\mu}\left(L_{Q}(a)\right) \phi_{\mu}\left(L_{R}(a)\right) \neq 0$ and such that the linear form $X+a Y$ is separating for $I_{\mu}$. Such an integer
exists because (i) $\phi_{\mu}\left(L_{P}(S)\right), \phi_{\mu}\left(L_{Q}(S)\right)$, and $\phi_{\mu}\left(L_{R}(S)\right)$ are not identically zero by hypothesis and they have degree at most $d$ or $2 d^{2}$ (Theorem 2.4.16) and, as mentioned earlier, (ii) $I_{\mu}$ is zero dimensional (Lemma 3.3.4) and it has at most $d^{2}$ solutions which define at most $\binom{d^{2}}{2}$ directions in which two solutions are aligned. Since $2 d+2 d^{2}+\binom{d^{2}}{2}<2 d^{4}$ (for $d \geqslant 2$ ), there exists such an integer $a \leqslant 2 d^{4}<\mu$. With such an $a$, we can apply Lemmas 3.3.3 and 3.3 .5 which imply that $\# V\left(I_{\mu}\right)=d_{T}\left(\overline{R_{\mu}(T, a)}\right) \leqslant d_{T}(\overline{R(T, a)}) \leqslant \# V(I)$.

Next, we bound the number of primes that are unlucky for the ideal $\langle P, Q\rangle$.
Proposition 3.4.2. An upper bound on the number of unlucky primes for the ideal $\langle P, Q\rangle$ can be explicitly computed in terms of $d$ and $\tau$, and this bound is in $\widetilde{O}\left(d^{4}+d^{3} \tau\right)$.

Proof. According to Definition 3.3.1, a prime $\mu$ is unlucky if it is smaller than $2 d^{4}$, if $\phi_{\mu}\left(L_{P}(S) L_{Q}(S) L_{R}(S)\right)=0$, or if $\# V(I) \neq \# V\left(I_{\mu}\right)$. In the following, we consider $\mu>2 d^{4}$. We first determine some conditions on $\mu$ that ensure that $\# V(I)=\# V\left(I_{\mu}\right)$, and we then bound the number of $\mu$ that do not satisfy these conditions. As we will see, under these conditions, $L_{P}(S), L_{Q}(S)$, and $L_{R}(S)$ do not vanish modulo $\mu$ and thus this constraint is redundant.

The first part of the proof is similar in spirit to that of Proposition 3.4.1 in which we first fixed a prime $\mu$ and then specialized the polynomials at $S=a$ such that the form $X+a Y$ was separating for $I_{\mu}$. Here, we first choose $a$ such that $X+a Y$ is separating for $I$. With some conditions on $\mu$, Lemmas 3.3.3 and 3.3.5 imply Equation (3.4) and we determine some more conditions on $\mu$ such that the middle inequality of (3.4) is an equality. We thus get $\# V\left(I_{\mu}\right) \geqslant \# V(I)$ which is the converse of that of Proposition 3.4.1 and thus $\# V\left(I_{\mu}\right)=\# V(I)$. In the second part of the proof, we bound the number of $\mu$ that violate the conditions we considered.
Prime numbers such that $\# V(I) \neq \# V\left(I_{\mu}\right)$. Let $a$ be such that the form $X+a Y$ separates $V(I)$ and $L_{P}(a) L_{Q}(a) L_{R}(a) \neq 0 .^{3}$ Similarly as in the proof of Proposition 3.4.1, we can choose $a \leqslant 2 d^{4}$.

We consider any prime $\mu$ such that $\phi_{\mu}\left(L_{P}(a)\right) \phi_{\mu}\left(L_{Q}(a)\right) \phi_{\mu}\left(L_{R}(a)\right) \neq 0$, so that we can apply Lemmas 3.3.3 and 3.3.5. Since $X+a Y$ separates $V(I)$, these lemmas yield that

$$
\begin{equation*}
\# V\left(I_{\mu}\right) \geqslant d_{T}\left(\overline{R_{\mu}(T, a)}\right) \leqslant d_{T}(\overline{R(T, a)})=\# V(I) \tag{3.4}
\end{equation*}
$$

Now, $d_{T}(\overline{R(T, a)})=d_{T}(R(T, a))-d_{T}\left(\operatorname{gcd}\left(R(T, a), R^{\prime}(T, a)\right)\right)$, and similarly for $R_{\mu}(T, a)$. The leading coefficient of $R(T, S)$ with respect to $T$ is $L_{R}(S)$, and

[^9]since it does not vanish at $S=a, L_{R}(a)$ is the leading coefficient of $R(T, a)$. In addition, we have shown in the proof of Lemma 3.3.5 that $R_{\mu}(T, a)=$ $\phi_{\mu}(R(T, a))$, hence the hypothesis $\phi_{\mu}\left(L_{R}(a)\right) \neq 0$ implies that $R_{\mu}(T, a)$ and $R(T, a)$ have the same degree. It follows that, if $\mu$ is such that the degree of $\operatorname{gcd}\left(R(T, a), R^{\prime}(T, a)\right)$ does not change when $R(T, a)$ and $R^{\prime}(T, a)$ are reduced modulo $\mu$, we have
$$
\# V\left(I_{\mu}\right) \geqslant d_{T}\left(\overline{R_{\mu}(T, a)}\right)=d_{T}(\overline{R(T, a)})=\# V(I)
$$

Since $\phi_{\mu}\left(L_{P}(a)\right) \phi_{\mu}\left(L_{Q}(a)\right) \phi_{\mu}\left(L_{R}(a)\right) \neq 0$, we can apply Proposition 3.4.1 which yields that $\# V\left(I_{\mu}\right) \leqslant \# V(I)$ and thus $\# V\left(I_{\mu}\right)=\# V(I)$.

Therefore, the primes $\mu$ such that $\# V\left(I_{\mu}\right) \neq \# V(I)$ are among those such that $L_{P}(a), L_{Q}(a)$ or $L_{R}(a)$ vanishes modulo $\mu$ or such that the degree of $\operatorname{gcd}\left(R(T, a), R^{\prime}(T, a)\right)$ changes when $R(T, a)$ and $R^{\prime}(T, a)$ are reduced modulo $\mu$. Note that if $L_{P}(a), L_{Q}(a)$, and $L_{R}(a)$ do not vanish modulo $\mu$, then $L_{P}(S)$, $L_{Q}(S)$, and $L_{R}(S)$ do not identically vanish modulo $\mu$.
Bounding the number of prime divisors of $L_{P}(a), L_{Q}(a)$ or $L_{R}(a)$. The number of prime divisors of an integer $z$ is bounded by its bitsize. Indeed, its bitsize is $\lfloor\log z\rfloor+1$ and its factorization into $w$ (possibly identical) prime numbers directly yields that $2^{w} \leqslant \prod_{i=1}^{w} z_{i}=z=2^{\log z} \leqslant 2^{\lfloor\log z\rfloor+1}$. We can thus bound the number of prime divisors by bounding the bitsize of $L_{P}(a), L_{Q}(a)$ and $L_{R}(a)$. We start by bounding the bitsize of $L_{P}(S), L_{Q}(S)$ and $L_{R}(S)$.

Each coefficient of $P(T-S Y, Y)$ has bitsize at most $\tau^{\prime}=\tau+d \log d+$ $\log (d+1)+1$. Indeed, $(T-S Y)^{i}$ is a sum of $i+1$ monomials whose coefficients are binomials $\binom{i \leqslant d}{j}<d^{d}$. The claim follows since each coefficient of $P(T-$ $S Y, Y)$ is the sum of at most $d+1$ such binomials, each multiplied by a coefficient of $P(X, Y)$ which has bitsize at most $\tau$. We get the same bound for the coefficients of $Q(T-S Y, Y)$ and thus for $L_{P}(S)$ and $L_{Q}(S)$ as well. Concerning $L_{R}(S)$, we have that $R(T, S)$ is the resultant of $P(T-S Y, \underset{\sim}{Y})$ and $Q(T-S Y, Y)$ thus, by Theorem 2.4.16, its coefficients are of bitsize $\widetilde{O}\left(d \tau^{\prime}\right)$. In fact, an upper bound can be explicitly computed using, for instance, the bound of [Basu 2006, Theorem 8.46] which implies that the resultant of two trivariate polynomials of total degree $d^{\prime}$ and bitsize $\tau^{\prime}$ has bitsize at most $2 d^{\prime}\left(\tau^{\prime}+\left\lfloor\log 2 d^{\prime}\right\rfloor+1\right)+2\left(\left\lfloor\log \left(2 d^{\prime 2}+1\right)\right\rfloor+1\right)$, which is in $\widetilde{O}\left(d^{2}+d \tau\right)$ in our case. Therefore, $L_{P}(S), L_{Q}(S)$ and $L_{R}(S)$ have degree at most $2 d^{2}$ and their bitsizes can be explicitly bounded by a function of $d$ and $\tau$ in $\widetilde{O}\left(d^{2}+d \tau\right)$.

Finally, since $a \leqslant 2 d^{4}$, its bitsize is at most $\sigma=4 \log d+2$. It is straightforward that the result of an evaluation of a univariate polynomial of degree at most $d^{\prime}$ and bitsize $\tau^{\prime}$ at an integer value of bitsize $\sigma$ has bitsize at most $d^{\prime} \sigma+\tau^{\prime}+\log \left(d^{\prime}+1\right)+1$. Here $d^{\prime} \leqslant 2 d^{2}$ and $\tau^{\prime}$ is in $\widetilde{O}\left(d^{2}+d \tau\right)$. We thus proved that we can compute an explicit bound, in $\widetilde{O}\left(d^{2}+d \tau\right)$, on the number of prime divisors of $L_{P}(a), L_{Q}(a)$, or $L_{R}(a)$.

Bounding the number of prime $\mu$ such that the degree of $\operatorname{gcd}\left(R(T, a), R^{\prime}(T, a)\right)$ changes when $R(T, a)$ and $R^{\prime}(T, a)$ are reduced modulo $\mu$. By Theorem 2.5.7, given two univariate polynomials in $\mathbb{Z}[X]$ of degree at most $d^{\prime}$ and bitsize at most $\tau^{\prime}$, the product of all $\mu$, such that the degree of the gcd of the two polynomials changes when the polynomials are considered modulo $\mu$, is bounded by $\left(2^{\tau^{\prime}} \sqrt{d^{\prime}+1}\right)^{2 d^{\prime}+2}$. As noted above, the number of such primes $\mu$ is bounded by the bitsize of this bound, and thus is bounded by $\left(d^{\prime}+1\right)\left(2 \tau^{\prime}+\log \left(d^{\prime}+1\right)\right)+1$. Here $d^{\prime} \leqslant 2 d^{2}$ and $\tau^{\prime}$ is in $\widetilde{O}\left(d^{2}+d \tau\right)$ since our explicit bound on the bitsize of $L_{R}(a)$ holds as well for the bitsize of $R(T, a)$, and, since $R(T, a)$ is of degree at most $2 d^{2}$, the bitsize of $R^{\prime}(T, a)$ is bounded by that of $R(T, a)$ plus $1+\log 2 d^{2}$. We thus obtain an explicit bound in $\widetilde{O}\left(d^{4}+d^{3} \tau\right)$ on the number of primes $\mu$ such that the degree of $\operatorname{gcd}\left(R(T, a), R^{\prime}(T, a)\right)$ changes when $R(T, a)$ and $R^{\prime}(T, a)$ are reduced modulo $\mu$.

The result follows by summing this bound with the bounds we obtained on the number of prime divisors of $L_{P}(a), L_{Q}(a)$, or $L_{R}(a)$, and a bound (e.g. $2 d^{4}$ ) on the number of primes smaller than $2 d^{4}$.

### 3.5 Counting the number of solutions of $I_{\mu}$

For counting the number of (distinct) solutions of $I_{\mu}=\left\langle P_{\mu}, Q_{\mu}\right\rangle$, we use a classical algorithm for computing a triangular decomposition of an ideal defined by two bivariate polynomials. We first recall this algorithm, slightly adapted to our needs, and analyze its arithmetic complexity.

### 3.5.1 Triangular decomposition

Let $P$ and $Q$ be two polynomials in $\mathbb{F}[X, Y]$. A decomposition of the solutions of the system $\{P, Q\}$ using the subresultant sequence appears in the theory of triangular sets [Lazard 1991, Li 2011] and for the computation of topology of curves [Gonzalez-Vega 1996].

The idea is to use Theorem 2.4.15 which states that, after specialization at $X=\alpha$, the first (with respect to increasing $i$ ) nonzero subresultant $\operatorname{Sres}_{Y, i}(P, Q)(\alpha, Y)$ is of degree $i$ and is equal to the gcd of $P(\alpha, Y)$ and $Q(\alpha, Y)$. This induces a decomposition of the system $\{P, Q\}$ into triangular subsystems $\left(\left\{A_{i}(X), \operatorname{Sres}_{Y, i}(P, Q)(X, Y)\right\}\right)$ where a solution $\alpha$ of $A_{i}(X)=0$ is such that the system $\{P(\alpha, Y), Q(\alpha, Y)\}$ admits exactly $i$ roots (counted with multiplicity), which are exactly those of $\operatorname{Sres}_{Y, i}(P, Q)(\alpha, Y)$. Furthermore, these triangular subsystems are regular chains, i.e., the leading coefficient of the bivariate polynomial (seen in $Y$ ) is coprime with the univariate polynomial. For clarity and self-containedness, we recall this decomposition

```
Algorithm 2 Triangular decomposition [Gonzalez-Vega 1996, Li 2011]
Require: \(P, Q\) in \(\mathbb{F}[X, Y]\) coprime such that \(L c_{Y}(P)\) and \(L c_{Y}(Q)\) are co-
    prime, \({ }^{4} d_{Y}(Q) \leqslant d_{Y}(P)\), and
        \(A \in \mathbb{F}[X]\) squarefree.
Ensure: Triangular decomposition \(\left\{\left(A_{i}(X), \quad B_{i}(X, Y)\right)\right\}_{i \in \mathcal{I}}\) such that
    \(V(\langle P, Q, A\rangle)\) is the disjoint union of the sets \(V\left(\left\langle A_{i}(X), B_{i}(X, Y)\right\rangle\right)_{i \in \mathcal{I}}\)
    Compute the subresultant sequence of \(P\) and \(Q\) with respect to \(Y: B_{i}=\)
    \(\operatorname{Sres}_{Y, i}(P, Q)\)
    \(G_{0}=\operatorname{gcd}\left(\overline{\operatorname{Res}_{Y}(P, Q)}, A\right)\) and \(\mathcal{T}=\emptyset\)
    for \(i=1\) to \(d_{Y}(Q)\) do
        \(G_{i}=\operatorname{gcd}\left(G_{i-1}, \operatorname{sres}_{Y, i}(P, Q)\right)\)
        \(A_{i}=G_{i-1} / G_{i}\)
        if \(d_{X}\left(A_{i}\right)>0\), add \(\left(A_{i}, B_{i}\right)\) to \(\mathcal{T}\)
    end for
    return \(\mathcal{T}=\left\{\left(A_{i}(X), B_{i}(X, Y)\right)\right\}_{i \in \mathcal{I}}\)
```

in Algorithm 2, where, in addition, we restrict the solutions of the system $\{P, Q\}$ to those where some univariate polynomials $A(X)$ vanishes ( $A$ could be identically zero).

The following lemma states the correctness of Algorithm 2 which follows from Theorem 2.4.15 and from the fact that the solutions of $P$ and $Q$ project on the roots of their resultant (Proposition 2.4.5).

Lemma 3.5.1 ([Gonzalez-Vega 1996, Li 2011]). Algorithm 2 computes a triangular decomposition $\left\{\left(A_{i}(X), B_{i}(X, Y)\right)\right\}_{i \in \mathcal{I}}$ such that
(i) the set $V(\langle P, Q, A\rangle)$ is the disjoint union of the sets $V\left(\left\langle A_{i}(X), B_{i}(X, Y)\right\rangle\right)_{i \in \mathcal{I}}$,
(ii) $\prod_{i \in \mathcal{I}} A_{i}$ is squarefree,
(iii) $\forall \alpha \in V\left(A_{i}\right), B_{i}(\alpha, Y)$ is of degree $i$ and is equal to $\operatorname{gcd}(P(\alpha, Y)$, $Q(\alpha, Y))$, and
(iv) $A_{i}(X)$ and $L c_{Y}\left(B_{i}(X, Y)\right)$ are coprime.

In the following lemma, we analyze the complexity of Algorithm 2 for $P$ and $Q$ of degree at most $d_{X}$ in $X$ and $d_{Y}$ in $Y$ and $A$ of degree at most $d^{2}$, where $d$ denotes a bound on the total degree of $P$ and $Q$. We will use Algorithm 2 with polynomials with coefficients in $\mathbb{F}=\mathbb{Z}_{\mu}$ and we thus only consider its arithmetic complexity in $\mathbb{F}$. Note that the bit complexity of this algorithm, over $\mathbb{Z}$, is analyzed in [Diochnos 2009, Theorem 19] and its

[^10]arithmetic complexity is thus implicitly analyzed as well; for clarity, we provide here a short proof.

Lemma 3.5.2. Algorithm 2 performs $\widetilde{O}\left(d_{X} d_{Y}^{3}\right)=\widetilde{O}\left(d^{4}\right)$ arithmetic operations in $\mathbb{F}$.

Proof. From Theorem 2.4.17 (note that this lemma is stated for the coefficient ring $\mathbb{Z}$, but the arithmetic complexity is the same for any field $\mathbb{F}$ ), the subresultant sequence of $P$ and $Q$ can be computed in $\widetilde{O}\left(d_{X} d_{Y}^{3}\right)$ arithmetic operations, and the resultant as well as the principal subresultant coefficients have degrees in $O\left(d_{X} d_{Y}\right)$. The algorithm performs at most $d_{Y}$ gcd computations between these univariate polynomials. The arithmetic complexity of one such gcd computation is softly linear in their degrees, that is $\widetilde{O}\left(d_{X} d_{Y}\right)$ (Theorem 2.3.8). Hence the arithmetic complexity of computing the systems $\left\{S_{i}\right\}_{i=1 \ldots d}$ is $\widetilde{O}\left(d_{X} d_{Y}^{2}\right)$. The total complexity of the triangular decomposition is hence dominated by the cost of the subresultant computation, that is $\widetilde{O}\left(d_{X} d_{Y}^{3}\right)=\widetilde{O}\left(d^{4}\right)$.

### 3.5.2 Counting the number of solutions of $I_{\mu}$

Algorithm 3 computes the number of distinct solutions of an ideal $I_{\mu}=$ $\left\langle P_{\mu}, Q_{\mu}\right\rangle$ of $\mathbb{Z}_{\mu}[X, Y]$. Roughly speaking, this algorithm first performs one triangular decomposition with the input polynomials $P_{\mu}$ and $Q_{\mu}$, and then performs a sequence of triangular decompositions with polynomials resulting from this decomposition. The result is close to a radical triangular decomposition and the number of solutions of $I_{\mu}$ can be read, with a simple formula, from the degrees of the polynomials in the decomposition. Note that Algorithm 3, as Algorithm 2, is valid for any base field $\mathbb{F}$ but, since we will only use it over $\mathbb{Z}_{\mu}$, we state it and analyze its complexity in this case.

Lemma 3.5.3. Algorithm 3 computes the number of distinct solutions of $\left\langle P_{\mu}, Q_{\mu}\right\rangle$.

Proof. The shear of Line 1 allows to fulfill the requirement of the triangular decomposition algorithm, called in Line 2, that the input polynomials have coprime leading coefficients. Once the generically sheared polynomial $P_{\mu}(X-S Y, Y)$ is computed (in $\mathbb{Z}_{\mu}[S, X, Y]$ ), a specific shear value $b \in \mathbb{Z}_{\mu}$ can be selected by evaluating the univariate polynomial $L_{P_{\mu}}(S)=$ $L c_{Y}\left(P_{\mu}(X-S Y, Y)\right)$ at $d+1$ elements of $\mathbb{Z}_{\mu}$. The polynomial does not vanish at one of these values since it is of degree at most $d$ and $d<\mu$. Note that such a shear clearly does not change the number of solutions.

According to Lemma 3.5.1, the triangular decomposition $\left\{\left(A_{i}(X), B_{i}(X, Y)\right)\right\}_{i \in \mathcal{I}}$ computed in Line 2 is such that the solutions

Algorithm 3 Number of distinct solutions of $\left\langle P_{\mu}, Q_{\mu}\right\rangle$
Require: $P_{\mu}, Q_{\mu}$ in $\mathbb{Z}_{\mu}[X, Y]$ coprime, $\mu$ larger than their total degree
Ensure: Number of distinct solutions of $\left\langle P_{\mu}, Q_{\mu}\right\rangle$
Shear $P_{\mu}$ and $Q_{\mu}$ by replacing $X$ by $X-b Y$ with $b \in \mathbb{Z}_{\mu}$ so that $L c_{Y}\left(P_{\mu}(X-b Y, Y)\right) \in \mathbb{Z}_{\mu}$
Triangular decomposition: $\quad\left\{\left(A_{i}(X), B_{i}(X, Y)\right)\right\}_{i \in \mathcal{I}}=$ Algorithm 2 $\left(P_{\mu}, Q_{\mu}, 0\right)$
for all $i \in \mathcal{I}$ do
$C_{i}(X)=L c_{Y}\left(B_{i}(X, Y)\right)^{-1} \bmod A_{i}(X)$
$\tilde{B}_{i}(X, Y)=C_{i}(X) B_{i}(X, Y) \bmod A_{i}(X)$
Triangular decomp.: $\left\{\left(A_{i j}(X), B_{i j}(X, Y)\right)\right\}_{j \in \mathcal{J}_{i}}=$ Algorithm 2 $\left(\tilde{B}_{i}(X, Y), \frac{\partial \tilde{B}_{i}(X, Y)}{\partial Y}, A_{i}(X)\right)$
end for
return $\sum_{i \in \mathcal{I}}\left(i d_{X}\left(A_{i}\right)-\sum_{j \in \mathcal{J}_{i}} j d_{X}\left(A_{i j}\right)\right)$
of $\left\langle P_{\mu}, Q_{\mu}\right\rangle$ is the disjoint union of the solutions of the $\left\langle A_{i}(X), B_{i}(X, Y)\right\rangle$, for $i \in \mathcal{I}$. It follows that the number of (distinct) solutions of $I_{\mu}=\left\langle P_{\mu}, Q_{\mu}\right\rangle$ is

$$
\# V\left(I_{\mu}\right)=\sum_{i \in \mathcal{I}} \sum_{\alpha \in V\left(A_{i}\right)} d_{Y}\left(\overline{B_{i}(\alpha, Y)}\right)
$$

Since $B_{i}(\alpha, Y)$ is a univariate polynomial in $Y, d_{Y}\left(\overline{B_{i}(\alpha, Y)}\right)=$ $d_{Y}\left(B_{i}(\alpha, Y)\right)-d_{Y}\left(\operatorname{gcd}\left(B_{i}(\alpha, Y), B_{i}^{\prime}(\alpha, Y)\right)\right)$, where $B_{i}^{\prime}(\alpha, Y)$ is the derivative of $B_{i}(\alpha, Y)$, which is also equal to $\frac{\partial B_{i}}{\partial Y}(\alpha, Y)$. By Lemma 3.5.1, $d_{Y}\left(B_{i}(\alpha, Y)\right)=i$, and since the degree of the gcd is zero when $B_{i}(\alpha, Y)$ is squarefree, we have

$$
\begin{equation*}
\# V\left(I_{\mu}\right)=\sum_{i \in \mathcal{I}}\left(\sum_{\alpha \in V\left(A_{i}\right)} i-\sum_{\substack{\alpha \in V\left(A_{i}\right) \\ B_{i}(\alpha, Y) \text { not sqfr. }}} d_{Y}\left(\operatorname{gcd}\left(B_{i}(\alpha, Y), \frac{\partial B_{i}}{\partial Y}(\alpha, Y)\right)\right)\right) \tag{3.5}
\end{equation*}
$$

The polynomials $A_{i}(X)$ are squarefree by Lemma 3.5.1, so $\sum_{\alpha \in V\left(A_{i}\right)} i$ is equal to $i d_{X}\left(A_{i}\right)$.

We now consider the sum of the degrees of the gcds. The rough idea is to apply Algorithm 2 to $B_{i}(X, Y)$ and $\frac{\partial B_{i}}{\partial Y}(X, Y)$, for every $i \in \mathcal{I}$, which computes a triangular decomposition $\left\{\left(A_{i j}(X), B_{i j}(X, Y)\right)\right\}_{j \in \mathcal{J}_{i}}$ such that, for $\alpha \in V\left(A_{i j}\right), d_{Y}\left(\operatorname{gcd}\left(B_{i}(\alpha, Y), \frac{\partial B_{i}}{\partial Y}(\alpha, Y)\right)\right)=j$ (by Lemma 3.5.1), which simplifies Equation (3.5) into $\# V\left(I_{\mu}\right)=\sum_{i \in \mathcal{I}}\left(i d_{X}\left(A_{i}\right)-\sum_{j \in \mathcal{J}_{i}} \sum_{\alpha \in V\left(A_{i j}\right)} j\right)$. However, we cannot directly apply Algorithm 2 to $B_{i}(X, Y)$ and $\frac{\partial B_{i}}{\partial Y}(X, Y)$ because their leading coefficients in $Y$ have no reasons to be coprime.

By Lemma 3.5.1, $A_{i}(X)$ and $L c_{Y}\left(B_{i}(X, Y)\right)$ are coprime, thus $L c_{Y}\left(B_{i}(X, Y)\right.$ ) is invertible modulo $A_{i}(X)$ (by B $\tilde{\mathrm{A}} \Subset$ zout's identity); let $C_{i}(X)$ be this inverse and define $\tilde{B}_{i}(X, Y)=C_{i}(X) B_{i}(X, Y) \bmod A_{i}(X)$ (such that every coefficient of $C_{i}(X) B_{i}(X, Y)$ with respect to $Y$ is reduced modulo $\left.A_{i}(X)\right)$. The leading coefficient in $Y$ of $\tilde{B}_{i}(X, Y)$ is equal to 1 , so we can apply Algorithm 2 to $\tilde{B}_{i}(X, Y)$ and $\frac{\partial \tilde{B}_{i}}{\partial Y}(X, Y)$. Furthermore, if $A_{i}(\alpha)=0$, then $\tilde{B}_{i}(\alpha, Y)=C_{i}(\alpha) B_{i}(\alpha, Y)$ where $C_{i}(\alpha) \neq 0$ since $C_{i}(\alpha) L c_{Y}\left(B_{i}(\alpha, Y)\right)=1$. Equation (3.5) can thus be rewritten by replacing $B_{i}$ by $\tilde{B}_{i}$.

By Lemma 3.5.1, for every $i \in \mathcal{I}$, Algorithm 2 computes a triangular decomposition $\left\{\left(A_{i j}(X), B_{i j}(X, Y)\right)\right\}_{j \in \mathcal{J}_{i}}$ such that $V\left(\left\langle\tilde{B}_{i}, \frac{\partial \tilde{B}_{i}}{\partial Y}, A_{i}\right\rangle\right)$ is the disjoint union of the sets $V\left(\left\langle A_{i j}(X), B_{i j}(X, Y)\right\rangle\right), j \in \mathcal{J}_{i}$, and for all $\alpha \in V\left(A_{i j}\right), d_{Y}\left(\operatorname{gcd}\left(\tilde{B}_{i}(\alpha, Y), \frac{\partial \tilde{B}_{i}}{\partial Y}(\alpha, Y)\right)\right)=j$. Since the set of $\alpha \in V\left(A_{i}\right)$ such that $\tilde{B}_{i}(\alpha, Y)$ is not squarefree is the projection of the set of solutions $(\alpha, \beta) \in V\left(\left\langle\tilde{B}_{i}, \frac{\partial \tilde{B}_{i}}{\partial Y}, A_{i}\right\rangle\right)$ we get

$$
\# V\left(I_{\mu}\right)=\sum_{i \in \mathcal{I}}\left(i d_{X}\left(A_{i}\right)-\sum_{j \in \mathcal{J}_{i}} \sum_{\alpha \in V\left(A_{i j}\right)} j\right)
$$

$A_{i j}(X)$ is squarefree (Lemma 3.5.1) so $\sum_{\alpha \in V\left(A_{i j}\right)} j=j d_{X}\left(A_{i j}\right)$, which concludes the proof.

The next lemma gives the arithmetic complexity of the above algorithm.
Lemma 3.5.4. Given $P_{\mu}, Q_{\mu}$ in $\mathbb{Z}_{\mu}[X, Y]$ of total degree at most d, Algorithm 3 performs $\widetilde{O}\left(d^{4}\right)$ operations in $\mathbb{Z}_{\mu}$.
Proof. According to Lemma 3.2.1, the sheared polynomials $P(T-S Y, Y)$ and $Q(T-S Y, Y)$ can be expanded in $\widetilde{O}_{B}\left(d^{4}+d^{3} \tau\right)$ bit operations in $\mathbb{Z}$. Thus the sheared polynomials $P_{\mu}(X-S Y, Y)$ and $Q_{\mu}(X-S Y, Y)$ can obviously be computed in $\widetilde{O}\left(d^{4}\right)$ arithmetic operations in $\mathbb{Z}_{\mu} .{ }^{5}$ The leading term $L c_{Y}\left(P_{\mu}(X-S Y, Y)\right) \in \mathbb{Z}_{\mu}[S]$ is a polynomial of degree at most $d$ and a value $b \in \mathbb{Z}_{\mu}$ that does not vanish it can be found by at most $d+1$ evaluations. Each evaluation can be done with $O(d)$ arithmetic operations, thus the shear value $b$ can be computed in $\widetilde{O}\left(d^{2}\right)$ operations. It remains to evaluate the generically sheared polynomials at this value $S=b$. These polynomials have $O\left(d^{2}\right)$ monomials in $X$ and $Y$, each with a coefficient in $\mathbb{Z}_{\mu}[S]$ of degree at most $d$; since the evaluation of each coefficient is softly linear in $d$, this gives a total complexity in $\widetilde{O}\left(d^{4}\right)$ for Line 1.

According to Lemma 3.5.2, the triangular decomposition in Line 2 can be done in $\widetilde{O}\left(d^{4}\right)$ arithmetic operations. In Lines 4 and $5, C_{i}(X)$ and $\tilde{B}_{i}(X, Y)$

[^11]can be computed by first reducing modulo $A_{i}(X)$ every coefficient of $B_{i}(X, Y)$ (with respect to $Y$ ). There are at most $i$ coefficients (by definition of subresultants) and according to Theorem 2.3.2, the arithmetic complexity of every reduction is softly linear in the degree of the operands, which is $\widetilde{O}\left(d^{2}\right)$ by Theorem 2.4.16. The reduction of $B_{i}(X, Y)$ modulo $A_{i}(X)$ can thus be done with $\widetilde{O}\left(d^{3}\right)$ arithmetic operations in $\mathbb{Z}_{\mu}$. Now, in Line 4 , the arithmetic complexity of computing the inverse of one of these coefficients modulo $A_{i}(X)$ is softly linear in its degree [von zur Gathen 2003, Corollary 11.8], that is $\widetilde{O}\left(d_{i}\right)$ where $d_{i}$ denotes the degree of $A_{i}(X)$. Furthermore, computing the product modulo $A_{i}(X)$ of two polynomials which are already reduced modulo $A_{i}(X)$ can be done in $\widetilde{O}\left(d_{i}\right)$ arithmetic operations [von zur Gathen 2003, Corollary 11.8]. Thus, in Line 5 , the computation of $\tilde{B}_{i}(X, Y)$ can be done with $i$ such multiplications, and thus with $\widetilde{O}\left(i d_{i}\right)$ arithmetic operations. Finally, in Line 6 , the triangular decomposition can be done with $\widetilde{O}\left(i^{3} d_{i}\right)$ arithmetic operations by Lemma 3.5.2. The complexity of Lines $4-6$ is thus in $\widetilde{O}\left(d^{3}+i^{3} d_{i}\right)$ which is in $\widetilde{O}\left(d^{3}+d^{2} i d_{i}\right)$. The total complexity of the loop in Line 3 is thus $\widetilde{O}\left(d^{4}+d^{2} \sum_{i} i d_{i}\right)$ which is in $\widetilde{O}\left(d^{4}\right)$ because the number of solutions of the triangular system $\left(A_{i}(X), B_{i}(X, Y)\right)$ is at most the degree of $A_{i}$ times the degree of $B_{i}$ in $Y$, that is $i d_{i}$, and the total number of these solutions for $i \in \mathcal{I}$ is that of $(P, Q)$, by Lemma 3.5.1, which is at most $d^{2}$ by B $\tilde{\mathrm{A}}$ ©zout's bound. This concludes the proof because the sum in Line 8 can obviously be done in linear time in the size of the triangular decompositions that are computed during the algorithm.

### 3.6 Computing a lucky prime and the number of solutions of $I$

We now show how to compute the number of solutions of $I=\langle P, Q\rangle$ and a lucky prime for that ideal.

Lemma 3.6.1. Algorithm $4^{\text {computes }}$ the number of distinct solutions and a lucky prime for $\langle P, Q\rangle$ in $\widetilde{O}_{B}\left(d^{8}+d^{7} \tau\right)$ bit operations. Moreover, this lucky prime is upper bounded by $\widetilde{O}\left(d^{4}+d^{3} \tau\right)$.

Proof. We first prove the correctness of the algorithm. Note first that for all $\mu \in B$ satisfying the constraint of Line 4, Lemma 3.3.4 implies that $\phi_{\mu}(P)$ and $\phi_{\mu}(Q)$ are coprime. It follows that Algorithm 3 computes the number of distinct solutions $N_{\mu}=\# V\left(I_{\mu}\right)$ of $I_{\mu}$. By Proposition 3.4.1 and Definition 3.3.1, $N_{\mu} \leqslant \# V(I)$ and the equality holds if $\mu$ is lucky for $I$. Since the set $B$ of considered primes contains a lucky one by construction, the maximum of the computed value of $N_{\mu}$ is equal to $\# V(I)$. Finally, the $\mu$ associated to any

```
Algorithm 4 Number of distinct solutions and lucky prime for \(\langle P, Q\rangle\)
Require: \(P, Q\) in \(\mathbb{Z}[X, Y]\) coprime of total degree at most \(d\) and bitsize at
    most \(\tau\)
Ensure: The number of solutions and a lucky prime \(\mu\) for \(\langle P, Q\rangle\)
    Compute \(P(T-S Y, Y), \quad Q(T-S Y, Y), \quad R(T, S)=\operatorname{Res}_{Y}(P(T-\)
    \(S Y, Y), Q(T-S Y, Y))\)
    Compute a set \(B\) of primes larger than \(2 d^{4}\) and of cardinality \(\widetilde{O}\left(d^{4}+d^{3} \tau\right)\)
    that contains a lucky prime for \(\langle P, Q\rangle\) (see Proposition 3.4.2)
    for all \(\mu\) in \(B\) do
        if \(\phi_{\mu}\left(L_{P}(S)\right) \phi_{\mu}\left(L_{Q}(S)\right) \phi_{\mu}\left(L_{R}(S)\right) \not \equiv 0\) then
            Compute \(N_{\mu}=\) Algorithm \(3\left(\phi_{\mu}(P), \phi_{\mu}(Q)\right)\)
        end if
    end for
    return \(\left(\mu, N_{\mu}\right)\) such that \(N_{\mu}\) is maximum
```

such maximum value of $N_{\mu}$ is necessarily lucky by the constraint of Line 4 and since $\mu$ is larger than $2 d^{4}$.

We now prove the complexity of the algorithm. The polynomials $P(T-$ $S Y, Y), Q(T-S Y, Y)$ and their resultant $R(T, S)$ can be computed in $\widetilde{O}_{B}\left(d^{7}+\right.$ $\left.d^{6} \tau\right)$ bit operations by Lemma 3.2.1.

Proposition 3.4.2 states that we can compute an explicit bound $\Xi(d, \tau)$ in $\widetilde{O}\left(d^{4}+d^{3} \tau\right)$ on the number of unlucky primes for $\langle P, Q\rangle$. We want to compute in Line 2 a set $B$ of at least $\Xi(d, \tau)$ primes (plus one) that are larger than $2 d^{4}$. For computing $B$, we can thus compute the first $\Xi(d, \tau)+2 d^{4}+1$ prime numbers and reject those that are smaller than $2 d^{4}$. The bit complexity of computing the $r$ first prime numbers is in $\widetilde{O}(r)$ and their maximum is in $\widetilde{O}(r)$ [von zur Gathen 2003, Theorem 18.10]. We can thus compute the set of primes $B$ with $\widetilde{O}_{B}\left(d^{4}+d^{3} \tau\right)$ bit operations and these primes are in $\widetilde{O}\left(d^{4}+d^{3} \tau\right)$.

In Line 4 , we test to zero the reduction modulo $\mu$ of three polynomials in $\mathbb{Z}[S]$ which have been computed in Line 1 and which are of degree $O\left(d^{2}\right)$ and bitsize $O\left(d^{2}+d \tau\right)$ in the worst case (by Lemma 3.2.1). For each of these polynomials, the test to zero can be done by first computing (once for all) the gcd of its $O\left(d^{2}\right)$ integer coefficients of bitsize $O\left(d^{2}+d \tau\right)$. Each gcd can be computed with a bit complexity that is softly linear in the bitsize of the integers [Yap 2000, §2.A.6] (and the bitsize clearly does not increase), hence all the gcds can be done with a bit complexity of $\widetilde{O}_{B}\left(d^{2}\left(d^{2}+d \tau\right)\right)$. Then the reduction of each of the three gcds modulo all the primes in $B$ can be computed via a remainder tree in a bit complexity that is softly linear in the total bitsize of the input (Theorem 2.5.3), which is dominated by the sum of the bitsizes of the $\widetilde{O}\left(d^{4}+d^{3} \tau\right)$ primes in $B$ each of bitsize in $\widetilde{O}(1)$. Hence, the

```
Algorithm 5 Separating form for \(\langle P, Q\rangle\)
Require: \(P, Q\) in \(\mathbb{Z}[X, Y]\) of total degree at most \(d\) and defining a zero-
    dimensional ideal \(I\)
Ensure: A linear form \(X+a Y\) that separates \(V(I)\), with \(a<2 d^{4}\) and
    \(L_{P}(a) L_{Q}(a) \neq 0\)
    Apply Algorithm 4 to compute the number of solutions \(\# V(I)\) and a lucky
    prime \(\mu\) for \(I\)
    Compute \(P(T-S Y, Y), Q(T-S Y, Y)\) and \(R(T, S)=\operatorname{Res}_{Y}(P(T-\)
    \(S Y, Y), Q(T-S Y, Y))\)
    Compute \(R_{\mu}(T, S)=\phi_{\mu}(R(T, S))\)
    Compute \(\Upsilon_{\mu}(S)=\phi_{\mu}\left(L_{P}(S)\right) \phi_{\mu}\left(L_{Q}(S)\right) \phi_{\mu}\left(L_{R}(S)\right)\)
    \(a:=0\)
    repeat
        Compute the degree \(N_{a}\) of the squarefree part of \(R_{\mu}(T, a)\)
        \(a:=a+1\)
    until \(\Upsilon_{\mu}(a) \neq 0^{6}\) and \(N_{a}=\# V(I)\)
    return The linear form \(X+a Y\)
```

tests in Line 4 can be done with a total bit complexity in $\widetilde{O}_{B}\left(d^{4}+d^{3} \tau\right)$.
In Line 5 , we compute, for $\widetilde{O}\left(d^{4}+d^{3} \tau\right)$ prime numbers $\mu, \phi_{\mu}(P)$ and $\phi_{\mu}(Q)$ and call Algorithm 3 to compute the number of their common solutions. Using the same argument as above, each coefficient of $P$ and $Q$ can be reduced modulo the $\widetilde{O}\left(d^{4}+d^{3} \tau\right)$ primes with $\widetilde{O}_{B}\left(d^{4}+d^{3} \tau\right)$ bit operations, thus the bit complexity of computing all the $\phi_{\mu}(P)$ and $\phi_{\mu}(Q)$ for $\mu$ in $B$ is in $\widetilde{O}_{B}\left(d^{6}+d^{5} \tau\right)$. By Lemma 3.5.4, the bit complexity of Algorithm 3 is in $\widetilde{O}_{B}\left(d^{4}\right)$. Hence, the total bit complexity of Line 5 is $\widetilde{O}_{B}\left(d^{8}+d^{7} \tau\right)$, and so is the overall bit complexity of Algorithm 4.

### 3.7 Computing a separating linear form

Using Algorithm 4, we now present our algorithm for computing a linear form that separates the solutions of $\langle P, Q\rangle$.

Theorem 3.7.1. Algorithm 5 returns a separating linear form $X+a Y$ for $\langle P, Q\rangle$ with $a<2 d^{4}$. The bit complexity of the algorithm is in $\widetilde{O}_{B}\left(d^{8}+d^{7} \tau\right)$.

Proof. We first prove the correctness of the algorithm. We start by proving that the value $a$ returned by the algorithm is the smallest nonnegative integer such that $X+a Y$ separates $V\left(I_{\mu}\right)$ with $\Upsilon_{\mu}(a) \neq 0$. Note first that, in Line 3,

[^12]$\phi_{\mu}(R(T, S))$ is indeed equal to $R_{\mu}(T, S)$ which is defined as $\operatorname{Res}_{Y}\left(P_{\mu}(T-\right.$ $\left.S Y, Y), Q_{\mu}(T-S Y, Y)\right)$ since the leading coefficients $L_{P}(S)$ and $L_{Q}(S)$ of $P(T-S Y, Y)$ and $Q(T-S Y, Y)$ do not identically vanish modulo $\mu$ (since $\mu$ is lucky), and thus $L_{P_{\mu}}(S)=\phi_{\mu}\left(L_{P}(S)\right)$, similarly for $Q$, and according to Theorem 2.4.4 the resultant can be specialized modulo $\mu$. Now, Line 9 ensures that the value $a$ returned by the algorithm satisfies $\Upsilon_{\mu}(a) \neq 0$, and we restrict our attention to nonnegative such values of $a$. Note that $\Upsilon_{\mu}(a) \neq 0$ implies that $\phi_{\mu}\left(L_{P}(a)\right) \phi_{\mu}\left(L_{Q}(a)\right) \phi_{\mu}\left(L_{R}(a)\right) \neq 0$ because the specialization at $S=a$ and the reduction modulo $\mu$ commute (in $\mathbb{Z}_{\mu}$ ). For the same reason, $L_{P_{\mu}}(S)=\phi_{\mu}\left(L_{P}(S)\right)$ implies $L_{P_{\mu}}(a)=\phi_{\mu}\left(L_{P}(a)\right)$ and thus $L_{P_{\mu}}(a) \neq 0$ and, similarly, $L_{Q_{\mu}}(a) \neq 0$. On the other hand, Line 9 implies that the value $a$ is the smallest that satisfies $d_{T}\left(\overline{R_{\mu}(T, a)}\right)=\# V(I)$, which is also equal to $\# V\left(I_{\mu}\right)$ since $\mu$ is lucky. Lemma 3.3.3 thus yields that the returned value $a$ is the smallest nonnegative integer such that $X+a Y$ separates $V\left(I_{\mu}\right)$ and $\Upsilon_{\mu}(a) \neq 0$, which is our claim.

This property first implies that $a<2 d^{4}$ because the degree of $\Upsilon_{\mu}$ is bounded by $2\left(d^{2}+d\right)$, the number of non-separating linear forms is bounded by $\binom{d^{2}}{2}$ (the maximum number of directions defined by any two of $d^{2}$ solutions), and their sum is less than $2 d^{4}$ for $d \geqslant 2$. Note that, since $\mu$ is lucky, $2 d^{4}<\mu$ and thus $a<\mu$. The above property thus also implies, by Proposition 3.3.2, that $X+a Y$ separates $V(I)$. This concludes the proof of correctness of the algorithm since $a<2 d^{4}$ and $L_{P}(a) L_{Q}(a) \neq 0\left(\right.$ since $\left.\Upsilon_{\mu}(a) \neq 0\right)$.

We now focus on the complexity of the algorithm. By Lemma 3.6.1, the bit complexity of Line 1 is in $\widetilde{O}_{B}\left(d^{8}+d^{7} \tau\right)$. The bit complexity of Lines 2 to 5 is in $\widetilde{O}_{B}\left(d^{7}+d^{6} \tau\right)$. Indeed, by Lemma 3.2.1, $R(T, S)$ has degree $O\left(d^{2}\right)$ in $T$ and in $S$, bitsize $\widetilde{O}\left(d^{2}+d \tau\right)$, and it can be computed in $\widetilde{O}_{B}\left(d^{7}+d^{6} \tau\right)$ time. Computing $R_{\mu}(T, S)=\phi_{\mu}(R(T, S))$ can thus be done in reducing $O\left(d^{4}\right)$ integers of bitsize $\widetilde{O}\left(d^{2}+d \tau\right)$ modulo $\mu$. According to Theorem 2.3.2, each reduction is softly linear in the maximum of the bitsizes, thus the reduction of $R(T, S)$ can be computed in $\widetilde{O}_{B}\left(d^{4}\left(d^{2}+d \tau\right)\right.$ ) time (since $\mu$ has bitsize in $O\left(\log \left(d^{4}+d^{3} \tau\right)\right)$ by Lemma 3.6.1). ${ }^{7}$ The computation of $\Upsilon_{\mu}$ can clearly be done with the same complexity since each reduction is easier than the one in Line 3, and the product of the polynomials (which does not actually need to be computed since we are only interested in whether $\Upsilon_{\mu}(a)$ vanishes) can be done with a bit complexity that is softly linear in the product of the maximum degrees and maximum bitsizes according to Theorem 2.3.1.

[^13]We proved that the value $a$ returned by the algorithm is less than $2 d^{4}$, thus the loop in Line 6 is performed at most $2 d^{4}$ times. Each iteration consists of computing the squarefree part of $R_{\mu}(T, a)$ which requires $\widetilde{O}_{B}\left(d^{4}\right)$ bit operations. Indeed, computing $R_{\mu}(T, S)$ at $S=a$ amounts to evaluating, in $\mathbb{Z}_{\mu}, O\left(d^{2}\right)$ polynomials in $S$, each of degree $O\left(d^{2}\right)$ (by Lemma 3.2.1). Note that $a$ does not need to be reduced modulo $\mu$ because $a<2 d^{4}$ and $2 d^{4}<\mu$ since $\mu$ is lucky. Thus, the bit complexity of evaluating in $\mathbb{Z}_{\mu}$ each of the $O\left(d^{2}\right)$ polynomials in $S$ is the number of arithmetic operations in $\mathbb{Z}_{\mu}$, which is linear the degree that is $O\left(d^{2}\right)$, times the (maximum) bit complexity of the operations in $\mathbb{Z}_{\mu}$, which is in $O_{B}(\log d \tau)$ since $\mu$ is in $\widetilde{O}\left(d^{4}+d^{3} \tau\right)$ by Lemma 3.6.1. Hence, computing $R_{\mu}(T, a)$ can be done in $\widetilde{O}_{B}\left(d^{4}\right)$ bit operations. Once $R_{\mu}(T, a)$ is computed, the arithmetic complexity of computing its squarefree part in $\mathbb{Z}_{\mu}$ is softly linear in its degree (Theorem 2.3.8), that is $\widetilde{O}\left(d^{2}\right)$, which yields a bit complexity in $\widetilde{O}_{B}\left(d^{2}\right)$ since, again, $\mu$ is in $\widetilde{O}\left(d^{4}+d^{3} \tau\right)$. This leads to a total bit complexity of $\widetilde{O}_{B}\left(d^{8}\right)$ for the loop in Lines 6 to 9 , and thus to a total bit complexity for the algorithm in $\widetilde{O}_{B}\left(d^{8}+d^{7} \tau\right)$.

### 3.8 Conclusion

We presented an algorithm of bit complexity $\widetilde{O}_{B}\left(d^{8}+d^{7} \tau\right)$ for finding a separating linear form of a bivariate system, improving by a factor $d^{2}$ the best known algorithm for this problem. Finding a separating linear form is at the core of approaches based on rational parametrizations for solving such systems and, as mentioned in the introduction, our algorithm directly improves the bit complexity of the classical method for computing rational parametrizations via subresultants [Gonzalez-Vega 1996]. Interestingly, computing a separating linear form remains the bit-complexity bottleneck in this algorithm [Diochnos 2009] and we will show in the next chapter that this is also the bottleneck for computing the rational parametrization of [Rouillier 1999]. Another result proved in Chapter 6, is that isolating boxes for the solutions of a bivariate system can be computed from these rational parametrizations in a smaller bit complexity. This thus yields algorithms of bit complexity $\widetilde{O}_{B}\left(d^{8}+d^{7} \tau\right)$ for computing rational parametrizations of bivariate systems and isolating their real solutions. It should be stressed that this complexity matches the recent one presented by Emeliyanenko and Sagraloff [Emeliyanenko 2012] for "only" computing isolating boxes of the real solutions. Furthermore, as shown in Chapter 6, rational parametrizations yield efficient algorithms for various related problems, such as evaluating the sign of a polynomial at the solutions of the system, or solving over-constrained systems.
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In this chapter we present and analyse an algorithm for computing the Rational Univariate Representation (RUR) of a system defined by two bivariate polynomials of total degree at most $d$ with integer coefficients of maximum bitsize $\tau$. As mentioned in the introduction, such an algorithm decomposes in two phases: first computing a separating linear form for the solutions and second, computing the associated Rational Univariate Representation. In the previous chapter, we focused on the first phase of this algorithm and showed that a separating linear form can be computed in $\widetilde{O}_{B}\left(d^{8}+d^{7} \tau\right)$ bit operations. Here, we suppose computed a separating linear form and focus on the second phase, that is the computation of the Rational Univariate Representation.

The results presented in this chapter are part of an article published in the ISSAC 2013 conference [Bouzidi 2013a].

### 4.1 Introduction

We first show that the Rational Univariate Representation (RUR for short) of Rouillier [Rouillier 1999] (i) can be expressed with simple polynomial formulas, that (ii) it has a total bitsize which is asymptotically smaller than that of Gonzalez-Vega and El Kahoui [Gonzalez-Vega 1996] by a factor $d$, and that (iii) it can be computed with the same complexity, that is $\widetilde{O}_{B}\left(d^{7}+d^{6} \tau\right)$ (Theorem 4.1.1). Namely, we prove that the RUR consists of four polynomials of degree at most $d^{2}$ and bitsize $\widetilde{O}\left(d^{2}+d \tau\right)$ (instead of $O(d)$ polynomials
with the same asymptotic degree and bitsize for Gonzalez-Vega and El Kahoui parametrization). Moreover, we prove that this bound holds for any ideal containing $P$ and $Q$, that is, for instance the radical ideal of $\langle P, Q\rangle$ (Proposition 4.3.1).

We formally state in the following theorem the main result of this chapter. This theorem is stated for any separating linear form $X+a Y$ with integer $a$ of bitsize $\widetilde{O}(1)$ with the abuse of notation that polylogarithmic factors in $d$ and $\tau$ are omitted. Recall that according to the previous chapter, a separating form $X+a Y$ with a positive integer $a<2 d^{4}$ can be computed in $\widetilde{O}_{B}\left(d^{8}+\right.$ $d^{7} \tau$ ) bit operations (Theorem 3.7.1). This theorem is a direct consequence of Propositions 4.2.2 and 4.3.1.

Theorem 4.1.1. Let $P, Q \in \mathbb{Z}[X, Y]$ be two coprime bivariate polynomials of total degree at most $d$ and maximum bitsize $\tau$. Given a separating form $X+a Y$ with integer a of bitsize $\widetilde{O}(1)$, the $R U R$ of $\langle P, Q\rangle$ associated to a can be computed using Proposition 4.2.1 with $\widetilde{O}_{B}\left(d^{7}+d^{6} \tau\right)$ bit operations. Furthermore, the polynomials of this RUR have degree at most $d^{2}$ and bitsize in $\widetilde{O}\left(d^{2}+d \tau\right)$.

This chapter is organized as follows: in Section 4.2, we present our algorithm for computing the RUR based on the formulas of Proposition 4.2.1. We then use these formulas in Section 4.3 to prove new bounds on the bitsize of the coefficients of the polynomials of the RUR. The main results of this chapter are summarized in Theorem 4.1.1.

Throughout this chapter we assume that the two input polynomials $P$ and $Q$ are coprime in $\mathbb{Z}[X, Y]$, that their maximum total degree $d$ is at least 2 and that their coefficients have maximum bitsize $\tau$.

### 4.2 RUR computation

We show here that the polynomials of a RUR can be expressed as combinations of specializations of the resultant $R$ and its partial derivatives. The seminal idea has already been used by several authors in various contexts (see e.g. [Canny 1987, Alonso 1996, Schost 2001]) for computing rational parameterizations of the radical of a given zero-dimensional ideal and mainly for bounding the size of a Chow form. Based on the same idea but keeping track of multiplicities, we present a simple new formulation for the polynomials of a RUR, given a separating form.

For the convenience of the reader, we recall here the definition of the Rational Univariate Representation of a bivariate system we introduced in Section 2.2.

Definition 2.2.1. Let $I \subset \mathbb{Q}[X, Y]$ be a zero-dimensional ideal, $V(I)=$ $\left\{\sigma \in \mathbb{C}^{2}, v(\sigma)=0, \forall v \in I\right\}$ its associated variety, and a linear form $T=$ $X+a Y$ with $a \in \mathbb{Q}$. The RUR-candidate of I associated to $X+a Y$ (or simply, to a), denoted $R U R_{I, a}$, is the following set of four univariate polynomials in $\mathbb{Q}[T]$
$f_{I, a}(T)=\prod_{\sigma \in V(I)}(T-X(\sigma)-a Y(\sigma))^{\mu_{I}(\sigma)}$
$f_{I, a, v}(T)=\sum_{\sigma \in V(I)} \mu_{I}(\sigma) v(\sigma) \prod_{\varsigma \in V(I), \varsigma \neq \sigma}(T-X(\varsigma)-a Y(\varsigma)), \quad$ for $v \in\{1, X, Y\}$
where, for $\sigma \in V(I), \mu_{I}(\sigma)$ denotes the multiplicity of $\sigma$ in I. If $(X, Y) \mapsto X+$ $a Y$ is injective on $V(I)$, we say that the linear form $X+a Y$ separates $V(I)$ (or is separating for $I$ ) and $R U R_{I, a}$ is called a RUR (the RUR of $I$ associated to a) and it defines a bijection between $V(I)$ and $V\left(f_{I, a}\right)=\left\{\gamma \in \mathbb{C}, f_{I, a}(\gamma)=0\right\}$ :

$$
\begin{array}{rlc}
V(I) & \rightarrow & V\left(f_{I, a}\right) \\
(\alpha, \beta) & \mapsto & \alpha+a \beta \\
\left(\frac{f_{I, a, X}}{f_{I, a, 1}}(\gamma), \frac{f_{I, a, Y}}{f_{I, a, 1}}(\gamma)\right) & \leftrightarrow & \gamma
\end{array}
$$

Moreover, this bijection preserves the real roots and the multiplicities.
Proposition 4.2.1. For any rational a such that $L_{P}(a) L_{Q}(a) \neq 0$ and such that $X+a Y$ is a separating form of $I=\langle P, Q\rangle$, the RUR of $\langle P, Q\rangle$ associated to $a$ is as follows:

$$
\begin{aligned}
& f_{I, a}(T)=\frac{R(T, a)}{L_{R}(a)} \\
& f_{I, a, 1}(T)=\frac{f_{I, a}^{\prime}(T)}{\operatorname{gcd}\left(f_{I, a}(T), f_{I, a}^{\prime}(T)\right)} \\
& f_{I, a, Y}(T)=\frac{\frac{\partial R}{\partial S}(T, a)-f_{I, a}(T) \frac{\partial L_{R}}{\partial S}(a)}{L_{R}(a) \operatorname{gcd}\left(f_{I, a}(T), f_{I, a}^{\prime}(T)\right)} \\
& f_{I, a, X}(T)=T f_{I, a, 1}(T)-d_{T}\left(f_{I, a}\right) \overline{f_{I, a}(T)}-a f_{I, a, Y}(T)
\end{aligned}
$$

We postpone the proof of Proposition 4.2.1 to Section 4.2.1 and first analyze the complexity of the computation of the expressions therein. Note that a separating form $X+a Y$ as in Proposition 4.2.1 can be computed in $\widetilde{O}_{B}\left(d^{8}+d^{7} \tau\right)$ according to Theorem 3.7.1.

Proposition 4.2.2. Computing the polynomials in Proposition 4.2.1 can be done with $\widetilde{O}_{B}\left(d^{7}+d^{6}\left(\tau+\tau_{a}\right)\right)$ bit operations, where $\tau_{a}$ is the bitsize of $a$.

Proof of Proposition 4.2.2. According to Lemma 3.2.1, the resultant $R(T, S)$ of $P(T-S Y, Y)$ and $Q(T-S Y, Y)$ with respect to $Y$ has degree $O\left(d^{2}\right)$ in $T$ and $S$, has bitsize in $\widetilde{O}(d(d+\tau))$, and that it can be computed in $\widetilde{O}_{B}\left(d^{6}(d+\tau)\right)$ bit operations. We can now apply the formulas of Proposition 4.2.1 for computing the polynomials of the RUR.

Specializing $R(T, S)$ at $S=a$ can be done by evaluating $O\left(d^{2}\right)$ polynomials in $S$, each of degree in $O\left(d^{2}\right)$ and bitsize in $\widetilde{O}\left(d^{2}+d \tau\right)$. By Theorem 2.3.4, each of the $O\left(d^{2}\right)$ evaluations can be done in $\widetilde{O}_{B}\left(d^{2}\left(d^{2}+d \tau+\tau_{a}\right)\right)$ bit operations and each result has bitsize in $\widetilde{O}\left(d^{2}+d \tau+d^{2} \tau_{a}\right)$. Hence, $R(T, a)$ and $f_{I, a}(T)$ have degree in $O\left(d^{2}\right)$, bitsize in $\widetilde{O}\left(d^{2}+d \tau+d^{2} \tau_{a}\right)$, and they can be computed with $\widetilde{O}_{B}\left(d^{4}\left(d^{2}+d \tau+\tau_{a}\right)\right)$ bit operations.

The complexity of computing the numerators of $f_{I, a, 1}(T)$ and $f_{I, a, Y}(T)$ is clearly dominated by the computation of $\frac{\partial R}{\partial S}(T, a)$. Indeed, computing the derivative $\frac{\partial R}{\partial S}(T, S)$ can trivially be done in $O\left(d^{4}\right)$ arithmetic operations of complexity $\widetilde{O}_{B}\left(d^{2}+d \tau\right)$, that is in $\widetilde{O}_{B}\left(d^{6}+d^{5} \tau\right)$. Then, as for $R(T, a), \frac{\partial R}{\partial S}(T, a)$ has degree in $O\left(d^{2}\right)$, bitsize in $\widetilde{O}\left(d^{2}+d \tau+d^{2} \tau_{a}\right)$, and it can be computed within the same complexity as the computation of $R(T, a)$.

On the other hand, since $f_{I, a}(T)$ and $f_{I, a}^{\prime}(T)$ have degree in $O\left(d^{2}\right)$ and bitsize in $\widetilde{O}\left(d^{2}+d \tau+d^{2} \tau_{a}\right)$, and $f_{I, a}(T)=\frac{R(T, a)}{L_{R}(a)}$, one can multiply these two polynomials by $L_{R}(a)$ which is of bitsize $\widetilde{O}\left(d^{2}+d \tau+d^{2} \tau_{a}\right)$ and by the denominator of the rational $a$ to the power of $d_{S}(R(T, S))$ which is an integer of bitsize in $O\left(d^{2} \tau_{a}\right)$, to obtain polynomials with coefficients in $\mathbb{Z}$. Hence, according to Theorem 2.3.10, the gcd of $f_{I, a}(T)$ and $f_{I, a}^{\prime}(T)$ can be computed in $\widetilde{O}_{B}\left(d^{4}\left(d^{2}+d \tau+d^{2} \tau_{a}\right)\right)$ bit operations and it has bitsize in $\widetilde{O}\left(d^{2}+d \tau+d^{2} \tau_{a}\right)$.

Now, according to Theorem 2.3.2 the bit complexity of the division of the numerators by the gcd is of the order of the square of their maximum degree times their maximum bitsize which is in $\widetilde{O}_{B}\left(d^{4}\left(d^{2}+d \tau+d^{2} \tau_{a}\right)\right)$ bit operations.

Finally, computing $f_{I, a, X}(T)$ can be done within the same complexity as for $f_{I, a, 1}(T)$ and $f_{I, a, Y}(T)$ since it is dominated by the computation of the squarefree part of $f_{I, a}(T)$, which can be computed similarly and with the same complexity as above, by Theorem 2.3.10.

The overall complexity is thus that of computing the resultant which is in $\widetilde{O}_{B}\left(d^{6}(d+\tau)\right)$ plus that of computing the above gcd and Euclidean division which is in $\widetilde{O}_{B}\left(d^{4}\left(d^{2}+d \tau+d^{2} \tau_{a}\right)\right)$. This gives a total of $\widetilde{O}_{B}\left(d^{7}+d^{6}\left(\tau+\tau_{a}\right)\right)$.

### 4.2.1 Proof of Proposition 4.2.1

Proposition 4.2.1 expresses the polynomials $f_{I, a}$ and $f_{I, a, v}$ of a RUR in terms of specializations (by $S=a$ ) of the resultant $R(T, S)$ and its partial derivatives. Since the specializations are done after considering the derivatives of $R$, we
study the relations between these entities before specializing $S$ by $a$.
For that purpose, we first introduce the following polynomials which are exactly the polynomials $f_{I, a}$ and $f_{I, a, v}$ of (4.1) where the parameter $a$ is replaced by the variable $S$. These polynomials can be seen as the RUR polynomials of the ideal $I$ with respect to a "generic" linear form $X+S Y$.

$$
\begin{align*}
& f_{I}(T, S)=\prod_{\sigma \in V(I)}(T-X(\sigma)-S Y(\sigma))^{\mu_{I}(\sigma)} \\
& f_{I, v}(T, S)=\sum_{\sigma \in V(I)} \mu_{I}(\sigma) v(\sigma) \prod_{\varsigma \in V(I), \varsigma \neq \sigma}(T-X(\varsigma)-S Y(\varsigma)), \quad v \in\{1, X, Y\} . \tag{4.2}
\end{align*}
$$

These polynomials are obviously in $\mathbb{C}[T, S]$, but they are actually in $\mathbb{Q}[T, S]$ because, when $S$ is specialized at any rational value $a$, the specialized polynomials are those of $R U R_{I, a}$ which are known to be in $\mathbb{Q}[T]$ (see e.g. [Rouillier 1999]).

Before proving Proposition 4.2.1, we express the derivatives of $f_{I}(T, S)$ in terms of $f_{I, v}(T, S)$, in Lemma 4.2.3, and show that $f_{I}(T, S)$ is the monic form of the resultant $R(T, S)$, seen as a polynomial in $T$, in Lemma 4.2.5.

Lemma 4.2.3. Let $g_{I}(T, S)=\prod_{\sigma \in V(I)}(T-X(\sigma)-S Y(\sigma))^{\mu_{I}(\sigma)-1}$. We have

$$
\begin{align*}
& \frac{\partial f_{I}}{\partial T}(T, S)=g_{I}(T, S) f_{I, 1}(T, S)  \tag{4.3}\\
& \frac{\partial f_{I}}{\partial S}(T, S)=g_{I}(T, S) f_{I, Y}(T, S) \tag{4.4}
\end{align*}
$$

Proof. It is straightforward that the derivative of $f_{I}$ with respect to $T$ is $\sum_{\sigma \in V(I)} \mu_{I}(\sigma)(T-X(\sigma)-S Y(\sigma))^{\mu_{I}(\sigma)-1} \prod_{\varsigma \in V(I), \varsigma \neq \sigma}(T-X(\varsigma)-S Y(\sigma))^{\mu_{I}(\varsigma)}$, which can be rewritten as the product of $\prod_{\sigma \in V(I)}(T-X(\sigma)-S Y(\sigma))^{\mu_{I}(\sigma)-1}$ and $\sum_{\sigma \in V(I)} \mu_{I}(\sigma) \prod_{\varsigma \in V(I), \varsigma \neq \sigma}(T-X(\varsigma)-S Y(\varsigma))$ which is exactly the product of $g_{I}(T, S)$ and $f_{I, 1}(T, S)$.

The expression of the derivative of $f_{I}$ with respect to $S$ is similar to that with respect to $T$ except that the derivative of $T-X(\sigma)-S Y(\sigma)$ is now $Y(\sigma)$ instead of 1. It follows that $\frac{\partial f_{I}}{\partial S}$ is the product of $\prod_{\sigma \in V(I)}(T-X(\sigma)-$ $S Y(\sigma))^{\mu_{I}(\sigma)-1}$ and $\sum_{\sigma \in V(I)} \mu_{I}(\sigma) Y(\sigma) \prod_{\varsigma \in V(I), \varsigma \neq \sigma}(T-X(\varsigma)-S Y(\varsigma))$ which is the product of $g_{I}(T, S)$ and $f_{I, Y}(T, S)$.

For the proof of Lemma 4.2.5, we will need the following lemma which states that when two polynomials have no common solution at infinity in some direction, the roots of their resultant with respect to this direction are the projections of the solutions of the system with cumulated multiplicities.

Lemma 4.2.4 ([Busé 2005, Prop. 2 and 5]). Let $P, Q \in \mathbb{F}[X, Y]$ defining a zero-dimensional ideal $I=\langle P, Q\rangle$, such that their leading terms $\operatorname{Lc}_{Y}(P)$ and $L c_{Y}(Q)$ do not have common roots. Then $\operatorname{Res}_{Y}(P, Q)=c \prod_{\sigma \in V(I)}(X-$ $X(\sigma))^{\mu_{I}(\sigma)}$ where $c$ is nonzero in $\mathbb{F}$.

The following lemma links the resultant of $P(T-S Y, Y)$ and $Q(T-S Y, Y)$ with respect to $Y$ and the polynomial $f_{I}(T, S)$ as defined above.

Lemma 4.2.5. $R(T, S)=L_{R}(S) f_{I}(T, S)$ and, for any $a \in \mathbb{Q}, L_{P}(a) L_{Q}(a) \neq$ 0 implies that $L_{R}(a) \neq 0$.

Proof. The proof is organized as follows. We first prove that for any rational $a$ such that $L_{P}(a) L_{Q}(a)$ does not vanish, $R(T, a)=c(a) f_{I}(T, a)$ where $c(a) \in \mathbb{Q}$ is a nonzero constant depending on $a$. This is true for infinitely many values of $a$ and, since $R(T, S)$ and $f_{I}(T, S)$ are polynomials, we can deduce that $R(T, S)=L_{R}(S) f_{I}(T, S)$. This will also implies the second statement of the lemma since, if $L_{P}(a) L_{Q}(a) \neq 0$, then $R(T, a)=c(a) f_{I}(T, a)=L_{R}(a) f_{I}(T, a)$ with $c(a) \neq 0$, thus $L_{R}(a) \neq 0$ (since $f_{I}(T, a)$ is monic).

If $a$ is such that $L_{P}(a) L_{Q}(a) \neq 0$, then according to Theorem 2.4.4 the resultant $R(T, S)$ can be specialized at $S=a$, in the sense that $R(T, a)$ is equal to the resultant of $P(T-a Y, Y)$ and $Q(T-a Y, Y)$ with respect to $Y$.

We now apply Lemma 4.2.4 to these two polynomials $P(T-a Y, Y)$ and $Q(T-a Y, Y)$. These two polynomials satisfy the hypotheses of this lemma: first, their leading coefficients (in $Y$ ) do not depend on $T$, hence they have no common root in $\mathbb{Q}[T]$; second, the polynomials $P(T-a Y, Y)$ and $Q(T-a Y, Y)$ are coprime because $P(X, Y)$ and $Q(X, Y)$ are coprime by assumption and the change of variables $(X, Y) \mapsto(T=X+a Y, Y)$ is a one-to-one mapping (and a common factor will remain a common factor after the change of variables). Hence Lemma 4.2.4 yields that $R(T, a)=c(a) \prod_{\sigma \in V\left(I_{a}\right)}(T-T(\sigma))^{\mu_{I_{a}}(\sigma)}$, where $c(a) \in \mathbb{Q}$ is a nonzero constant depending on $a$, and $I_{a}$ is the ideal generated by $P(T-a Y, Y)$ and $Q(T-a Y, Y)$.

We now observe that $\prod_{\sigma \in V\left(I_{a}\right)}(T-T(\sigma))^{\mu_{I_{a}}(\sigma)}$ is equal to $f_{I}(T, a)=$ $\prod_{\sigma \in V(I)}(T-X(\sigma)-a Y(\sigma))^{\mu_{I}(\sigma)}$ since any solution $(\alpha, \beta)$ of $P(X, Y)$ is in one-to-one correspondence with the solution $(\alpha+a \beta, \beta)$ of $P(T-a Y, Y)$ (and similarly for $Q$ ) and the multiplicities of the solutions also match, i.e. $\mu_{I}(\sigma)=\mu_{I_{a}}\left(\sigma_{a}\right)$ when $\sigma$ and $\sigma_{a}$ are in correspondence through the mapping [Fulton 2008, $\S 3.3$ Proposition 3 and Theorem 3]. Hence,

$$
\begin{equation*}
L_{P}(a) L_{Q}(a) \neq 0 \quad \Rightarrow \quad R(T, a)=c(a) f_{I}(T, a) \quad \text { with } \quad c(a) \neq 0 \tag{4.5}
\end{equation*}
$$

Since there is finitely many values of $a$ such that $L_{P}(a) L_{Q}(a) L_{R}(a)=0$ and since $f_{I}(T, S)$ is monic with respect to $T$, (4.5) implies that $R(T, S)$ and
$f_{I}(T, S)$ have the same degree in $T$, say $D$. We write these two polynomials as

$$
\begin{equation*}
R(T, S)=L_{R}(S) T^{D}+\sum_{i=0}^{D-1} r_{i}(S) T^{i}, \quad f_{I}(T, S)=T^{D}+\sum_{i=0}^{D-1} f_{i}(S) T^{i} \tag{4.6}
\end{equation*}
$$

If $a$ is such that $L_{P}(a) L_{Q}(a) L_{R}(a) \neq 0$, (4.5) and (4.6) imply that $L_{R}(a)=$ $c(a)$ and $r_{i}(a)=L_{R}(a) f_{i}(a)$, for all $i$. These equalities hold for infinitely many values of $a$, and $r_{i}(S), L_{R}(S)$ and $f_{i}(S)$ are polynomials in $S$, thus $r_{i}(S)=L_{R}(S) f_{i}(S)$ and, by (4.6), $R(T, S)=L_{R}(S) f_{I}(T, S)$.

We can now prove Proposition 4.2.1, which we recall, for clarity.
Proposition 4.2.1. For any rational a such that $L_{P}(a) L_{Q}(a) \neq 0$ and such that $X+a Y$ is a separating form of $I=\langle P, Q\rangle$, the $R U R$ of $\langle P, Q\rangle$ associated to $a$ is as follows:

$$
\begin{aligned}
& f_{I, a}(T)=\frac{R(T, a)}{L_{R}(a)} \\
& f_{I, a, 1}(T)=\frac{f_{I, a}^{\prime}(T)}{\operatorname{gcd}\left(f_{I, a}(T), f_{I, a}^{\prime}(T)\right)} \\
& f_{I, a, Y}(T)=\frac{\frac{\partial R}{\partial S}(T, a)-f_{I, a}(T) \frac{\partial L_{R}}{\partial S}(a)}{L_{R}(a) \operatorname{gcd}\left(f_{I, a}(T), f_{I, a}^{\prime}(T)\right)} \\
& f_{I, a, X}(T)=T f_{I, a, 1}(T)-d_{T}\left(f_{I, a}\right) \overline{f_{I, a}(T)}-a f_{I, a, Y}(T)
\end{aligned}
$$

Proof. Since we assume that $a$ is such that $L_{P}(a) L_{Q}(a) \neq 0$, Lemma 4.2.5 immediately gives the first formula.

Equation 4.3 states that $f_{I, 1}(T, S) g_{I}(T, S)=\frac{\partial f_{I}(T, S)}{\partial T}$, where $g_{I}(T, S)=$ $\prod_{\sigma \in V(I)}(T-X(\sigma)-S Y(\sigma))^{\mu_{I}(\sigma)-1}$. In addition, $g_{I}$ being monic in $T$, it never identically vanishes when $S$ is specialized, thus the preceding formula yields after specialization: $f_{I, a, 1}(T)=\frac{f_{I, a}^{\prime}(T)}{g_{I}(T, a)}$. Furthermore, $g_{I}(T, a)=$ $\operatorname{gcd}\left(f_{I, a}(T), f_{I, a}^{\prime}(T)\right)$. Indeed, $f_{I, a}(T)=\prod_{\sigma \in V(I)}(T-X(\sigma)-a Y(\sigma))^{\mu_{I}(\sigma)}$ and all values $X(\sigma)+a Y(\sigma)$, for $\sigma \in V(I)$, are pairwise distinct since $X+a Y$ is a separating form, thus the gcd of $f_{I, a}(T)$ and its derivative is $\prod_{\sigma \in V(I)}(T-X(\sigma)-a Y(\sigma))^{\mu_{I}(\sigma)-1}$, that is $g_{I}(T, a)$. This proves the formula for $f_{I, a, 1}$.

Concerning the third equation, Lemma 4.2.5 together with Equation 4.4 implies:

$$
\begin{aligned}
f_{I, Y}(T, S) & =\frac{\frac{\partial f_{I}(T, S)}{\partial S}}{g_{I}(T, S)}=\frac{\frac{\partial\left(R(T, S) / L_{R}(S)\right)}{\partial S}}{g_{I}(T, S)}=\frac{\frac{\partial R(T, S)}{\partial S} L_{R}(S)-R(T, S) \frac{\partial L_{R}(S)}{\partial S}}{L_{R}(S)^{2} g_{I}(T, S)} \\
& =\frac{\frac{\partial R(T, S)}{\partial S}-f_{I}(T, S) \frac{\partial L_{R}(S)}{\partial S}}{L_{R}(S) g_{I}(T, S)} .
\end{aligned}
$$

As argued above, when specialized, $g_{I}(T, a)=\operatorname{gcd}\left(f_{I, a}(T), f_{I, a}^{\prime}(T)\right)$ and it does not identically vanish. By Lemma 4.2.5, $L_{R}(a)$ does not vanish either, and the formula for $f_{I, a, Y}$ follows.

It remains to compute $f_{I, a, X}$. Definition 2.2 .1 implies that, for any root $\gamma$ of $f_{I, a}: \gamma=\frac{f_{I, a, X}}{f_{I, a, 1}}(\gamma)+a \frac{f_{I, a, Y}}{f_{I, a, 1}}(\gamma)$, and thus $f_{I, a, X}(\gamma)+a f_{I, a, Y}(\gamma)-\gamma f_{I, a, 1}(\gamma)=$ 0 . Replacing $\gamma$ by $T$, we have that the polynomial $f_{I, a, X}(T)+a f_{I, a, Y}(T)-$ $T f_{I, a, 1}(T)$ vanishes at every root of $f_{I, a}$, thus the squarefree part of $f_{I, a}$ divides that polynomial. In other words, $f_{I, a, X}(T)=T f_{I, a, 1}(T)-a f_{I, a, Y}(T) \bmod$ $\overline{f_{I, a}(T)}$. We now compute $T f_{I, a, 1}(T)$ and $a f_{I, a, Y}(T)$ modulo $\overline{f_{I, a}(T)}$.

Equation (4.1) implies that $f_{I, a, v}(T)$ is equal to $T^{\# V(I)-1} \sum_{\sigma \in V(I)} \mu_{I}(\sigma) v(\sigma)$ plus some terms of lower degree in $T$, and that the degree of $\overline{f_{I, a}(T)}$ is $\# V(I)$ (since $X+a Y$ is a separating form). First, for $v=Y$, this implies that $d_{T}\left(f_{I, a, Y}\right)<d_{T}\left(\overline{f_{I, a}}\right)$, and thus that $a f_{I, a, Y}(T)$ is already reduced modulo $\overline{f_{I, a}(T)}$. Second, for $v=1, \sum_{\sigma \in V(I)} \mu_{I}(\sigma)$ is nonzero and equal to $d_{T}\left(f_{I, a}\right)$. Thus, $T f_{I, a, 1}(T)$ and $\overline{f_{I, a}(T)}$ are both of degree $\# V(I)$, and their leading coefficients are $d_{T}\left(f_{I, a}\right)$ and 1 , respectively. Hence $T f_{I, a, 1}(T) \bmod \overline{f_{I, a}(T)}=T f_{I, a, 1}(T)-d_{T}\left(f_{I, a}\right) \overline{f_{I, a}(T)}$. We thus obtain the last equation, that is, $f_{I, a, X}(T)=T f_{I, a, 1}(T)-d_{T}\left(f_{I, a}\right) \overline{f_{I, a}(T)}-a f_{I, a, Y}(T)$.

### 4.3 RUR bitsize

We prove here, in Proposition 4.3.1, a new bound on the bitsize of the coefficients of the polynomials of a RUR. This bound is interesting in its own right and is instrumental for our analysis of the complexity of computing isolating boxes of the solutions of the input system in Section 6.1.We state our bound for RUR-candidates, that is even when the linear form $X+a Y$ is not separating. We only use this result when the form is separating, for proving Theorem 4.1.1, but the general result is interesting in a probabilistic context when a RUR-candidate is computed with a random linear form as done in Chapter 5. We also prove our bound, not only for the RUR-candidates of an ideal defined by two polynomials $P$ and $Q$, but for any ideal of $\mathbb{Z}[X, Y]$ that contains $P$ and $Q$ (for instance the radical of $\langle P, Q\rangle$ or the ideals obtained by decomposing $\langle P, Q\rangle$ according to the multiplicity of the solutions).

Proposition 4.3.1. Let $P, Q \in \mathbb{Z}[X, Y]$ be two coprime polynomials of total degree at most $d$ and maximum bitsize $\tau$, let a be a rational of bitsize $\tau_{a}$, and let $J$ be any ideal of $\mathbb{Z}[X, Y]$ containing $P$ and $Q$. The polynomials of the RUR-candidate of $J$ associated to a have degree at most $d^{2}$ and bitsize in $\widetilde{O}\left(d^{2} \tau_{a}+d \tau\right)$. Moreover, there exists an integer of bitsize in $\widetilde{O}\left(d^{2} \tau_{a}+d \tau\right)$ such that the product of this integer with any polynomial in the RUR-candidate
yields a polynomial with integer coefficients. ${ }^{1}$
Remark 4.3.2. Although we do not explicitly compute a non-asymptotic upper bound on the bitsize of the coefficients of the RUR-candidate, such an explicit bound, in $\widetilde{O}\left(d^{2} \tau_{a}+d \tau\right)$, can easily be computed following the proof of Proposition 4.3.1 and using known upper bounds on the bitsize of the resultant.

Before proving Proposition 4.3.1, we prove a corollary of Mignotte's theorem (Theorem 2.3.9) stating that the bitsize of a factor of a polynomial $P$ with integer coefficients does not differ much than that of $P$. We also recall a notion of primitive part for polynomials in $\mathbb{Q}[X, Y]$ and some of its properties.

Lemma 4.3.3 (Mignotte). Let $P \in \mathbb{Z}[X, Y]$ be of degree at most $d$ in each variable with coefficients bitsize at most $\tau$. If $P=Q_{1} Q_{2}$ with $Q_{1}, Q_{2}$ in $\mathbb{Z}[X, Y]$, then the bitsize of $Q_{i}, i=1,2$, is in $\widetilde{O}(d+\tau)$.

Proof. A polynomial can be seen as the vector of its coefficients and we denote by $\|P\|_{k}$ the $L^{k}$ norm of $P$. Mignotte lemma [Mignotte 1989, Theorem 4bis p. 172] states that $\left\|Q_{1}\right\|_{1}\left\|Q_{2}\right\|_{1} \leqslant 2^{2 d}\|P\|_{2}$. One always has $\left\|Q_{i}\right\|_{\infty} \leqslant\left\|Q_{i}\right\|_{1}$ and since the polynomials have integer coefficients, $1 \leqslant\left\|Q_{i}\right\|_{\infty}$. Thus $\left\|Q_{j}\right\|_{\infty} \leqslant$ $2^{2 d}\|P\|_{2}$ and $\log \left\|Q_{j}\right\|_{\infty} \leqslant 2 d+\log \|P\|_{2}$. Thus, by definition, the bitsize of $Q_{j}$ is $\left\lfloor\log \left\|Q_{j}\right\|_{\infty}\right\rfloor+1 \leqslant 2 d+1+\log \|P\|_{2}$. Since $P$ has degree at most $d$ in each variable, it has at most $(d+1)^{2}$ coefficients which are bounded by $2^{\tau}$, thus $\|P\|_{2}<\sqrt{(d+1)^{2} 2^{2 \tau}}$ which yields that the bitsize of $Q_{j}$ is less than $2 d+1+\log (d+1)+\tau$.

Primitive part. Consider a polynomial $P$ in $\mathbb{Q}[X, Y]$ of degree at most $d$ in each variable. It can be written $P=\sum_{i, j=0}^{d} \frac{a_{i j}}{b_{i j}} X^{i} Y^{j}$ with $a_{i j}$ and $b_{i j}$ coprime in $\mathbb{Z}$ for all $i, j$. We define the primitive part of $P$, denoted $p p(P)$, as $P$ divided by the gcd of the $a_{i j}$ and multiplied by the least common multiple ( lcm ) of the $b_{i j}$. (Note that this definition is not entirely standard since we do not consider contents that are polynomials in $X$ or in $Y$.) We also denote by $\tau_{P}$ the bitsize of $P$ (that is, the maximum bitsize of all the $a_{i j}$ and $b_{i j}$ ). We prove three properties of the primitive part which will be useful in the proof.

Lemma 4.3.4. For any two polynomials $P$ and $Q$ in $\mathbb{Q}[X, Y]$, we have the following properties: (i) $p p(P Q)=p p(P) p p(Q)$. (ii) If $P$ is monic then $\tau_{P} \leqslant \tau_{p p(P)}$ and, more generally, if $P$ has one coefficient, $\xi$, of bitsize $\tau_{\xi}$, then $\tau_{P} \leqslant \tau_{\xi}+\tau_{p p(P)}$. (iii) If $P$ has coefficients in $\mathbb{Z}$, then $\tau_{p p(P)} \leqslant \tau_{P}$.

[^14]Proof. Gauss Lemma states that if two univariate polynomials with integer coefficients are primitive, so is their product. This lemma can straightforwardly be extended to be used in our context by applying a change of variables of the form $X^{i} Y^{j} \rightarrow Z^{i k+j}$ with $k>2 \max \left(d_{Y}(P), d_{Y}(Q)\right)$. Thus, if $P$ and $Q$ in $\mathbb{Q}[X, Y]$ are primitive (i.e., each of them has integer coefficients whose common gcd is 1), their product is primitive. It follows that $p p(P Q)=p p(P) p p(Q)$ because, writing $P=\alpha p p(P)$ and $Q=\beta p p(Q)$, we have $p p(P Q)=p p(\alpha p p(P) \beta p p(Q))=p p(p p(P) p p(Q))$ which is equal to $p p(P) p p(Q)$ since the product of two primitive polynomials is primitive.

Second, if $P \in \mathbb{Q}[X, Y]$ has one coefficient, $\xi$, of bitsize $\tau_{\xi}$, then $\tau_{P} \leqslant$ $\tau_{\xi}+\tau_{p p(P)}$. Indeed, We have $P=\xi \frac{P}{\xi}$ thus $\tau_{P} \leqslant \tau_{\xi}+\tau_{\frac{P}{\xi}}$. Since $\frac{P}{\xi}$ has one of its coefficients equal to 1 , its primitive part is $\frac{P}{\xi}$ multiplied by an integer (the lcm of the denominators), thus $\tau_{\frac{P}{\xi}} \leqslant \tau_{p p\left(\frac{P}{\xi}\right)}$ and $p p\left(\frac{P}{\xi}\right)=p p(P)$ by definition, which implies the claim.

Third, if $P$ has coefficients in $\mathbb{Z}$, then $\tau_{p p(P)} \leqslant \tau_{P}$ since $p p(P)$ is equal to $P$ divided by an integer (the gcd of the integer coefficients).

The idea of the proof of Proposition 4.3.1 is, for $J \supseteq I=\langle P, Q\rangle$, to first argue that polynomial $f_{J}$, that is the first polynomial of the RUR-candidate before specialization at $S=a$, is a factor of $f_{I}$ which is a factor of the resultant $R(T, S)$ by Lemma 4.2.5. We then derive a bound of $\widetilde{O}\left(d^{2}+d \tau\right)$ on the bitsize of $f_{J}$ from the bitsize of this resultant using Lemma 4.3.3. The bound on the bitsize of the other polynomials of the non-specialized RUR-candidate of $J$ follows from the bound on $f_{J}$ and we finally specialize all these polynomials at $S=a$ which yields the result. We decompose this proof in two lemmas to emphasize that, although the bound on the bitsize of $f_{J}$ uses the fact that $J$ contains polynomials $P$ and $Q$, the second part of the proof only uses the bound on $f_{J}$.

Lemma 4.3.5. Let $P, Q \in \mathbb{Z}[X, Y]$ be two coprime polynomials of total degree at most $d$ and maximum bitsize $\tau$, and $J$ be any ideal of $\mathbb{Z}[X, Y]$ containing $P$ and $Q$. Polynomials $f_{J}(T, S)$ (see (4.2)) and its primitive part have bitsize in $\widetilde{O}\left(d^{2}+d \tau\right)$ and degree at most $d^{2}$ in each variable.

Proof. Consider an ideal $J$ containing $I=\langle P, Q\rangle$. Counted with multiplicity, the set of solutions of $J$ is a subset of those of $I$ thus, by Equation (4.2), polynomial $f_{J}(T, S)$ is monic in $T$ and $f_{J}(T, S)$ divides $f_{I}(T, S)$. Furthermore, $f_{I}(T, S)$ divides $R(T, S)$ by Lemma 4.2.5. Thus $f_{J}(T, S)$ divides $R(T, S)$ and we consider $h \in \mathbb{Q}[T, S]$ such that $f_{J} h=R$. Taking the primitive part, we have $p p\left(f_{J}\right) p p(h)=p p(R)$ by Lemma 4.3.4. The bitsize of $p p(R)$ is in $\widetilde{O}\left(d^{2}+d \tau\right)$ because $R$ is of bitsize $\widetilde{O}\left(d^{2}+d \tau\right)$ (Lemma 3.2.1) and, since $R$ has integer coefficients, $\tau_{p p(R)} \leqslant \tau_{R}$ (Lemma 4.3.4). This implies that $p p\left(f_{J}\right)$ also
has bitsize in $\widetilde{O}\left(d^{2}+d \tau\right)$ by Lemma 4.3.3 because the degree of $p p(R)$ is in $O\left(d^{2}\right)$ (Lemma 3.2.1). Furthermore, since $f_{J}(T, S)$ is monic in $T, \tau_{f_{J}} \leqslant \tau_{p p\left(f_{J}\right)}$ (Lemma 4.3.4) which implies that both $f_{J}$ and its primitive part have bitsize in $\widetilde{O}\left(d^{2}+d \tau\right)$. Finally, the number of solutions (counted with multiplicity) of $\langle P, Q\rangle$ is at most $d^{2}$ by the Bézout bound, and this bound also holds for $J \supseteq\langle P, Q\rangle$. It then follows from Equation (4.2) that $f_{J}$ has degree at most $d^{2}$ in each variable.

Lemma 4.3.6. Let $J$ be any ideal such that polynomials $f_{J}(T, S)$ (see (4.2)) and its primitive part have degree $O\left(d^{2}\right)$ and bitsize in $\widetilde{O}\left(d^{2}+d \tau\right)$ and a is a rational of bitsize $\tau_{a}$. Then all the polynomials of the $R U R$-candidate $R U R_{J, a}$ have bitsize in $\widetilde{O}\left(d^{2} \tau_{a}+d \tau\right)$. Moreover, there exists an integer of bitsize in $\widetilde{O}\left(d^{2} \tau_{a}+d \tau\right)$ such that its product with any polynomial in the RUR-candidate yields a polynomial with integer coefficients.
Proof. Bitsize of $f_{J, v}, v \in\{1, Y\}$. We consider the equations of Lemma 4.2.3 which can be written as $\frac{\partial f_{J}}{\partial u}(T, S)=g_{J}(T, S) f_{J, v}(T, S)$ where $u$ is $T$ or $S$, and $v$ is 1 or $Y$, respectively. We first bound the bitsize of one coefficient, $\xi$, of $f_{J, v}$ so that we can apply Lemma 4.3 .4 which states that $\tau_{f_{J, v}} \leqslant \tau_{\xi}+\tau_{p p\left(f_{J, v}\right)}$. We consider the leading coefficient $\xi$ of $f_{J, v}$ with respect to the lexicographic order $(T, S)$. Since $g_{J}$ is monic in $T$ (see Lemma 4.2.3), the leading coefficient (with respect to the same ordering) of the product $g_{J} f_{J, v}=\frac{\partial f_{J}}{\partial u}$ is $\xi$ which thus has bitsize in $\widetilde{O}\left(\tau_{f_{J}}\right)$ (since it is bounded by $\tau_{f_{J}}$ plus the $\log$ of the degree of $\left.f_{J}\right)$. It thus follows from the hypothesis on $\tau_{f_{J}}$ that $\tau_{f_{J, v}}$ is in $\widetilde{O}\left(d^{2}+d \tau+\tau_{p p\left(f_{J, v}\right)}\right)$.

We now take the primitive part of the above equation (of Lemma 4.2.3), which gives $p p\left(\frac{\partial f_{J}}{\partial u}(T, S)\right)=p p\left(g_{J}(T, S)\right) p p\left(f_{J, v}(T, S)\right)$. By Lemma 4.3.3, $\tau_{p p\left(f_{J, v}\right)}$ is in $\widetilde{O}\left(d^{2}+\tau_{p p\left(\frac{\partial f_{J}}{\partial u}\right)}\right)$. In order to bound the bitsize of $p p\left(\frac{\partial f_{J}}{\partial u}\right)$, we multiply $\frac{\partial f_{J}}{\partial u}$ by the lcm of the denominators of the coefficients of $f_{J}$, which we denote by $\operatorname{lcm}_{f_{J}}$. Multiplying by a constant does not change the primitive part and $\operatorname{lcm}_{f_{J}} \frac{\partial f_{J}}{\partial u}$ has integer coefficients, so the bitsize of $p p\left(\frac{\partial f_{J}}{\partial u}\right)=p p\left(\operatorname{lcm}_{f_{J}} \frac{\partial f_{J}}{\partial u}\right)$ is thus at most that of $\mathrm{lcm}_{f_{J}} \frac{\partial f_{J}}{\partial u}$ which is bounded by the sum of the bitsizes of $\operatorname{lcm}_{f_{J}}$ and $\frac{\partial f_{J}}{\partial u}$. By hypothesis, the bitsize of $f_{J}$ is in $\widetilde{O}\left(d^{2}+d \tau\right)$ so the bitsize of $\frac{\partial f_{J}}{\partial u}$ is also in $\widetilde{O}\left(d^{2}+d \tau\right)$. On the other hand, since $f_{J}$ is monic (in $T$ ), $f_{J} \operatorname{lcm}_{f_{J}}=p p\left(f_{J}\right)$ and $\tau_{\operatorname{lcm}_{f_{J}}} \leqslant \tau_{p p\left(f_{J}\right)}$ which is in $\widetilde{O}\left(d^{2}+d \tau\right)$ by hypothesis. It follows that $\tau_{p p\left(f_{J, v}\right)}$ and $\tau_{f_{J, v}}$ are also in $\widetilde{O}\left(d^{2}+d \tau\right)$ for $v \in\{1, Y\}$.
Bitsize of $f_{J, X}$. We obtain the bound for $f_{J, X}$ by symmetry. Similarly as we proved that $f_{J, Y}$ has bitsize in $\widetilde{O}\left(d^{2}+d \tau\right)$, we get, by exchanging the role of $X$ and $Y$ in Equation (4.2) and Lemma 4.2.3, that $\sum_{\sigma \in V(J)} \mu_{J}(\sigma) X(\sigma) \prod_{\varsigma \in V(J), \varsigma \neq \sigma}(T-Y(\varsigma)-S X(\varsigma))$ has bitsize in $\widetilde{O}\left(d^{2}+d \tau\right)$. This polynomial is of degree $O\left(d^{2}\right)$ in $T$ and $S$, by hypothesis, thus after replacing $S$ by $\frac{1}{S}$ and then $T$ by $\frac{T}{S}$, the polynomial is of degree $O\left(d^{2}\right)$ in $T$ and
$\frac{1}{S}$. We multiply it by $S$ to the power of $\frac{1}{S}$ and obtain $f_{J, X}$ which is thus of bitsize $\widetilde{O}\left(d^{2}+d \tau\right)$.

Specialization at $S=a$. To bound the bitsize of the polynomials of $R U R_{J, a}$ (Definition 2.2.1), it remains to evaluate the polynomials $f_{J}$ and $f_{J, v}, v \in$ $\{1, X, Y\}$, at the rational value $S=a$ of bitsize $\tau_{a}$. Since these polynomials have degree in $S$ in $O\left(d^{2}\right)$ and bitsize in $\widetilde{O}\left(d^{2}+d \tau\right)$, it is straightforward that their specializations at $S=a$ have bitsize in $\widetilde{O}\left(d^{2}+d \tau+d^{2} \tau_{a}\right)=\widetilde{O}\left(d^{2} \tau_{a}+d \tau\right)$.

The lcm of the denominators of all the coefficients in the polynomials of $R U R_{J, a}$ has bitsize $\widetilde{O}\left(d^{2} \tau_{a}+d \tau\right)$. We have already argued that $\mathrm{lcm}_{f_{J}}$, the lcm of the denominators of the coefficients of $f_{J}$, is in $\widetilde{O}\left(d^{2}+d \tau\right)$. For each of the other polynomials $f_{J, v}, v \in\{1, X, Y\}$, denote by $\operatorname{lcm}_{f_{J, v}}$ and $\operatorname{gcd}_{f_{J, v}}$ the lcm of the denominators of its coefficients and the gcd of their numerators. By definition, $p p\left(f_{J, v}\right)=\frac{\operatorname{lcm}_{f_{J}}}{\operatorname{gcd}_{J, v}} f_{J, v}$. Let $c$ be any coefficient of $p p\left(f_{J, v}\right) \in \mathbb{Z}[S, T]$ and $\frac{a}{b}$ be the corresponding coefficient of $f_{J, v} \in \mathbb{Q}[S, T]$ (with $a$ and $b$ coprime integers); we have $\operatorname{lcm}_{f_{J}}=c \frac{b}{a} \operatorname{gcd}_{f_{J, v}} \leqslant c b$ since $\operatorname{gcd}_{f_{J, v}}$ divides $a$. It follows that $\tau_{\operatorname{lcm}_{f_{J}}} \leqslant \tau_{p p\left(f_{J, v}\right)}+\tau_{f_{J, v}}$ which are both in $\widetilde{O}\left(d^{2}+d \tau\right)$, as proved above. Hence the lcm of the denominators of all the coefficients in $R U R_{J, a}$ has bitsize $\widetilde{O}\left(d^{2}+d \tau\right)$. Finally, since all these polynomials have degree $O\left(d^{2}\right)$, when specializing by $S=a$, the bitsize of the denominators of the coefficients of the polynomials increase by at most $O\left(d^{2} \tau_{a}\right)$ and thus the bitsize of their lcm also increases by at most $O\left(d^{2} \tau_{a}\right)$, which concludes the proof.

Proof of Proposition 4.3.1. By Lemma 4.3.5, $f_{J}$ has degree at most $d^{2}$ in each variable, so has $f_{J, v}, v \in\{1, X, Y\}$ by Equation (4.2). It follows from Equation (4.1) that all the polynomials of any RUR-candidate of $J$ have degree at most $d^{2}$. The rest of the proposition is a corollary of Lemmas 4.3.5 and 4.3.6.

### 4.4 Conclusion

We presented in this chapter an algorithm for computing the Rational Univariate Representation of systems defined by two bivariate polynomials with integer coefficients. We first showed that the polynomials of the RUR of a system of two polynomials can be expressed by simple formulas which yield a new simple method for computing the RUR and also yield a new bound on the bitsize of these polynomials. This new bound implies, in particular, that the total space complexity of such RURs is, in the worst case, $\Theta(d)$ smaller than the alternative rational parametrization introduced by Gonzalez-Vega and El Kahoui [Gonzalez-Vega 1996]. Our complexity analysis shows that the cost
of our new algorithm for computing a RUR is dominated by that of finding a separating form which is in $\widetilde{O}_{B}\left(d^{8}+d^{7} \tau\right)$ according to the previous chapter.

Actually, the algorithm presented above is more of a theoretical than a practical interest. Indeed, the strategy that consists in computing deterministically a separating linear form is time consuming in practice, where a random choice of a linear form turns out to be almost always valid. In addition, the computation of the resultant $R(T, S)$ of trivariate polynomials is also not very efficient in practice. One particular problem of interest is thus the design of an algorithm for computing RURs of bivariate systems that is efficient in practice and whose theoretical complexity is, ideally, good as well. This is the topic of the next chapter in which we present randomized algorithms that are both efficient in practice and whose average theoretical complexities are substantially better than the (worst-case) complexity of the algorithm we have presented in this chapter.

## Chapter 5

## Efficient Practical Algorithm
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As mentioned at the end of the previous chapter, the strategy that consists in computing a Rational Univariate Representation using the algorithm of Chapter 3 for computing a separating linear form and the algorithm of Chapter 4 for computing the polynomials of the RUR is not efficient in practice. First because searching deterministically for a separating linear form is time consuming, and second because the computation with polynomials in three variables is not efficient in practice. To avoid the cost of searching deterministically for a separating linear form, another strategy is to select randomly a candidate separating linear form, compute the RUR-candidate associated to this linear form and finally check that the latter is indeed a RUR (see e.g. [Rouillier 1999, Niang Diatta 2008]). This strategy transfers the difficulty of finding a separating linear form into the problem of testing whether a RUR-candidate is actually a RUR. Note that, although this strategy is natural, the latter problem does not appear to be clearly easier than the former. On the other hand, rather than handling polynomials in three variables for computing a RUR-candidate, one can opt for an alternative strategy
for computing the RUR that performs a triangular decomposition based on bivariate subresultant sequences as done in [Gonzalez-Vega 1996]. ${ }^{1}$

In this chapter, based on the two previous remarks, we investigate several algorithms for computing Rational Univariate Representations of bivariate systems. We show in particular how the use of probabilistic methods based on multi-modular strategies and random choices of separating linear forms can improve the practical efficiency, and the theoretical one in a Monte-Carlo setting and also Las-Vegas, of the RUR computation.

Our first result is a probabilistic Monte-Carlo algorithm with an expected bit complexity in $\widetilde{O}_{B}\left(d^{6}+d^{5} \tau\right)$ for computing a decomposition of a bivariate system $S=\{P, Q\}$ into a set of RUR-candidates. We then propose two methods to test the result of this algorithm for correctness. While the first method is intuitively simple and conceptually elegant, the second achieves a better complexity bound. These methods yields two Las-Vegas algorithms for computing a decomposition of $S$ into a set of RURs whose expected bit complexities are respectively in $\widetilde{O}_{B}\left(d^{7}+d^{6} \tau\right)$ and $\widetilde{O}_{B}\left(d^{6}+d^{5} \tau\right)$. Note furthermore that the former Las-Vegas algorithm is efficient in practice as demonstrated in Chapter 7, while the latter algorithm, more recent, has not yet been implemented.

A very preliminary version of this chapter was presented at the 27th European Workshop on Computational Geometry (EuroCG'11) [Bouzidi 2011].

### 5.1 Introduction

We first present in Section 5.3, a non-modular algorithm that, given a linear form, computes a decomposition of the initial system into a set of RURcandidates associated to this linear form. To compute this decomposition, we proceed in two steps.

First, we decompose the initial system $S$ into a set of triangular systems (of the form $\{A(x), B(x, y)\}$ ) using the subresultant sequence of $P$ and $Q$. This decomposition is essentially identical to that of Gonzalez-Vega and El Kahoui [Gonzalez-Vega 1996] (see Algorithm 2 in Section 5.3) except that here, we describe how the solutions that lie on common vertical asymptotes of $P$ and $Q$ can be handled. Note that our approach for handling such solutions is similar to the one in [Li 2011].

In a second step, for each triangular system resulting from the previous decomposition, we compute the associated RUR-candidate using the classical

[^15]algorithm from [Rouillier 1999].
A first interesting property that stems from the previous algorithm concerns the multiplicity of the solutions in the resulting RURs. Indeed, we prove (under the hypothesis that the chosen linear form is separating) that the multiplicity of a solution $(\alpha, \beta)$ given by a RUR computed by our algorithm is equal to the multiplicity of $\beta$ in the polynomial $\operatorname{gcd}(P(\alpha, Y), Q(\alpha, Y))$ which we refer to as the multiplicity of $(\alpha, \beta)$ in the fiber $\alpha$ (see Definition 5.2.1). This property is a key feature in our application for computing the topology of curves, presented in the next chapter.

In addition, it should be stressed that even though these two algorithms (the triangular decomposition and the RUR-candidate algorithm) are standard, we show that their combination yields an improvement in terms of the worst-case arithmetic complexity for the computation of the RUR-candidates of $S$. More precisely, we show that computing a RUR-candidate from a triangular system resulting from the triangular decomposition can be achieved in $\widetilde{O}\left(D^{2}\right)$ arithmetic operations instead of $O\left(D^{4}\right)$ (and $\Omega\left(D^{3}\right)$ ) [Rouillier 1999], where $D$ is the number of complex roots of the triangular system. Globally, we show that the overall computation of the RUR-candidates takes $\widetilde{O}\left(d^{4}\right)$ arithmetic operations, where $d$ is the maximum total degree of $P$ and $Q$, while the arithmetic complexity of the algorithm of [Rouillier 1999] is in $O\left(d^{8}\right)$ and $\Omega\left(d^{6}\right)$ in the worst case.

We however stress that the above complexity improvement should be taken with care when considering practical efficiency. Indeed, it does not necessarily imply practical improvements when performing operations in $\mathbb{Q}$ because of the possible growth of coefficients in the intermediate computations which increases the bit-complexity of arithmetic operations. This is indeed an issue in the above non-modular version of our algorithm because the coefficients of the intermediate monic triangular subsystems (or equivalently lexicographic Gröbner bases) are much larger than those of the output. However, as for many other algorithms in computer algebra, one can hope to speed up the computations in practice by using the classical framework of multi-modular arithmetic based on the Chinese Remainder Theorem (see Section 2.5).

In Section 5.4, we discuss different algorithms that stem from the use of multi-modular approach on the above algorithm. More precisely, we first apply in Section 5.4.2 a multi-modular strategy to compute the RUR-candidate of a regular triangular system $\{A(X), B(X, Y)\}$ (Algorithm 9). We then extend in Section 5.4.3 this modular algorithm to handle a general system $S=\{P, Q\}$. This yields a Monte-Carlo algorithm (Algorithm 10) of expected bit complexity in $\widetilde{O}_{B}\left(d^{6}+d^{5} \tau\right)$ and whose probability of success is given in Theorem 5.4.10

In addition, in Section 5.4.4, we propose two methods for checking that the computed RUR-candidates are actually RURs of our input system. The
first one is quite intuitive, it proceeds by verifying that the solutions of the RUR-candidates computed by the Monte-Carlo algorithm are solutions of the initial system with the right multiplicities. This method uses a key result which informally speaking, shows that in a multi-modular setting, under mild conditions, wrong solutions of the system can be computed but that, otherwise, no true solutions are missed. The second method is more subtle, and proceeds in two phases: it first checks that the RUR-candidates computed using a multi-modular approach are correct, and then, it checks that the chosen linear form is separating. For checking the separation, we use the strategy presented in [Diatta 2009] for testing the genericity of a curve with a slight adaptation to the case of a general bivariate system.

Hence, using the two previous tests to verify the RUR-candidates (and considering more prime numbers and linear forms until the tests succeed), we obtain from our Monte-Carlo algorithm two Las-Vegas algorithms for computing the set of Rational Univariate Representations of the input system whose expected complexities are respectively in $\widetilde{O}_{B}\left(d^{7}+d^{6} \tau\right)$ and $\widetilde{O}_{B}\left(d^{6}+d^{5} \tau\right)$.

### 5.2 Preliminaries

Multiplicities. Geometrically, the notion of multiplicity of intersection of two regular curves is intuitive. If the intersection is transverse, the multiplicity is one; otherwise, it is greater than one and it measures the level of degeneracy of the tangential contact between the curves. Defining the multiplicity of the intersection of two curves at a point that is singular for one of them (or possibly both) is more involved and an abstract and general concept of multiplicity in an ideal is needed. We recall this classical, though non-trivial, notion. We also introduce a simple notion of multiplicity in fibers that will be output by our solver and that are relevant for the topology of a plane curve.

Definition 5.2.1. Let $I$ be an ideal of $\mathbb{Q}[x, y]$ and denote $\overline{\mathbb{Q}}$ the algebraic closure of $\mathbb{Q}$. To each zero $(\alpha, \beta)$ of $I$ corresponds a local ring $(\overline{\mathbb{Q}}[x, y] / I)_{(\alpha, \beta)}$ obtained by localizing the ring $\overline{\mathbb{Q}}[x, y] / I$ at the maximal ideal $\langle x-\alpha, y-\beta\rangle$. When this local ring is finite dimensional as $\overline{\mathbb{Q}}$-vector space, we say that $(\alpha, \beta)$ is an isolated zero of $I$ and this dimension is called the multiplicity of $(\alpha, \beta)$ as a zero of I [Cox 2005, §4.2].

We call the fiber of a point $\mathbf{p}=(\alpha, \beta)$ the vertical line of equation $x=\alpha$. The multiplicity of $\mathbf{p}$ in its fiber with respect to a system of polynomials $\{P, Q\}$ in $\mathbb{Q}[x, y]$ is the multiplicity of $\beta$ in the univariate polynomial $\operatorname{gcd}(P(\alpha, y), Q(\alpha, y))$. (This multiplicity is zero if $P$ or $Q$ does not vanish
at $\mathbf{p}.)^{2}$
The multiplicity of $\mathbf{p}$ in its fiber with respect to a polynomial $P \in$ $\mathbb{Q}[x, y]$, denoted as mult $(P(\alpha, y), \beta)$, is the multiplicity of $\beta$ in the univariate polynomial $P(\alpha, y)$. This multiplicity is the multiplicity of $\mathbf{p}$ in its fiber with respect to $\left\{P, \frac{\partial P}{\partial y}\right\}$ plus one.

In Section 5.4 we use a variant of the RUR introduced in Definition 2.2.1 which we refer to as the non-reduced RUR or NRUR (note that the same definition can be found in [Alonso 1996] under the name of ARUR for, Antique Rational Univariate Representation).
Definition 5.2.2. The NRUR-candidate of I associated to $x+$ ay, denoted $N R U R_{I, a}$ is the following set of four univariate polynomials in $\mathbb{Q}[T]$

$$
\begin{align*}
& f_{I, a}(T)=\prod_{\sigma \in V(I)}(T-x(\sigma)-a y(\sigma))^{\mu_{I}(\sigma)}  \tag{5.1}\\
& \widehat{f}_{I, a, v}(T)=g_{I, a}(T) f_{I, a, v}(T) \quad \text { for } v \in\{1, x, y\}
\end{align*}
$$

where $g_{I, a}(T)=\operatorname{gcd}\left(f_{I, a}(T), \frac{\partial f_{I, a}}{\partial T}(T)\right)=\prod_{\sigma \in V(I)}(T-x(\sigma)-a y(\sigma))^{\mu_{I}(\sigma)-1}$, and $f_{I, a, v}(T)$ refers to the polynomials of the RUR-candidate.

Remark 5.2.3. The polynomials of the NRUR-candidate consist of products between polynomials of the RUR-candidate or some of their factors, thus by Mignotte's lemma (Theorem 2.3.9), the results stated in Proposition 4.3.1 and Remark 4.3.2 about the bitsize of the polynomials of the RUR-candidate also hold for those of the NRUR-candidate.

We state a classical property of the gcd and the gcd-free part under specialization modulo $\mu$, which will be used in Section 5.4. Given two polynomials $A, B \in \mathbb{Z}[x]$, we denote by $G$ the gcd of $A$ and $B$ and by $D$ the gcd-free part of $A$ with respect to $B$. Similarly, we denote by $G^{\mu}, D^{\mu}$ their counterparts with respect to $A_{\mu}$ and $B_{\mu}$.
Lemma 5.2.4. Let $A, B \in \mathbb{Z}[x]$ and $\mu$ be a prime number such that $\phi_{\mu}(A) \not \equiv 0$ or $\phi_{\mu}(B) \not \equiv 0$. Then, $\phi_{\mu}(G)$ divides $G^{\mu}$ and $D^{\mu}$ divides $\phi_{\mu}(D)$.
Proof. Writing $A=G \times D$ and $B=G \times H$ and applying the reduction modulo $\mu$ on both sides of the two equations, we obtain $A_{\mu}=\phi_{\mu}(G) \times \phi_{\mu}(D)$ and $B_{\mu}=\phi_{\mu}(G) \times \phi_{\mu}(H)$. The polynomial $\phi_{\mu}(G)$ is not zero in $\mathbb{Z}_{\mu}$ since $\phi_{\mu}(A) \not \equiv 0$ or $\phi_{\mu}(B) \not \equiv 0$ and it divides both $A_{\mu}$ and $B_{\mu}$, thus, it also divides their $\operatorname{gcd} G^{\mu}$. On the other hand, writing $A_{\mu}=G^{\mu} \times D^{\mu}$, we have $\phi_{\mu}(G) \times \phi_{\mu}(D)=G^{\mu} \times D^{\mu}$. Since $\phi_{\mu}(G) \not \equiv 0$ we can divide both sides of this equation by $\phi_{\mu}(G)$, to obtain $\phi_{\mu}(D)=\frac{G^{\mu}}{\phi_{\mu}(G)} \times D^{\mu}$ and the second claim follows since $\phi_{\mu}(G)$ divides $G^{\mu}$.
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### 5.3 School-book non-modular algorithm

The algorithm presented in this section first decomposes the system $S=$ $\{P, Q\}$ into a set of triangular systems using the triangular decomposition of Gonzalez-Vega and El Kahoui [Gonzalez-Vega 1996] which we recalled in Section 3.5.1. This triangular decomposition algorithm is actually slightly adapted here in order to handle the case of a system $S$ having solutions that lie on a common vertical asymptote of $P$ and $Q$, similarly as in [Li 2011]. Then, for each triangular system resulting from this decomposition, the algorithm computes the associated RUR-candidates using the classical algorithm from [Rouillier 1999]. The output of our non-modular algorithm is thus a set of RUR-candidates, which encode all the solutions of $S$ if the chosen candidate linear separating form is indeed separating.

### 5.3.1 Triangular decomposition

The first step of our algorithm consists in decomposing the input system $S=\{P, Q\}$ into a set of triangular systems of the form $\{A(x), B(x, y)\}$. This decomposition is identical to that of Algorithm 2 except that here, we treat the case where some solutions lie on some common vertical asymptotes of the curves defined by $P$ and $Q$. For completeness, we recall in Algorithm 6, the triangular decomposition that handles the solutions away from common asymptotes and then apply the latter recursively in Algorithm 7 in order to obtain all the solutions of $\{P, Q\}$. We moreover show that the multiplicities of the solutions in the obtained triangular systems correspond to the multiplicities of these solutions in their fibers for the system $\{P, Q\}$ (see Definition 5.2.1). As indicated in the beginning of this chapter, this is important in our application for computing the topology of curves, presented in the next chapter.

Output. The output of Algorithm 7 consists of a set of triangular systems $S_{k}=\left\{\begin{array}{l}F_{k}(x)=0 \\ \operatorname{Sres}_{k}(x, y)=0\end{array}\right.$ such that $\operatorname{gcd}\left(F_{k}(x), \operatorname{sres}_{k}(x)\right)=1$ and all $F_{k}$ are squarefree. Note that for every $k$ there might be several systems $S_{k}$ depending on whether the solution of $S_{k}$ lies on a vertical asymptote or not; Sres ${ }_{k}$ denotes the $k$-th subresultant of $P$ and $Q$, or of reductions of $P$ and $Q$ modulo polynomials in $\mathbb{Q}[x]$ that divide at least one of their leading coefficients. In addition, we prove the following result on multiplicities.

Lemma 5.3.1. The multiplicity of a solution in $S_{k}$ is the multiplicity in its fiber for the system $\{P, Q\}$.

| Algorithm | 6 | Triangular | decomposition | away | from | asymptotes |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | [Gonzalez-Vega 1996, Li 2011]

Require: $P, Q$ in $\mathbb{Z}[x, y]$ defining a finite set of solutions in $\mathbb{C}^{2}, A$ in $\mathbb{Z}[x]$.
Ensure: $\mathcal{T D}$ a set of triangular systems $\left\{F_{i}(x), \operatorname{Sres}_{i}(x, y)\right\}_{i \in \mathcal{I}}$ describing the solutions of $\{P, Q\}$ away from asymptotes, and whose $x$-coordinates are roots of $A$.
Compute the subresultant sequence of $P$ and $Q$
$F=\operatorname{Fres}(P, Q, A)=\operatorname{gcd}\left(\frac{\frac{\operatorname{Res}_{y}(P, Q)}{\operatorname{gcd}(L c(P), L c(Q)}}{\cos }, A\right)$
$G_{0}=F$
$\mathcal{T} \mathcal{D}=\emptyset$
for $i=1$ to $\mathrm{d}_{y}(Q)$ do
$G_{i}=\operatorname{gcd}\left(G_{i-1}, \operatorname{sres}_{i}(P, Q)\right)$
$F_{i}=G_{i-1} / G_{i}$
if $d_{x}\left(F_{i}\right)>0$, add $S_{i}=\left\{F_{i}, \operatorname{Sres}_{i}(P, Q)\right\}$ to $\mathcal{T D}$
end for
return $\mathcal{T} \mathcal{D}$

Proof. Since $F_{k}(x)$ a squarefree polynomial, the multiplicity of any solution $(\alpha, \beta)$ in $S_{k}=\left\{F_{k}(x), \operatorname{Sres}_{k}(x, y)\right\}$ is equal to the multiplicity of $\beta$ in the univariate polynomial $\operatorname{Sres}_{k}(\alpha, y)$. This is also equal to the multiplicity of $(\alpha, \beta)$ in its fiber for the system $\{P, Q\}$ since $\operatorname{Sres}_{k}(\alpha, y)=\operatorname{gcd}(P(\alpha, y), Q(\alpha, y))$ by Theorem 2.4.15.

The following lemma is critical for bounding the degree and the bitsize of the RUR-candidates we compute in this chapter.

Lemma 5.3.2. Let $I_{k}$ be the ideal associated to a triangular system $S_{k}$. The ideal $I=\langle P, Q\rangle$ is contained in $I_{k}$. Equivalently, the multiplicity of a solution in $S_{k}$ is smaller than or equal to its multiplicity in $\langle P, Q\rangle$.

Proof. We first perform the pseudo-division of $P(x, y)$ by $\operatorname{Sres}_{k}(x, y)$ with respect to the variable $y$. This yields two polynomials $U, R \in \mathbb{Z}[x, y]$ such that

$$
\operatorname{sres}_{k}^{\delta}(x) P(x, y)=U(x, y) \operatorname{Sres}_{k}(x, y)+R(x, y)
$$

where $\delta \in \mathbb{N}$ and where $\operatorname{deg}_{y}(R(x, y))<\operatorname{deg}_{y}\left(\operatorname{Sres}_{k}(x, y)\right)$.
In the following, we denote by $\alpha$ a root of $F_{k}(x)$. Replacing $x$ by $\alpha$ in the above equation gives

$$
\operatorname{sres}_{k}^{\delta}(\alpha) P(\alpha, y)=U(\alpha, y) \operatorname{Sres}_{k}(\alpha, y)+R(\alpha, y)
$$

Furthermore, $\operatorname{deg}_{y}(R(\alpha, y))<\operatorname{deg}_{y}\left(\operatorname{Sres}_{k}(\alpha, y)\right)$ because, by definition of $F_{k}$ (see Algorithm 6, Line 7), $F_{k}$ is coprime with the leading coefficient $\operatorname{sres}_{k}(x)$

```
Algorithm 7 Triangular Decomposition [Li 2011]
Require: \(P, Q\) in \(\mathbb{Z}[x, y]\) defining a finite set of solutions in \(\mathbb{C}^{2}\).
    set of solutions of the system \(\{P, Q\}\).
    \(\mathcal{T D}=\{ \}\)
    \(A=0\)
    repeat
        \(\mathcal{T} \mathcal{D}=\mathcal{T} \mathcal{D} \cup\) Algorithm \(6(P, Q, A)\)
        \(A=\overline{\operatorname{gcd}\left(A, \operatorname{Lc}_{y}(P), \operatorname{Lc}_{y}(Q)\right)}\)
        \(P=P \bmod A, Q=Q \bmod A\)
    until \(A \in \mathbb{Q}\)
    return \(\mathcal{T D}\)
```

Ensure: $\mathcal{T D}$ a set of triangular systems $\left\{F_{i}(x), \operatorname{Sres}_{i}(x, y)\right\}_{i \in \mathcal{I}}$ describing the
of $\operatorname{Sres}_{k}(x, y)$ (seen as a polynomial in $y$ ) and thus $\operatorname{deg}_{y}\left(\operatorname{Sres}_{k}(\alpha, y)\right)=$ $\operatorname{deg}_{y}\left(\operatorname{Sres}_{k}(x, y)\right)$.

On the other hand, by Lemma 3.5.1, $\operatorname{Sres}_{k}(\alpha, y)$ is a $\operatorname{gcd}$ of $P(\alpha, y)$ and $Q(\alpha, y)$ and thus, there exists $E(y) \in \mathbb{Q}(\alpha)[y]$ such that $P(\alpha, y)=$ $E(y) \operatorname{Sres}_{k}(\alpha, y)$. Substituting $P(\alpha, y)$ in the previous equation yields

$$
R(\alpha, y)=\left[\operatorname{sres}_{k}^{\delta}(\alpha) E(y)-U(\alpha, y)\right] \operatorname{Sres}_{k}(\alpha, y) .
$$

Since $\operatorname{deg}_{y}(R(\alpha, y))<\operatorname{deg}_{y}\left(\operatorname{Sres}_{k}(\alpha, y)\right)$, this implies that $R(\alpha, y)$ identically vanishes. This holds for any root $\alpha$ of $F_{k}(x)$, which implies that $F_{k}(x)$ is a factor of $R(x, y)$, or in other words, that there exists $V(x, y) \in \mathbb{Z}[x, y]$ such that $R(x, y)=F_{k}(x) V(x, y)$.

By substituting $R(x, y)$ in the previous pseudo-division equality, we obtain that $\operatorname{sres}_{k}^{\delta}(x) P(x, y)=U(x, y) \operatorname{Sres}_{k}(x, y)+V(x, y) F_{k}(x)$, which proves that the polynomial $\operatorname{sres}_{k}^{\delta}(x) P(x, y)$ is in the ideal $I_{k}$.

Similarly, we have that $\operatorname{sres}_{k}^{\delta^{\prime}}(x) Q(x, y)$ is in $I_{k}$, for some $\delta^{\prime} \in \mathbb{N}$, and thus the ideal $J=\left\langle\operatorname{sres}_{k}^{\delta}(x) P(x, y)\right.$, sres $\left._{k}^{\delta^{\prime}}(x) Q(x, y)\right\rangle$ is contained in the ideal $I_{k}$.

As a consequence, given a solution $\gamma=(\alpha, \beta)$ of $I_{k}$, we have that the multiplicity of $\gamma$ in the ideal $I_{k}$, denoted as $\operatorname{mult}\left(\gamma, I_{k}\right)$, is smaller or equal than $\operatorname{mult}(\gamma, J)$.

On the other hand, a property of the multiplicity stated in [Fulton 1989, $\S 3.3$, Property 6] is that, for any three polynomials $A, B, C \in \mathbb{Z}[x, y]$, $\operatorname{mult}(\gamma,\langle A, B C\rangle)=\operatorname{mult}(\gamma,\langle A, B\rangle)+\operatorname{mult}(\gamma,\langle A, C\rangle)$. Applied on $J$, this implies that $\operatorname{mult}(\gamma, J)=\operatorname{mult}(\gamma, I)$ since $\operatorname{sres}_{k}(x)$ does not vanish at $\alpha$. Hence, $\operatorname{mult}\left(\gamma, I_{k}\right) \leqslant \operatorname{mult}(\gamma, I)$, which is also equivalent to saying that the ideal $I=\langle P, Q\rangle$ is contained in $I_{k}$.

Remark. Although in practice, our algorithm handles the case of systems having some solutions located on common vertical asymptotes, however, in
order to simplify the theoretical analysis below, we will assume in the rest of this chapter that no common vertical asymptotes exist, that is, that the leading coefficients of $P$ and $Q$ with respect to $y$ are coprime. In that case, only one iteration of the loop in Algorithm 7 is sufficient to compute the triangular decomposition of all the solutions of $\{P, Q\}$. Note that the presence of common vertical asymptotes can increases by a factor $d$ in the worst case, the complexity of computing the above triangular decomposition, however this can be avoided by performing a change of variable that transforms the input system into a new system without common vertical asymptotes (see [Diochnos 2009] for details). In practice however, this turns out to be less efficient than the above strategy.

The following theorem provides the complexity of the triangular decomposition under the above hypothesis. The proof of the arithmetic complexity is given in Lemma 3.5.2 while that of the bit complexity can be found in [Diochnos 2009, Proposition 18].

Theorem 5.3.3. Let $S=\{P, Q\}$ with $P, Q \in \mathbb{Z}[x, y]$ of total degree at most d and maximum bitsize $\tau$ such that $L c_{y}(P)$ and $L c_{y}(Q)$ are coprime. Algorithm 7 computes the triangular decomposition of $S$ using $\widetilde{O}\left(d^{4}\right)$ arithmetic operations and $\widetilde{O}_{B}\left(d^{7}+d^{6} \tau\right)$ bit operations.

### 5.3.2 Rational Univariate Representation

The decomposition of the previous section yields triangular systems of the form $\mathcal{T}=\{B(x, y), A(x)\}$ with the property that $A(x)$ and $\mathrm{Lc}_{y}(B)(x)$ are coprime (such systems are referred to as regular triangular systems). Thus, by Bèzout's identity, there exists two polynomials $U, V \in \mathbb{Q}[x]$ such that $U A+V \operatorname{Lc}_{y}(B)=1$ and the system $\mathcal{T}$ can then be rewritten as $\widetilde{\mathcal{T}}=\left\{\begin{array}{l}x^{d_{x}}+R_{1}(x)=0 \\ y^{d_{y}}+R_{2}(x, y)=0\end{array}\right.$ where $y^{d_{y}}+R_{2}(x, y)$ is the reduction of $V B$ modulo $A$ (that is each coefficient of $B(x, y)$ in $\mathbb{Z}[x]$ is reduced modulo $A(x)$ ); $R_{1}$ is of degree at most $d_{x}-1$ and $R_{2}$ is of degree at most $d_{y}-1$ in $y$ and at most $d_{x}-1$ in $x$. The resulting system $\widetilde{\mathcal{T}}$ is a (reduced) lexicographic Gröbner basis according to Buchberger's criteria [Cox 2007].

The ideal $I$ associated to $\widetilde{\mathcal{T}}$ has a finite number of zeros which implies that the quotient algebra $\mathbb{Q}[x, y] / I$ is a finite dimensional $\mathbb{Q}$ vector space. Moreover, since the leading monomials of the polynomials in $\widetilde{\mathcal{T}}$ are $x^{d_{x}}$ and $y^{d_{y}}, \mathbb{Q}[x, y] / I$ has dimension $D=d_{x} d_{y}$ which is also the number of zeros of $I$ counted with multiplicities [Cox 2007] and its basis is simply $\left\{x^{i} y^{j} \mid 0 \leqslant i<\right.$ $\left.d_{x}, 0 \leqslant j<d_{y}\right\}$ which is the set of monomials that cannot be reduced by the Gröbner basis of $I$ [Cox 2005, §5.3].

```
Algorithm 8 RUR-candidate [Rouillier 1999]
Require: A basis of \(\mathbb{Q}[x, y] / I, T=x+a y\) a linear form
Ensure: The RUR-candidate of \(I\) associated to \(T\)
```

1: Compute the multiplication tensor of $\mathbb{Q}[x, y] / I, T=x+a y$
2: Compute Trace $\left(M_{v T^{i}}\right)$, the trace of the multiplication matrix by the polynomial $v T^{i}$ in $\mathbb{Q}[x, y] / I$ for $i=1, \ldots, D$ and $v \in\{1, x, y\}$.
3: Solve the triangular linear system $\left\{(D-i) a_{i}=\right.$ $\left.\sum_{j=0}^{i-1} a_{i-j} \operatorname{Trace}\left(M_{T^{j}}\right)\right\}_{i=0, \ldots, D-1}$ and set $f_{I, a}(T)=\sum_{i=0}^{D-1} a_{i} T^{D-i}$
4: Compute $\overline{f_{I, a}(T)}=\sum_{i=0}^{d-1} b_{i} T^{d-i}$ and set $H_{k}=\sum_{i=0}^{k} b_{i} T^{k-i}$ for $k=$ $0, \ldots, d-1$, the $k$-th Horner polynomial associated to $\overline{f_{I, a}(T)}$
5: Compute $f_{I, a, v}=\sum_{i=0}^{d-1} \operatorname{Trace}\left(M_{v T^{i}}\right) H_{d-i-1}(T)$ for $v \in\{1, x, y\}$
6: return $f_{I, a}, f_{I, a, v}$ for $v \in\{1, x, y\}$

One way to isolate the solutions of $\widetilde{\mathcal{T}}$ while keeping the multiplicity information is to compute a Rational Univariate Representation (RUR) (Definition 2.2.1). The algorithm presented in [Rouillier 1999] for computing a RUR first considers a random linear form $x+a y$ (starting by $x$ and $y$ ) and assumes that this linear form is separating. Then, it computes a RUR-candidate and checks, at the end, if it is correct; if not, another candidate separating linear form is chosen. The algorithm terminates because only $O\left(D^{2}\right)$ linear polynomials are not separating, which also implies that a random choice is good with high probability. In the following, we recall the algorithm for computing a RUR-candidate presented in [Rouillier 1999] (Algorithm 8) and show how the particular structure of the system $\widetilde{\mathcal{T}}$ decreases the worst-case arithmetic complexity from $O\left(D^{4}\right)$ and $\Omega\left(D^{3}\right)$ to $\widetilde{O}\left(D^{2}\right) .{ }^{3}$

The dominant part in the computation of the RUR-candidate as described in [Rouillier 1999] is the computation of the multiplication tensor of the quotient algebra $\mathbb{Q}[x, y] / I$ (i.e. all the images in $\mathbb{Q}[x, y] / I$ of all the possible products of two elements of a monomial basis of $\mathbb{Q}[x, y] / I)$, which is a key element for the computation of the traces Trace $\left(M_{v T^{i}}\right)$ (Line 2). This computation is done iteratively by multiplying an already reduced product by one variable in $\mathbb{Q}[x, y] / I$ to get the reduction of another product. The cost of such a computation depends on two parameters: the number of products to be computed, denoted by $K$ in the sequel, and the cost of the multiplication by one variable in $\mathbb{Q}[x, y] / I$. In [Rouillier 1999] the basis of $\mathbb{Q}[x, y] / I$ is given by all the monomials that cannot be reduced modulo an arbitrary Gröbner basis of $I$ so that $K \in O\left(D^{2}\right)$ and the multiplication by one variable is reduced to a

[^17]matrix/vector product requiring $O\left(D^{2}\right)$ arithmetic operations which yields a total of $O\left(D^{4}\right)$ arithmetic operations for computing the multiplication tensor.

In our setting, a basis of the algebra $\mathbb{Q}[x, y] / I$ is $\left\{x^{i} y^{j} \mid 0 \leqslant i<d_{x}, 0 \leqslant\right.$ $\left.j<d_{y}\right\}$, thus, all the products of two elements in this basis result in the set $\left\{x^{i} y^{j} \mid 0 \leqslant i<2 d_{x}, 0 \leqslant j<2 d_{y}\right\}$ which is of size $K=4 d_{x} d_{y}=4 D$. On the other hand, we consider the reduction modulo $I$ of the product by $x$ and $y$ of an already reduced polynomial. The facts that the system $\tilde{\mathcal{T}}$ is triangular and that the leading monomial of the bivariate polynomial is pure $\left(y^{d_{y}}\right)$ yield that each reduction can be performed in $\widetilde{O}(D)$ operations instead of $O\left(D^{2}\right)$. The reduction modulo $I$ of the product of $x$ by a polynomial $T$ already reduced in $\mathbb{Q}[x, y] / I$ is

$$
\begin{aligned}
\overline{x \times T(x, y)} & =\overline{\sum_{i=0}^{d_{x}-1} \sum_{j=0}^{d_{y}-1} a_{i, j} x^{i+1} y^{j}} \\
& =\overline{\sum_{i=1}^{d_{x}-1} \sum_{j=0}^{d_{y}-1} a_{i-1, j} x^{i} y^{j}}+\overline{x^{d_{x}} \times \sum_{j=0}^{d_{y}-1} a_{d_{x}-1, j} y^{j}} \\
& =\sum_{i=1}^{d_{x}-1} \sum_{j=0}^{d_{y}-1} a_{i-1, j} x^{i} y^{j}-R_{1}(x) \times \sum_{j=0}^{d_{y}-1} a_{d_{x}-1, j} y^{j}
\end{aligned}
$$

in which the polynomial multiplication and difference can be computed in a straightforward manner with $O\left(d_{x} d_{y}\right)=O(D)$ arithmetic operations. The reduction of the multiplication by $y$ is

$$
\begin{aligned}
& \overline{y \times T(x, y)}= \overline{\sum_{i=0}^{d_{x}-1} \sum_{j=0}^{d_{y}-1} a_{i, j} x^{i} y^{j+1}} \\
&=\overline{\sum_{i=0}^{d_{x}-1} \sum_{j=1}^{d_{y}-1} a_{i, j-1} x^{i} y^{j}}+\overline{y^{d_{y}} \sum_{i=0}^{d_{x}-1} a_{i, d_{y}-1} x^{i}} \\
&= \sum_{i=1}^{x_{x}-1} \sum_{j=0}^{d_{y}-1} a_{i-1, j} x^{i} y^{j} \\
&=\overline{R_{2}(x, y) \sum_{i=0}^{d_{x}-1} a_{i, d_{y}-1} x^{i}} \\
&= \quad \sum_{i=1}^{d_{x}-1} \sum_{j=0}^{d_{y}-1} a_{i-1, j} x^{i} y^{j} \\
& \quad-\sum_{k=0}^{d_{y}\left(R_{y}\left(R_{2}\right)\right.} \overline{\gamma_{k}(x) \sum_{i=0}^{d_{x}-1} a_{i, d_{y}-1} x^{i}} y^{k}
\end{aligned}
$$

where $\gamma_{k}(x)$ denotes the coefficient of $y^{k}$ in $R_{2}(x, y)$. Then, the multiplication of $\gamma_{k}(x)$ and $\sum_{i=0}^{d_{x}-1} a_{i, d_{y}-1} x^{i}$ can be done in $\widetilde{O}\left(d_{x}\right)$ arithmetic operations using fast univariate polynomial multiplication (Theorem 2.3.1); this gives a univariate polynomial in $x$ whose reduction modulo $I$, that is modulo the $x$ univariate polynomial of $\tilde{S}$, can also be done in $\widetilde{O}\left(d_{x}\right)$ arithmetic operations (Theorem 2.3.2). This has to be done for every $k \leqslant \operatorname{deg}_{y}\left(R_{2}\right)<d_{y}$ which thus takes $\widetilde{O}\left(d_{x} d_{y}\right)$, and so $\widetilde{O}(D)$, operations in total. Hence, there are $O(D)$ reductions which take $\widetilde{O}(D)$ operations each, giving the claimed complexity of $\widetilde{O}\left(D^{2}\right)$.

To compute the RUR-candidate of the regular triangular system $\mathcal{T}=$ $\{B(x, y), A(x)\}$, one still needs to compute a basis of the quotient algebra associated to $I=\langle B(x, y), A(x)\rangle$, or equivalently, the reduced lexicographic Gröbner basis of $I$. The following lemma gives the complexity of the computation of the RUR-candidate including the cost of this step.

Lemma 5.3.4. Let $\mathcal{T}=\{B(x, y), A(x)\}$ be a triangular system with $d_{x}(A) \leqslant$ $d_{x}(B)$ and $d_{y}(B) d_{x}(A)=d_{\mathcal{T}}$ and such that $L c_{y}(B)$ and $A$ are coprime. Let $T=x+$ ay be a linear form with $a$ an integer of bitsize in $\widetilde{O}(1)$. The RURcandidate of $\mathcal{T}$ associated to $T$ can be computed using $\widetilde{O}\left(d_{\mathcal{T}}^{2}+d_{x}(B) d_{y}(B)\right)$ arithmetic operations.

Proof. The RUR-candidate of $\mathcal{T}$ is computed in two steps. First, the triangular system $\mathcal{T}$ is transformed into a lexicographic Gröbner basis $\tilde{\mathcal{T}}$ by computing $\operatorname{Lc}_{y}(B)^{-1}$, the inverse of $\operatorname{Lc}_{y}(B)$ with respect to $A$, which can be done with $\widetilde{O}\left(d_{x}(B)\right)$ arithmetic operations by [von zur Gathen 2003, Corollary 11.11] and then by computing the reduction of $\operatorname{Lc}_{y}(B)^{-1} B$ modulo $A$, which can be done in $\widetilde{O}\left(d_{x}(B) d_{y}(B)\right)$, according to [von zur Gathen 2003, Corollary 11.8]. Second, the RUR-candidate of $\tilde{\mathcal{T}}$ is computed using Algorithm 8 which, as shown above, requires $\widetilde{O}\left(d_{\mathcal{T}}^{2}\right)$ arithmetic operations.

The following result gives the arithmetic complexity for computing the RUR-candidates of all the regular triangular systems output by Algorithm 7.

Theorem 5.3.5. Let $S=\{P, Q\}$ with $P, Q \in \mathbb{Z}[x, y]$ of total degree at most d and maximum bitsize $\tau$ and $\left\{S_{0}, S_{1}, \ldots, S_{q}\right\}$ be the regular triangular systems associated to $S$. The RUR-candidates of all the systems $S_{k}$ can be computed using $\widetilde{O}\left(d^{4}\right)$ arithmetic operations.

Proof. The systems resulting from the decomposition of $S$ are of the form $S_{k}=\left\{\operatorname{Sres}_{k}(x, y), F_{k}(x)\right\}$. According to Theorem 2.4.16, $d_{x}\left(\operatorname{Sres}_{k}\right)$ as well as $d_{x}\left(F_{k}\right)$ are in $O\left(d^{2}\right)$ while $d_{y}\left(\right.$ Sres $\left._{k}\right)$ is in $O(d)$. We also have by Lemma 5.3.2 and Bézout's bound on the system $\{P, Q\}$ that $\sum_{k \in\{1, \ldots, q\}} d_{x}\left(F_{k}\right) d_{y}\left(\right.$ Sres $\left._{k}\right) \leqslant$ $d^{2}$. By Lemma 5.3.4, the RUR-candidate of a triangular system $S_{k}$ can be computed using $\widetilde{O}\left(d_{x}\left(F_{k}\right)^{2} d_{y}\left(\text { Sres }_{k}\right)^{2}+d^{3}\right)$ arithmetic operations. Summing over all the systems $S_{k}$ for $k \in\{1, \ldots, q\}$ where $q$ is in $O(d)$, we obtain the stated complexity.

The following theorem summarizes the results obtained in this section. Its proof follows straightforwardly from Theorem 5.3.3 and the previous theorem.

Theorem 5.3.6. Given a system $S=\{P, Q\}$ with $P, Q \in \mathbb{Z}[x, y]$ of total degree at most $d$ such that $\operatorname{Lc}_{y}(P)$ and $\operatorname{Lc}_{y}(Q)$ are coprime and a linear form $T=x+a y$. The decomposition of $S$ into a set of RUR-candidates can be computed using $\widetilde{O}\left(d^{4}\right)$ arithmetic operations.

### 5.4 Modular algorithm

The size of the coefficients in a RUR-candidate is reasonable in the sense that they have the same asymptotic bound on the size, as those in the squarefree
part of the resultant according to Lemma 5.3.2, Proposition 4.3.1 and Theorems 2.4.16 and 2.3.10. However, the size of the coefficients in intermediate computations of the algorithm presented in the previous section may be quite large. Typically, the transformation of the regular triangular systems into lexicographic Gröbner bases leads in general to a significant growth of the coefficients, which slows the computation of the RUR-candidates. To avoid such intermediate coefficients growth, we use a standard multi-modular strategy. Roughly speaking, this consists in computing the decomposition of the input system into RUR-candidates modulo several prime numbers and then, lifting the result over the rationals using the Chinese Remainder Algorithm.

The use of a multi-modular approach may however leads in some cases to a wrong result. In our case, this may happen if, either not enough prime numbers have been used, which leads to the failure of the lifting phase in the Chinese Remainder Algorithm, or if for some selected prime numbers $\mu$, the RUR-candidates are not well specialized, i.e. the images of the RURcandidates modulo $\mu$ are not equal to the RUR-candidates computed with the input system modulo $\mu$. The first issue can be easily handled by computing a bound on the size of the coefficients of the RUR-candidates polynomials using Proposition 4.3.1 together with Remark 4.3.2 and running the algorithm on a set of prime numbers whose product is larger than this bound. ${ }^{4}$ To handle the second problem, we first slightly modify the output of our modular algorithm. Instead of a RUR-candidates, we compute non-reduced RURcandidates (see Definition 5.2.2) which are shown to have better specialization properties under certain conditions.

### 5.4.1 Overview

As a first step, in Section 5.4.2, we design Algorithm 9 which, given a regular triangular system $\mathcal{T}=\{B(x, y), A(x)\}$ and a linear form $x+a y$, computes the associated RUR-candidate using multi-modular computations. This algorithm selects a set of prime numbers $\mu$ satisfying the good specialization property of Definition 5.4.2, computes over $\mathbb{Z}_{\mu}$ the non-reduced RUR-candidate of $\mathcal{T}$ modulo each of these prime numbers and finally lifts the result over the rational using the Chinese Remainder Algorithm. The RUR-candidate is then computed from the non-reduced one using Definition 5.2.2.

Afterward, in Section 5.4.3, we design Algorithm 10 which extends the multi-modular strategy of Algorithm 9 to a general system $S=\{P, Q\}$. This algorithm follows the approach of Section 5.3, i.e. a triangular decomposition

[^18]followed by the computation of RUR-candidates. More precisely, for a set of prime numbers the algorithm computes the triangular decomposition of $S$ and the non-reduced RUR-candidates associated to the resulting regular triangular systems modulo each of these primes and it then lifts the resulting non-reduced RUR-candidates over the rational.

Unlike Algorithm 9, the prime numbers are now chosen randomly in a given set of primes and without guarantee on the specialization of the computed non-reduced RUR-candidates. This yields a Monte-Carlo algorithm which we analyze the expected bit complexity and the probability of success.

We finally show, in Section 5.4.4, how this Monte-Carlo algorithm can be transformed into a Las-Vegas by adding a verification that ensures the correctness of the result. More precisely, we provide two different methods for verifying that the computed RUR-candidates are indeed RURs of the input system. One of these methods uses a key result proved on the Monte-Carlo algorithm which roughly says that wrong solutions of the system can be computed but that no true solutions are missed (Lemma 5.4.9).

### 5.4.2 RUR-candidate for $\mathcal{T}=\{\mathbf{B}(\mathbf{x}, \mathrm{y}), \mathbf{A}(\mathrm{x})\}$

We consider a regular triangular system $\mathcal{T}=\{B(x, y), A(x)\}$, and denote by $I$ the associated ideal. Algorithm 9 computes a RUR-candidate for $\mathcal{T}$ using multi-modular computations. It should be stressed that we present this algorithm only for pedagogical reasons as it introduces some tools used in our main algorithm presented in Section 5.4.3.

Proposition 5.4.3 is fundamental for the correctness of this algorithm: it gives conditions on a prime number $\mu$ so that the NRUR-candidate of $\mathcal{T}$ is well specialized modulo $\mu$.

Equivalently as for the RUR-candidate (Algorithm 8), the polynomials of a NRUR-candidate can be expressed using trace formulas, as shown in the following lemma. For completeness, we provide a proof which is a straightforward adaptation of the proof of [Rouillier 1999, Theorem 3.1].

Lemma 5.4.1. For $v \in\{1, x, y\}, \widehat{f}_{I, a, v}=\sum_{i=0}^{D-1} \operatorname{Trace}\left(M_{v T^{i}}^{I}\right) H_{D-i-1}(T)$ where $H_{k}(T)=\sum_{i=0}^{k} a_{i} T^{k-i}$ is the $i$-th Horner polynomial associated to $f_{I, a}$ and $M_{h}^{I}$ is the matrix of the multiplication by $h \in \mathbb{Q}[x, y]$ in $\frac{\mathbb{Q}[x, y]}{I}$.

Proof. Following the proof of [Rouillier 1999, Theorem 3.1], we first notice that $\frac{\hat{f}_{I, a, v}}{f_{I, a}}=\sum_{\alpha \in V(I)} \frac{\mu(\alpha) v(\alpha)}{T-T(\alpha)}$, which is equal to $\sum_{i \geqslant 0} \frac{\sum_{\alpha \in V(I)} \mu(\alpha) v(\alpha) T(\alpha)^{i}}{T^{i+1}}$. On the other hand, $\sum_{\alpha \in V(I)} \mu(\alpha) v(\alpha) T(\alpha)^{i}=\operatorname{Trace}\left(M_{v T^{i}}^{I}\right)$ and thus $\frac{\widehat{f}_{I, a, v}}{f_{I, a}}=\sum_{i \geqslant 0} \frac{\operatorname{Trace}\left(M_{v T^{i}}^{I}\right)}{T^{i+1}}$. Multiplying both sides by $f_{I, a}=$
$\sum_{i=0}^{D-1} a_{i} T^{i}$, we then get $\widehat{f}_{I, a, v}=\sum_{i=0}^{D-1} \sum_{j=0}^{D-i-1} \operatorname{Trace}\left(M_{v T^{i}}^{I}\right) a_{j} T^{D-i-j-1}=$ $\sum_{i=0}^{D-1} \operatorname{Trace}\left(M_{v T^{i}}^{I}\right) H_{D-i-1}(T)$.

Definition 5.4.2. Let $\mathcal{T}=\{B(x, y), A(x)\}$ be a regular triangular system. $A$ prime number $\mu$ is said to be lucky with respect to $\mathcal{T}$ if and only if $\phi_{\mu}(A)$ and $\phi_{\mu}\left(\operatorname{Lc}_{y}(B)\right)$ are coprime.

Proposition 5.4.3. If $\mu$ is lucky with respect to $\mathcal{T}$, then $f_{I^{\mu}, \phi_{\mu}(a)}=\phi_{\mu}\left(f_{I, a}\right)$ and $\widehat{f}_{I_{k}^{\mu}, \phi_{\mu}(a), v}=\phi_{\mu}\left(\widehat{f}_{I, a, v}\right)$ for $v \in\{1, x, y\}$.

Proof. Similarly as $\widetilde{\mathcal{T}}=\left\{\left(\operatorname{Lc}_{y}(B)\right)^{-1} B, A\right\}$ consists of a (non-reduced) Gröbner basis of $I$ for the lexicographic ordering $x<y$ (see Section 5.3.2), when $\phi_{\mu}(A)$ and $\phi_{\mu}\left(\operatorname{Lc}_{y}(B)\right)$ are coprime, the system $\widetilde{\mathcal{T}}^{\mu}=\left\{\left(\operatorname{Lc}_{y}(B)^{\mu}\right)^{-1} B^{\mu}, A^{\mu}\right\}$ is also a (non-reduced) Gröbner basis of $I^{\mu}$ for the lexicographic ordering $x<y$. Thus, $I$ and $I^{\mu}$ are both zero-dimensional and both vector spaces $\frac{\mathbb{Q}[x, y]}{I}$ and $\frac{\mathbb{Z}_{\mu}[x, y]}{I^{\mu}}$ are generated by the same monomial basis $\left\{x^{i} y^{j}, i=0 \ldots d_{x}-1, j=\right.$ $\left.0 \ldots d_{y}-1\right\}$.

Let $N F_{I, x<y}$ (resp. $N F_{I^{\mu}, x<y}$ ) be the (uniquely defined) normal form associated to the Gröbner basis $\mathcal{T}$ (resp. $\widetilde{\mathcal{T}}^{\mu}$ ). This normal form defines the canonical surjection $\mathbb{Q}[x, y] \rightarrow \mathbb{Q}[x, y] / I$ (resp. $\mathbb{Z}_{\mu}[x, y] \rightarrow \mathbb{Z}_{\mu}[x, y] / I^{\mu}$ ). Since $\phi_{\mu}$ is a morphism, $\forall h \in \mathbb{Q}[x, y], \phi_{\mu}\left(N F_{I, x<y}(h)\right)=N F_{I^{\mu}, x<y}\left(\phi_{\mu}(h)\right)$, which also implies that $\phi_{\mu}\left(M_{h}^{I}\right)=M_{\phi_{\mu}(h)}^{I^{\mu}}$.

It first follows that $\phi_{\mu}\left(f_{I, a}\right)=f_{I^{\mu}, \phi_{\mu}(a)}$ since they have the same degree and share the same Newton sums, and second, that $\phi_{\mu}\left(\widehat{f}_{I, a, v}\right)=$ $\phi_{\mu}\left(\sum_{i=0}^{D-1} \operatorname{Trace}\left(M_{v T^{i}}^{I}\right) H_{D-i-1}(T)\right)=\sum_{i=0}^{D-1} \operatorname{Trace}\left(M_{v T^{i}}^{I^{\mu}}\right) H_{D-i-1}(T)$ which is equal to $\widehat{f}_{I^{\mu}, \phi_{\mu}(a), v}$.

The correctness of Algorithm 9 follows directly from Proposition 5.4.3 and the Chinese Remainder Theorem 2.5.2, noticing that the selected prime numbers have their product larger than the size of the output.

Lemma 5.4.4. Let $\mathcal{T}=\{B(x, y), A(x)\}$ as in Lemma 5.3.4, with $B(x, y)$, $A(x)$ of maximum bitsize $\tau^{\prime}$. Let $T=x+$ ay be a linear form with a an integer of bitsize in $\widetilde{O}(1)$. Algorithm 9 computes the RUR-candidate of $\mathcal{T}$ associated to $T$ using $\widetilde{O}_{B}\left(m\left(d_{x}(B) d_{y}(B)+d_{\mathcal{T}}^{2}\right)+d_{x}(B)^{2} \tau^{\prime}\right)$ bit operations, where $m$ denotes an upper-bound on the bitsize of the coefficients in the NRUR-candidate of $\mathcal{T}$.

Proof. Let $m$ be an upper bound on the bitsize of the coefficients of $f_{I, a}, \widehat{f}_{I, a, v}, v \in\{1, x, y\}$. In line 2 , we compute a set $\mathcal{P}$ of lucky prime numbers

[^19]Algorithm 9 RUR-candidate for $\mathcal{T}=\{B(x, y), A(x)\}$
Require: $\mathcal{T}=\{B(x, y), A(x)\}$ a regular triangular system and $T=x+a y$ a linear form
Ensure: The RUR-candidate of $\mathcal{T}$ associated to $T$
1: Compute an integer $m$ such that $2^{m}$ is greater than the maximum size of the coefficients of $f_{I, a}, \widehat{f}_{I, a, v}, v \in\{1, x, y\}$ (see Remark 5.2.3)
Compute a set $\mathcal{P}$ of lucky prime numbers with respect to $\mathcal{T}$ such that $\prod_{\mu \in \mathcal{P}} \mu>2^{m}$
Compute $\mathcal{T}^{\mu}=\left\{\phi_{\mu}(B(x, y)), \phi_{\mu}(A(x))\right\}$ for all $\mu \in \mathcal{P}$
for $\mu \in \mathcal{P}$ do
Compute the NRUR-candidate of $\mathcal{T}^{\mu}$ i.e. $f_{I^{\mu}, a}, \widehat{f}_{I^{\mu}, \phi_{\mu}(a), v} v \in\{1, x, y\}$ using Algorithm ${ }^{5} 8$
end for
Lift the polynomials $f_{I, a}, \widehat{f}_{I, a, v} v \in\{1, x, y\}$ from their images modulo $\mu$ via the Chinese Remainder Algorithm
Compute $g_{I, a}=\operatorname{gcd}\left(f_{I, a}, \frac{\partial f_{I, a}}{\partial T}\right)$
return $f_{I, a}, f_{I, a, v}=\frac{\hat{f}_{I, a, v}}{g_{I, a}} v \in\{1, x, y\}$ the RUR-candidate of $\mathcal{T}$
with respect to $\mathcal{T}$ such that $\prod_{\mu \in \mathcal{P}} \mu>2^{m}$. To derive the corresponding bit complexity, we need an upper bound on the number of unlucky prime numbers with respect to $\mathcal{T}$, that is, primes $\mu$ such that $\operatorname{Lc}_{y}(B)$ and $A$ are not coprime when reduced modulo $\mu$. A sufficient condition for $\phi_{\mu}\left(\operatorname{Lc}_{y}(B)\right)$ and $\phi_{\mu}(A)$ to be coprime is that the integer $\operatorname{Lc}\left(\operatorname{Lc}_{y}(B)\right) \operatorname{Lc}(A) \operatorname{Res}_{x}\left(\operatorname{Lc}_{y}(B), A\right)$ does not vanish modulo $\mu$ [Yap 2000, §4.4]. Hence, the number of unlucky primes is bounded by the number of prime divisors of $\operatorname{Lc}\left(\operatorname{Lc}_{y}(B)\right) \operatorname{Lc}(A) \operatorname{Res}_{x}\left(\operatorname{Lc}_{y}(B), A\right)$. The number of prime divisors of an integer $z$ is bounded by its bitsize. Indeed, its bitsize is $\lfloor\log z\rfloor+1$ and its factorization into $w$ (possibly identical) prime numbers directly yields that $2^{w} \leqslant \prod_{i=1}^{w} z_{i}=z=2^{\log z} \leqslant 2^{\lfloor\log z\rfloor+1}$. Using classical bounds on the bitsize of the resultant [Basu 2006, Proposition 8.46], an explicit upper bound $U$ on the number of unlucky primes can be computed and the latter is in $\widetilde{O}\left(d_{x}(B) \tau^{\prime}\right)$ since $d_{x}(A) \leqslant d_{x}(B)$ by assumption.

To compute $\mathcal{P}$, we first compute $\operatorname{Res}_{x}\left(\operatorname{Lc}_{y}(B)(x), A(x)\right)$, then, we compute the first $m+U$ prime numbers and select among these primes those for which $\phi_{\mu}\left(\operatorname{Lc}\left(\operatorname{Lc}_{y}(B)\right) \operatorname{Lc}(A) \operatorname{Res}_{x}\left(\operatorname{Lc}_{y}(B), A\right)\right) \neq 0$. Since $U$ is an upper bound on the number of unlucky primes, the number of the selected primes is then at least equal to $m$ and their product is thus larger than $2^{m}$. The bit complexity of computing $\operatorname{Res}_{x}\left(\operatorname{Lc}_{y}(B), A\right)$ is in $\widetilde{O}_{B}\left(d_{x}(B)^{2} \tau^{\prime}\right)$ according to Theorem 2.4.17, that of computing the first $m+B$ prime numbers is in $\widetilde{O}_{B}\left(d_{x}(B) \tau^{\prime}+m\right)$ and these primes are in $\widetilde{O}\left(d_{x}(B) \tau^{\prime}+m\right)$ by [von zur Gathen 2003, Theorem 18.10].

The reduction of $\operatorname{Lc}\left(\operatorname{Lc}_{y}(B)\right) \operatorname{Lc}(A) \operatorname{Res}_{x}\left(\operatorname{Lc}_{y}(B), A\right)$ modulo all these primes can be computed via a remainder tree in a bit complexity that is soft linear in the total bitsize of the input by Theorem 2.5.3, which is dominated by the sum of the bitsize of the $\widetilde{O}\left(d_{x}(B) \tau^{\prime}+m\right)$ primes, each of bitsize $\widetilde{O}(1)$. Hence computing $\mathcal{P}$ can be done using $\widetilde{O}_{B}\left(d_{x}(B)^{2} \tau^{\prime}+m\right)$ bit operations.

In line 3, we compute the images of $\mathcal{T}$ modulo all the prime numbers in $\mathcal{P}$. This amounts to reduce $O\left(d_{x}(B) d_{y}(B)\right)$ integer coefficients of bitsize $O\left(\tau^{\prime}\right)$ modulo at most $m$ primes. One coefficient can be reduced with $\widetilde{O}_{B}\left(\tau^{\prime}+m\right)$ bit operations using the same argument as above. Thus, all the coefficients are reduced using $\widetilde{O}_{B}\left(d_{x}(B) d_{y}(B)\left(\tau^{\prime}+m\right)\right.$ ) bit operations.

In line 5 , we compute for the at most $m$ primes in $\mathcal{P}$, the NRUR-candidate associated to $\phi_{\mu}(\mathcal{T})$. According to the proof of Lemma 5.3.4, for each prime number in $\mathcal{P}$ (of bitsize in $\widetilde{O}(1))$, this can be done by first computing the reduced lexicographic Gröbner basis of $\mathcal{T}$ which can be done with $\widetilde{O}_{B}\left(d_{x}(B) d_{y}(B)\right)$ bit operations and then computing the NRUR-candidate using Algorithm 8, which needs $\widetilde{O}_{B}\left(d_{\mathcal{T}}^{2}\right)$ bit operations. Hence, the loop from line 4 to 6 needs $\widetilde{O}_{B}\left(m\left(d_{x}(B) d_{y}(B)+d_{\mathcal{T}}^{2}\right)\right)$ bit operations.

The lifting step applies the Chinese Remainder Theorem for each of the $O\left(d_{\mathcal{T}}\right)$ coefficients of $f_{I, a}, \widehat{\jmath}_{I, a, v} v \in\{1, x, y\}$. According to Theorem 2.5.4, this can be done with $\widetilde{O}_{B}(m)$ bit operations for one coefficient and thus, with $\widetilde{O}_{B}\left(m d_{\mathcal{T}}\right)$ for all the coefficients.

Finally, the RUR-candidate is deduced from the non-reduced one using one gcd computation and three Euclidean divisions between polynomials of degree at most $d_{\mathcal{T}}$ and bitsize in $O(m)$, which requires $\widetilde{O}_{B}\left(m d_{\mathcal{T}}^{2}\right)$ bit operations according to Theorems 2.3.10 and 2.3.2.

We consider now a regular triangular system $S_{k}=\left\{\operatorname{Sres}_{k}(x, y), F_{k}(x)\right\}$ as returned by Algorithm 7 and denote by $I_{k}$ the associated ideal. Applying the result of the previous lemma on $S_{k}$ yields the following theorem. Recall that $d$ and $\tau$ denote the maximum degree and bitsize of the input polynomials $P$ and $Q$.
Theorem 5.4.5. Let $S_{k}=\left\{\operatorname{Sres}_{k}(x, y), F_{k}(x)\right\}$ with $d_{y}\left(\operatorname{Sres}_{k}\right) d_{x}\left(F_{k}\right)=d_{k}$ and $T=x+$ ay be a linear form with a an integer of bitsize in $\widetilde{O}(1)$. Algorithm 9 computes the RUR-candidate of $S_{k}$ associated to $T$ using $\widetilde{O}_{B}\left(\left(d^{3}+\right.\right.$ $\left.\left.d_{k}^{2}\right)\left(d^{2}+d \tau\right)+d^{5} \tau\right)$ bit operations. Assuming that $\operatorname{Res}_{x}\left(\right.$ sres $\left._{k}, F_{k}\right)$ is known, the previous bit complexity reduces to $\widetilde{O}_{B}\left(\left(d^{3}+d_{k}^{2}\right)\left(d^{2}+d \tau\right)\right)$.
Proof. According to Theorem 2.4.16, $\operatorname{Sres}_{k}(x, y)$ has degree in $x$ in $O\left(d^{2}\right)$ and both $\operatorname{Sres}_{k}(x, y)$ and $F_{k}(x)$ have bitsize in $d \tau$. In addition, since $m$ denotes an upper bound on the bitsize of the coefficients of $\underset{\widetilde{O}}{f_{I_{k}, a}}, \widehat{f}_{I_{k}, a, v}, v \in\{1, x, y\}$, then, by Lemma 5.3.2 and Remark 5.2.3, $m$ is in $\widetilde{O}\left(d^{2}+d \tau\right)$. The claim thus follows by applying the result of Lemma 5.4.4.

Remark. Given a system $S=\{P, Q\}$ with $P, Q \in \mathbb{Z}[x, y]$ of total degree at most $d$ and bitsize at most $\tau$, we can use Algorithm 9 to design a first algorithm that computes the RUR-candidates of $S$. This algorithm proceeds first by computing the triangular decomposition of $S$ over $\mathbb{Z}$ and then, for every regular triangular system $S_{k}$, it computes a RUR-candidate using Algorithm 9. The bit complexity of this algorithm is dominated by that of the triangular decomposition, which is in $\widetilde{O}_{B}\left(d^{7}+d^{6} \tau\right)$ by Theorem 5.3.3. Indeed, according to Theorem 5.4.5 and noticing by Bézout's bound that $\sum_{k \in\{1, \ldots, q\}} d_{k} \leqslant d^{2}$ (Lemma 5.3.2), the bit complexity for computing all the RUR-candidates from all the regular triangular systems is in $\widetilde{O}_{B}\left(d^{6}+d^{5} \tau\right)$.

One advantage of this algorithm is that it prevents the possible coefficient swell that can result from the Gröbner basis computation, which highly speeds up the computation of the RUR-candidates from the triangular systems. As a consequence, the triangular decomposition step becomes the dominant part in the whole algorithm. However, one can also reduce the cost of this step by using multi-modular computations, as for the computation of the RURcandidates. This is the topic of the next section.

### 5.4.3 RUR-candidates for $\mathrm{S}=\{\mathrm{P}, \mathrm{Q}\}$

We now extend the multi-modular approach used in Algorithm 9 to a general system $S=\{P, Q\}$. Next, we compare quantities defined when applying the triangular decomposition algorithm of Section 5.3 over $\mathbb{Z}$ and over $\mathbb{Z}_{\mu}$ for a given prime number $\mu$. In particular, we consider for $P$ and $Q$ in $\mathbb{Z}[x, y]$, the polynomials $F_{i}, G_{i}$ and the systems $S_{i}$. On the other hand, given $P_{\mu}$ and $Q_{\mu}$ in $\mathbb{Z}_{\mu}[x, y]$, the corresponding objects will be denoted with the superscript $\mu$, that is by, $F_{i}^{\mu}, G_{i}^{\mu}$ and $S_{i}^{\mu}$.

The following result, which is analogous to that of Proposition 5.4.3, provides conditions on a prime number $\mu$ such that the NRUR-candidates computed for $S=\{P, Q\}$ using the algorithms of Section 5.3 are well specialized modulo $\mu$. Recall that $\operatorname{Fres}(P, Q)$ is the squarefree part of the resultant of $P$ and $Q$, seen as polynomials in $y$ from which are removed the common roots of their leading coefficients.

Definition 5.4.6. Let $S=\{P, Q\}$ and $\left\{S_{0}, S_{1}, \ldots, S_{q}\right\}$ be the regular triangular systems associated to $S$. A prime number $\mu$ is said to be lucky with respect to $S$ if

1. $\phi_{\mu}\left(\operatorname{Lc}_{y}(P) \mathrm{Lc}_{y}(Q)\right) \neq 0$,
2. $\operatorname{Fres}(P, Q)$ and $\operatorname{Fres}\left(P_{\mu}, Q_{\mu}\right)$ have the same degree, and
3. $\forall k \in\{1, \ldots, q\}, \mu$ is lucky with respect to the triangular system $S_{k}$ (Definition 5.4.2).

Proposition 5.4.7. If $\mu$ is lucky with respect to $S=\{P, Q\}$ then, $\forall k \in$ $\{1, \ldots, q\} f_{I_{k}^{\mu}, \phi_{\mu}(a)}=\phi_{\mu}\left(f_{I_{k}, a}\right)$ and $\widehat{f}_{I_{k}^{\mu}, \phi_{\mu}(a), v}=\phi_{\mu}\left(\widehat{f}_{I_{k}, a, v}\right)$ for $v \in\{1, x, y\}$.
Proof. We first prove the following equality which is a consequence of the two first conditions of Definition 5.4.6, and of Lemma 5.2.4.

$$
\begin{equation*}
\phi_{\mu}(\operatorname{Fres}(P, Q))=\operatorname{Fres}\left(P_{\mu}, Q_{\mu}\right) \tag{5.2}
\end{equation*}
$$

$\operatorname{Fres}\left(P_{\mu}, Q_{\mu}\right)$ divides $\overline{\operatorname{Res}_{y}\left(P_{\mu}, Q_{\mu}\right)}$ which is equal to $\overline{\phi_{\mu}\left(\operatorname{Res}_{y}(P, Q)\right)}$ by the specialization property of subresultants since $\phi_{\mu}\left(\operatorname{Lc}_{y}(P) \mathrm{Lc}_{y}(Q)\right) \neq 0$. Moreover, according to Lemma 5.2.4, $\overline{\phi_{\mu}\left(\operatorname{Res}_{y}(P, Q)\right)}$ divides $\phi_{\mu}\left(\overline{\operatorname{Res}_{y}(P, Q)}\right)$. On the other hand, since we assume that $\mathrm{Lc}_{y}(P)$ and $\mathrm{Lc}_{y}(Q)$ are coprime, then $\phi_{\mu}(\operatorname{Fres}(P, Q))$ is equal to $\phi_{\mu}\left(\overline{\operatorname{Res}_{y}(P, Q)}\right)$. Thus, $\operatorname{Fres}\left(P_{\mu}, Q_{\mu}\right)$ divides $\phi_{\mu}(\operatorname{Fres}(P, Q))$. Since by definition of luckiness, $\operatorname{Fres}\left(P_{\mu}, Q_{\mu}\right)$ and $\operatorname{Fres}(P, Q)$ have the same degree, it follows that $\phi_{\mu}(\operatorname{Fres}(P, Q))=$ $\operatorname{Fres}\left(P_{\mu}, Q_{\mu}\right)$.

Next, we prove that $\forall k \in\{1, \ldots, q\}$ the systems $S_{k}=\left\{\right.$ Sres $\left._{k}, F_{k}\right\}$ are well specialized modulo $\mu$ or in other words that $\phi_{\mu}\left(\right.$ Sres $\left._{k}\right)=\operatorname{Sres}_{k}^{\mu}$ and $\phi_{\mu}\left(F_{k}\right)=$ $F_{k}^{\mu}$. The specialization of the NRUR-candidates then, follows directly from Proposition 5.4.3.

Since $\phi_{\mu}\left(\operatorname{Lc}_{y}(P) \operatorname{Lc}_{y}(Q)\right) \neq 0$, the specialization property of subresultants implies that $\forall k \in\{0, \ldots, q\}, \phi_{\mu}\left(\right.$ Sres $\left._{k}\right)=$ Sres $_{k}^{\mu}$. Next, we prove by induction that $\forall k \in\{1, \ldots, q\}, \phi_{\mu}\left(F_{k}\right)=F_{k}^{\mu}$.
Initialization of the induction. According to the triangular decomposition algorithm, $F_{1}^{\mu}$ is the gcd-free part of $\operatorname{Fres}\left(P_{\mu}, Q_{\mu}\right)$ with respect to sres ${ }_{1}^{\mu}$ which is also that of $\phi_{\mu}(\operatorname{Fres}(P, Q))$ with respect to $\phi_{\mu}\left(\right.$ sres $\left._{1}\right)$ by (5.2). According to Lemma 5.2.4, this gcd-free part divides $\phi_{\mu}\left(F_{1}\right)$ which is the image modulo $\mu$ of the gcd-free part of $\operatorname{Fres}(P, Q)$ with respect to sres $_{1}$. Since $\mu$ is lucky with respect to $S_{1}$ i.e. $\phi_{\mu}\left(F_{1}\right)$ and $\phi_{\mu}\left(\right.$ sres $\left._{1}\right)$ are coprime, then $\phi_{\mu}\left(F_{1}\right)$ is the gcd-free part of $\phi_{\mu}(\operatorname{Fres}(P, Q))$ with respect to $\phi_{\mu}\left(\right.$ sres $\left._{1}\right)$ and the property follows for $i=1$.
Induction. Suppose that the property holds for all $i<k$, that is $\forall i<k$ : $F_{i}^{\mu}=\phi_{\mu}\left(F_{i}\right)$. Then, as a consequence we have $G_{k}^{\mu}=\phi_{\mu}\left(G_{k}\right)$. Applying the same argument as above, it follows that $F_{k}^{\mu}=\phi_{\mu}\left(F_{k}\right)$.

The following lemma shows that we can compute an explicit upper-bound on the number of unlucky primes with respect to $S=\{P, Q\}$. This bound will be used in Algorithm 10 to determine the probability of computing the correct RUR-candidates of the decomposition of $S$.
Lemma 5.4.8. An upper bound on the number of unlucky primes with respect to $S=\{P, Q\}$ can be explicitly computed in terms of $d$ and $\tau$, and this bound is in $\widetilde{O}\left(d^{5}+d^{4} \tau\right)$.

Proof. To bound the number of unlucky prime numbers with respect to $S=$ $\{P, Q\}$, we bound the number of prime numbers $\mu$ that violate at least one condition of Definition 5.4.6.

Number of primes $\mu$ such that $\phi_{\mu}\left(\operatorname{Lc}_{y}(P) \operatorname{Lc}_{y}(Q)\right)=0$. For a prime number $\mu, \phi_{\mu}\left(\operatorname{Lc}_{y}(P) \mathrm{Lc}_{y}(Q)\right)=0$ if $\mu$ divides the gcd of all the coefficients of $\operatorname{Lc}_{y}(P)$ or the gcd of all the coefficients of $\mathrm{Lc}_{y}(Q)$. Similarly as in the proof of Theorem 5.4.5, the number of primes $\mu$ that divide one of the two previous gcds is bounded by the sum of their bitsize, which is at most equal to $2 \tau$.
Number of primes $\mu$ such that $\operatorname{Fres}(P, Q)$ and $\operatorname{Fres}\left(P_{\mu}, Q_{\mu}\right)$ do not have the same degree. According to the definition of $\operatorname{Fres}(P, Q)$, a prime number $\mu$ such that $\phi_{\mu}\left(\operatorname{Lc}_{y}(P)\right)$ and $\phi_{\mu}\left(\operatorname{Lc}_{y}(Q)\right)$ are coprime and the degree of the gcd of $\operatorname{Res}_{y}(P, Q)$ and $\frac{\operatorname{Res}_{y}(P, Q)}{\partial x}$ does not change after reduction modulo $\mu$, implies that $\operatorname{Fres}(P, Q))$ and $\operatorname{Fres}\left(P_{\mu}, Q_{\mu}\right)$ have the same degree (Theorem 2.5.7). Hence, the prime numbers such that $\operatorname{Fres}(P, Q)$ and $\operatorname{Fres}\left(P_{\mu}, Q_{\mu}\right)$ do not have the same degree, are bounded by the sum of the number of primes for which $\phi_{\mu}\left(\operatorname{Lc}_{y}(P)\right)$ and $\phi_{\mu}\left(\operatorname{Lc}_{y}(Q)\right)$ are not coprime and the number of those for which the degree of the gcd of $\operatorname{Res}_{y}(P, Q)$ and $\frac{\operatorname{Res}_{y}(P, Q)}{\partial x}$ changes after reduction modulo $\mu$. According to [Yap 2000, Lemma 4.12], given two univariate polynomials in $\mathbb{Z}[x]$ of degree at most $d^{\prime}$ and bitsize at most $\tau^{\prime}$, the product of all $\mu$, such that the degree of the gcd of the two polynomials changes when the polynomials are considered modulo $\mu$, is bounded by $\left(2^{\tau^{\prime}} \sqrt{d^{\prime}+1}\right)^{2 d^{\prime}+2}$. The number of such primes $\mu$ is bounded by the bitsize of this bound, and thus is bounded by $\left(d^{\prime}+1\right)\left(2 \tau^{\prime}+\log \left(d^{\prime}+1\right)\right)+1$. For $\operatorname{Lc}_{y}(P)$ and $\operatorname{Lc}_{y}(Q)$, $d^{\prime} \leqslant d$ and $\tau^{\prime} \leqslant \tau$ which gives a first bound in $\widetilde{O}(d \tau)$, while for $\operatorname{Res}_{y}(P, Q)$ and $\frac{\operatorname{Res}_{y}(P, Q)}{\partial x}, d^{\prime} \leqslant 2 d^{2}$ and $\tau^{\prime}$ is in $\widetilde{O}\left(d^{2}+d \tau\right)$ ([Basu 2006, Proposition 8.46]) which gives a second bound in $\widetilde{O}\left(d^{4}+d^{3} \tau\right)$. Summing these two bounds, yields a bound in $\widetilde{O}\left(d^{4}+d^{3} \tau\right)$ on the the number of prime $\mu$ such that $\operatorname{Fres}(P, Q)$ and $\left.\operatorname{Fres}\left(P_{\mu}, Q_{\mu}\right)\right)$ do not have the same degree.
Number of primes $\mu$ that are unlucky with respect to one of the $S_{k}$ with $k \in$ $\{1, \ldots, q\}$. As shown in the proof of Theorem 5.4.5, the number of prime numbers that are unlucky with respect to a triangular system $S_{k}$ is bounded by a quantity in $\widetilde{O}\left(d^{4}+d^{3} \tau\right)$. Since the decomposition of $S=\{P, Q\}$ yields at most $d$ such triangular systems, the number of primes that are unlucky with respect to one of the $S_{k}$ with $k \in\{1, \ldots, q\}$ is thus in $\widetilde{O}\left(d^{5}+d^{4} \tau\right)$.

The result follows by summing the three previous bounds.
Although the prime numbers in Algorithm 10 are chosen arbitrary without prior verification, it is still possible during the algorithm, to detect (and hence to discard) some sequences of NRUR-candidates that correspond to unlucky primes just by looking to some intermediate degrees. The following lemma
which is a slight variation on Proposition 5.4.7 gives characterizations in terms of some intermediate degrees, of unlucky prime numbers with respect to $S$. These characterizations are useful to discard during the computation, all sequences of NRUR-candidates that correspond to unlucky prime numbers, once a lucky prime has been chosen, which allows to improve the probability of success of Algorithm 10. Another important result stated in this lemma, is that the number of solutions (counted with multiplicities) of the RUR-candidates computed by Algorithm 10 is greater or equal than the number of solutions of the input system $S=\{P, Q\}$. This result is used in Section 5.4.4.1 to check the correctness of the RUR-candidate output by Algorithm 10 by simply verifying that all the candidate solutions are indeed solutions of system.

Lemma 5.4.9. Let $S=\{P, Q\}$ and $\left\{S_{0}, S_{1}, \ldots, S_{q}\right\}$ be the regular triangular systems associated to $S$ with $S_{i}=\left\{F_{i}(x), \operatorname{Sres}_{i}(x, y)\right\}$ as described in Section 5.3.1. Let $\mu$ be a prime number such that $\phi_{\mu}\left(\operatorname{Lc}_{y}(P) \operatorname{Lc}_{y}(Q)\right) \neq 0$. Then,

1. the degree of $\operatorname{Fres}(P, Q)$ is at least that of $\operatorname{Fres}\left(P_{\mu}, Q_{\mu}\right)$.

If $\operatorname{Fres}(P, Q)$ and $\operatorname{Fres}\left(P_{\mu}, Q_{\mu}\right)$ have the same degree, then,
2. $\sum_{i=1}^{q} i \times \operatorname{deg}\left(F_{i}\right) \leqslant \sum_{i=1}^{q} i \times \operatorname{deg}\left(F_{i}^{\mu}\right)$ and the inequality is strict if and only if $\mu$ is unlucky with respect to one of the $S_{k}$ with $k \in\{1, \ldots, q\}$.

Proof. The first point is a direct consequence of the proof of Proposition 5.4.7. For the second point, we first prove, by induction, that for $i=0, \ldots, q, \phi_{\mu}\left(G_{i}\right)$ divides $G_{i}^{\mu}$.
Initialization of the induction. It follows from the proof of Proposition 5.4.7 that $\phi_{\mu}\left(G_{0}\right)=\phi_{\mu}($ Fres $)=\operatorname{Fres}\left(\phi_{\mu}\right)=G_{0}^{\mu}$.
Induction. Suppose that the property holds for $k-1$, that is: $\phi_{\mu}\left(G_{k-1}\right)$ divides $G_{k-1}^{\mu}$. Since $G_{k}=\operatorname{gcd}\left(G_{k-1}\right.$, sres $\left._{k}\right)$, this implies that $\phi_{\mu}\left(G_{k}\right)$ divides $\operatorname{gcd}\left(\phi_{\mu}\left(G_{k-1}\right), \phi_{\mu}\left(\right.\right.$ sres $\left.\left._{k}\right)\right)$. By the specialization of subresultants, we have that $\phi_{\mu}\left(G_{k}\right)$ divides $\operatorname{gcd}\left(\phi_{\mu}\left(G_{k-1}\right), \operatorname{sres}_{k}\left(\phi_{\mu}\right)\right)$. Using the induction hypothesis we then conclude that $\phi_{\mu}\left(G_{k}\right)$ divides $\operatorname{gcd}\left(G_{k-1}^{\mu}, \operatorname{sres}_{k}\left(\phi_{\mu}\right)\right)$, which is equal to $G_{k}^{\mu}$, hence the property holds for $k$.

We have Fres $=\prod_{i=1}^{q} F_{i}$ and $\operatorname{deg}($ Fres $)=\operatorname{deg}\left(\phi_{\mu}(\right.$ Fres $\left.)\right)$, which implies that $\forall j \in\{1, \ldots, q\}, \operatorname{deg}\left(F_{j}\right)=\operatorname{deg}\left(\phi_{\mu}\left(F_{j}\right)\right)$. Since $G_{j}=\prod_{i>j}^{q} F_{i}$, then for every $j \in\{1, \ldots, q\}, \operatorname{deg}\left(G_{j}\right)=\operatorname{deg}\left(\phi_{\mu}\left(G_{j}\right)\right)$. Together with the previous fact that $\phi_{\mu}\left(G_{i}\right)$ divides $G_{i}^{\mu}$, we conclude that $\operatorname{deg}\left(G_{j}\right) \leqslant \operatorname{deg}\left(G_{j}^{\mu}\right)$.

Denote by $n_{i}$ (resp. $m_{i}$ ) the degree of $F_{i}$ (resp. $F_{i}^{\mu}$ ). Then we have $\operatorname{deg}\left(G_{j}\right)=\sum_{i>j}^{q} n_{i}$ and $\operatorname{deg}\left(G_{i}^{\mu}\right)=\sum_{i>j}^{q} m_{i}$ and the inequality $\operatorname{deg}\left(G_{j}\right) \leqslant$
$\operatorname{deg}\left(G_{j}^{\mu}\right)$ rewrites as $\sum_{i=j}^{q} n_{i} \leqslant \sum_{i=j}^{q} m_{i}$ for every $j \in\{1, \ldots, q\}$. Summing these inequalities for $j$ from 1 to $q$ yields $\sum_{i=1}^{q}\left(i \times n_{i}\right) \leqslant \sum_{i=1}^{q}\left(i \times m_{i}\right)$.

Suppose now that $\mu$ is unlucky with respect to some $S_{k}$ with $k \in\{1, \ldots, q\}$. In that case, $\phi_{\mu}\left(G_{k}\right)$ strictly divides $G_{k}^{\mu}$ and $\operatorname{deg}\left(\phi_{\mu}\left(G_{k}\right)\right)<\operatorname{deg}\left(G_{k}^{\mu}\right)$. Applying the same argument as above we obtain that $\sum_{i=1}^{q}\left(i \times n_{i}\right)<\sum_{i=1}^{q}\left(i \times m_{i}\right)$.

Algorithm 10 RUR-candidates for $S=\{P, Q\}$ (Monte-Carlo algorithm)
Require: $P, Q$ in $\mathbb{Z}[x, y]$ defining a finite set of solutions in $\mathbb{C}^{2}$ with $\operatorname{Lc}(P)$ and $\operatorname{Lc}(Q)$ coprime and a linear form $T=x+a y$
Ensure: $\mathcal{R}$ the set of the RUR-candidates of the decomposition of $S=$ $\{P, Q\}$, associated to $T$.

1: Compute an integer $m$ such that $2^{m}$ is greater than the maximum size of the coefficients of $f_{I, a}, \widehat{f}_{I, a, v}, v \in\{1, x, y\}$ (see Remark 5.2.3)
2: Compute an upper bound $B$ on the number of unlucky primes with respect to $S=\{P, Q\}$ (see Lemma 5.4.8)
Compute a set $U$ of prime numbers $\mu>d^{2}$ whose cardinal is $2 B$
$A_{\mathcal{R}}=\emptyset$
repeat
Choose uniformly at random a set $\mathcal{P}$ of $2 m$ primes $\mu$ in $U$ such that $\phi_{\mu}(\operatorname{Lc}(P) \operatorname{Lc}(Q)) \neq 0$
Compute $S_{\mu}=\left\{P_{\mu}, Q_{\mu}\right\}$ for all $\mu$ in $\mathcal{P}$ for $\mu \in \mathcal{P}$ do

Compute the sequence $\mathcal{R}^{\mu}$ of the NRUR-candidates of $S_{\mu}=\left\{P_{\mu}, Q_{\mu}\right\}$ using the algorithm of Section 5.3

$$
A_{\mathcal{R}}=A_{\mathcal{R}} \cup \mathcal{R}^{\mu}
$$ end for Discard from $A_{\mathcal{R}}$ every sequence $\mathcal{R}^{\mu}$ of NRUR-candidates such that the degree of Fres ${ }^{\mu}$ is not maximal

13: Discard from $A_{\mathcal{R}}$ every sequence $\mathcal{R}^{\mu}$ of NRUR-candidates such that the sum of the degrees of $S_{k}^{\mu}$ is not minimal ${ }^{6}$
until $A_{\mathcal{R}}$ contains at least $m$ sequences of NRUR-candidates
Lift, with the Chinese Remainder Algorithm, the sequences of NRURcandidates in $A_{\mathcal{R}}$ to a sequence $\mathcal{R}$
16: Compute for every NRUR-candidate in $\mathcal{R}$ the corresponding RURcandidate (Definition 5.2.2)
17: return $\mathcal{R}$

[^20]Theorem 5.4.10. Let $S=\{P, Q\}$ with $P, Q$ of total degree at most $d$ and maximum bitsize $\tau$ such that $L c(P)$ and $L c_{y}(Q)$ are coprime, and $T=x+$ ay be a linear form with integer a of bitsize in $O(1)$. Let $m$ be an integer in $\widetilde{O}_{B}\left(d^{2}+d \tau\right)$ that is larger than the maximum bitsize of the coefficients of the RUR-candidates of S (see Remark 5.2.3). Algorithm 10 computes the RURcandidates of the decomposition of $S$, associated to $T$ using an expected number of $\widetilde{O}_{B}\left(d^{6}+d^{5} \tau\right)$ bit operations with a probability of success larger than $1-\frac{1}{2^{2 m}}$.

Proof. We first bound the expected number of operations to compute the RUR-candidates and then estimate the probability that the computed RURcandidates are correct.

Expected number of bit operations. In Line 3, we compute a set $U$ of $2 B$ prime numbers larger than $d^{2}$ such that $2 B$ is in $\widetilde{O}\left(d^{5}+d^{4} \tau\right)$. For computing $U$, we compute the first $2 B+d^{2}$ prime numbers and reject those that are smaller than $d^{2}$. The bit complexity of computing the $r$ first prime numbers is in $\widetilde{O}_{B}(r)$ and their maximum is in $\widetilde{O}(r)$ [von zur Gathen 2003, Thm. 18.10]. We can thus compute the set of primes $U$ with $\widetilde{O}_{B}\left(d^{5}+d^{4} \tau\right)$ bit operations and these primes are in $\widetilde{O}\left(d^{5}+d^{4} \tau\right)$.

In the outer loop (Line 5 to 14), we successively select sets $\mathcal{P}$ of random prime numbers in $U$ and compute for every prime $\mu$ therein, the corresponding NRUR-candidates using the algorithms of Section 5.3 (see Theorem 5.3.6) over $\mathbb{Z}_{\mu}$. We stop when the condition in Line 14 is satisfied. To estimate the corresponding expected number of bit operations, we analyse the cost of one iteration and then determine the expected number of iterations.

In Line 6, we select among the prime numbers in $U$, a set $\mathcal{P}$ of $2 m$ primes that do not cancel $\mathrm{Lc}_{y}(P) \mathrm{Lc}_{y}(Q)$. As shown in the proof of Proposition 5.4.8 there is at most $2 \tau$ prime number $\mu$ such that $\phi_{\mu}\left(\operatorname{Lc}_{y}(P) \operatorname{Lc}_{y}(Q)\right)=0$, hence, to compute $\mathcal{P}$, we select $2 m+2 \tau=\widetilde{O}\left(d^{2}+d \tau\right)$ prime numbers from $U$ and reject those which identically cancel $\operatorname{Lc}_{y}(P) \operatorname{Lc}_{y}(Q)$. This amounts to reduce $\operatorname{Lc}_{y}(P) \operatorname{Lc}_{y}(Q)$ modulo $\widetilde{O}\left(d^{2}+d \tau\right)$ prime numbers, which can be done via remainder tree in $\widetilde{O}\left(d^{3}+d^{2} \tau\right)$. We then compute for all the prime $\mu$ in $\mathcal{P}$ the reduction of $P$ and $Q$ modulo $\mu$ which can be done using the same strategy with $\widetilde{O}\left(d^{4}+d^{3} \tau\right)$ bit operations. In Line 8 , for every prime number $\mu$ of $\mathcal{P}$, we call the algorithms of Section 5.3 (see Theorem 5.3.6) to compute the NRUR-candidates of $\left\{P_{\mu}, Q_{\mu}\right\}$. According to Theorems 5.3.3 and 5.3.5, the arithmetic complexity of the whole algorithm is in $\widetilde{O}\left(d^{4}\right)$. On the other hand $\mu$ has bitsize in $O\left(\log \left(d^{5}+d^{4} \tau\right)\right)$, thus, the bit complexity of one call is in $\widetilde{O}_{B}\left(d^{4}\right)$ which yields $\widetilde{O}_{B}\left(d^{6}+d^{5} \tau\right)$ for computing all the sequences $R^{\mu}$. Finally, the bit complexities of Line 12 and 13 can be neglected. Hence, the bit complexity of one iteration of the outer loop is in $\widetilde{O}_{B}\left(d^{6}+d^{5} \tau\right)$.

Choosing randomly a prime number $\mu$ in $U$, the probability that $\mu$ is
lucky with respect to $S$ is larger than $\frac{1}{2}$. Thus choosing randomly $2 m$ primes numbers in $U$, the probability that half of them are lucky with respect to $S$ is larger than $\frac{1}{2}$. Hence, in average, at most two iterations of the outer loop suffices to obtain at least $m$ lucky prime numbers with respect to $S$.

Once at least $m$ lucky prime numbers have been chosen, the halting condition in Line 14 is necessarily satisfied. Indeed, according to Lemma 5.4.9, none of the corresponding sequences of NRUR-candidates in $A_{\mathcal{R}}$ are discarded in Lines 12 (resp. 13) and we end up with a set $A_{\mathcal{R}}$ containing at least $m$ sequence of NRUR-candidates. The expected number of bit operations of the outer loop is then in $\widetilde{O}_{B}\left(d^{6}+d^{5} \tau\right)$. Finally, the bit complexities of Lines 15 and 16 can be deduced from the proof of Theorem 5.4.5 and are respectively equal to $\widetilde{O}_{B}\left(d^{4}+d^{3} \tau\right)$ and $\widetilde{O}_{B}\left(d^{6}+d^{5} \tau\right)$.
Probability of success. Algorithm 10 fails to output RUR-candidates of the input system, if at Line 14 , the set $A_{\mathcal{R}}$ contains at least $m$ sequences of NRURcandidates and none of them correspond to a prime $\mu$ that is lucky with respect to $S$. Indeed if $A_{\mathcal{R}}$ contains at least one sequence of NRUR-candidates that correspond to such a prime number, then according to Lemma 5.4.9, all the other sequences that correspond to unlucky prime numbers with respect to $S$ will be discarded in Line 12 or 13 . Hence, the algorithm finally finds $m$ sequences corresponding to lucky primes and succeeds, according to Proposition 5.4.7, to return the RUR-candidates. Hence, the probability that Algorithm 10 fails is at most the probability that the first $2 m$ prime numbers are all unlucky with respect to $S$. Since a randomly chosen prime in $U$ is unlucky with probability less than $\frac{1}{2}$, the $2 m$ randomly chosen prime numbers are unlucky with probability at most $\frac{1}{2^{2 m}}$. It follows that Algorithm 10 succeeds with probability larger than $1-\frac{1}{2^{2 m}}$.

### 5.4.4 Las-Vegas algorithms

We present in the following, two methods for checking that the RURcandidates of $S$ computed by Algorithm 10 are indeed RURs. To do that, we need to check that the RUR-candidates computed by Algorithm 10 are correct, but also that the chosen linear form is separating. Applying these methods to the algorithm above, that is, running it iteratively until the check is satisfied yields naturally two Las-Vegas algorithms for computing the RURs of $S=\{P, Q\}$ whose expected bit complexities are respectively in $\widetilde{O}_{B}\left(d^{7}+d^{6} \tau\right)$ and $\widetilde{O}_{B}\left(d^{6}+d^{5} \tau\right)$.

More precisely, these Las-Vegas algorithms choose randomly a linear form $x+a y$ with $a$ an integer between 0 and $2 d^{4}$ and run Algorithm 10 for this form. This process is repeated until the check is positive. Since the number of nonseparating forms is less than $d^{4}$, the chosen linear form has probability larger
than $\frac{1}{2}$ to be separating, and as we have seen in the proof of Theorem 5.4.10, at most two iterations of the outer loop suffices, in average, to obtain at least $m$ lucky prime numbers with respect to $S$; hence Algorithm 10 runs at most four times on average before the check is positive.

Note that, the first Las-Vegas algorithm, of complexity $\widetilde{O}_{B}\left(d^{7}+d^{6} \tau\right)$, has been implemented and its practical efficiency is demonstrated in Chapter 7. The second algorithm, which has better complexity $\widetilde{O}_{B}\left(d^{6}+d^{5} \tau\right)$, is more recent and has not yet been implemented. We present these two approaches in the two following subsections.

### 5.4.4.1 $\quad \widetilde{\mathrm{O}}_{\mathrm{B}}\left(\mathrm{d}^{7}+\mathrm{d}^{6} \tau\right)$-expected-time Las-Vegas algorithm

Lemma 5.4.9 shows that for prime numbers $\mu$ such that $\phi_{\mu}\left(\operatorname{Lc}_{y}(P) \operatorname{Lc}_{y}(Q)\right) \neq$ 0 and $\operatorname{Fres}(P, Q)$ and $\operatorname{Fres}\left(P_{\mu}, Q_{\mu}\right)$ have the same degree, if the solution set computed by Algorithm 10 is not correct (i.e. it is not equal to the solution set of $\{P, Q\})$, then it cannot be a strict subset of the solutions of $P$ and $Q$ counted with multiplicities. More precisely, some root of the lifted RURcandidates is not solution of the input system or some multiplicity is too large.

This suggests a method to certify Algorithm 10 that consists in computing RUR-candidates only modulo prime numbers satisfying the two previous conditions and to add at the end of the algorithm, a verification step that checks whether the roots of the obtained RUR-candidates are indeed roots of the original system $S=\{P, Q\}$ with their multiplicities in the RUR-candidates smaller or equal to their multiplicities in their fibers with respect to $S$. Note that this verification checks at the same time that the RUR-candidates computed by Algorithm 10 are corrects and also that the chosen linear form for computing these RUR-candidates is separating.

Checking whether the roots of a RUR-candidate $\left\{f_{I, a}, f_{I, a, 1}, f_{I, a, x}, f_{I, a, y}\right\}$ are also roots of $S$ can be done by substituting the coordinates $x=\frac{f_{I, a, x}(T)}{f_{I, a, 1}(T)}$ and $y=\frac{f_{I, a, y}(T)}{f_{I, a, a}(T)}$ in $P$ and $Q$ and checking that $f_{I, a}$ divides their numerators. Checking, for each solution of a RUR-candidate, that its multiplicity is smaller or equal to that in its fiber in $S$ can be done in a similar way using derivatives with respect to $y$ of $P$ and $Q$. More precisely, if $\mathbf{p}=(\alpha, \beta)$ is a solution with multiplicity $m$ in a RUR-candidate, one has to show that the derivatives $\frac{\partial P(\alpha, y)}{\partial y}, \ldots, \frac{\partial^{m-1} P(\alpha, y)}{\partial^{m-1} y}$ and $\frac{\partial Q(\alpha, y)}{\partial y}, \ldots, \frac{\partial^{m-1} Q(\alpha, y)}{\partial^{m-1} y}$ all vanish at $\beta$. An effective way to do so is to consider the decomposition of the RUR-candidates output by Algorithm 10 according to the multiplicity of their solutions. More precisely, each RUR-candidate $R_{k}=\left\{f_{I_{k}, a}, f_{I_{k}, a, 1}, f_{I_{k}, a, x}, f_{I_{k}, a, y}\right\}$ is decomposed into a set of single-multiplicity RUR-candidates $R_{k, i}=\left\{f_{I_{k}, a, i}, f_{I_{k}, a, 1, i}, f_{I_{k}, a, x, i}, f_{I_{k}, a, y, i}\right\}$
such that $f_{I_{k}, a}=\Pi_{i} f_{I_{k}, a, i}^{i}$. We then verify for $i$ increasing from 2 that the solutions of the RUR-candidate of multiplicity $i$ are also solutions of the $(i-1)^{\text {th }}$ derivatives of $P$ and $Q$ with respect to $y$ as described above. Before giving the bit complexity of the verification, we first analyze the bit complexity of decomposing the RUR-candidates output by Algorithm 10 into RUR-candidates whose solutions have the same multiplicity.

Lemma 5.4.11. Let $R_{k}=\left\{f_{I_{k}, a}, f_{I_{k}, a, 1}, f_{I_{k}, a, x}, f_{I_{k}, a, y}\right\}$ for $k=1, \ldots, q$ be the RUR-candidates output by Algorithm 10. Computing the decomposition of all the $R_{k}$ into single-multiplicity RUR-candidates can be done using $\widetilde{O}_{B}\left(d^{7}+d^{6} \tau\right)$ bit operations.

Proof. The decomposition of $R_{k}=\left\{f_{I_{k}, a}, f_{I_{k}, a, 1}, f_{I_{k}, a, x}, f_{I_{k}, a, y}\right\}$ is obtained by first computing the squarefree decomposition $f_{I_{k}, a}=\Pi_{i} f_{I_{k}, a, i}^{i}$ and second, by computing for each factor $f_{I_{k}, a, i}$ the corresponding polynomials $f_{I_{k}, a, v, i}=f_{I_{k}, a, v}$ $\bmod f_{I_{k}, a, i}$ for $v \in\{1, X, Y\}$ (see [Rouillier 1999, $\left.\S 5.3\right]$ for details). Computing the squarefree decomposition of $f_{I_{k}, a}$ can be done with $\widetilde{O}_{B}\left(d d_{k}^{2} \tau_{k}\right)$ bit operations using Yun's squarefree decomposition algorithm [von zur Gathen 2003, Algorithm 14.21] together with Theorem 2.3.10, while computing the polynomials $\left\{f_{I_{k}, a, 1, i}, f_{I_{k}, a, x, i}, f_{I_{k}, a, y, i}\right\}$ for each multiplicity $i$ costs $\widetilde{O}_{B}\left(d_{k}^{2} \tau_{k}\right)$ bit operations according to Theorem 2.3.2. Since there is at most $d$ multiplicities, the decomposition of $R_{k}$ into single-multiplicity RUR-candidates can be done using $\widetilde{O}_{B}\left(d d_{k}^{2} \tau_{k}\right)$. Summing over all the $R_{k}$ for $k=1, \ldots, d$ and using the fact that $\tau_{k}=\widetilde{O}\left(d^{2}+d \tau\right)$ and that $\sum_{k} d_{k} \leqslant d^{2}$ by Lemma 5.3.2, Proposition 4.3.1 and Bézout's bound, we obtain an overall complexity of $\widetilde{O}_{B}\left(d^{7}+d^{6} \tau\right)$ bit operations.

Lemma 5.4.12. Checking that the solutions of all the RUR-candidates $R_{k, i}$ are solutions of $\{P, Q\}$ with the right multiplicities in fiber can be done using $\widetilde{O}_{B}\left(d^{7}+d^{6} \tau\right)$ bit operations.

Proof. Let $R_{k, i}=\left\{f_{I_{k}, a, i}, f_{I_{k}, a, 1, i}, f_{I_{k}, a, x, i}, f_{I_{k}, a, y, i}\right\}$ be the RUR-candidate of multiplicity $i$ resulting from the decomposition of the the RUR-candidate $R_{k}=\left\{f_{I_{k}, a}, f_{I_{k}, a, 1}, f_{I_{k}, a, x}, f_{I_{k}, a, y}\right\}$, and denote by $d_{k, i}$ and $\tau_{k, i}$ the maximum degree and bitsize of its polynomials. Checking that the solutions of $R_{k, i}$ are solutions of $P$ (resp. $Q$ ) is done by first, computing the numerator of $P\left(\frac{f_{L_{k}, a, x, i}}{f_{I_{k}, a, i, i},} \frac{f_{I_{k}, a, y, i}}{f_{L_{k}, a, i, i}}\right)$ and then by checking that $f_{I_{k}, a, i}$ divides this numerator. We show in Lemma 6.2.1 that the computation of the numerator of $P\left(\frac{f_{L_{k}, a, x, i}}{f_{k_{k}, a, i, i}}, \frac{f_{I_{k}, a, y, i}}{f_{I_{k}, a, 1, i}}\right)$ can be done in $\widetilde{O}_{B}\left(d^{3} d_{k, i} \tau_{k, i}\right)$ and yields a polynomial of degree in $O\left(d d_{k, i}\right)$. Testing the divisibility of this numerator by $f_{I_{k}, a, i}$ is achieved using $\widetilde{O}_{B}\left(d d_{k, i}\left(d_{k, i}+\tau_{k, i}\right)\right)$ bit operations according to Theorem 2.3.3. Hence, checking that the solutions of $R_{k, i}$ are solutions of $\{P, Q\}$ can be done using
$\widetilde{O}_{B}\left(d^{3} d_{k, i} \tau_{k, i}+d d_{k, i}^{2}\right)$ bit operations. On the other hand, since $R_{k, i}$ corresponds to solutions of multiplicity $i$, checking that these solutions have the right multiplicity in their fibers amounts to repeat $i$ times the above computation with the successive derivatives of $P$ and $Q$ which yields a bit complexity in $\widetilde{O}_{B}\left(i \times\left(d^{3} d_{k, i} \tau_{k, i}+d d_{k, i}^{2}\right)\right)$ for each RUR-candidate $R_{k, i}$. Now, summing over all the RUR-candidates and using the fact that $\tau_{k, i}=\widetilde{O}\left(d^{2}+d \tau\right)$ and that $\sum i d_{k, i} \leqslant d^{2}$ by Lemma 5.3.2, Proposition 4.3 .1 and Bézout's bound, we obtain an overall bit complexity in $\widetilde{O}_{B}\left(d^{7}+d^{6} \tau\right)$.

The following theorem gives the expected bit complexity of computing the RURs of $S$ by repeating Algorithm 10 until the previous verification is positive. This follows from Theorem 5.4.10 and Lemmas 5.4.11 and 5.4.12 since, as mentioned at the beginning of Section 5.4.4, Algorithm 10 runs at most four times on average before the check is positive.

Theorem 5.4.13. Let $S=\{P, Q\}$ with $P, Q$ of total degree at most $d$ and maximum bitsize $\tau$. The RURs of the decomposition of $S$ and an associated separating linear form $T=x+$ ay with integer a of bitsize in $\widetilde{O}(1)$, can be computed using an expected number of $\widetilde{O}_{B}\left(d^{7}+d^{6} \tau\right)$ bit operations.

### 5.4.4.2 $\quad \widetilde{\mathrm{O}}_{\mathrm{B}}\left(\mathrm{d}^{6}+\mathrm{d}^{5} \tau\right)$-expected-time Las-Vegas algorithm

As shown in the proof of Proposition 5.4.7, a sufficient condition for the RUR-candidates computed by Algorithm 10 to be correct is that, the systems $S_{k}=\left\{\right.$ Sres $\left._{k}, F_{k}\right\}$ are well-specialized modulo the selected prime numbers. This means that for each prime number $\mu$ used to lift the RUR-candidates, the equalities $\phi_{\mu}\left(\right.$ Sres $\left._{k}\right)=\operatorname{Sres}_{k}^{\mu}$ and $\phi_{\mu}\left(F_{k}\right)=F_{k}^{\mu} \forall k \in\{1, \ldots, q\}$, hold. An effective way to check that this is indeed the case, is to lift over $\mathbb{Z}$ the polynomials sres $_{k}$ and $G_{k}$ for $k=1, \ldots, q$ (see Algorithm 6), modulo the primes $\mu$ used for lifting the RUR-candidates, and to check that, for every $k, G_{k}$ divides both sres $_{k}$ and $G_{k-1} .{ }^{7}$ If so, then the systems $S_{k}$ are well-specialized and so that for the RUR-candidates, which implies that the RUR-candidates lifted over $\mathbb{Z}$ are corrects.

According to Theorem 2.5.4, lifting the polynomials sres $_{k}$ and $G_{k}$ for $k=$ $1, \ldots, q$ over $\mathbb{Z}$ can be done using $\widetilde{O}_{B}\left(d^{5}+d^{4} \tau\right)$ bit operations, while testing for the divisibility of sres $_{k}$ by $G_{k}$ for $k=1, \ldots, q$, can also be done using $\widetilde{O}_{B}\left(d^{5}+d^{4} \tau\right)$ bit operations according to Theorem 2.3.3.

[^21]In a second step, we need to check that the chosen linear form $X+a Y$ is separating, i.e. that the RUR-candidates of $S$ computed by Algorithm 10 are actually RURs. To do that, we use the same strategy as in [Niang Diatta 2008] where the genericity of a curve $f$ is tested by first computing a triangular decomposition of the system $\left\{f, \frac{f}{\partial f}\right\}$ and then by checking algebraically that for each triangular system $\left\{\right.$ Sres $\left._{k}, F_{k}\right\}$, and for each root $\alpha$ of $F_{k}$ the polynomial $\operatorname{Sres}_{k}(\alpha, Y)$ admits only one root $\beta$. In our case, in order to check that the linear form $X+a Y$ is separating, we consider the system $S_{a}=\{P(T-a Y, Y), Q(T-a Y, Y)\}$, on which we apply the previous test. More precisely, we first compute the triangular decomposition of $S_{a}$ and then, for each triangular system $\left\{\operatorname{Sres}_{k}(T, Y), F_{k}(T)\right\}$ we check that for each root $\gamma$ of $F_{k}$ the polynomial $\operatorname{Sres}_{k}(\gamma, Y)$ admits only one root $\beta$.

From the complexity point of view, the triangular decomposition of $S_{a}$ can be computed using an expected bit complexity in $\widetilde{O}_{B}\left(d^{6}+d^{5} \tau\right)$. Indeed, according to Theorem 2.4.17, computing the polynomials $\operatorname{Sres}_{k}(T, Y)$ for $k=1, \ldots, q$ can be done using $\widetilde{O}_{B}\left(d^{6}+d^{5} \tau\right)$ bit operations while matching the latter with the corresponding factor of the resultant (see Algorithm 6) can be done similarly as above using an expected number of $\widetilde{O}_{B}\left(d^{5}+d^{4} \tau\right)$ bit operations (see Theorem 2.5.8). Finally, checking that for each triangular system $\left\{\operatorname{Sres}_{k}(T, Y), F_{k}(T)\right\}, \forall \gamma$ root of $F_{k}$ the polynomial $\operatorname{Sres}_{k}(\gamma, Y)$ admits only one root $\beta$ can be done in $\widetilde{O}_{B}\left(d^{6}+d^{5} \tau\right)$ according to Theorem 2.3.3 (see [Diatta 2009, Theorem 3.3.9]). ${ }^{8}$

Similarly as in the previous section, we obtain the following result.
Theorem 5.4.14. Let $S=\{P, Q\}$ with $P, Q$ of total degree at most $d$ and maximum bitsize $\tau$. The RURs of the decomposition of $S$ and an associated separating linear form $T=x+$ ay with integer a of bitsize in $\widetilde{O}(1)$, can be computed using an expected number of $\widetilde{O}_{B}\left(d^{6}+d^{5} \tau\right)$ bit operations.

### 5.5 Conclusion

We focused in this chapter on the practical efficiency of computing Rational Univariate Representations of bivariate systems. We present an approach that combines two ingredients. A decomposition of the initial system into several RURs using a triangular decomposition based on subresultants followed by several RUR computations, and the use of a multi-modular-based approach that prevents intermediate coefficients growth.

[^22]To overcome the correctness problems induced by the multi-modular approach, we propose two methods for checking that the computed RURs correctly encode the solutions of the input system. This yields two Las-Vegas algorithms with expected bit complexity respectively in $\widetilde{O}_{B}\left(d^{7}+d^{6} \tau\right)$ and $\widetilde{O}_{B}\left(d^{6}+d^{5} \tau\right)$.

In the global process of solving bivariate systems via Rational Univariate Representations, this brings the complexity of the symbolic part (the computation of the Rational Univariate representation), in Las-Vegas setting, to that of the numerical isolation of the solutions (see Chapter 6).

In addition of the speedup induced by the multi-modular approach, another notable advantage of this approach is that it splits the initial system $S=\{P, Q\}$ into several smaller systems, which are naturally easier to handle. This is particularly the case when it comes to computing with the solutions of a bivariate system, where it is preferable to work with these solutions represented by a set of "small" RURs instead of one single RUR.

From a practical point of view, we implemented the Las-Vegas algorithm described in Section 5.4.4.1 (Theorem 5.4.13). This algorithm turns out to be very efficient as demonstrated in Chapter 7. Furthermore, the multi-modular approach naturally yields a multi-thread implementation which is even more efficient.

Finally, as mentioned in the introduction, the second verification method has not yet been implemented. Although of better complexity, it is not clear at all that the latter will outperform in practice the current implementation. This is mainly due to the fact that checking whether the chosen linear form is separating requires to perform a second triangular decomposition with the sheared system $S_{a}=\{P(t-a y, y), Q(t-a y, y)\}$ (see Section 5.4.4.2), which will at least double the running time of the algorithm. Currently, we are investigating an alternative method that runs in the same complexity that is $\widetilde{O}_{B}\left(d^{6}+d^{5} \tau\right)$, for checking that the chosen linear form is separating using only the RUR-candidates computed by Algorithm 10.

## Implications and applications
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We present in this chapter some implications and applications enlightening the advantages of computing a RUR of a system. We start with the problem of isolating the solutions of a bivariate system, that is, computing boxes with rational coordinates that isolate the solutions. As mentioned along this thesis, this is an important problem which is actually an integral part of the problem of solving an algebraic system of equations. We show in Section 6.1 that the complexity of computing isolating boxes from a RUR does not exceed the complexity of computing the RUR itself even when the RUR is computed in a probabilistic setting (as in Chapter 5). Hence adding the isolation step to the algorithms described in the previous chapters does not change their bit complexity.

We also address in Sections 6.2 and 6.3 two important applications of the RUR, that is, the evaluation of the sign of a bivariate polynomial at a real solution of the system and the computation of rational parametrizations of systems defined by several equality and inequality constraints.

The last section of this chapter, is devoted to the problem of computing the topology of curves. We show in particular that the application of our new solver (consisting of the Las-Vegas algorithm of Chapter 5 and the isolation algorithm of Section 6.1) to the algorithm of [Cheng 2010] yields several algorithmic and complexity improvements.
Remark. In the three following sections, we first assume for simplicity that we work with an arbitrary bivariate ideal $I$ whose solutions are given by a
$\operatorname{RUR}\left\{f_{I, a}, f_{I, a, 1}, f_{I, a, X}, f_{I, a, Y}\right\}$ with polynomials of degree bounded by $d_{r}$ and integer coefficients of bitsize bounded by $\tau_{r}$. The obtained results are applied afterward for the RURs of the ideal $\langle P, Q\rangle$, computed in Chapter 4 or 5 (using the bitsize bound given by Proposition 4.3.1), in order to obtain complexities in terms of the degree and the bitsize of the input polynomials $P$ and $Q .{ }^{1}$

### 6.1 Isolating boxes from a RUR

We consider here the problem of isolating boxes for the solutions of a system $\{P, Q\}$, given its RUR. We presented in [Bouzidi 2013b] an algorithm of bit complexity in $\widetilde{O}_{B}\left(d^{8}+d^{7} \tau\right)$ for that problem. We present here an improved version of this algorithm whose complexity is in $\widetilde{O}_{B}\left(d^{6}+d^{5} \tau\right)$.

Given a $\operatorname{RUR}\left\{f_{I, a}, f_{I, a, 1}, f_{I, a, X}, f_{I, a, Y}\right\}$, isolating boxes for the real solutions can be obtained by first computing isolating intervals for the real roots of the univariate polynomial $f_{I, a}$, and then evaluating the rational fractions $\frac{f_{I, a, X}}{f_{I, a, 1}}$ and $\frac{f_{I, a, Y}}{f_{I, a, 1}}$ by interval arithmetic. When these isolating intervals are sufficiently refined, the computed boxes are necessarily disjoint and thus isolating. The following theorem analyzes the bit complexity of this algorithm.

Theorem 6.1.1. Let $\left\{f_{I, a}, f_{I, a, 1}, f_{I, a, X}, f_{I, a, Y}\right\}$ be the RUR of an ideal $I$ and let $d_{r}$ and $\tau_{r}$ be upper bounds for the degree and the bitsize of its polynomials. Isolating boxes for the solutions of $I$ can be computed in $\widetilde{O}_{B}\left(d_{r}^{3}+d_{r}^{2} \tau_{r}\right)$ bit operations. The vertices of these boxes have bitsize in $\widetilde{O}\left(d_{r}^{2}+d_{r} \tau_{r}\right)$.

Proof. Let $f_{I, a, t}=f_{I, a, X}+a f_{I, a, Y}$. For every real solution $\sigma$ of $I$, let $J_{X, \sigma} \times$ $J_{Y, \sigma}$ be a box containing it. Instead of checking the overlap of boxes in two dimensions, projecting these boxes via the separating element $X+a Y$ enables a simpler intersection test on the real line. Indeed, a sufficient condition for these boxes to be isolating is that the intervals $\left\{J_{X, \sigma}+a J_{Y, \sigma}\right\}_{\sigma \in V(I)}$ do not overlap. This leads to the following algorithm.

First we compute isolating intervals $J_{\gamma}$ for the roots of $f_{I, a}$ (we assume a dyadic representation of the form $\left[\frac{a}{2^{b}}, \frac{a+1}{2^{b}}\right], a \in \mathbb{Z}, b \in \mathbb{N}$ ). Second, while the intervals $\frac{\square f_{I, a, t}\left(J_{\gamma}\right)}{\square f_{I, a, 1}\left(J_{\gamma}\right)}$ overlap, ${ }^{2}$ we refine the involved intervals $J_{\gamma}$. When refined, the precision of the interval is doubled, that is, if for some $k>0$ the input width is $2^{-k}$ then the output width is less than $2^{-2 k}$.

[^23]The complexity of computing isolating boxes is then the complexity of the initial isolation of the roots of $f_{I, a}$, plus the complexity of the loop. Since the width is quadratically smaller at each iteration, the number of iterations is in $\log$ of the $\log$ of the minimum width eventually reached by the intervals $J_{\gamma}$ after refinement. We will show that for the boxes to be isolating, a worst-case refinement up to a width in $2^{-L}$ with $L=\widetilde{O}\left(d_{r}^{2}+d_{r} \tau_{r}\right)$ for the roots of $f_{I, a}$ is sufficient. The overall cost of computing isolating intervals of the roots of $f_{I, a}$ and refining them up to a width in $2^{-L}$ with $L=\widetilde{O}\left(d_{r}^{2}+d_{r} \tau_{r}\right)$ is in $\widetilde{O}_{B}\left(d_{r}^{3}+d_{r}^{2} \tau_{r}\right)$ (Theorem 2.3.15). On the other hand, due to the dyadic representation of the computed isolating intervals, the bitsize of the endpoints these intervals is in $\widetilde{O}\left(d_{r}^{2}+d_{r} \tau_{r}\right)$. In addition, since the refinement is adaptative with respect to each root, we will also show that the sum of the bitsizes of the endpoints of the computed isolating intervals $J_{\gamma}$, after refinement, is also in $\widetilde{O}\left(d_{r}^{2}+d_{r} \tau_{r}\right)$.

Without counting the cost of refinements, the cost of the computation within one loop is then as follows: (a) The cost of evaluating the polynomials $f_{I, a, t}$ and $f_{I, a, 1}$ of degree bounded by $d_{r}$ and bitsize bounded by $\tau_{r}$ at all the (refined) intervals $J_{\gamma}$ is in $\widetilde{O}_{B}\left(d_{r}^{3}+d_{r}^{2} \tau_{r}\right)$ by Theorem 2.3.4 and since the sum of the bitsizes of the endpoints of the (refined) intervals $J_{\gamma}$ is in $\widetilde{O}\left(d_{r}^{2}+d_{r} \tau_{r}\right)$. (b) The cost of the overlap test for all the intervals $\frac{\square f_{I, a, t}\left(J_{\gamma}\right)}{\square f_{I, a, 1}\left(J_{\gamma}\right)}$ is in $\widetilde{O}_{B}\left(d_{r}^{3}+d_{r}^{2} \tau_{r}\right)$. Indeed, the bit complexity of the overlap test is the sum of the bitsizes of the endpoints of the intervals $\frac{\square f_{I, a, t}\left(J_{\gamma}\right)}{\square f_{I, a, 1}\left(J_{\gamma}\right)}$ because when the intervals are sufficiently refined to be disjoint, their order is that of the corresponding intervals $J_{\gamma}$. Hence, we only need to perform comparisons between the endpoints of two intervals $\frac{\square f_{I, a, t}\left(J_{\gamma}\right)}{\square f_{I, a, 1}\left(J_{\gamma}\right)}$ when the corresponding intervals $J_{\gamma}$ are consecutive. Furthermore, the sum of the bitsizes of these interval endpoints is the sum over all $J_{\gamma}$ of big $\widetilde{O}$ of $\tau_{r}$ plus $d_{r}$ times the bitsize of the endpoints of $J_{\gamma}$ (by Theorem 2.3.4), which sums up to $\widetilde{O}\left(d_{r} \tau_{r}+d_{r}\left(d_{r}^{2}+d_{r} \tau_{r}\right)\right)=\widetilde{O}\left(d_{r}^{3}+d_{r}^{2} \tau_{r}\right)$. The overall complexity of the algorithm is thus $\widetilde{O}_{B}\left(d_{r}^{3}+d_{r}^{2} \tau_{r}\right)$ plus the complexity of the refinements which is also in $\widetilde{O}_{B}\left(d_{r}^{3}+d_{r}^{2} \tau_{r}\right)$.

It remains to prove that (1) a refinement up to a width in $2^{-L}$ with $L=$ $\widetilde{O}\left(d_{r}^{2}+d_{r} \tau_{r}\right)$ for the isolating intervals of roots of $f_{I, a}$ is enough to compute isolating boxes, and (2) the sum of the bitsizes of the endpoints of the isolating intervals computed by this algorithm is in $\widetilde{O}\left(d_{r}^{2}+d_{r} \tau_{r}\right)$.

A sufficient condition for the boxes to be isolating is that the intervals $\frac{\square f_{I, a, t}\left(J_{\gamma}\right)}{\square f_{I, a, 1}\left(J_{\gamma}\right)}$ do not overlap. Since each of these intervals always contains the corresponding root $\gamma$ of $f_{I, a}$, they do not overlap if their width is smaller than half the local separating bound $\operatorname{sep}(\gamma)$. We then study the width of such an interval with respect to the width of the input interval $J_{\gamma}$.

One has $w\left(\frac{\square f_{I, a, t}\left(J_{\gamma}\right)}{\square f_{I, a, 1}\left(J_{\gamma}\right)}\right) \leqslant 2 \max _{y \in \frac{\square f_{I, a, t}\left(J_{\gamma}\right)}{\square f_{I, a, 1}\left(J_{\gamma}\right)}}\left|\frac{f_{I, a, t}(\gamma)}{f_{I, a, 1}(\gamma)}-y\right|$ and we can write $y=\frac{f_{I, a, t}(\gamma)+e_{t}}{f_{I, a, 1}(\gamma)+e_{1}}$ with $e_{t}, e_{1}$ such that $f_{I, a, t}(\gamma)+e_{t} \in \square f_{I, a, t}\left(J_{\gamma}\right)$ and $f_{I, a, 1}(\gamma)+$
$e_{1} \in \square f_{I, a, 1}\left(J_{\gamma}\right)$ thus

$$
\begin{aligned}
& \left|\frac{f_{I, a, t}(\gamma)}{f_{I, a, 1}(\gamma)}-\frac{f_{I, a, t}(\gamma)+e_{t}}{f_{I, a, 1}(\gamma)+e_{1}}\right| \\
& =\frac{1}{\left|f_{I, a, 1}(\gamma)+e_{1}\right|}\left|\frac{f_{I, a, t}(\gamma)\left(f_{I, a, 1}(\gamma)+e_{1}\right)}{f_{I, a, 1}(\gamma)}-f_{I, a, t}(\gamma)-e_{t}\right| \\
& =\frac{1}{\left|f_{I, a, 1}(\gamma)+e_{1}\right|}\left|\frac{f_{I, a, t}(\gamma)}{f_{I, a, 1}(\gamma)} e_{1}-e_{t}\right| \\
& =\frac{1}{\left|f_{I, a, 1}(\gamma)+e_{1}\right|}\left|\gamma e_{1}-e_{t}\right| \\
& \leqslant \frac{1}{\left|f_{I, a, 1}(\gamma)+e_{1}\right|} \max \left(\left|e_{1}\right|,\left|e_{t}\right|\right)(1+|\gamma|) \\
& \leqslant \frac{2}{\left|f_{I, a, 1}(\gamma)+e_{1}\right|} \max \left(\left|e_{1}\right|,\left|e_{t}\right|\right) \max (1,|\gamma|) \text {. }
\end{aligned}
$$

We can now apply Theorem 2.3 .16 to $e_{t}$ and $e_{1}$ which gives $\max \left(\left|e_{1}\right|,\left|e_{t}\right|\right) \leqslant$ $2^{d_{r}+\tau_{r}} \max (1,|\gamma|)^{d_{r}-1} w\left(J_{\gamma}\right)$. In addition, for latter calculation to make sense, the denominator $f_{I, a, 1}(\gamma)+e_{1}$ must not vanish. By the definition of the RUR, $f_{I, a, 1}(\gamma)$ cannot vanish and a sufficient condition to ensure this property is that $w\left(J_{\gamma}\right) \leqslant \frac{\left|f_{I, a, 1}(\gamma)\right| / 2}{2^{d_{r}+\tau_{r} \max (1,|\gamma|)^{d r-1}}}$; indeed this implies that $\left|e_{1}\right| \leqslant\left|f_{I, a, 1}(\gamma)\right| / 2$ and $\left|f_{I, a, 1}(\gamma)+e_{1}\right| \geqslant\left|f_{I, a, 1}(\gamma)\right|-\left|e_{1}\right| \geqslant\left|f_{I, a, 1}(\gamma)\right| / 2$. Putting everything together yields

$$
w\left(\frac{\square f_{I, a, t}\left(J_{\gamma}\right)}{\square f_{I, a, 1}\left(J_{\gamma}\right)}\right) \leqslant \frac{2^{d_{r}+\tau_{r}+3} \max (1,|\gamma|)^{d_{r}}}{\left|f_{I, a, 1}(\gamma)\right|} w\left(J_{\gamma}\right) .
$$

Recall that to avoid overlaps it is sufficient that $w\left(\frac{\square f_{I, a, t}\left(J_{\gamma}\right)}{\square f_{I, a, 1}\left(J_{\gamma}\right)}\right)<\frac{\operatorname{sep}(\gamma)}{2}$, so it is sufficient that

$$
\frac{2^{d_{r}+\tau_{r}+3} \max (1,|\gamma|)^{d_{r}}}{\left|f_{I, a, 1}(\gamma)\right|} w\left(J_{\gamma}\right)<\frac{\operatorname{sep}(\gamma)}{2}
$$

or, equivalently,

$$
w\left(J_{\gamma}\right)<\frac{\left|f_{I, a, 1}(\gamma)\right| \operatorname{sep}(\gamma)}{2^{d_{r}+\tau_{r}+4} \max (1,|\gamma|)^{d_{r}}} .
$$

According to Theorem 2.3.12, $\max (1,|\gamma|)=2^{O\left(\tau_{r}\right)}$, Theorem 2.3.13 yields sep $_{\gamma}=2^{-\widetilde{O}\left(d_{r} \tau_{r}+d_{r}^{2}\right)}$ and Theorem 2.3.14 yields $\left|f_{I, a, 1}(\gamma)\right|=2^{-O\left(d_{r} \tau_{r}\right)}$. A sufficient condition for non-overlapping is thus that $w\left(J_{\gamma}\right)=2^{-\widetilde{O}\left(d_{r} \tau_{r}+d_{r}^{2}\right)}$ or in other words that a refinement of the roots of $f_{I, a}$ up to a precision in $L=\widetilde{O}\left(d_{r} \tau_{r}+d_{r}^{2}\right)$ is sufficient. ${ }^{3}$

[^24]For bounding the cost of the evaluations of the RUR polynomials on the computed isolating intervals, an amortized bound of the sum of the bitsizes of the interval endpoints is needed. Due to the dyadic interval representation, the bitsize of this sum is of the same order as that of the product of the widths of all intervals. For all the roots together:

$$
\prod w\left(J_{\gamma}\right)<\frac{\prod\left|f_{I, a, 1}(\gamma)\right| \prod \operatorname{sep}(\gamma)}{2^{d_{r}\left(d_{r}+\tau_{r}+4\right)} \prod \max (1,|\gamma|)^{d_{r}}}
$$

and the application of the amortized bounds of Theorems 2.3.12, 2.3.13 and 2.3.14 yields that the sum of the bitsizes of the interval endpoints is in $\widetilde{O}\left(d_{r} \tau_{r}+\right.$ $d_{r}^{2}$ ).

Applying the previous theorem to the RURs computed in Chapter 4 or Chapter 5 we obtain the following result.

Theorem 6.1.2. Given a RUR of $\langle P, Q\rangle$, isolating boxes for the solutions of $\langle P, Q\rangle$ can be computed in $\widetilde{O}_{B}\left(d^{6}+d^{5} \tau\right)$ bit operations, where $d$ bounds the total degree of $P$ and $Q$, and $\tau$ bounds the bitsize of their coefficients. The vertices of these boxes have bitsize in $\widetilde{O}\left(d^{4}+d^{3} \tau\right)$.

Proof. Depending on the algorithm we use for computing the RUR of $\langle P, Q\rangle$, the RUR is given either as a single RUR (Chapter 4) or as a set of RURs (Chapter 5). In the first case, the result follows straightforwardly using the bounds of Theorem 4.1.1. For the second case, it is sufficient to notice that each RUR resulting from the decomposition satisfies the bitsize bound of Proposition 4.3.1 since the corresponding ideal contains the ideal $\langle P, Q\rangle$ by Lemma 5.3.2, and that the sum of their degrees is bounded by the Bézout's bound of $\langle P, Q\rangle$ that is, $d^{2}$ also by Lemma 5.3.2. Hence, denoting by $d_{i}$ and $\tau_{i}$ the degrees and bitsizes of the RURs resulting from the decomposition, we have $\sum_{i=1}^{d} d_{i} \leqslant d^{2}$ and $\tau_{i} \in \widetilde{O}\left(d^{2}+d \tau\right)$ thus $\sum_{i=1}^{d} d_{i}^{3}+d_{i}^{2} \tau_{i}$ is in $\widetilde{O}\left(d^{6}+d^{5} \tau\right)$ and $\sum_{i=1}^{d} d_{i}^{2}+d_{i} \tau_{i}$ is in $\widetilde{O}\left(d^{4}+d^{3} \tau\right)$, which concludes the proof.

### 6.2 Sign of a polynomial at the solutions of a system

The results presented in this section are part of an article published in the ISSAC 2013 conference [Bouzidi 2013b].

This section addresses the problem of computing the sign $(+,-$ or 0$)$ of a given polynomial $F \in \mathbb{Z}[X, Y]$ at the solutions of a bivariate system defined by an ideal $I$. Let $\left\{f_{I, a}, f_{I, a, 1}, f_{I, a, X}, f_{I, a, Y}\right\}$ be the RUR of $I$. As in the previous section, the degree and the bitsize of this RUR are denoted respectively by $d_{r}$
and $\tau_{r}$ and we denote by $d$ and $\tau$ the degree and the bitsize of $F .{ }^{4}$ We also suppose for simplicity that $d=O\left(d_{r}\right)$ and $\tau=O\left(\tau_{r}\right)$. We first describe a naive RUR-based sign_at algorithm for computing the sign at one real solution of the system, which runs in $\widetilde{O}_{B}\left(d^{9}+d^{8} \tau\right)$ time. Then, using properties of generalized Sturm sequences, we analyze a more efficient algorithm that runs in $\widetilde{O}_{B}\left(d^{8}+d^{7} \tau\right)$ time. We also show that the sign of $F$ at the $O\left(d^{2}\right)$ solutions of the system can be computed in only $O(d)$ times that for one real solution.

Once the RUR $\left\{f_{I, a}, f_{I, a, 1}, f_{I, a, X}, f_{I, a, Y}\right\}$ of $I=\langle P, Q\rangle$ is computed, we can use it to translate a bivariate sign computation into a univariate sign computation. Indeed, let $F(X, Y)$ be the polynomial to be evaluated at the solution $(\alpha, \beta)$ of $I$ that is the image of the root $\gamma$ of $f_{I, a}$ by the RUR mapping. We first define the polynomial $f_{F}(T)$ roughly as the numerator of the rational fraction obtained by substituting $X=\frac{f_{I, a, X}(T)}{f_{I, a, 1}(T)}$ and $Y=\frac{f_{I, a, Y}(T)}{f_{I, a, 1}(T)}$ in the polynomial $F(X, Y)$, so that the sign of $F(\alpha, \beta)$ is the same as that of $f_{F}(\gamma)$.

Lemma 6.2.1. The polynomial $f_{F}(T)=f_{I, a, 1}^{d}(T) F(T-a Y, Y)$, with $Y=$ $\frac{f_{I, a, Y}(T)}{f_{I, a, 1}(T)}$, has degree $O\left(d d_{r}\right)$, bitsize in $\widetilde{O}\left(d \tau_{r}\right)$, and it can be computed with $\widetilde{O}_{B}\left(d^{3} d_{r} \tau_{r}\right)$ bit operations. The sign of $F$ at a real solution of $I$ is equal to the sign of $f_{F}$ at the corresponding root of $f_{I, a}$ via the mapping of the $R U R$.

Proof. We first compute the polynomial $F(T-a Y, Y)$ in the form $\sum_{i=0}^{d} a_{i}(T) Y^{i}$. Then, $f_{F}(T)$ is equal to $\sum_{i=0}^{d} a_{i}(T) f_{I, a, Y}(T)^{i} f_{I, a, 1}(T)^{d-i}$. Consequently, computing an expanded form of $f_{F}(T)$ can be done by computing the $a_{i}(T)$, the powers $f_{I, a, Y}(T)^{i}$ and $f_{I, a, 1}(T)^{i}$, and their appropriate products and sum.

Computing $a_{i}(T)$. According to Lemma 3.2.1, $P(T-S Y, Y)$ can be expanded with $\widetilde{O}_{B}\left(d^{4}+d^{3} \tau\right)$ bit operations and its bitsize is in $\widetilde{O}(d+\tau)$. These bounds also apply to $F(T-S Y, Y)$ and we deduce $F(T-a Y, Y)$ by substituting $S$ by $a$. Writing $F(T-S Y, Y)=\sum_{i=0}^{d} f_{i}(T, Y) S^{i}$, the computation of $F(T-a Y, Y)$ can be done by computing and summing the $f_{i}(T, Y) a^{i}$. Since $a$ has bitsize in $O(\log d)$ by hypothesis, $a^{i}$ has bitsize in $O(d \log d) \subseteq \widetilde{O}(d)$, and computing all the $a^{i}$ can be done with $\widetilde{O}_{B}\left(d^{2}\right)$ bit operations. For each $a^{i}$, computing $f_{i}(T, Y) a^{i}$ can be done with $O\left(d^{2}\right)$ multiplications between integers of bitsize in $\widetilde{O}(d+\tau)$, and thus with $\widetilde{O}_{B}\left(d^{2}(d+\tau)\right)$ bit operations. Thus, computing all the $f_{i}(T, Y) a^{i}$ can be done with $\widetilde{O}_{B}\left(d^{3}(d+\tau)\right)$ bit operations, and summing, for every of the $O\left(d^{2}\right)$ monomials in $(T, Y), d$ coefficients (corresponding to every $i$ ) of bitsize in $\widetilde{O}(d+\tau)$ can also be done with $\widetilde{O}_{B}\left(d^{3}(d+\tau)\right)$ bit operations, in total. It follows that, $F(T-a Y, Y)$ and thus all the $a_{i}(T)$ can be computed with $\widetilde{O}_{B}\left(d^{4}+d^{3} \tau\right)$ bit operations.

[^25]Computing $f_{I, a, Y}(T)^{i}$ and $f_{I, a, 1}(T)^{i} . \quad f_{I, a, Y}(T)^{i}$ has degree in $O\left(d d_{r}\right)$ and bitsize in $\widetilde{O}\left(d \tau_{r}\right)$. Computing all the $f_{I, a, Y}(T)^{i}$ can be done with $O(d)$ multiplications between these polynomials. Every multiplication can be done with a bit complexity that is softly linear in the product of the maximum degrees and maximum bitsizes (Theorem 2.3.1), thus all the multiplications can be done with $\widetilde{O}_{B}\left(d^{3} d_{r} \tau_{r}\right)$ bit operations in total. It follows that all the $f_{I, a, Y}(T)^{i}$, and similarly all the $f_{I, a, 1}(T)^{i}$, can be computed using $\widetilde{O}_{B}\left(d^{3} d_{r} \tau_{r}\right)$ bit operations and their bitsize is in $\widetilde{O}\left(d \tau_{r}\right)$.

Computing $f_{F}(T)$. Computing $a_{i}(T) f_{I, a, Y}(T)^{i} f_{I, a, 1}(T)^{d-i}$, for $i=0, \ldots, d$, amounts to multiplying $O(d)$ times, univariate polynomials of degree $O\left(d d_{r}\right)$ and bitsize $\widetilde{O}\left(d \tau_{r}\right)$, which can be done, similarly as above, with $\widetilde{O}\left(d^{3} d_{r} \tau_{r}\right)$ bit operations. Finally, their sum is the sum of $d$ univariate polynomials of degree $O\left(d d_{r}\right)$ and bitsize $\widetilde{O}\left(d \tau_{r}\right)$, which can also be computed within the same bit complexity. Hence, $f_{F}(T)$ can be computed with $\widetilde{O}_{B}\left(d^{3} d_{r} \tau_{r}\right)$ bit operations and its coefficients have bitsize in $\widetilde{O}\left(d \tau_{r}\right)$.

Signs of $F$ and $f_{F}$. It remains to show that the sign of $F$ at a real solution of $I$ is the sign of $f_{F}$ at the corresponding root of $f_{I, a}$ via the mapping of the RUR. By Definition 2.2.1, there is a one-to-one mapping between the roots of $f_{I, a}$ and those of $I$ that maps a root $\gamma$ of $f_{I, a}$ to a solution $(\alpha, \beta)=\left(\frac{f_{I, a, X}(\gamma)}{f_{I, a, 1}(\gamma)}, \frac{f_{I, a, Y}(\gamma)}{f_{I, a, 1}(\gamma)}\right)$ of $I$ such that $\gamma=\alpha+a \beta$ and $f_{I, a, 1}(\gamma) \neq 0$. For any such pair of $\gamma$ and $(\alpha, \beta), f_{F}(\gamma)=f_{I, a, 1}^{d}(\gamma) F\left(\gamma-a \frac{f_{I, a, Y}(\gamma)}{f_{I, a, 1}(\gamma)}, \frac{f_{I, a, Y}(\gamma)}{f_{I, a, 1}(\gamma)}\right)$ by definition of $f_{F}(T)$, and thus $f_{F}(\gamma)=f_{I, a, 1}^{d}(\gamma) F(\alpha, \beta)$. It follows that $f_{F}(\gamma)$ and $F(\alpha, \beta)$ have the same sign since $f_{I, a, 1}(\gamma) \neq 0$ and $d$ is even by hypothesis.

Naive algorithm. The knowledge of a $\operatorname{RUR}\left\{f_{I, a}, f_{I, a, 1}, f_{I, a, X}, f_{I, a, Y}\right\}$ of $I$ yields a straightforward algorithm for computing the sign of $F$ at a real solution of $I$. Indeed, it is sufficient to isolate the real roots of $f_{I, a}$, so that the intervals are also isolating for $f_{I, a} f_{F}$, and then to evaluate the sign of $\overline{f_{F}}$ at the endpoints of these isolating intervals. We analyze the complexity of this straightforward algorithm before describing our more subtle and more efficient algorithm. We provide this analysis for several reasons: first it answers a natural question, second it shows that even a RUR-based naive algorithm performs better than the state of the art.

Lemma 6.2.2. Given a $R U R\left\{f_{I, a}, f_{I, a, 1}, f_{I, a, X}, f_{I, a, Y}\right\}$ of $I$ and an isolating interval for a real root $\gamma$ of $f_{I, a}$, the sign of $F$ at the real solution of $I$ that corresponds to $\gamma$ can be computed with $\widetilde{O}_{B}\left(d^{3} d_{r}^{2} \tau_{r}+d_{r}^{3}\right)$ bit operations.

Proof. By Lemma 6.2.1, $f_{F}$ has degree $O\left(d d_{r}\right)$ and bitsize $\widetilde{O}\left(d \tau_{r}\right)$, and it can be computed with $\widetilde{O}_{B}\left(d^{2} d_{r} \tau_{r}\right)$ bit operations. Thus the product $f_{F} f_{I, a}$ has
degree $O\left(d d_{r}\right)$ and bitsize $\widetilde{O}\left(\widetilde{\partial} \tau_{r}\right)$. By Theorem 2.3.13, the root separation bound of $f_{F} f_{I, a}$ has bitsize $\widetilde{O}\left(d^{2} d_{r} \tau_{r}\right)$. We refine the isolating interval of $\gamma$ for $f_{I, a}$ to a width less than the root separation bound of $f_{F} f_{I, a}$, which can be done with $\widetilde{O}_{B}\left(d_{r}^{3}+d_{r}^{2} \tau_{r}+d_{r}\left(d^{2} d_{r} \tau_{r}\right)\right)=\widetilde{O}_{B}\left(d^{2} d_{r}^{2} \tau_{r}+d_{r}^{3}\right)$ bit operations according to Theorem 2.3.15. Furthermore, we can ensure that the new interval has rational endpoints with bitsize $\widetilde{O}\left(d^{2} d_{r} \tau_{r}\right)$, similarly as in the proof of Theorem 6.1.1. On the other hand, by Theorem 2.3.10, since $f_{F}$ has bitsize $\widetilde{O}\left(d \tau_{r}\right)$, its squarefree part $\overline{f_{F}}$ can be computed in complexity $\widetilde{O}_{B}\left(\left(d d_{r}\right)^{2}\left(d \tau_{r}\right)\right)=\widetilde{O}_{B}\left(d^{2} d_{r}^{2} \tau_{r}\right)$ and it has bitsize in $\widetilde{O}_{B}\left(d \tau_{r}+d d_{r}\right)$. It then follows from Theorem 2.3.4 that the evaluation of $\overline{f_{F}}$ at the boundaries of the refined interval can be done with $\widetilde{O}_{B}\left(d^{3} d_{r}^{2} \tau_{r}\right)$ bit operations which concludes the proof by Lemma 6.2.1.

Improved algorithm. Our more subtle algorithm is, in essence the one presented by Diochnos et al. for evaluating the sign of a univariate polynomial (here $f_{F}$ ) at the roots of a squarefree univariate polynomial (here $\overline{f_{I, a}}$ ) [Diochnos 2009, Corollary 5]. The idea of this algorithm comes originally from [Lickteig 2001], where the Cauchy index of two polynomials is computed by means of sign variations of a particular remainder sequence called the Sylvester-Habicht sequence. In [Diochnos 2009], this approach is slightly adapted to deduce the sign from the Cauchy index ([Yap 2000, Theorem 7.3]) and the bit complexity is given in terms of the two initial degrees and bitsizes. Unfortunately, the corresponding proof is problematic because the authors refer to two complexity results for computing parts of the Sylvester-Habicht sequences and none of them actually applies. ${ }^{5}$ Following the spirit of their approach, we present in Lemma 6.2.3 a new (weaker) complexity result for evaluating the sign of a univariate polynomial at the roots of a squarefree univariate polynomial. This result is used to derive the bit complexity of evaluating the sign of a bivariate polynomial at the roots of the system. For clarity, we postpone the proof of this lemma to Section 6.2.1 after Theorem 6.2.4.

Lemma 6.2.3. Let $f \in \mathbb{Z}[X]$ be a squarefree polynomial of degree $d_{f}$ and bitsize $\tau_{f}$, and $(a, b)$ be an isolating interval of one of its real roots $\gamma$ with $a$ and $b$ distinct rationals of bitsize in $\widetilde{O}\left(d_{f} \tau_{f}\right)$ and $f(a) f(b) \neq 0$. Let $g \in$ $\mathbb{Z}[X]$ be of degree $d_{g}$ and bitsize $\tau_{g}$. The sign of $g(\gamma)$ can be computed in

[^26]$\widetilde{O}_{B}\left(\left(d_{f}^{3}+d_{g}^{2}\right) \tau_{f}+\left(d_{f}^{2}+d_{f} d_{g}\right) \tau_{g}\right)$ bit operations. The sign of $g$ at all the real roots of $f$ can be computed with $\widetilde{O}_{B}\left(\left(d_{f}^{3}+d_{f}^{2} d_{g}+d_{g}^{2}\right) \tau_{f}+\left(d_{f}^{3}+d_{f} d_{g}\right) \tau_{g}\right)$ bit operations.

Theorem 6.2.4. Given a $R U R\left\{f_{I, a}, f_{I, a, 1}, f_{I, a, X}, f_{I, a, Y}\right\}$ of $I$, the sign of $F$ at a real solution of I can be computed with $\widetilde{O}_{B}\left(d_{r}^{3} \tau_{r}+d^{2} d_{r}^{2} \tau_{r}\right)$ bit operations. The sign of $F$ at all the solutions of $I$ can be computed with $\widetilde{O}_{B}\left(d d_{r}^{3} \tau_{r}+d^{2} d_{r}^{2} \tau_{r}\right)$ bit operations.

Proof. By Lemma 6.2.1, the sign of $F$ at the real solutions of $I$, is equal to the sign of $f_{F}$ at the corresponding roots of $f_{I, a}$, or equivalently at those of $\overline{f_{I, a}}$. Furthermore, $f_{F}$ has degree $O\left(d d_{r}\right)$, bitsize in $\widetilde{O}\left(d \tau_{r}\right)$, and it can be computed with $\widetilde{O}_{B}\left(d^{3} d_{r} \tau_{r}\right)$ bit operations. On the other hand, by Theorem 2.3.10, the squarefree part of $f_{I, a}$ can be computed in $\widetilde{O}_{B}\left(d_{r}^{2} \tau_{r}\right)$ bit operations and it has bitsize in $\widetilde{O}\left(\tau_{r}+d_{r}\right)$. By Theorem 2.3.15 and 2.3.13, the isolating intervals (if not given) of $\overline{f_{I, a}}$ can be computed in $\widetilde{O}_{B}\left(\left(d_{r}\right)^{3}+\left(d_{r}\right)^{2}\left(\tau_{r}+d_{r}\right)\right)$ bit operations with intervals boundaries of bitsize satisfying the hypotheses of Lemma 6.2.3. Indeed, we can ensure during the isolation of the roots of $f=\overline{f_{I, a}}$ that the isolating intervals have endpoints with bitsize in $\widetilde{O}\left(d_{r} \tau_{r}\right)$, similarly as in the proof of Theorem 6.1.1. Applying Lemma 6.2.3 then concludes the proof.

Applying the previous theorem to the RURs computed in Chapter 4 or Chapter 5 and using the same arguments as for Theorem 6.1.2, we obtain the following result.

Proposition 6.2.5. Given a $R U R$ of $\langle P, Q\rangle$ and assuming that the degree of $P$ and $Q$ is bounded by d and their bitsize is bounded by $\tau$, the sign of $F$ at a real solution of $\langle P, Q\rangle$ can be computed with $\widetilde{O}_{B}\left(d^{8}+d^{7} \tau\right)$ bit operations. The sign of $F$ at all the solutions of $I$ can be computed with $\widetilde{O}_{B}\left(d^{9}+d^{8} \tau\right)$ bit operations.

Remark 6.2.6. Proposition 6.2.5 also holds if the solutions of $I=\langle P, Q\rangle$ are described by the rational parameterization of Gonzalez-Vega and El Kahoui [Gonzalez-Vega 1996] instead of a RUR. Indeed, such parameterization is defined, in the worst case, by $\Theta(d)$ univariate polynomials $f_{i}$ of degree $d_{f_{i}}$ whose sum $d_{f}$ is at most $d^{2}$, and by associated rational one-to-one mappings which are defined, as for the RUR, by polynomials of degree $O\left(d^{2}\right)$ and bitsize $O\left(d^{2}+d \tau\right)$. The result of Proposition 6.2.5 on the sign of $F$ at one real solution of I thus trivially still holds. For the sign of $F$ at all real solutions of I the result also holds from the following observation. In the proofs of Lemmas 6.2.7 and 6.2.3, the computation of one sequence of unevaluated Sylvester-Habicht transition matrices has complexity $\widetilde{O}_{B}(p H)$ (in proof of Lemma 6.2.7) where $p$ is in $O\left(d_{f_{i}}+d_{g}\right)$ in the proof of Lemma 6.2.3. The
sum of the $p H$ over all $i$ is thus $O\left(\left(d_{f}+d d_{g}\right) H\right)$ instead of $O\left(\left(d_{f}+d_{g}\right) H\right)$ as for the RUR. However, $d_{g} H$ writes in the proof of Lemma 6.2.3 as $\widetilde{O}\left(d_{g}\left(\left(d_{f}+d_{g}\right) \tau_{f}+d_{f}\left(\tau_{f}+\tau_{g}\right)\right)\right)=\widetilde{O}\left(d_{f} d_{g}\left(\tau_{f}+\tau_{g}\right)+d_{g}^{2} \tau_{f}\right)$ which writes in the proof of Theorem 6.2.4 as $\widetilde{O}\left(d^{2} d^{3}\left(d^{3}+d^{2} \tau\right)+\left(d^{3}\right)^{2}\left(d^{2}+d \tau\right)\right)=\widetilde{O}\left(d^{8}+d^{7} \tau\right)$. Thus multiplying this by d remains within the targeted bit complexity. On the other hand, the complexity of the evaluation phase in the proofs of Lemmas 6.2.7 and 6.2.3 does not increase when considering the representation of Gonzalez-Vega and El Kahoui instead of the RUR because the total complexity of the evaluations depends only on the number of solutions at which we evaluate the sign of the other polynomial and on the degree and bitsize of the polynomials involved (values which do not increase in Gonzalez-Vega and El Kahoui representation; only the number of polynomials is larger).

### 6.2.1 Proof of Lemma 6.2.3

As shown in [Basu 2006, Theorem 2.61], the sign of $g(\gamma)$ is $V\left(S \operatorname{Rem} S\left(f, f^{\prime} g ; a, b\right)\right)$ where $V(\operatorname{SRem} S(P, Q ; a, b))$ is the number of sign variations in the signed remainder sequence of $P$ and $Q$ evaluated at $a$ minus the number of sign variations in this sequence evaluated at $b$ (see Definition 1.7 in [Basu 2006] for the sequence and Notation 2.32 for the sign variation). On the other hand, for any $P$ and $Q$ such that $\operatorname{deg}(P)>\operatorname{deg}(Q)$ and $P(a) P(b) \neq 0$ or $Q(a) Q(b) \neq 0$, we have according to [Roy 1996, Theorems 3.2, 3.18 \& Remarks 3.9, 3.25] ${ }^{6}$ that $V(S R e m S(P, Q ; a, b))=W(\operatorname{Syl} H(P, Q ; a, b))$ where $S y l H$ is the SylvesterHabicht sequence of $P$ and $Q$, and $W$ is the related sign variation function. ${ }^{7}$ The following intermediate result is a consequence of an adaptation of [Lickteig 2001, Theorem 5.2] in the case where the polynomials $P$ and $Q$ have different degrees and bitsizes.

Lemma 6.2.7. Let $P$ and $Q$ in $\mathbb{Z}[X]$ with $\operatorname{deg}(P)=p>q=\operatorname{deg}(Q)$ and bitsize respectively $\tau_{P}, \tau_{Q}$. If $a$ and $b$ are two rational numbers of bitsize bounded by $\sigma$, the computation of $W(\operatorname{Syl} H(P, Q ; a, b))$ can be performed with $\widetilde{O}_{B}\left(\left(p+q^{2}\right) \sigma+p\left(p \tau_{Q}+q \tau_{P}\right)\right)$ bit operations.

[^27]Moreover, if $a_{\ell}$ and $b_{\ell}, 1 \leqslant \ell \leqslant u$, are rational numbers of bitsizes that sum to $\sigma$, the computation of $W\left(\operatorname{Syl} H\left(P, Q ; a_{\ell}, b_{\ell}\right)\right)$ can be performed for all $\ell$ with $\widetilde{O}_{B}\left(\left(p+q^{2}\right) \sigma+(p+q u)\left(p \tau_{Q}+q \tau_{P}\right)+p u \tau_{P}\right)$ bit operations.

Proof. Following the algorithm in [Lickteig 2001], we first compute the consecutive Sylvester-Habicht transition matrices of $P$ and $Q$ denoted by $\mathcal{N}_{j, i}$ with $0 \leqslant j<i \leqslant p$. These matrices link consecutive regular couples ${ }^{8}\left(S h_{i}, S h_{i-1}\right)$ and $\left(S h_{j}, S h_{j-1}\right)$ in the Sylvester-Habicht sequence as follows:

$$
\begin{equation*}
\binom{S h_{j}}{S h_{j-1}}=\mathcal{N}_{j, i}\binom{S h_{i}}{S h_{i-1}} \text { such that } i \leqslant p \text { and }\left(S h_{p}, S h_{p-1}\right)=(P, Q) . \tag{6.1}
\end{equation*}
$$

According to [Lickteig 2001, Theorem. 5.2 \& Corollary 5.2], computing all the matrices $\mathcal{N}_{j, i}$ of $P$ and $Q$ can be done with $\widetilde{O}_{B}(p H)$ bit operations, where $H \in$ $\widetilde{O}\left(q \tau_{P}+p \tau_{Q}\right)$ is an upper bound on the bitsize appearing in the computations given by Hadamard's inequality.

We evaluate the Sylvester-Habicht sequence at a rational $a$ by first evaluating $P, Q$, and all the matrices $\mathcal{N}_{j, i}$ at $a$, and then by applying iteratively the above formula. Doing the same at $b$ yields $W(\operatorname{SylH}(P, Q ; a, b))$.

First, note that the evaluation of $P(a)$ and $Q(a)$ can be done with $\widetilde{O}_{B}\left(p\left(\tau_{P}+\sigma\right)\right)$ plus $\widetilde{O}_{B}\left(q\left(\tau_{Q}+\sigma\right)\right)$, that is $\widetilde{O}_{B}\left(p\left(\tau_{P}+\tau_{Q}+\sigma\right)\right)$ bit operations (since $p>q$ ), by Theorem 2.3.4. The polynomials appearing in the matrices $\mathcal{N}_{j, i}$ have bitsize at most $H$ and the sum of their degrees is equal to $p$ [Lickteig 2001, Corollary 4.3]. ${ }^{9}$ Thus, all $\mathcal{N}_{j, i}(a)$ have bitsize $\widetilde{O}(p \sigma+H)$ and they can be computed in a total of $\widetilde{O}_{B}(p(\sigma+H))$ bit operations, by Theorem 2.3.4. Moreover, by considering the matrices $\mathcal{N}_{j, i}$ other than the first one $\mathcal{N}_{k, p}$, as the consecutive transition matrices of the Sylvester-Habicht sequence of the first regular couple $\left(S h_{k}, S h_{k-1}\right)$ after $\left(S h_{p}, S h_{p-1}\right)$, we have that the polynomials appearing in these matrices have the sum of their degrees equal to that of $S h_{k}$ which is at most $q$ (since $k \leqslant p-1$ and $S h_{p-1}=Q$ ). Thus, except the first one $\mathcal{N}_{k, p}(a)$, all evaluated matrices $\mathcal{N}_{j, i}(a)$ have bitsize $\widetilde{O}(q \sigma+H)$ and they can be computed in a total of $\widetilde{O}_{B}(q(\sigma+H))$ bit operations.

We now apply iteratively Equation (6.1) for computing all the $S h_{i}(a)$. Since all Sylvester-Habicht polynomials have bitsize at most $H$ and degree at most $q$ except the first one $S h_{p}=P$, the bitsize of $S h_{i<p}(a)$ is in $O(q \sigma+H)$ and that of $S h_{p}(a)$ is in $O\left(p \sigma+\tau_{P}\right)$. Given $P(a), Q(a)$ and all $\mathcal{N}_{j, i}(a)$, it follows

[^28]from their bitsizes that we can compute iteratively the $S h_{i}(a)$ in time $\widetilde{O}_{B}(p \sigma+$ $H)$ for the first regular couple after $\left(S h_{p}, S h_{p-1}\right)=(P, Q)$ and in time $\widetilde{O}_{B}(q \sigma+$ $H)$ for each of the others. Thus, for computing of $W(\operatorname{SylH}(P, Q ; a, b))$, the initial computation of all $\mathcal{N}_{j, i}$ takes $\widetilde{O}_{B}(p H)$ bit operations and the evaluation phase takes $\widetilde{O}_{B}\left(p\left(\tau_{P}+\tau_{Q}+\sigma\right)\right)$ plus $\widetilde{O}_{B}(p(\sigma+H)+q(q \sigma+H))$ bit operations, which gives a total of $\widetilde{O}_{B}\left(p(\sigma+H)+q^{2} \sigma\right)$ bit operations.

We now consider the case of computing $W\left(\operatorname{Syl} H\left(P, Q ; a_{\ell}, b_{\ell}\right)\right)$ for $1 \leqslant \ell \leqslant$ $u$. We slightly change the above algorithm as follows. We only change the way to evaluate the first regular couple $\left(S h_{k}, S h_{k-1}\right)$ after $\left(S h_{p}, S h_{p-1}\right)$ at the $a_{\ell}$ (and $b_{\ell}$ ). Once the matrices $\mathcal{N}_{j, i}$ have been computed, we compute the (non-evaluated) first regular couple $\left(S h_{k}, S h_{k-1}\right)=\mathcal{N}_{k, p}\left(S h_{p}, S h_{p-1}\right)$. Since the polynomials in $\mathcal{N}_{k, p}$ have degree at most $p$ and bitsize at most $H$, the couple $\left(S h_{k}, S h_{k-1}\right)$ can be computed in $\widetilde{O}_{B}\left(p\left(H+\tau_{P}+\tau_{Q}\right)\right)=\widetilde{O}_{B}(p H)$ time [von zur Gathen 2003, Corollary 8.27]. As noted above, $S h_{k}$, and thus also $S h_{k-1}$, have degree at most $q$ and they have bitsize at most $H$, so they can be evaluated at a given $a_{\ell}$ in time $\widetilde{O}_{B}\left(q\left(\sigma_{\ell}+H\right)\right)$ where $\sigma_{\ell}$ is the bitsize of $a_{\ell}$. Now, the polynomials appearing in the matrices $\mathcal{N}_{j, i}$, other than the first one $\mathcal{N}_{k, p}$, have bitsize at most $H$ and the sum of their degrees is at most $q$, so similarly as above, all the $\mathcal{N}_{j, i}\left(a_{\ell}\right)$, except $\mathcal{N}_{k, p}\left(a_{\ell}\right)$, can be computed in total bit complexity $\widetilde{O}_{B}\left(q\left(\sigma_{\ell}+H\right)\right)$. Then, we compute as above each of the other regular couples evaluated at $a_{\ell}$ in time $\widetilde{O}_{B}\left(q \sigma_{\ell}+H\right)$. Hence, the initial computation of all $\mathcal{N}_{j, i}$ and of $\left(S h_{k}, S h_{k-1}\right)$ takes $\widetilde{O}_{B}(p H)$ bit operations and the evaluation phase at all the $a_{\ell}$ takes the sum over $\ell, 1 \leqslant \ell \leqslant u$, of $\widetilde{O}_{B}\left(p\left(\tau_{P}+\right.\right.$ $\left.\left.\tau_{Q}+\sigma_{\ell}\right)\right)$ plus $\widetilde{O}_{B}\left(q\left(\sigma_{\ell}+H\right)+q\left(q \sigma_{\ell}+H\right)\right)$ bit operations, that is $\widetilde{O}_{B}\left(p\left(\tau_{P}+\right.\right.$ $\left.\left.\tau_{Q}\right)+\left(p+q^{2}\right) \sigma_{\ell}+q H\right)$ which sums to $\widetilde{O}_{B}\left(p u\left(\tau_{P}+\tau_{Q}\right)+\left(p+q^{2}\right) \sigma+q u H\right)$. Hence the total bit complexity for computing all the $W\left(\operatorname{Syl} H\left(P, Q ; a_{\ell}, b_{\ell}\right)\right)$ for $1 \leqslant \ell \leqslant u$ is $\widetilde{O}_{B}\left(\left(p+q^{2}\right) \sigma+(p+q u) H+p u \tau_{P}\right)$ which concludes the proof.

Proof of Lemma 6.2.3. We may assume that $g$ has degree greater than one since, if $g$ is a constant the problem is trivial and, if $g(X)=c X-d$, then the sign of $g(\gamma)$ follows from (i) the sign of $c$ if $\frac{d}{c} \notin(a, b)$ and from (ii) the signs of $c, f(a)$, and $f\left(\frac{d}{c}\right)$ if $\frac{d}{c} \in(a, b)$; indeed, the signs of $f(a) \neq 0$ and $f\left(\frac{d}{c}\right)$ determine whether $\gamma$ lies in $\left(a, \frac{d}{c}\right),\left\{\frac{d}{c}\right\}$, or $\left(\frac{d}{c}, b\right)$. Hence, when $g$ has degree one, the sign of $g(\gamma)$ can be computed with $\widetilde{O}_{B}\left(d_{f}\left(\tau_{g}+d_{f} \tau_{f}\right)\right)$ bit operations according to Theorem 2.3.4.

Recall that the sign of $g(\gamma)$ is $V\left(\operatorname{SRem} S\left(f, f^{\prime} g ; a, b\right)\right)$ [Basu 2006, Theorem 2.61]. When $g$ has degree greater than one, we cannot directly apply Lemma 6.2 .7 since $\operatorname{deg}(f)<\operatorname{deg}\left(f^{\prime} g\right)$. However, knowing the sign of $f$ and $f^{\prime} g$ at $a$ and $b$ and noticing that their signed remainder sequence starts with $\left[f, f^{\prime} g,-f,-\operatorname{rem}\left(f^{\prime} g,-f\right), \ldots\right]$, we can easily compute the value $c$ such that $V\left(S \operatorname{Rem} S\left(f, f^{\prime} g ; a, b\right)\right)=V\left(S \operatorname{Rem} S\left(f^{\prime} g,-f ; a, b\right)\right)+c$. Furthermore,
as observed at the beginning of this section and since $f(a) f(b) \neq 0$ by hypothesis, $V\left(S \operatorname{Rem} S\left(f^{\prime} g,-f ; a, b\right)\right)=W\left(S y l H\left(f^{\prime} g,-f ; a, b\right)\right)$. We can now apply Lemma 6.2 .7 which thus yields the sign of $g(\gamma)$ with a bit complexity in $\widetilde{O}_{B}\left(\left(p+q^{2}\right) \sigma+p\left(p \tau_{Q}+q \tau_{P}\right)\right)$ which simplifies into $\widetilde{O}_{B}\left(\left(d_{f}^{3}+d_{g}^{2}\right) \tau_{f}+\left(d_{f}^{2}+d_{f} d_{g}\right) \tau_{g}\right)$.

For the sign of $g$ at all the real roots of $f$, isolating intervals of these roots can be computed in complexity $\widetilde{O}_{B}\left(d_{f}^{3}+d_{f}^{2} \tau_{f}\right)$ (see Theorem 2.3.15) such that the bitsizes of the interval boundaries sum up to $\widetilde{O}\left(d_{f}^{2}+d_{f} \tau_{f}\right)$ (a consequence of Davenport-Mahler-Mignotte bound, see e.g. [Diochnos 2009, Lemma 6]). Similarly as for one root, Lemma 6.2.7 then yields that the sign of $g$ at all the real roots of $f$ can be computed with a bit complexity in $\widetilde{O}_{B}\left(\left(p+q^{2}\right) \sigma+(p+q u)\left(p \tau_{Q}+q \tau_{P}\right)+p u \tau_{P}\right)$ which writes as $\widetilde{O}_{B}\left(\left(d_{f}+d_{g}+\right.\right.$ $\left.\left.d_{f}^{2}\right) d_{f} \tau_{f}+\left(d_{f}+d_{g}+d_{f}^{2}\right)\left(\left(d_{f}+d_{g}\right) \tau_{f}+d_{f}\left(\tau_{f}+\tau_{g}\right)\right)+\left(d_{f}+d_{g}\right) d_{f}\left(\tau_{g}+\tau_{f}\right)\right)$ and simplifies into $\widetilde{O}_{B}\left(\left(d_{f}^{3}+d_{f}^{2} d_{g}+d_{g}^{2}\right) \tau_{f}+\left(d_{f}^{3}+d_{f} d_{g}\right) \tau_{g}\right)$ bit operations.

### 6.3 Over-constrained systems

So far, we focused on systems defined by exactly two coprime polynomials. We now extend our results to compute rational parameterizations of zerodimensional systems defined with additional equality or inequality constraints. We assume given $R U R_{I, a}=\left\{f_{I, a}, f_{I, a, 1}, f_{I, a, X}, f_{I, a, Y}\right\}$ the RUR of an ideal $I$ associated to the separating form $X+a Y$, we also assume that the polynomials of this RUR have degree bounded by $d_{r}$ and bitsize bounded by $\tau_{r}$. Given another polynomial $F \in \mathbb{Z}[X, Y]$, we have seen in the previous section how to compute the sign of $F$ at the solutions of $I$. With a similar approach, we now explain how to split $R U R_{I, a}$ according to whether $F$ vanishes or not at the solutions of $I$.

Let $F \in \mathbb{Z}[X, Y]$ be of total degree at most $d$ and maximum bitsize $\tau$. Identifying the roots of $f_{I, a}$ with the solutions of the system $I$ via the RUR, let $f_{F=0}$ (resp. $f_{F \neq 0}$ ) be the squarefree factor of $f_{I, a}$ such that its roots are exactly the solutions of the system $I$ at which the polynomial $F$ vanishes (resp. does not vanish).

Theorem 6.3.1. Given $R U R_{I, a}$, the bit complexity of computing $f_{F=0}$ (resp. $\left.f_{F \neq 0}\right)$ is in $\widetilde{O}_{B}\left(d^{2} d_{r}^{2} \tau_{r}+d^{3} d_{r} \tau_{r}\right)$ and these polynomials have bitsize in $\widetilde{O}\left(d_{r}+\tau_{r}\right)$.

Proof. The polynomial $f_{F}$ (not to be confused with $f_{F=0}$ or $f_{F \neq 0}$ ), as defined in Lemma 6.2.1, has the same sign as $F$ at the real solutions of the system $I$. The same holds for complex solutions by considering the "sign" as zero or nonzero. The roots of the squarefree polynomial $f_{F=0}=\operatorname{gcd}\left(\overline{f_{I, a}}, f_{F}\right)$ thus are the $\alpha+a \beta$ with $(\alpha, \beta)$ solution of $I$ and $F(\alpha, \beta)=0$. The polynomial $f_{F \neq 0}$
defined as the gcd-free part of $\overline{f_{I, a}}$ with respect to $f_{F}$ is also squarefree and encodes the solutions such that $F(\alpha, \beta) \neq 0$.

According to Lemma 6.2.1 and the proof of Theorem 6.2.4, $f_{F}$ and $\overline{f_{I, a}}$ can be computed in, respectively, $\widetilde{O}_{B}\left(d^{3} d_{r} \tau_{r}\right)$ and $\widetilde{O}_{B}\left(d_{r}^{2} \tau_{r}\right)$ bit operations. Moreover, these integer polynomials have, respectively, bitsize $\widetilde{O}\left(d \tau_{r}\right)$ and $\widetilde{O}\left(d_{r}+\tau_{r}\right)$ and degree $O\left(d d_{r}\right)$ and $O\left(d_{r}\right)$. Thus, by Theorem 2.3.11, their gcd and the gcd-free part of $\overline{f_{I, a}}$ with respect to $f_{F}$, i.e. $f_{F=0}$ and $f_{F \neq 0}$, can be computed with $\widetilde{O}_{B}\left(d^{2} d_{r}^{2} \tau_{r}\right)$ bit operations and they have bitsize in $\widetilde{O}\left(d_{r}+\tau_{r}\right)$.

For several equality or inequality constraints, iterating this splitting process gives a parameterization of the corresponding set of constraints. It is worth noticing that the set of polynomials $\left\{f_{F=0}, f_{I, a, 1}, f_{I, a, X}, f_{I, a, Y}\right\}$ defines a rational parameterization of the solutions of the ideal $I+\langle F\rangle$, but this is not a RUR of this ideal (in the sense of Definition 2.2.1). First, because multiplicities are lost in the splitting process and second because the coordinate polynomials of the parameterization are still those of the ideal $I$. Still, it is possible to compute a RUR of the radical of the corresponding ideal (and similarly for the ideal corresponding to $F \neq 0$ ):

Theorem 6.3.2. Given $R U R_{I, a}$ and $F \in \mathbb{Z}[X, Y]$ of total degree at most $d$ and maximum bitsize $\tau$, the bit complexity of computing the $R U R$ of the radical of the ideal $I+\langle F\rangle$ is in $\widetilde{O}_{B}\left(d_{r}^{4}+d_{r}^{3} \tau_{r}\right)$.

Proof. Denote by $J$ the radical of the ideal $I+\langle F\rangle$. The polynomial $f_{F=0}$ computed in Theorem 6.3.1 is the first polynomial $f_{J, a}$ of $R U R_{J, a}$. Indeed, it vanishes at the solutions of this ideal (with identification of the roots of $f_{J, a}$ with the solutions of the system $J$ ) and it is squarefree. Then Proposition 4.2.1 yields that $f_{J, a, 1}$ is the gcd-free part of $f_{J, a}^{\prime}$ with respect to $f_{J, a}$. The latter can be computed in $\widetilde{O}_{B}\left(d_{r}^{3}+d_{r}^{2} \tau_{r}\right)$ according to Theorem 2.3.10.

According to Definition 2.2.1 of a RUR, the $X$-coordinates of the solutions of $J$ are given by the polynomial fraction $\frac{f_{J, a, X}}{f_{J, a, 1}}$ at the roots of $f_{J, a}$. On the other hand, the solutions of $J$, seen as solutions of $I$, have their $X$-coordinates defined by the polynomial fraction $\frac{f_{I, a, X}}{f_{I, a, 1}}$. This thus implies that $f_{J, a, X}=f_{I, a, 1}^{-1} f_{I, a, X} f_{J, a, 1}$ modulo $f_{J, a}$. The computation of $f_{I, a, 1}^{-1}$ together with the multiplication with other polynomials of the RUR can be done in $\widetilde{O}_{B}\left(d_{r}^{3}+d_{r}^{2} \tau_{r}\right)$ time ([von zur Gathen 2003, Corollary 11.11]). and gives a polynomial of degree $O\left(d_{r}\right)$ and bitsize $\widetilde{O}\left(d_{r}^{2}+d_{r} \tau_{r}\right)$. It remains to compute the remainder of the division of this polynomial with $f_{J, a}$, which can be done in $\widetilde{O}_{B}\left(d_{r}^{4}+d_{r}^{3} \tau_{r}\right)$ according to Theorem 2.3.2. A similar computation gives the polynomial $f_{I, a, Y}$, hence the computation of $R U R_{J, a}$ can be done in $\widetilde{O}_{B}\left(d_{r}^{4}+d_{r}^{3} \tau_{r}\right)$ bit operations.

Finally, applying the above theorems to the RURs of the ideal $\langle P, Q\rangle$ with $P$ and $Q$ of total degree bounded by $d$ and bitsize bounded by $\tau$ yields a complexity in $\widetilde{O}_{B}\left(d^{8}+d^{7} \tau\right)$, for the two previous operations.

### 6.4 Topology of plane curves

We now address the problem of computing the topology of a real plane algebraic curve $\mathcal{C}_{f}$ defined by a bivariate polynomial $f$ in $\mathbb{Q}[x, y]$ of total degree $d$ and maximum bitsize $\tau$. As mentioned in the introduction of this thesis, the idea is to follow the approach in [Cheng 2010] and to show how, using the results obtained so far, we can improve their algorithm called Isotop.

Before presenting our main contributions, we give some definitions and properties related to real plane algebraic curves and briefly recall the algorithm Isotop for computing the topology of curves.

Definition 6.4.1 ( $x$-critical point). A point $p$ is called an $x$-critical point of an algebraic curve $f$ if $f(p)=\frac{\partial f}{\partial y}(p)=0$.

Geometrically the critical points of the curve $f$ are the points of $f$ where the normal vector $\left(\frac{\partial f}{\partial x}, \frac{\partial f}{\partial y}\right)$ is parallel to the $x$-axis or vanishes. That means that the tangent to the curve $f$ is either vertical, or not defined. Accordingly, the critical points are distinguished in $x$-extreme points and singular points.

Definition 6.4.2 ( $x$-extreme point). A point $p$ is called an $x$-extreme point of a curve $f$ if $f(p)=\frac{\partial f}{\partial y}(p)=0$ and $\frac{\partial f}{\partial x}(p) \neq 0$.

Definition 6.4.3 (singular point). A point $p$ is called a singular point of $a$ curve $f$ if $f(p)=\frac{\partial f}{\partial x}(p)=\frac{\partial f}{\partial y}(p)=0$. Otherwise $p$ is called regular.

The following lemma is due to Teissier [Teissier 1973]. It relates the multiplicity of a point $p=(\alpha, \beta)$ in its fiber with respect to $f$, denoted as $\operatorname{mult}(f(\alpha, y), \beta)$, with its multiplicities as an intersection point of the curves $\left(f, \frac{\partial f}{\partial y}\right)$ and $\left(\frac{\partial f}{\partial x}, \frac{\partial f}{\partial y}\right)$. These intersection multiplicities denoted as $\operatorname{Int}\left(f, \frac{\partial f}{\partial y}, p\right)$ and $\operatorname{Int}\left(\frac{\partial f}{\partial x}, \frac{\partial f}{\partial y}, p\right)$ are the multiplicities of $p=(\alpha, \beta)$ in the ideals $\left\langle f, \frac{\partial f}{\partial y}\right\rangle$ and $\left\langle\frac{\partial f}{\partial x}, \frac{\partial f}{\partial y}\right\rangle$ as introduced in Definition 5.2.1.

Lemma 6.4.4. For an $x$-critical point $p=(\alpha, \beta)$ of the curve $f$,

$$
\operatorname{mult}(f(\alpha, y), \beta)=\operatorname{Int}\left(f, \frac{\partial f}{\partial y}, p\right)-\operatorname{Int}\left(\frac{\partial f}{\partial x}, \frac{\partial f}{\partial y}, p\right)+1
$$

A simpler result can be obtained for the case of $x$-extreme points, which are known not to cancel the polynomial $\frac{\partial f}{\partial x}$.

Corollary 6.4.5. For an $x$-extreme point $p=(\alpha, \beta)$ of $f$,

$$
\operatorname{mult}(f(\alpha, y), \beta)=\operatorname{Int}\left(f, \frac{\partial f}{\partial y}, p\right)+1
$$

In the sequel, for simplicity, $\frac{\partial f}{\partial y}$ and $\frac{\partial f}{\partial x}$ are denoted respectively, $f_{y}$ and $f_{x}$, we also denote by $f_{y^{i}}$, the $i$-th derivative of $f$ with respect to $y$. Finally, the multiplicities of critical points in their fibers are all with respect to $f$.

### 6.4.1 Isotop outline

In few words, Isotop first focuses on the isolation of the critical points of the curve $f$, together with the computation of their multiplicity in fiber. Then, using a sweep-line method, the algorithm computes a rectangular decomposition of the plane induced by the boxes of the critical points. Finally, the graph isotopic to $f$ is computed in all rectangles with a greedy method using the multiplicities in fibers. Note that this connection step requires the knowledge of the type of the critical point inside the considered box (singular or $x$-extreme).

As our contributions solely concern the first step of this algorithm, that is, the isolation of the critical points and the computation of their multiplicities in fiber, we provide below, a more detailed explanation of this step.
Isolation of the critical points. The algorithm first splits the system of critical points $I_{c}$, into the system of singular points and the system of extreme points. The system of singular points is $I_{s}=\left\{f, f_{y}, f_{x}\right\}$. That of extreme points, denoted $I_{e}$, is computed by saturation. More precisely, the equation $1-u f_{x}=0$ is added to the system of critical points, and a Gröbner basis computation is performed to eliminate the variable $u$ and obtain the ideal $I_{e}$. The isolation of the solutions of $I_{s}$ and $I_{e}$ is done by computing Rational Univariate Representations using the classical strategy that consists in, first, computing Gröbner bases of $I_{s}$ and $I_{e}$, and then computing the corresponding RURs.
Multiplicities of critical points in fibers. For extreme points, the algorithm use the Teissier formula: the multiplicity of an extreme point in $I_{c}$ is the same as in $I_{e}$ because precisely $f_{x}$ does not vanish at these points. The multiplicity in $I_{e}$ is given by the RUR, and hence the multiplicity of an extreme point in its fiber is this number plus one according to Corollary 6.4.5.

For singular points, since the multiplicity of a point $(\alpha, \beta)$ in its fiber is, by definition (see Definition 5.2.1) the multiplicity of $\beta$ in the univariate polynomial $f(\alpha, y)$, this multiplicity is the smallest integer $k$ such that the $k$-th derivative of $f(\alpha, y)$ does not vanish at $\beta$. Accordingly, Isotop solves successively systems $I_{s, k}$, that consist of the system of singular points to which
the equations $f_{y^{i}}=0$ for $i=2, \ldots, k$ have been added. At each step, a singular point that is no longer solution of $I_{s, k}$ has its multiplicity in fiber equal to $k$.

We present in the following, some improvements to IsOTOP induced by the results of the previous chapter.

### 6.4.2 Improvements to Isotop

Our first contribution is to change the Gröbner basis and RUR black box in Isotop by the Las-Vegas algorithm of Chapter 5 that computes a decomposition into RURs. More precisely, we consider the system of the critical points defined as $I_{c}=\left\{f, f_{y}\right\}$ and isolate its real solutions using the algorithm of Chapter 5 (Theorem 5.4.13) for computing the RURs, and the algorithm of Section 6.1 for the isolation step. Solving the system of critical points using these algorithms improves the efficiency of Isotop because, if the system of critical points decomposes, then computing a RUR of one system as in Isotop is much more time consuming than computing RURs of several smaller subsystems, otherwise, if the system does not decompose, the computation of the Gröbner basis tends to be time dominant in Isotop and time consuming compared to computing the triangular systems using subresultants.

On the other hand, we know by Lemma 5.3.1 and Definition 2.2.1, that the multiplicities of the critical points in the RURs computed by the algorithm of Chapter 5 are exactly the multiplicities of these points in their fibers with respect to $f$. This property is critical for the efficiency of our new algorithm for computing the topology, since it allows to prevent the extra cost of solving several bivariate systems, consisting of $f$ and its successive partial derivatives with respect to $y$ as explained above.

After we have computed the critical points of $f$ with the corresponding multiplicities in fibers, we still need (for the connection step) to distinguish between singular and $x$-extreme points of $f$. Here, instead of solving the systems $I_{s}=\left\{f, f_{y}, f_{x}\right\}$ and $I_{e}=\left\{f, f_{y}, 1-u f_{x}\right\}$, we use the algorithm of Section 6.3 to split the RURs of the system $\left\{f, f_{y}\right\}$ into two sets of RURs that correspond respectively to the singular points and the $x$-extreme points of $f$. According to Theorem 6.3.2, this can be done in complexity $\widetilde{O}_{B}\left(d^{8}+d^{7} \tau\right)$.

We also provide an implementation of this new algorithm called IsoTOP2, and compared it with state-of-the-art implementations for computing the topology of curves. Corresponding benchmarks are given in Chapter 7.

Finally, one interesting question is, how, or whether, the results we obtained in this thesis may impact the theoretical complexity of CAD-based algorithms for computing the topology. Indeed, most of these algorithms require (sometimes implicitly) the computation of the multiplicities of the
critical points in their fiber. Obtaining these multiplicities as a byproduct of solving the critical system should certainly improve the theoretical complexity of some of these algorithms. Similarly, many CAD-based algorithms proceed by shearing the curve in order to put it in generic position. Although very close, this problem is not equivalent to the problem of computing a separating form for the critical points of a curve and a question is to know, if finding a generic shear can be done in the same complexity as computing a separating form.

## Implementations and experiments
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We presented in the previous chapters, algorithms for solving bivariate systems and computing with their solutions using Rational Univariate Representations. The complexity analysis of these algorithms shows their theoretical efficiency with resulting complexity bounds that are currently the best available. However, even if the theoretical analysis gives some hints on the relevance of our approach, ultimately, it is above all the practical efficiency that can validate or not this approach.

In order to verify the practical efficiency of our approach, we have implemented the algorithms presented in Chapters 5 and 6 and performed several tests and comparisons with state-of-the-art implementations. We discuss in the next section our implementation work, and then present in Section 7.2 some experimental results.

### 7.1 Implementations

An algorithm for isolating the real solutions of bivariate systems that follows the approach of Chapter 5 and Section 6.1 has been implemented by Fabrice Rouillier in the RS3 library. RS3 is an open source library written in C that improves the well-known Real solving (RS) library, for the isolation of the real roots of zero-dimensional bivariate algebraic systems. ${ }^{1}$ This library provides

[^29]the same interface as RS for computations with univariate polynomials. Moreover, since RS3 is based on the algorithm of Chapter 5 for the computation of the RURs, it does not require any prior Gröbner basis computation and thus, does not need a Gröbner basis engine, to the contrary of RS.

The development of the RS3 bivariate solver has been done in parallel to the theoretical work in Chapter 5. Also, several choices we made in our theoretical description are results of practical observations. Despite this, the implementation of the bivariate solver in RS3 slightly deviates from the description given in Chapter 5 in several places. This is because some practical choices in the implementation may substantially improve the practical running time of the algorithm but make its analysis much harder without improving the overall complexity bounds. Moreover, our aim in Chapter 5 was to present in a comprehensive way the essence of our approach, delaying optimization techniques to the implementation phase. An example of that is the assumption we made on the absence of common vertical asymptotes which can artificially pollute the overall complexity of the algorithm. In Section 7.1.1, we point out the main differences between our theoretical description in Chapter 5 and the implementation made by Rouillier.

Another part of our work was the implementation of our algorithms in a new package in the Computational Geometry Algorithms library (CGAL) [cga ]. More precisely, we worked on the development of a new model for the bivariate algebraic kernel concept in CGAL, based on the RS3 library. This model gathers necessary tools for solving and handling bivariate polynomial systems (see Section 7.1.2). Since CGAL is written in C++, we created an interface with the RS3 library to benefit from many operations provided by the latter, as for instance, the isolation of the real solutions of bivariate systems or the refinement of the isolating boxes of the solutions. The implementation of this model is described in detail in Section 7.1.2. Note also that for the time being, the package is under prototypical status and very few tests have been achieved. Once the test phase complete this package should be submitted for integration in CGAL.

Finally, we implemented ISOTOP2, a new version of IsOTOP based on our new RS3 solver as described in Section 6.4. We choose to not detail this part of the implementation below, since the initial implementation, Isotophas not suffered from any changes except the replacement of the old RS solver by the new RS3 solver.

### 7.1.1 RS3 bivariate solver

As mentioned above, aiming at practical efficiency, the implementation of our bivariate solver presents several changes with respect to the description given
in Chapter 5. We discuss below these main changes.
The choice of the linear form. It is obvious that choosing a linear form of the form $X+a Y$ with $a \neq 0$, instead of the variable $X$ or $Y$ does not change the complexity bound expressed in $\widetilde{O}$ for the RUR-candidates computation. However, one can observe in practice that computing a RUR-candidate using, as a linear form, the variable $X$ or $Y$ leads to intermediate coefficients that are much smaller than those occurring in the computation of a RUR-candidate with respect to a random linear form $X+a Y$ with $a \neq 0$. Hence, choosing as a linear form the variable $X$ or $Y$ will obviously speedup the computation of the RUR-candidates. In addition, choosing a random linear form $X+a Y$ tends to destroy the sparseness of the system, which results in more symbolic computations impacting negatively the running time of the algorithm.

In our implementation, based on the previous observation, we choose the linear forms starting first with the variables $X, Y$ and then $X+i Y$ with $i=1, \ldots, d^{4}$. In practice however, even if a random choice of the form $X+$ $a Y$ is separating with high probability, a mistake would be to consider that this is also the case when it comes to the variable $X$ or $Y$ (because the system modeling a practical problem inherits from its particular structure or symmetries in the original coordinate system). Also, we want to avoid computing the RUR-candidates over $\mathbb{Z}$ with respect to $X$ or $Y$, and just at the end realizing that the chosen variable is not separating. To avoid the cost of computing completely the RUR-candidates, we design a filter that is able, for a low cost, to exclude a linear form that is non-separating with high probability. More precisely, the idea is to first choose a random linear form $X+a Y$ and to compute the corresponding RUR-candidate modulo one arbitrary prime number $\mu$. Then the same computation is performed, but this time with $X$ or $Y$ instead of $X+a Y$ and the degrees of the squarefree parts of the resulting RUR-candidates first polynomials are compared. If the degrees are the same and since $X+a Y$ is separating with high probability, it is then also the case for the variable $X$ and it can thus be used to compute the RURs over $\mathbb{Z}$. Compared to computing the RUR-candidate associated to one of the variable $X$ or $Y$ over $\mathbb{Z}$, the previous filter is much less expensive, since it amounts to compute only two RUR-candidates modulo a prime number $\mu$.

The choice of the prime numbers. In Algorithm 10, to ease the complexity analysis, the prime numbers for computing the RUR-candidates are chosen randomly in a given set of primes whose cardinal depends on the degree and the bitsize of the input polynomials. This way of choosing primes supposes the prior construction of this set, which turns out to be time consuming in practice, especially when we deal with polynomials with high degree and bitsize. In addition, the primes selected this way have size that also depends
on the degree and the bitsize of the input polynomials even though it does not appear in the complexity expression (hidden in the $\widetilde{O}$ ).

In our implementation, the prime numbers are chosen smaller than the word size of the processor $\left(2^{64}\right)$ and thus have bitsize that is independent of the degree and the bitsize of the input polynomial. In addition, unlike in Algorithm 10 where the prime numbers are chosen randomly in a given set, here we avoid constructing this set and select successively primes, starting from $2^{64}$ and using the routine Prevprime. ${ }^{2}$ The rationale is that in practice, the probability that a lot of unlucky prime numbers are located close to $2^{64}$ is low.

Lifting the result. Another change concerns the way the RURs are lifted over the integers. In our theoretical description, we first compute an upperbound on the size of these RURs and run the algorithm modulo a set of primes whose product is larger than this bound. However, this bound is not expected to be tight and can be in some cases quite far from the actual size of the RURs, which generally results in unnecessary computations that slow down the algorithm in practice. In our implementation, we avoid the computation of such a theoretical bound and proceed as follows: We select iteratively prime numbers as described above ${ }^{3}$, and for each selected prime number $\mu$, we compute the sequence of the RUR-candidates modulo $\mu$, we add this sequence to the set of the already computed sequences $A_{\mathcal{R}}$ and we lift the result over $\mathbb{Z}$ using the sequences in $A_{\mathcal{R}}$. We stop the loop, when two successive lifts yield the same result over $\mathbb{Z}$. Then, with high probability, the computed sequence of RUR-candidates are correct.

Verification. The theoretical description of the verification in Section 5.4.4.1 was guided more by the aim of achieving a good complexity bound than achieving practical efficiency. In our implementation, we keep the same general idea that consists in substituting the coordinates of the RURs in the input polynomials, but we slightly modify the way we perform this substitution. Indeed, instead of evaluating the input polynomials using the monomial basis representation, we use the Horner evaluation scheme, which is known to be more efficient. On the other hand, in the algorithm of Section 5.4.4.1, we first compute the polynomial resulting from the substitution and only after, we compute the reduction of this polynomial by the first polynomial of the RUR, $f_{I, a}$. The drawback of this strategy in practice is that the degree increases at each step of the substitution, which increases the overall cost of the substitution. In our implementation we proceed by reducing modulo the polynomial

[^30]of the $\operatorname{RUR} f_{I, a}$, at each step of the substitution so that the intermediate degrees remain low (smaller than the degree of $f_{I, a}$ ). From the complexity point of view, proceeding this way will considerably increase the bitsize of the intermediate coefficients. In practice however, we observed (without being able to explain it) that the intermediate coefficients do not grow more than the intermediate coefficients in the theoretical description, that is, without reductions.

### 7.1.2 CGAL Bivariate Algebraic Kernel

The Computational Geometry Algorithms Library is the state of the art library for computational geometry algorithms. Written in C++, this library follows the generic programming paradigm, which allows to exchange the types or the methods used by an algorithm. Typically, an algorithm in CGAL can be parametrized by any type as long as the latter satisfies a certain set of requirements called concept. Any data type that fulfills the requirement of a concept is called a model of this concept.

In CGAL, Algorithms are usually parametrized by a TRAITS CLASS (or a KERNEL) that encapsulates the geometric objects, predicates and constructions used by the algorithm. A typical example is a geometric algorithm, whose traits class defines the input objects the algorithm is working on, and the geometric primitives that are needed to compute with these objects.

While in the past, the focus of the library was on linear objects. Recently, CGAL developers have decided to direct more of the project's attention to non-linear objects. As mentioned in the introduction, handling non-linear objects often requires solving algebraic systems of equations and computing with their solutions. To this purpose, the concept of algebraic kernel has been introduced [Emiris 2008], with the aim of providing a set of functions for computing with polynomials and polynomial systems. Currently, CGAL proposes two different concepts: A univariate algebraic kernel (AlgebraicKernel_1) that encapsulates basic functionalities for univariate polynomials and algebraic numbers resulting from the isolation of these polynomials, and a bivariate algebraic kernel (Algebraickernel_2) that gathers functions for handling polynomials in two variables.

Currently, two models of the AlgebraicKernel_1 concept exist in CGAL. The first one is based on an algorithm for isolating the real roots of a univariate polynomial using the bitstream Descartes method [Mehlhorn 2008]. The second one, developed by Peñaranda et al. [Lazard 2009], uses the RS library to perform the root isolation of univariate polynomials [Rouillier 2003].

For the AlgebraicKernel_2 concept, only one model currently exists. This model is based on algorithms computing a geometric and
topological analysis of a single curve [Eigenwillig 2007] and a pair of curves [Eigenwilling 2008]. Roughly, these algorithms follow a Cylindrical-Algebraic-Decomposition approach by first computing the $x$-coordinate of the critical points of curves and pairs of curves by projection (resultant computation), and then by computing additional information about the fibers of these $x$-coordinates, for instance, the corresponding $y$-coordinates, using polynomial subresultants and Sturm-Habicht sequences [Gonzalez-Vega 1989].

Our contribution, which can be seen as an extension of the work of Peñaranda et al. [Lazard 2009], is to propose a new class AlgebraicKerNEL_RS_GMPZ_2, which is a model for the AlgebraicKernel_2 concept, based on the new RS3 bivariate solver. The implementation of this class is an important step toward the integration in CGAL of our algorithm for computing the topology of curves discussed in Section 6.4.

Before presenting the details of our implementation, we review below the main requirements of the AlgebraicKernel_2 concept. Note that we focus here on the main functionalities and refer the reader to the CGAL manual [Berberich 2013] for a complete description of this concept.

## AlgebraicKernel_2 concept. A model for the AlgebraicKernel_2 concept has to provide the following types and functors: ${ }^{4}$

- Coefficient: A number type that represents the scalar coefficients of bivariate polynomials.
- Polynomial_2: A type representing bivariate polynomials over the scalar type Coefficient.
- Algebraic_REAL_2: A type that represents a point in the plane or equivalently a solution of a bivariate system.
- Solve_2: A functor that computes the solutions of a bivariate system $S=\{P, Q\}$ of type Algebraic_real_2.
- IsCoprime_2, IsSquareFree_2, MakeCoprime_2, MakeSquareFree_2, SquareFreeFactorize_2: Functors checking for coprimality or squarefreeness, decomposing two polynomials into a common part, and two coprime polynomials, computing the squarefree part and the squarefree factorization.
- Compute_polynomial_X_2, Compute_polynomial_Y_2, ComputeX_2, ComputeY_2: Functors computing algebraic num-

[^31]ber corresponding to the $x$ and $y$-coordinates of a solution of a bivariate system as well as the corresponding univariate polynomials.

- IsZeroAt_2, SignAt_2, IsolateX_2, IsolateY_2, Isolate_2: Functors checking the vanishing of a bivariate polynomial at a solution of a bivariate system, computing its sign, computing an isolating box of a solution with respect to the roots of a polynomial or a system of two polynomials.

Note finally that a model of the AlgebraicKernel_2 concept must have as a template argument a model of AlgebraicKernel_1 that provides basic operations for univariate polynomials needed for computations with bivariate polynomials. This model also determines the type of the scalar coefficients of the polynomials.

### 7.1.2.1 Data representation

Coefficients: Our bivariate algebraic kernel handles polynomials with integer coefficients of arbitrary-length represented by the CGAL type Gmpz. This type is based on the GMP library [Torbjörn Granlund 2002].

Polynomial_2: For representing univariate and bivariate polynomials, we use the CGAL public package for polynomials with arbitrary coefficient types [Hemmer 2010]. This package provides types and operations to deal with multivariate polynomials. In particular, we use operations from this package to implement the functors IsCoprime_2, IsSquareFree_2, MakeCoPrime_2, MakeSquareFree_2 and SquareFreeFactorize_2 in our ALGEBRAICKERNEL_2 class.

Algebraic_REAL_2: In order to fit the output of the RS3 solver, we represent a solution of a bivariate system using the Rational Univariate Representation. More precisely, we represent a solution $(\alpha, \beta)$ by a data structure that contains the two polynomials of the input system $P$ and $Q$, the four polynomials of the RUR $\left\{f(T), f_{1}(T), f_{X}(T), f_{Y}(T)\right\}$ that encodes the solution, and three intervals corresponding respectively to an isolating interval of $f(T), J_{\gamma}$, and the two intervals $J_{\alpha}=\frac{\square f_{X}\left(J_{\gamma}\right)}{\square f_{1}\left(J_{\gamma}\right)}$ and $J_{\beta}=\frac{\square f_{Y}\left(J_{\gamma}\right)}{\square f_{1}\left(J_{\gamma}\right)}$ that correspond to the $X$ and $Y$-coordinates of the solution. Also, in order to ease several operations, we store in this data structure some other relevant information, which we list below.

- An integer $m$ corresponding to the multiplicity of the solution in the corresponding RUR. As shown in Section 6.4, this information is critical for computing the topology of curves using the IsOTOP approach.
- The integer $a$ of the separating linear form $X+a Y$ used to compute the Rational Univariate Representation.
- Two polynomials $R_{Y}$ and $R_{X}$, that vanish respectively at the $X$ coordinate and the $Y$-coordinate of the solution. These polynomials are useful to perform operations that do not really fit our Rational Univariate Representation such that Compute_polynomial_X_2, ComPute_polynomial_Y_2, ComputeX_2 or ComputeY_2 (see below for details). It should be stressed however, that such polynomials are not part of the RS3 solver output and computing them is in general time consuming since it requires the computation of resultants of $P$ and $Q$. Also, in order to avoid the cost of computing them systematically, the latter are by default initialized to null and computed only on demand, that is, when one of the previous operations is called.

Finally, for interval representations, we use the CGAL number types Gmpfr and Gmpfi, based respectively on the libraries MPFR [MPFR] and MPFI [MPFI ]. These number types have been implemented by Luis Peñaranda during the development of the RS-based Univariate algebraic kernel [Lazard 2009] and are integrated as standard number types in CGAL since the version 3.6.

### 7.1.2.2 Functors implementation

Solve_2. Isolating the real solutions of a bivariate system $S=\{P, Q\}$ is the main functionality of the bivariate algebraic kernel. To perform this operation, we developed an interface with the RS3 library. This interface provides two functions that allows respectively to compute the RURs of $S$ and to isolate the solutions of a given RUR.

IsCoprime_2, IsSquareFree_2, MakeCoprime_2, MakeSquareFree_2, SquareFreeFactorize_2. As mentioned previously, all these operations are realized using the basic operations provided by the CGAL package for polynomials.

Compute_polynomial_X_2, Compute_polynomial_Y_2, ComputeX_2, Computey_2. These operations require the computation of the univariate polynomials $R_{X}$ and $R_{Y}$ that vanish respectively at the $X$ and the $Y$-coordinate of the solution, since the latter are not part of the output of our RS3 solver. This is done by computing the squarefree part of the resultant of the polynomials $P$ and $Q$ (stored in the data structure AlGEBRAIC_REAL_2) with respect to $X$ and $Y$. The two operations ComputeX_2, ComputeY_2 require in addition the computation of isolating intervals of $R_{X}$ (resp. $R_{Y}$ )
that correspond to the $X$-coordinate (resp. the $Y$-coordinate) of the solution. This is done by isolating the roots of the univariate polynomial $R_{X}$ (resp. $R_{Y}$ ) and then, refining the isolating box of the solution until the interval corresponding to the $X$-coordinate (resp. $Y$-coordinate) overlaps only one isolating interval of the univariate polynomials $R_{X}$ (resp. $R_{Y}$ ).

For refining the isolating box of a solution, we use the quadratic refinement method provided by the RS3 interface. This method, which takes a RUR as input, first refines the isolating interval of $f$ corresponding to the solution and then compute the intervals corresponding to its $X$ and $Y$-coordinate by evaluating the rational fractions of the RUR using interval arithmetic.

IsZeroAt_2, SignAt_2, IsolateX_2, IsolateY_2, Isolate_2. The implementations of these functors are all based on the same basic idea. It consists in checking whether the considered solution is solution of the given polynomials. If so, we have finished. Otherwise, we refine the box of the solution and evaluate the polynomials at this box using interval arithmetic, until 0 is not contained in the resulting interval so that we can conclude.

For checking that a solution $(\alpha, \beta)$ is a zero of a given polynomial $F(X, Y)$, we proceed as in Section 6.2 by first computing the polynomial $f_{F}$ resulting from the substitution of the RUR coordinates associated to $(\alpha, \beta)$ in the polynomial $F(X, Y)$. Then we compute the squarefree part of the gcd of $f_{F}$ and $f$ and compute its signs at the two bounds of the isolating interval of $f$. If the obtained signs are different, this means that the solution $(\alpha, \beta)$ is also a solution of $F(X, Y)$.

### 7.2 Experiments

Our tests consist of two parts: In the first part, we test the RS3 solver for the isolation of the real solutions of bivariate systems and in the second part we test ISOTOP2 for the computation of the topology of curves.

The test suite includes 1500 examples of curves of degree up to 100 that are already used in [Labs 2009, Brown 2002, Gonzalez-Vega 2002, Berberich 2011a, Berberich 2011b, Cheng 2010]. For the bivariate solving tests, we consider the systems defined by the curves and their derivatives with respect to the variable $y$. In the following, we only keep instances for which the running time of RS3 is larger than 1 second on a regular laptop. This reduces our data base to about 300 examples. We also consider one challenging example from [Cazals 2008]. The timeout is set to 60 minutes for the RS3 experiments and to 30 minutes for the Isotop2 experiments.

### 7.2.1 RS3 experiments

We run our experiments on 2.27 GHz 6-Core Intel Xeon L5640 with 8 MB of L2 cache under Linux platform, and compare our RS3 solver in its sequential and multi-thread versions (with respectively three and six threads), with the bivariate version of the solver of the Maple package Regular Chains [Li 2011], which we refer to as IsolateRC, and Lgp by Jin-San Cheng et al. [Cheng 2009] (both implemented in maple). ${ }^{5}$ We measure separately the running times of the two steps of our RS3 solver, that is, the symbolic step that consists in computing the RURs and the numerical step in which isolating boxes for the solutions are computed from these RURs, and we add as markers the running times of computing the resultant on Maple and those of performing the triangular decomposition (Triangularize) and the radical triangular decomposition (Radical_Triangularize) in the Regular Chains Solver. This allows first to compare the cost of computing the RURs to that of computing only the resultant or the triangular decomposition, and second to measure the gain that the RURs computation actually brings to the numerical step. In addition, since only the symbolic part of our RS3 solver is multi-thread, isolating its running time allows to measure precisely the impact of the use of multi-thread implementations in the global running time, especially for instances where the symbolic part is known to be the bottleneck of the solving process.

We study the performance of our RS3 solver on different classes of examples. We first consider a set of "special" curves taken from [Berberich 2011b]. These curves have, for instance, a large number of solutions, high-curvature points, many solutions on the same vertical line or many clustered solutions. The timings and the descriptions of these curves are given in Table 7.1 and Table 7.2. Second, we consider, a set of home-made instances. These instances include generic curves, generated either as random bivariate polynomials, or as resultants of two random trivariate polynomials, and non-generic curves, generated as the product of random curves with one or several of their vertical translates so that each fiber will contain more than one critical point. ${ }^{6}$ In each case, the curves are considered with increasing total degrees and coefficient bitsizes. The timings for these curves are given in Tables 7.3, 7.4 and 7.5.

A main observation that stems from our experiments is that RS3, in its sequential version, is generally faster than the two contestants. For IsolateRC,

[^32]the gain factor is, on average, equal to 140 varying between 0.4 and 1000 while for Lgp, it is, on average, equal to 5 and varies between 0.1 and 40 .

In addition, by comparing columns 2,7 and 8 in our tables, one can see that first, RC Triangularize is very efficient since it is only slower than the resultant of Maple by a factor less than 10 although Triangularize computes a lot more than the resultant, and second, that our computation of the RURs (including the decomposition into triangular subsystems) is comparable to Triangularize in the sense that the time ratio varies between 0.1 and 10.

On the other hand, comparing columns 3 and 10, which correspond to the running times for only the isolation steps, we observe that first, the running time of this step in RS3 is, except for very few instances, negligible compared to the running time for computing the RURs and second, that computing isolating boxes from the RURs is much more efficient than computing them from regular triangular systems. Moreover, unlike RS3 where the isolation step follows directly after the RURs computation, the solver IsolateRC requires first the computation of the radical triangular decomposition before performing the isolation of the solutions. Computing such a radical decomposition may induce a substantial overhead compared to only computing the triangular decomposition, especially for non-generic curves (see column 9 in Table 7.5).

We thus conclude from the above observations that the overhead of the symbolic computation of the RURs (from the triangular systems) is small compared to the significant benefit it yields for the isolation step.

Finally, we observe that the use of multi-thread implementations brings a notable gain to the running times of the symbolic step of RS3, which is expected since we use multi-modular arithmetic. One can however notice that the gained factor is more important between the sequential version and the multi-thread version with three threads (a factor between 2 and 3), than between the latter and the multi-thread version with six threads especially for curves with large coefficients (see Table 7.1). So far, we are not able to explain this fact. Note finally that in most cases, the gained factor resulting from the use of the multi-thread implementation is reflected in the running time of the global RS3 solver; this is because the isolation step is in general negligible compared to the RURs computation step.

| Curves | RURs_Seq | Isolation | RS3_Seq | RURs_MT3 | RURs_MT6 | Resultant | Triangularize | Tr_radical | RC_Iso_step | IsolateRC | LGP |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 13_sings_9 | 0.17 | 0.08 | 0.25 | 0.07 | 0.07 | 0.55 | 3.03 | 2.79 | 13.75 | 16.54 | 9.30 |
| FTT_5_4_4 | 9.524 | 5.256 | 14.78 | 2.17 | 1.19 | 0.97 | 0.75 | 1.00 | 10.27 | 11.27 | 216.71 |
| SA_2_4_eps | 0.386 | 0.284 | 0.67 | 0.05 | 0.02 | 1.38 | 5.66 | 5.68 | 0.17 | 5.85 | 5.13 |
| SA_4_4_eps | 10.74 | 0.84 | 11.58 | 4.44 | 3.46 | 6.00 | 90.50 | 90.39 | 1.08 | 91.47 | 152.89 |
| compact_surf | 2.916 | 1.244 | 4.16 | 0.91 | 0.58 | 0.60 | 11.93 | 13.16 | 156.33 | 169.49 | 15.01 |
| cov_sol_20 | 39.907 | 12.573 | 52.48 | 9.49 | 5.68 | 1.00 | 114.36 | 443.87 | Timeout | Timeout | 67.69 |
| curve24 | 11.334 | 2.936 | 14.27 | 4.27 | 3.34 | 6.48 | 9.90 | 10.10 | 3083.85 | 3093.95 | 45.90 |
| curve_issac | 0.256 | 0.244 | 0.50 | 0.05 | 0.06 | 0.28 | 2.03 | 2.38 | 464.59 | 466.97 | 2.81 |
| cusps_and_flexes | 1.684 | 0.716 | 2.40 | 0.96 | 0.82 | 0.97 | 3.47 | 3.67 | 129.99 | 133.66 | 2.97 |
| deg16_7_curves | 0.348 | 0.132 | 0.48 | 0.14 | 0.13 | 0.43 | 7.18 | 7.92 | 1.23 | 9.15 | 4.71 |
| degree _6 _surf | 11.814 | 1.116 | 12.93 | 4.52 | 3.25 | 7.20 | 398.25 | 398.13 | Timeout | Timeout | 337.64 |
| mignotte_xy | 221.095 | 12.435 | 233.53 | 153.32 | 148.45 | 51.50 | 247.23 | 248.22 | Timeout | Timeout | 1077.57 |
| dfold_10_6 | 0.759 | 0.221 | 0.98 | 0.30 | 0.21 | 0.05 | 0.55 | 0.55 | 41.95 | 42.50 | 5.43 |
| grid_deg_10 | 8.329 | 0.861 | 9.19 | 5.03 | 4.63 | 1.31 | 4.36 | 4.76 | 63.42 | 68.18 | 2.80 |
| huge_cusp | 116.254 | 1.136 | 117.39 | 112.95 | 112.96 | 8.15 | 35.29 | 35.90 | 676.05 | 711.95 | 140.30 |
| rand_9_2048 | 81.472 | 0.328 | 81.80 | 72.46 | 71.59 | 3.81 | 17.95 | 17.67 | 16.02 | 33.69 | 7.41 |
| spider | 79.341 | 16.199 | 95.54 | 26.26 | 19.49 | 33.83 | 281.29 | 287.22 | Timeout | Timeout | Timeout |
| swinnerson | 1.534 | 0.236 | 1.77 | 0.73 | 0.54 | 0.62 | 13.93 | 14.20 | 449.82 | 464.02 | 35.74 |
| ten_circles | 0.298 | 0.182 | 0.48 | 0.09 | 0.09 | 0.36 | 7.37 | 7.86 | 1.30 | 9.16 | 4.62 |

Table 7.1: Benchmark results for the "special" curves listed in Table 7.2. Running times are in seconds

| Instance | Description | Instance | Description |
| :---: | :---: | :---: | :---: |
| 13_sings_9 | large coefficients, high-curvature points | FTT_5_4_4 | many non-rational singularities |
| SA_2_4_eps | singular points with high tangencies, displaced | SA_4_4_eps | singular points with high tangencies, displaced |
| compact_surf | silhouette of an algebraic surface, many singularities, isolated solutions | cov_sol_20 | covertical solutions |
| curve24 | curvature of degree 8 curve, many singularities | curve_issac | isolated points, high-curvature points |
| cusps_and_flexes | high-curvature points | deg16_7_curves | a set of 7 random curves multiplied together |
| degree_6_surf | silhouette of an algebraic surface, covertical solutions in both directions | mignotte_xy | a product of $x / y$ - Mignotte polynomials, displaced, many clustered solutions |
| dfold_10_6 | a curve with many half-branches | grid__deg_10 | large coefficients, curve in generic position |
| huge_cusp | large coefficients, high-curvature points | rand_9_2048 | random curve with large coefficients |
| spider | degenerate curve, many clustered solutions | swinnerson | covertical solutions in both directions |
| ten_circles | a set of 10 random circles multiplied together |  |  |

Table 7.2: Description of the curves whose running times are given in Table 7.1. The polynomials defining these curves are
archived online at http://www.mpi-inf.mpg.de/departments/d1/projects/Geometry/BisolveDatasetAlenex2011.

| $d, \tau$, density | RURs_Seq | Isolation | RS_Seq | RURs_MT3 | RURs_MT6 | Resultant | Triangularize | Triangularize_radical | RC_Iso_step | IsolateRC | LGP |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 10,32 | 0.148 | 0.332 | 0.48 | 0.12 | 0.07 | 0.37 | 0.48 | 0.45 | 17.07 | 17.52 | 0.68 |
| 12,32 | 0.552 | 0.308 | 0.86 | 0.13 | 0.07 | 0.40 | 0.70 | 0.69 | 22.23 | 22.92 | 0.74 |
| 14,32 | 1.156 | 0.384 | 1.54 | 0.43 | 0.35 | 0.52 | 0.90 | 0.91 | 39.08 | 39.99 | 1.71 |
| 16,32 | 2.592 | 0.468 | 3.06 | 1.07 | 0.88 | 0.99 | 2.64 | 2.62 | 52.30 | 54.92 | 2.72 |
| 18,32 | 4.53 | 0.56 | 5.09 | 1.98 | 1.66 | 1.75 | 5.62 | 5.64 | 60.99 | 66.63 | 3.84 |
| 20,32 | 7.032 | 1.008 | 8.04 | 2.92 | 2.31 | 3.01 | 10.88 | 10.87 | 126.74 | 137.61 | 16.12 |
| 8,1024,sparse | 12.31 | 0.2 | 12.51 | 10.58 | 9.58 | 1.36 | 2.91 | 2.91 | 8.51 | 11.42 | 8.08 |
| 16,32,sparse | 2.132 | 0.488 | 2.62 | 0.852 | 0.732 | 0.73 | 1.57 | 1.57 | 60.53 | 62.10 | 2.69 |
| 16,1024,sparse | 163.196 | 0.764 | 163.96 | 120.25 | 113.93 | 15.50 | 202.16 | 202.31 | 76.59 | 278.90 | 26.09 |
| 32,1024,sparse | 2271.056 | 613.504 | 2884.56 | 1320.196 | 1176.016 | 263.18 | Timeout | Timeout | Timeout | Timeout | Timeout |
| 8,1024,dense | 11.258 | 0.392 | 11.65 | 8.96 | 8.70 | 1.25 | 2.72 | 2.77 | 16.69 | 19.46 | 2.28 |
| 16,32,dense | 2.812 | 0.308 | 3.12 | 1.23 | 1.02 | 0.73 | 2.20 | 2.19 | 29.80 | 31.99 | 2.26 |
| 16,1024,dense | 174.278 | 0.732 | 175.01 | 128.73 | 122.33 | 16.10 | 369.21 | 371.25 | 54.70 | 425.95 | 28.23 |
| 32,32,dense | 60.056 | 7.504 | 67.56 | 23.71 | 17.85 | 27.73 | 327.34 | 328.03 | 1417.33 | 1745.36 | 121.43 |

Table 7.3: Benchmark results for random curves of degree $d$ and bitsize $\tau$. When the density of the polynomials is not specified, it is equal to $50 \%$. Running times are in seconds

| $d_{1}, d_{2}, \tau$ | RURs_Seq | Isolation | RS_Seq | RURs_MT3 | RURs_MT6 | Resultant | Triangularize | Triangularize_radical | RC_Iso_step | IsolateRC | LGP |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 3,3,32 | 0.23 | 0.11 | 0.34 | 0.08 | 0.06 | 0.37 | 1.97 | 1.81 | 24.22 | 26.03 | 1.17 |
| 4,4,16 | 1.546 | 0.524 | 2.07 | 0.48 | 0.36 | 1.41 | 18.30 | 18.20 | 2889.88 | 2908.08 | 5.95 |
| 4,4,32 | 5.686 | 0.484 | 6.17 | 2.53 | 2.12 | 4.49 | 196.79 | 197.85 | Timeout | Timeout | 16.73 |
| 5,5,16 | 10.284 | 1.676 | 11.96 | 3.71 | 2.72 | 7.42 | 641.23 | 636.55 | Timeout | Timeout | 175.79 |
| 5,4,32 | 2.49 | 0.91 | 3.40 | 0.69 | 0.47 | 2.18 | 53.49 | 53.49 | Timeout | Timeout | 17.59 |
| 3,3,16,translated | 2.926 | 1.244 | 4.17 | 0.71 | 0.38 | 3.99 | 77.61 | 90.88 | 2041.87 | 2132.75 | 16.97 |
| 4,3,16,translated | 19.582 | 1.688 | 21.27 | 7.55 | 5.64 | 20.42 | 1183.04 | 1402.25 | Timeout | Timeout | 122.99 |

Table 7.4: Benchmark results for resultants of two random trivariate polynomials of degrees $d_{1}, d_{2}$ and bitsize $\tau$ with $50 \%$
of non-zero coefficients. In the two last rows, the obtained resultant is translated once. Running times are in seconds.

| d, $\tau, \mathrm{nb}$ _tr | RURs_Seq | Isolation | RS3_Seq | RURs_MT3 | RURs_MT6 | Resultant | Triangularize | Radical | RC_Iso_step | IsolateRC | LGP |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 4,32,2 | 0.318 | 0.132 | 0.45 | 0.09 | 0.06 | 0.72 | 2.24 | 3.16 | 1.85 | 5.01 | 1.47 |
| 4,32,3 | 0.79 | 0.42 | 1.21 | 0.21 | 0.08 | 1.62 | 9.51 | 24.82 | 85.64 | 110.46 | 6.76 |
| 5,32,2 | 0.854 | 0.396 | 1.25 | 0.17 | 0.09 | 1.15 | 8.21 | 13.06 | 10.19 | 23.25 | 3.15 |
| 5,32,3 | 5.134 | 0.996 | 6.13 | 1.73 | 1.21 | 3.49 | 47.05 | 151.75 | 40.41 | 192.16 | 13.50 |
| 6,32,2 | 3.114 | 0.996 | 4.11 | 0.85 | 0.50 | 2.08 | 27.77 | 53.25 | 127.56 | 180.81 | 10.81 |
| 6,32,3 | 8.268 | 2.392 | 10.66 | 2.07 | 1.11 | 5.71 | 120.05 | 456.59 | Timeout | Timeout | 47.32 |
| 7,32,2 | 8.156 | 1.384 | 9.54 | 2.79 | 2.08 | 3.76 | 95.23 | 228.56 | 820.42 | 1048.98 | 27.63 |
| 7,32,2 | 8.081 | 1.149 | 9.23 | 2.82 | 2.00 | 3.47 | 99.53 | 179.46 | Timeout | Timeout | 23.14 |
| 7,32,3 | 24.146 | 2.404 | 26.55 | 8.41 | 6.07 | 11.46 | 475.74 | 772.45 | 993.01 | 1765.46 | 97.35 |
| 7,32,3 | 25.544 | 2.576 | 28.12 | 8.98 | 6.61 | 14.01 | 39.19 | 57.20 | 619.57 | 676.77 | 119.39 |
| 8,32,1 | 2.344 | 0.596 | 2.94 | 1.01 | 0.50 | 0.95 | 2.96 | 3.43 | 142.40 | 145.83 | 6.10 |
| 8,32,2 | 14.866 | 1.244 | 16.11 | 5.49 | 4.08 | 5.70 | 22.78 | 29.00 | 714.78 | 743.78 | 39.40 |
| 8,32,3 | 67.43 | 3.06 | 70.49 | 25.41 | 19.41 | 31.42 | 2356.67 | Timeout | Timeout | Timeout | 233.87 |

Table 7.5: Benchmark results for random curves of degree $d$, bitsize $\tau$ with $50 \%$ of non-zero coefficients which have been
translated nb_tr times. Running times are in seconds

### 7.2.2 Isotop2 experiments

We compare our implementation Isotop2 with Isotop, [Cheng 2010], CA, the arrangement package of CGAL [Eigenwillig 2007] and FastAnalysis [Berberich 2011a]; some comparisons with older algorithms can be found in these papers, in particular in [Cheng 2010].

Isotop2 versus Isotop. Comparing Isotop2 with Isotop [Cheng 2010], we observe that ISOTOP2 is uniformly more efficient than Isotop . We observe a significant ratio of running time. For generic curves, the ratio varies between 5 and 15 on curves of degree between 10 and 20. For non-generic curves, we observe a ratio between 1.5 and 15 for degree between 12 and 25 . Naturally, the ratio increases with the degree of the curves. Corresponding benchmarks are given in Tables 7.6, 7.7, 7.8, 7.9 and 7.10.
Isotop2 versus CA (CGAL). Comparing Isotop2 with CA [Eigenwillig 2007], the curve analysis of the arrangement package of CGAL, we observe that for small instances or generic ones, the running times are similar with a small advantage for CA (of a factor at most 3). On the other hand, for non-generic curves and particularly for high degree ones, Isotop2 outperforms CA by factors ranging from 1 to 500 , and on the most difficult instances CA does not terminate in less than 30 minutes (on a regular PC). Corresponding benchmarks are given in Table 7.11.
Isotop2 versus FastAnalysis. The algorithm presented in [Berberich 2011a] and its implementation FastAnalysis reduce as much as possible the (practical) cost of the symbolic computations by running a very fast GPU implementation for computing resultants. Note that FastAnalysis and Isotop2 share the same implementation (RS [Rouillier 2003]) for isolating the roots of univariate polynomials with rational coefficients.

FastAnalysis is not yet distributed and we considered the instances presented in [Berberich 2011a]. We first compared FastAnalysis to the sequential version of ISOTOP2 running on a comparable machine as in [Berberich 2011a] and observed comparable behavior on most instances with an advantage to FastAnalysis of a factor up to 4 . We then compared FastAnalysis to the multi-thread version of our algorithm. We observe that the two implementations perform similarly with an advantage to FastAnalysis of a factor between $1 / 2$ and $3 .{ }^{7}$ Although the multi-thread version of RS3 is essentially linear in the number of threads, this does not substantially change the comparative behavior because the symbolic part of the computation (the RURs) becomes negligible compared to the numeric phase (isolation) in the topology com-

[^33]putation part of IsOTOP2, which is sequantial in the current version. The benchmark results are reported in Table 7.12.
Challenging curves. We also ran Isotop2 on a challenging curve, called ridge, coming from [Cazals 2008]. This curve was so far unreachable without manually driving the computations using computer algebra savoir-faire and some information on the structure of the curve. To our knowledge, this is the first time that this curve can be handled with a black-box algorithm. The polynomial defining ridge has degree 84 ( 43 in each variable), 1907 monomials with coefficients of 53 digits. This curve has 1432 extreme points and 909 singular ones. The sequential version of Isotop2 terminates in 2 hours on the same regular laptop as above (while we interrupted CA after three days) and in about 10 mn on a regular laptop with 8 threads. ${ }^{7}$

| degree | $\tau$ | ISOTOP | ISOTOP2 | ISOTOP |
| :---: | :---: | :---: | :---: | :---: |
| 10 | 32 | 3.8 | 0.76 | $\mathbf{I S O T O P}$ |
| 12 | 32 | 9.7 | 1.49 | $\mathbf{6 . 5}$ |
| 14 | 32 | 22 | 2.58 | $\mathbf{8 . 5}$ |
| 16 | 32 | 72 | 7.2 | $\mathbf{1 0}$ |
| 18 | 32 | 160 | 13.33 | $\mathbf{1 2}$ |
| 20 | 32 | 320 | 22.85 | $\mathbf{1 4}$ |

Table 7.6: Running times in seconds (averaged over 5 runs) for random bivariate polynomials with $50 \%$ non-zero coefficients of bitsize 32 .

| degree | $\tau$ | ISOTOP | ISOTOP2 | ISOTOP |
| :---: | :---: | ---: | ---: | :---: |
| 16 | 64 | 29 | 3.81 | $\mathbf{7 . 6}$ |
| 25 | 80 | 590 | 39.33 | $\mathbf{1 5}$ |

Table 7.7: Running times (averaged over five runs) in seconds for resultants of two random trivariate polynomials, both of total degree 4 or 5 , with $50 \%$ non-zero coefficients of bitsize 8 .

| degree | $\tau$ | ISOTOP | ISOTOP2 | IsOTOP |
| :---: | :---: | :---: | :--- | :---: |
| 12 | 96 | 4.1 | 2.73 | $\mathbf{1 . 5}$ |
| 15 | 96 | 15 | 5 | $\mathbf{3}$ |
| 18 | 96 | 49 | 14 | $\mathbf{3 . 5}$ |
| 21 | 96 | 140 | 28 | $\mathbf{5}$ |

Table 7.8: Running times (averaged over five runs) in seconds for non-generic curves generated by the product of a curve $f$ with two of its translates $f(x, y+$ $1)$ and $f(x, y+2)$. The curve $f$ is chosen randomly with degree between 4 and 7 and $50 \%$ non-zero coefficients of bitsize 32 .

| $d_{1}$ | $d_{2}$ | degree | $\tau$ | ISOTOP | ISOTOP2 | ISOTOP |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 3 | 3 | 18 | 96 | 26 | 7.42 | $\mathbf{3 . 5}$ |
| 3 | 4 | 24 | 112 | 250 | 39.68 | $\mathbf{6 . 3}$ |

Table 7.9: Running times (averaged over five runs) in seconds for non-generic curves generated by the product of a curve $f$ with its translate $f(x, y+1)$. The curve $f$ is the resultant of two random trivariate polynomials of total degree $d_{1}$ and $d_{2}$ and $50 \%$ non-zero coefficients of bitsize 8 .

| degree | $\tau$ | ISOTOP | ISOTOP2 | ISOTOP |
| :---: | :---: | ---: | :---: | :---: |
| 20 | 64 | 39 | 16.95 | $\mathbf{1 s . 3}$ |
| 24 | 64 | 240 | 80 | $\mathbf{3}$ |
| 28 | 64 | 350 | 100 | $\mathbf{3 . 5}$ |

Table 7.10: Running times (averaged over five runs) in seconds for polynomials of the form $g=f^{2}(x, y)+f^{2}(x,-y)$. The random polynomials $f$ have bitsize 32 , term density $50 \%$ and degrees $10,12,14$.

Table 7.11: Benchmark results of Isotop2 and CA (Curve Analysis) run on a set of curves taken from [Labs 2009, Brown 2002, Gonzalez-Vega 2002, Cheng 2010] whose descriptions can be found in [Peñaranda. 2010]. The second column specifies the degree of the curve, its bitsize, the number of its singular points, the number of its $x$-extreme points and the number of its vertical asymptotes. We run two versions of CA, CA0 and CA1. The implementation CA1 being optimized for generic curves. CA min corresponds to the best running time between CA0 and CA1. The timeout is set to 30 minutes.

| $\mathcal{C}$ | d | $\tau$ | s | e | a | Isotop2 | CA0 | CA1 | CA min | $\frac{\mathrm{CA}}{\text { Isotop } 2}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $L_{16,012}$ | 97 | 22 | 4 | 0 | 0 | 519.04 | Timeout | Timeout | Timeout | >3 |
| $L_{16,016}$ | 97 | 14 | 4 | 0 | 0 | 361.90 | Timeout | Timeout | Timeout | $>4$ |
| $L_{16,021}$ | 97 | 10 | 4 | 0 | 0 | 345.27 | Timeout | Timeout | Timeout | >5 |
| $L_{17,075}$ | 65 | 140 | 2 | 0 | 0 | 228.46 | 630.36 | 1236.55 | 630.36 | 2.76 |
| $L_{16,011}$ | 81 | 18 | 4 | 0 | 0 | 218.55 | Timeout | Timeout | Timeout | >8 |
| $L_{17,074}$ | 65 | 113 | 2 | 0 | 0 | 193.68 | 477.82 | 1010.70 | 477.82 | 2.47 |
| $L_{16,026}$ | 81 | 7 | 4 | 0 | 0 | 158.59 | Timeout | Timeout | Timeout | >11 |
| $L_{17,073}$ | 65 | 86 | 2 | 0 | 0 | 150.43 | 352.60 | 779.11 | 352.60 | 2.34 |
| $L_{17,077}$ | 65 | 60 | 6 | 0 | 0 | 137.57 | Timeout | Timeout | Timeout | >13 |
| $L_{17,072}$ | 65 | 60 | 2 | 0 | 0 | 121.71 | 223.46 | 578.86 | 223.46 | 1.84 |
| $L_{2,84}$ | 100 | 8 | 1 | 0 | 0 | 104.45 | 200.38 | Timeout | 200.38 | 1.92 |
| $L_{16,015}$ | 73 | 10 | 4 | 0 | 0 | 100.71 | Timeout | Timeout | Timeout | $>17$ |
| $L_{17,076}$ | 65 | 33 | 6 | 0 | 0 | 100.42 | Timeout | Timeout | Timeout | $>17$ |
| $L_{17,071}$ | 65 | 33 | 2 | 0 | 0 | 90.91 | 121.83 | 429.16 | 121.83 | 1.34 |
| $L_{16,010}$ | 65 | 14 | 4 | 0 | 0 | 75.99 | Timeout | Timeout | Timeout | $>23$ |
| $L_{17,060}$ | 49 | 140 | 6 | 0 | 0 | 72.86 | Timeout | Timeout | Timeout | $>24$ |
| $L_{16,020}$ | 65 | 7 | 4 | 0 | 0 | 70.18 | Timeout | Timeout | Timeout | $>25$ |
| $L_{17,055}$ | 49 | 140 | 2 | 0 | 0 | 67.01 | 194.56 | 338.38 | 194.56 | 2.90 |
| $L_{17,059}$ | 49 | 113 | 6 | 0 | 0 | 64.79 | Timeout | Timeout | Timeout | $>27$ |
| $L_{2,79}$ | 90 | 8 | 1 | 0 | 0 | 64.61 | 122.38 | 1601.18 | 122.38 | 1.89 |
| $L_{17,054}$ | 49 | 113 | 2 | 0 | 0 | 55.89 | 148.20 | 266.04 | 148.20 | 2.65 |
| $L_{17,058}$ | 49 | 86 | 6 | 0 | 0 | 52.17 | Timeout | Timeout | Timeout | >34 |
| $M_{7,3,1}$ | 28 | 127 | 30 | 16 | 0 | 51.43 | Timeout | Timeout | Timeout | $>35$ |
| $L_{17,053}$ | 49 | 86 | 2 | 0 | 0 | 46.18 | 104.60 | 202.84 | 104.60 | 2.27 |
| $L_{2,83}$ | 80 | 7 | 1 | 0 | 0 | 42.00 | 51.54 | 670.79 | 51.54 | 1.23 |
| $L_{17,057}$ | 49 | 60 | 6 | 0 | 0 | 40.11 | Timeout | Timeout | Timeout | $>44$ |
| $L_{2,74}$ | 80 | 8 | 1 | 0 | 0 | 38.87 | 78.48 | 852.01 | 78.48 | 2.02 |
| $L_{17,052}$ | 49 | 60 | 2 | 0 | 0 | 35.22 | 65.69 | 145.56 | 65.69 | 1.87 |
| $L_{16,031}$ | 49 | 3 | 4 | 0 | 0 | 34.21 | Timeout | Timeout | Timeout | >52 |
| $L_{16,006}$ | 49 | 22 | 4 | 0 | 0 | 31.97 | Timeout | Timeout | Timeout | $>56$ |
| $L_{17,056}$ | 49 | 33 | 6 | 0 | 0 | 28.25 | Timeout | Timeout | Timeout | $>63$ |
| $M_{6,3,2}$ | 24 | 128 | 24 | 12 | 1 | 25.72 | 754.43 | 826.97 | 754.43 | 29.33 |


| $\mathcal{C}$ | d | $\tau$ | s | e | a | Isotop2 | CA0 | CA1 | CA min | $\frac{\mathrm{CA}}{\text { ISotop2 }}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $L_{2,78}$ | 72 | 7 | 1 | 0 | 0 | 25.23 | 32.52 | 376.05 | 32.52 | 1.29 |
| $L_{17,051}$ | 49 | 33 | 2 | 0 | 0 | 24.26 | 34.92 | 98.61 | 34.92 | 1.44 |
| $M_{6,3,4}$ | 24 | 129 | 20 | 24 | 0 | 22.84 | 767.37 | 627.94 | 627.94 | 27.49 |
| $L_{2,69}$ | 70 | 8 | 1 | 0 | 0 | 20.82 | 42.64 | 423.97 | 42.64 | 2.05 |
| $M_{6,3,1}$ | 24 | 127 | 6 | 4 | 0 | 18.26 | 415.34 | 468.27 | 415.34 | 22.74 |
| $L_{17,070}$ | 33 | 70 | 6 | 0 | 0 | 18.10 | Timeout | Timeout | Timeout | >99 |
| $M_{6,3,5}$ | 24 | 130 | 24 | 8 | 1 | 17.95 | 555.22 | 546.35 | 546.35 | 30.44 |
| $L_{16,009}$ | 49 | 10 | 4 | 0 | 0 | 17.54 | Timeout | Timeout | Timeout | >102 |
| $M_{7,2,1}$ | 21 | 97 | 14 | 12 | 0 | 16.92 | 426.24 | 436.36 | 426.24 | 25.19 |
| $L_{17,040}$ | 33 | 140 | 6 | 0 | 0 | 16.83 | Timeout | Timeout | Timeout | >106 |
| $L_{16,014}$ | 49 | 7 | 4 | 0 | 0 | 15.57 | Timeout | Timeout | Timeout | >115 |
| $M_{7,2,3}$ | 21 | 98 | 8 | 12 | 1 | 15.11 | 391.74 | 312.81 | 312.81 | 20.70 |
| $L_{2,73}$ | 64 | 7 | 1 | 0 | 0 | 14.67 | 20.86 | 201.53 | 20.86 | 1.42 |
| $M_{7,2,2}$ | 21 | 97 | 18 | 18 | 0 | 14.58 | 303.73 | 337.97 | 303.73 | 20.83 |
| $L_{17,069}$ | 33 | 56 | 6 | 0 | 0 | 14.28 | Timeout | Timeout | Timeout | > 126 |
| $L_{17,035}$ | 33 | 140 | 2 | 0 | 0 | 13.95 | 45.97 | 72.03 | 45.97 | 3.30 |
| $L_{17,039}$ | 33 | 113 | 6 | 0 | 0 | 13.44 | Timeout | Timeout | Timeout | >133 |
| $L_{16,025}$ | 41 | 3 | 4 | 0 | 0 | 13.17 | Timeout | Timeout | Timeout | >136 |
| $L_{2,82}$ | 60 | 5 | 1 | 0 | 0 | 12.90 | 9.17 | 106.15 | 9.17 | 0.71 |
| $L_{16,005}$ | 41 | 18 | 4 | 0 | 0 | 12.68 | Timeout | Timeout | Timeout | >141 |
| $M_{5,3,5}$ | 20 | 128 | 10 | 8 | 0 | 12.64 | 203.85 | 225.35 | 203.85 | 16.13 |
| $M_{7,2,4}$ | 21 | 96 | 14 | 9 | 0 | 12.40 | 221.64 | 269.65 | 221.64 | 17.87 |
| $L_{17,034}$ | 33 | 113 | 2 | 0 | 0 | 12.25 | 34.66 | 54.17 | 34.66 | 2.83 |
| $M_{5,3,1}$ | 20 | 130 | 26 | 8 | 1 | 12.20 | 283.25 | 257.21 | 257.21 | 21.08 |
| $L_{17,038}$ | 33 | 86 | 6 | 0 | 0 | 12.10 | Timeout | Timeout | Timeout | >148 |
| $L_{17,068}$ | 33 | 43 | 6 | 0 | 0 | 11.82 | Timeout | 804.64 | 804.64 | 68.07 |
| $L_{2,64}$ | 60 | 8 | 1 | 0 | 0 | 10.66 | 24.89 | 183.40 | 24.89 | 2.33 |
| $L_{17,065}$ | 33 | 70 | 2 | 0 | 0 | 10.65 | 4.70 | 11.18 | 4.70 | 0.44 |
| $M_{5,3,4}$ | 20 | 129 | 16 | 12 | 0 | 10.35 | 204.12 | 190.90 | 190.90 | 18.44 |
| $L_{13,054}$ | 32 | 14 | 1 | 20 | 0 | 10.24 | 491.27 | 390.24 | 390.24 | 38.11 |
| $L_{17,033}$ | 33 | 86 | 2 | 0 | 0 | 10.11 | 23.82 | 39.81 | 23.82 | 2.36 |
| $L_{17,067}$ | 33 | 30 | 6 | 0 | 0 | 9.11 | Timeout | Timeout | Timeout | >197 |
| $L_{17,064}$ | 33 | 56 | 2 | 0 | 0 | 9.07 | 3.93 | 9.56 | 3.93 | 0.43 |
| $M_{6,2,2}$ | 18 | 100 | 6 | 12 | 0 | 8.97 | 46.40 | 63.03 | 46.40 | 5.17 |
| $M_{6,2,3}$ | 18 | 98 | 16 | 18 | 1 | 8.97 | 61.30 | 62.64 | 61.30 | 6.83 |
| $L_{17,037}$ | 33 | 60 | 6 | 0 | 0 | 8.66 | 1753.89 | Timeout | 1753.89 | 202.50 |
| $L_{6,032}$ | 10 | 22 | 0 | 61 | 0 | 8.39 | 39.02 | 38.93 | 38.93 | 4.64 |
| $L_{6,031}$ | 10 | 18 | 0 | 61 | 0 | 8.32 | 38.67 | 38.63 | 38.63 | 4.64 |
| $M_{5,3,2}$ | 20 | 128 | 18 | 12 | 1 | 8.25 | 178.51 | 176.11 | 176.11 | 21.34 |
| $L_{6,029}$ | 10 | 12 | 0 | 61 | 0 | 8.25 | 62.77 | 62.48 | 62.48 | 7.57 |
| $L_{6,030}$ | 10 | 15 | 0 | 61 | 0 | 8.21 | 38.15 | 37.95 | 37.95 | 4.62 |
| $L_{2,68}$ | 56 | 7 | 1 | 0 | 0 | 7.93 | 12.58 | 99.52 | 12.58 | 1.59 |


| $\mathcal{C}$ | $d$ | $\tau$ | S | e | a | Isotop2 | CA0 | CA1 | CA min | $\frac{\text { CA }}{\text { IsOTOP2 }}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $L_{2,77}$ | 54 | 5 | 1 | 0 | 0 | 7.92 | 6.11 | 61.77 | 6.11 | 0.77 |
| $M_{5,3,3}$ | 20 | 132 | 18 | 12 | 0 | 7.92 | 110.11 | 109.87 | 109.87 | 13.87 |
| $L_{3,35}$ | 9 | 75 | 0 | 69 | 0 | 7.75 | 59.59 | 59.71 | 59.59 | 7.69 |
| $L_{17,032}$ | 33 | 60 | 2 | 0 | 0 | 7.71 | 14.84 | 28.17 | 14.84 | 1.92 |
| $L_{17,066}$ | 33 | 16 | 6 | 0 | 0 | 7.49 | Timeout | Timeout | Timeout | $>240$ |
| $L_{13,065}$ | 34 | 15 | 1 | 24 | 0 | 7.41 | 1187.52 | Timeout | 1187.52 | 160.24 |
| $L_{17,063}$ | 33 | 43 | 2 | 0 | 0 | 7.41 | 3.24 | 8.34 | 3.24 | 0.44 |
| $L_{3,34}$ | 9 | 59 | 0 | 68 | 0 | 7.03 | 52.34 | 51.20 | 51.20 | 7.28 |
| $L_{17,036}$ | 33 | 33 | 6 | 0 | 0 | 6.99 | Timeout | Timeout | Timeout | $>257$ |
| $L_{5,216}$ | 36 | 18 | 0 | 0 | 0 | 6.97 | 2.83 | 7.99 | 2.83 | 0.41 |
| $M_{6,2,4}$ | 18 | 96 | 9 | 15 | 1 | 6.91 | 48.34 | 46.83 | 46.83 | 6.78 |
| $L_{13,064}$ | 32 | 14 | 1 | 24 | 0 | 6.72 | 319.14 | 280.31 | 280.31 | 41.71 |
| $L_{3,33}$ | 9 | 45 | 0 | 67 | 0 | 6.48 | 54.05 | 54.11 | 54.05 | 8.34 |
| $L_{13,060}$ | 34 | 15 | 1 | 24 | 0 | 6.21 | 526.40 | 635.12 | 526.40 | 84.77 |
| $M_{6,2,1}$ | 18 | 97 | 18 | 18 | 0 | 6.11 | 46.80 | 55.29 | 46.80 | 7.66 |
| $L_{3,32}$ | 9 | 35 | 0 | 66 | 0 | 6.10 | 49.38 | 49.35 | 49.35 | 8.09 |
| $L_{16,019}$ | 33 | 3 | 4 | 0 | 0 | 6.06 | Timeout | Timeout | Timeout | $>297$ |
| $L_{17,062}$ | 33 | 30 | 2 | 0 | 0 | 5.88 | 2.54 | 6.97 | 2.54 | 0.43 |
| $M_{4,3,5}$ | 16 | 129 | 26 | 16 | 0 | 5.77 | 36.97 | 38.64 | 36.97 | 6.41 |
| $L_{3,31}$ | 9 | 29 | 0 | 65 | 0 | 5.70 | 95.19 | 94.73 | 94.73 | 16.62 |
| $L_{17,031}$ | 33 | 33 | 2 | 0 | 0 | 5.66 | 7.72 | 16.67 | 7.72 | 1.36 |
| $L_{13,042}$ | 28 | 12 | 1 | 16 | 0 | 5.61 | 153.28 | 430.32 | 153.28 | 27.32 |
| $M_{6,2,5}$ | 18 | 99 | 13 | 9 | 1 | 5.52 | 33.53 | 37.11 | 33.53 | 6.07 |
| $L_{17,050}$ | 25 | 70 | 6 | 0 | 0 | 5.38 | 1154.31 | 1102.13 | 1102.13 | 204.86 |
| $L_{11,066}$ | 24 | 27 | 12 | 24 | 0 | 5.35 | 71.61 | 72.27 | 71.61 | 13.38 |
| $L_{5,215}$ | 36 | 15 | 0 | 0 | 0 | 5.32 | 1.90 | 6.93 | 1.90 | 0.36 |
| $L_{11,060}$ | 24 | 25 | 6 | 12 | 0 | 5.17 | 35.88 | 36.39 | 35.88 | 6.94 |
| $L_{3,30}$ | 9 | 54 | 0 | 62 | 0 | 5.13 | 17.21 | 17.26 | 17.21 | 3.35 |
| $L_{2,59}$ | 50 | 8 | 1 | 0 | 0 | 5.09 | 12.66 | 73.45 | 12.66 | 2.49 |
| $L_{5,214}$ | 36 | 11 | 0 | 0 | 0 | 4.84 | 5.10 | 10.00 | 5.10 | 1.05 |
| $L_{13,059}$ | 32 | 14 | 1 | 24 | 0 | 4.82 | 647.77 | 130.74 | 130.74 | 27.13 |
| $M_{5,2,5}$ | 15 | 97 | 16 | 18 | 0 | 4.81 | 21.25 | 20.64 | 20.64 | 4.29 |
| $L_{3,29}$ | 9 | 37 | 0 | 61 | 0 | 4.74 | 14.48 | 14.39 | 14.39 | 3.04 |
| $L_{17,049}$ | 25 | 56 | 6 | 0 | 0 | 4.73 | 1248.89 | 1291.35 | 1248.89 | 264.04 |
| $L_{11,065}$ | 24 | 25 | 11 | 22 | 0 | 4.59 | 54.87 | 55.15 | 54.87 | 11.95 |
| $L_{2,72}$ | 48 | 5 | 1 | 0 | 0 | 4.57 | 3.78 | 33.17 | 3.78 | 0.83 |
| $L_{10,064}$ | 24 | 39 | 10 | 20 | 0 | 4.54 | 50.72 | 50.42 | 50.42 | 11.11 |
| $L_{10,064}$ | 24 | 39 | 10 | 20 | 0 | 4.47 | 49.73 | 50.02 | 49.73 | 11.12 |
| $L_{11,058}$ | 24 | 23 | 4 | 8 | 0 | 4.46 | 23.76 | 24.26 | 23.76 | 5.33 |
| $L_{3,28}$ | 9 | 24 | 0 | 60 | 0 | 4.46 | 14.70 | 14.74 | 14.70 | 3.30 |
| $L_{13,053}$ | 30 | 13 | 1 | 20 | 0 | 4.34 | 426.13 | 274.33 | 274.33 | 63.21 |
| $L_{13,058}$ | 30 | 13 | 1 | 24 | 0 | 4.29 | 402.95 | 416.64 | 402.95 | 93.91 |


| $\mathcal{C}$ | $d$ | $\tau$ | S | e | a | Isotop2 | CA0 | CA1 | CA min | $\frac{\text { CA }}{\text { Isotop2 }}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $L_{13,063}$ | 30 | 13 | 1 | 24 | 0 | 4.24 | 151.86 | 172.45 | 151.86 | 35.81 |
| $L_{6,028}$ | 9 | 21 | 0 | 46 | 0 | 4.24 | 16.49 | 16.69 | 16.49 | 3.89 |
| $M_{4,3,2}$ | 16 | 128 | 16 | 8 | 0 | 4.23 | 25.31 | 29.41 | 25.31 | 5.98 |
| $L_{6,025}$ | 9 | 11 | 0 | 46 | 0 | 4.21 | 32.57 | 32.61 | 32.57 | 7.74 |
| $L_{16,004}$ | 33 | 14 | 4 | 0 | 0 | 4.20 | 484.50 | 821.32 | 484.50 | 115.36 |
| $M_{5,2,3}$ | 15 | 95 | 20 | 12 | 1 | 4.20 | 16.31 | 15.91 | 15.91 | 3.79 |
| $L_{6,027}$ | 9 | 17 | 0 | 46 | 0 | 4.19 | 10.81 | 10.77 | 10.77 | 2.57 |
| $L_{6,026}$ | 9 | 14 | 0 | 46 | 0 | 4.18 | 15.87 | 15.86 | 15.86 | 3.79 |
| $L_{3,27}$ | 9 | 14 | 0 | 59 | 0 | 4.16 | 13.31 | 13.26 | 13.26 | 3.19 |
| $L_{11,064}$ | 24 | 22 | 10 | 20 | 0 | 4.00 | 41.39 | 41.69 | 41.39 | 10.35 |
| $L_{10,054}$ | 22 | 39 | 10 | 20 | 0 | 3.96 | 40.67 | 40.63 | 40.63 | 10.26 |
| $L_{17,048}$ | 25 | 43 | 6 | 0 | 0 | 3.96 | 1161.36 | 1226.82 | 1161.36 | 293.27 |
| $L_{17,061}$ | 33 | 16 | 2 | 0 | 0 | 3.96 | 2.06 | 5.71 | 2.06 | 0.52 |
| $L_{10,054}$ | 22 | 39 | 10 | 20 | 0 | 3.95 | 40.65 | 40.61 | 40.61 | 10.28 |
| $M_{4,3,4}$ | 16 | 127 | 12 | 8 | 1 | 3.93 | 26.03 | 25.93 | 25.93 | 6.60 |
| $L_{2,63}$ | 48 | 7 | 1 | 0 | 0 | 3.77 | 6.02 | 43.37 | 6.02 | 1.60 |
| $L_{3,26}$ | 9 | 7 | 0 | 58 | 0 | 3.73 | 40.18 | 40.16 | 40.16 | 10.77 |
| $M_{4,3,3}$ | 16 | 130 | 6 | 8 | 0 | 3.70 | 25.21 | 27.22 | 25.21 | 6.81 |
| $L_{17,045}$ | 25 | 70 | 2 | 0 | 0 | 3.67 | 1.77 | 3.74 | 1.77 | 0.48 |
| $M_{7,1,5}$ | 14 | 64 | 4 | 8 | 2 | 3.66 | 11.09 | 8.65 | 8.65 | 2.36 |
| $M_{5,2,4}$ | 15 | 96 | 10 | 18 | 0 | 3.65 | 15.72 | 15.40 | 15.40 | 4.22 |
| $L_{13,052}$ | 28 | 12 | 1 | 20 | 0 | 3.63 | 143.42 | 154.63 | 143.42 | 39.51 |
| $L_{9,011}$ | 24 | 14 | 12 | 20 | 0 | 3.62 | 297.68 | 297.92 | 297.68 | 82.21 |
| $L_{11,054}$ | 22 | 22 | 10 | 20 | 0 | 3.52 | 34.00 | 34.62 | 34.00 | 9.66 |
| $L_{13,030}$ | 24 | 10 | 1 | 12 | 0 | 3.50 | 56.56 | 103.52 | 56.56 | 16.16 |
| $L_{10,045}$ | 20 | 39 | 10 | 20 | 0 | 3.47 | 32.43 | 32.41 | 32.41 | 9.34 |
| $L_{2,81}$ | 40 | 3 | 1 | 0 | 0 | 3.42 | 0.93 | 8.30 | 0.93 | 0.27 |
| $L_{10,045}$ | 20 | 39 | 10 | 20 | 0 | 3.42 | 32.31 | 32.18 | 32.18 | 9.41 |
| $L_{13,048}$ | 30 | 13 | 1 | 20 | 0 | 3.39 | 650.08 | 77.45 | 77.45 | 22.84 |
| $L_{1,7}$ | 10 | 8 | 36 | 1 | 0 | 3.37 | 15.30 | 19.43 | 15.30 | 4.54 |
| $L_{13,057}$ | 28 | 12 | 1 | 24 | 0 | 3.37 | 158.91 | 154.16 | 154.16 | 45.74 |
| $L_{11,059}$ | 24 | 20 | 5 | 10 | 0 | 3.34 | 20.90 | 20.46 | 20.46 | 6.13 |
| $M_{5,2,2}$ | 15 | 98 | 4 | 6 | 0 | 3.26 | 10.93 | 12.19 | 10.93 | 3.35 |
| $M_{7,1,3}$ | 14 | 64 | 4 | 8 | 1 | 3.25 | 12.48 | 11.48 | 11.48 | 3.53 |
| $L_{16,008}$ | 33 | 7 | 4 | 0 | 0 | 3.19 | 1336.22 | 804.30 | 804.30 | 252.13 |
| $L_{17,047}$ | 25 | 30 | 6 | 0 | 0 | 3.12 | 1160.49 | 1164.10 | 1160.49 | 371.95 |
| $M_{5,2,1}$ | 15 | 95 | 23 | 6 | 0 | 3.12 | 17.81 | 18.02 | 17.81 | 5.71 |
| $L_{13,062}$ | 28 | 12 | 1 | 24 | 0 | 3.10 | 102.22 | 91.52 | 91.52 | 29.51 |
| $L_{1,6}$ | 9 | 7 | 28 | 1 | 0 | 3.04 | 9.10 | 9.12 | 9.10 | 2.99 |
| $L_{17,044}$ | 25 | 56 | 2 | 0 | 0 | 3.04 | 1.43 | 3.03 | 1.43 | 0.47 |
| $L_{11,045}$ | 20 | 22 | 10 | 20 | 0 | 3.01 | 27.48 | 28.07 | 27.48 | 9.13 |
| $L_{11,062}$ | 24 | 17 | 8 | 16 | 0 | 2.99 | 21.36 | 21.39 | 21.36 | 7.14 |


| $\mathcal{C}$ | $d$ | $\tau$ | S | e | a | Isotop2 | CA0 | CA1 | CA min | $\frac{\text { CA }}{\text { Isotop2 }}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $M_{7,1,2}$ | 14 | 64 | 2 | 4 | 0 | 2.98 | 8.11 | 11.56 | 8.11 | 2.72 |
| $L_{5,213}$ | 36 | 8 | 0 | 0 | 0 | 2.97 | 2.34 | 7.11 | 2.34 | 0.79 |
| $L_{2,58}$ | 40 | 7 | 1 | 0 | 0 | 2.96 | 6.12 | 30.72 | 6.12 | 2.07 |
| $L_{13,047}$ | 28 | 12 | 1 | 20 | 0 | 2.95 | 260.30 | 338.01 | 260.30 | 88.21 |
| $L_{3,24}$ | 8 | 34 | 0 | 47 | 0 | 2.92 | 6.47 | 6.49 | 6.47 | 2.22 |
| $L_{2,54}$ | 40 | 8 | 1 | 0 | 0 | 2.89 | 9.22 | 46.30 | 9.22 | 3.19 |
| $L_{13,051}$ | 26 | 11 | 1 | 20 | 0 | 2.87 | 148.67 | 110.44 | 110.44 | 38.48 |
| $L_{10,044}$ | 20 | 34 | 9 | 18 | 0 | 2.84 | 20.41 | 20.34 | 20.34 | 7.16 |
| $L_{11,049}$ | 22 | 20 | 5 | 10 | 0 | 2.81 | 16.62 | 16.87 | 16.62 | 5.91 |
| $M_{7,1,1}$ | 14 | 65 | 6 | 8 | 0 | 2.80 | 15.30 | 14.86 | 14.86 | 5.31 |
| $L_{13,056}$ | 26 | 11 | 1 | 24 | 0 | 2.74 | 22.07 | 128.00 | 22.07 | 8.05 |
| $L_{5,204}$ | 30 | 18 | 0 | 0 | 0 | 2.72 | 0.78 | 2.74 | 0.78 | 0.29 |
| $L_{3,25}$ | 8 | 51 | 0 | 48 | 0 | 2.69 | 7.26 | 7.29 | 7.26 | 2.70 |
| $L_{11,052}$ | 22 | 17 | 8 | 16 | 0 | 2.67 | 17.52 | 17.62 | 17.52 | 6.56 |
| $L_{3,23}$ | 8 | 21 | 0 | 46 | 0 | 2.67 | 5.56 | 5.61 | 5.56 | 2.08 |
| $L_{17,043}$ | 25 | 43 | 2 | 0 | 0 | 2.63 | 1.24 | 2.68 | 1.24 | 0.47 |
| $L_{13,061}$ | 26 | 11 | 1 | 24 | 0 | 2.61 | 35.42 | 50.49 | 35.42 | 13.57 |
| $L_{10,044}$ | 20 | 34 | 9 | 18 | 0 | 2.60 | 20.02 | 20.44 | 20.02 | 7.70 |
| $L_{6,022}$ | 8 | 13 | 0 | 37 | 0 | 2.59 | 5.00 | 4.93 | 4.93 | 1.90 |
| $M_{4,3,1}$ | 16 | 129 | 6 | 0 | 0 | 2.55 | 22.40 | 20.50 | 20.50 | 8.04 |
| $L_{3,22}$ | 8 | 11 | 0 | 45 | 0 | 2.53 | 5.03 | 5.02 | 5.02 | 1.98 |
| $L_{6,021}$ | 8 | 10 | 0 | 37 | 0 | 2.52 | 4.84 | 4.87 | 4.84 | 1.92 |
| $L_{13,041}$ | 26 | 11 | 1 | 16 | 0 | 2.52 | 125.30 | 92.64 | 92.64 | 36.76 |
| $L_{11,040}$ | 20 | 20 | 5 | 10 | 0 | 2.51 | 13.75 | 14.04 | 13.75 | 5.48 |
| $L_{6,064}$ | 10 | 22 | 0 | 13 | 0 | 2.51 | 5.55 | 5.50 | 5.50 | 2.19 |
| $L_{10,062}$ | 24 | 29 | 8 | 16 | 0 | 2.50 | 24.53 | 24.96 | 24.53 | 9.81 |
| $L_{6,063}$ | 10 | 18 | 0 | 13 | 0 | 2.49 | 6.88 | 6.95 | 6.88 | 2.76 |
| $L_{6,062}$ | 10 | 15 | 0 | 13 | 0 | 2.47 | 5.38 | 5.34 | 5.34 | 2.16 |
| $L_{6,023}$ | 8 | 17 | 0 | 37 | 0 | 2.47 | 4.95 | 4.96 | 4.95 | 2.00 |
| $L_{2,67}$ | 42 | 5 | 1 | 0 | 0 | 2.46 | 2.13 | 15.41 | 2.13 | 0.87 |
| $L_{13,046}$ | 26 | 11 | 1 | 20 | 0 | 2.44 | 144.56 | 149.34 | 144.56 | 59.25 |
| $L_{6,061}$ | 10 | 12 | 0 | 13 | 0 | 2.43 | 14.97 | 14.92 | 14.92 | 6.14 |
| $L_{11,057}$ | 24 | 21 | 3 | 6 | 0 | 2.40 | 17.25 | 17.59 | 17.25 | 7.19 |
| $L_{17,046}$ | 25 | 16 | 6 | 0 | 0 | 2.39 | Timeout | Timeout | Timeout | $>753$ |
| $L_{6,024}$ | 8 | 20 | 0 | 37 | 0 | 2.38 | 4.95 | 5.00 | 4.95 | 2.08 |
| $L_{13,055}$ | 24 | 10 | 1 | 24 | 0 | 2.36 | 25.17 | 29.46 | 25.17 | 10.67 |
| $L_{9,010}$ | 22 | 14 | 10 | 12 | 0 | 2.36 | 88.61 | 101.35 | 88.61 | 37.55 |
| $L_{10,062}$ | 24 | 29 | 8 | 16 | 0 | 2.33 | 24.31 | 24.63 | 24.31 | 10.43 |
| $L_{9,009}$ | 20 | 13 | 10 | 20 | 0 | 2.31 | 138.71 | 131.60 | 131.60 | 56.97 |
| $L_{10,035}$ | 18 | 29 | 8 | 16 | 0 | 2.30 | 3.11 | 3.20 | 3.11 | 1.35 |
| $L_{3,21}$ | 8 | 7 | 0 | 44 | 0 | 2.30 | 4.18 | 4.26 | 4.18 | 1.82 |
| $L_{11,056}$ | 24 | 17 | 2 | 4 | 0 | 2.24 | 11.96 | 12.34 | 11.96 | 5.34 |


| $\mathcal{C}$ | $d$ | $\tau$ | S | e | a | Isotop2 | CA0 | CA1 | CA min | $\frac{\text { CA }}{\text { Isotop2 }}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $L_{11,048}$ | 22 | 15 | 4 | 8 | 0 | 2.23 | 8.70 | 8.88 | 8.70 | 3.90 |
| $L_{5,203}$ | 30 | 15 | 0 | 0 | 0 | 2.23 | 1.35 | 3.28 | 1.35 | 0.61 |
| $L_{2,76}$ | 36 | 3 | 1 | 0 | 0 | 2.16 | 0.62 | 4.91 | 0.62 | 0.29 |
| $L_{10,060}$ | 24 | 41 | 6 | 12 | 0 | 2.15 | 42.89 | 44.09 | 42.89 | 19.95 |
| $L_{10,060}$ | 24 | 41 | 6 | 12 | 0 | 2.15 | 43.02 | 43.33 | 43.02 | 20.01 |
| $L_{17,042}$ | 25 | 30 | 2 | 0 | 0 | 2.14 | 0.96 | 2.11 | 0.96 | 0.45 |
| $L_{10,052}$ | 22 | 29 | 8 | 16 | 0 | 2.13 | 20.41 | 20.02 | 20.02 | 9.40 |
| $L_{11,043}$ | 20 | 17 | 8 | 16 | 0 | 2.12 | 14.21 | 14.26 | 14.21 | 6.70 |
| $L_{11,039}$ | 20 | 15 | 4 | 8 | 0 | 2.06 | 7.24 | 7.19 | 7.19 | 3.49 |
| $L_{10,052}$ | 22 | 29 | 8 | 16 | 0 | 2.06 | 19.76 | 20.06 | 19.76 | 9.59 |
| $L_{13,036}$ | 26 | 11 | 1 | 16 | 0 | 2.01 | 32.81 | 147.63 | 32.81 | 16.32 |
| $M_{6,1,1}$ | 12 | 65 | 6 | 12 | 0 | 1.96 | 6.17 | 5.81 | 5.81 | 2.96 |
| $L_{11,050}$ | 22 | 12 | 6 | 12 | 0 | 1.94 | 7.58 | 7.79 | 7.58 | 3.91 |
| $L_{3,20}$ | 7 | 54 | 0 | 36 | 0 | 1.92 | 1.34 | 1.33 | 1.33 | 0.69 |
| $L_{13,040}$ | 24 | 10 | 1 | 16 | 0 | 1.92 | 76.44 | 60.96 | 60.96 | 31.77 |
| $L_{13,045}$ | 24 | 10 | 1 | 20 | 0 | 1.90 | 104.51 | 23.20 | 23.20 | 12.21 |
| $L_{13,050}$ | 24 | 10 | 1 | 20 | 0 | 1.89 | 67.56 | 52.66 | 52.66 | 27.86 |
| $L_{11,035}$ | 18 | 17 | 8 | 16 | 0 | 1.88 | 11.20 | 11.55 | 11.20 | 5.95 |
| $L_{10,056}$ | 24 | 28 | 2 | 2 | 0 | 1.88 | 7.09 | 7.52 | 7.09 | 3.77 |
| $M_{6,1,2}$ | 12 | 65 | 2 | 4 | 1 | 1.84 | 3.31 | 3.08 | 3.08 | 1.67 |
| $M_{4,2,3}$ | 12 | 96 | 12 | 6 | 1 | 1.83 | 3.23 | 3.58 | 3.23 | 1.77 |
| $L_{3,19}$ | 7 | 37 | 0 | 35 | 0 | 1.82 | 1.14 | 1.13 | 1.13 | 0.62 |
| $L_{10,043}$ | 20 | 29 | 8 | 16 | 0 | 1.81 | 10.58 | 10.85 | 10.58 | 5.85 |
| $L_{3,18}$ | 7 | 24 | 0 | 34 | 0 | 1.81 | 0.97 | 0.98 | 0.97 | 0.54 |
| $L_{10,056}$ | 24 | 28 | 2 | 2 | 0 | 1.80 | 7.05 | 7.42 | 7.05 | 3.92 |
| $L_{10,043}$ | 20 | 29 | 8 | 16 | 0 | 1.79 | 10.72 | 10.76 | 10.72 | 5.99 |
| $L_{10,035}$ | 18 | 29 | 8 | 16 | 0 | 1.77 | 3.67 | 3.16 | 3.16 | 1.79 |
| $L_{6,020}$ | 7 | 19 | 0 | 26 | 0 | 1.75 | 0.78 | 0.80 | 0.78 | 0.45 |
| $L_{3,17}$ | 7 | 14 | 0 | 33 | 0 | 1.75 | 2.11 | 2.11 | 2.11 | 1.21 |
| $L_{13,044}$ | 22 | 9 | 1 | 20 | 0 | 1.71 | 35.88 | 38.70 | 35.88 | 20.97 |
| $L_{5,202}$ | 30 | 11 | 0 | 0 | 0 | 1.71 | 1.14 | 2.96 | 1.14 | 0.67 |
| $L_{10,059}$ | 24 | 31 | 5 | 10 | 0 | 1.70 | 24.47 | 26.00 | 24.47 | 14.39 |
| $L_{11,031}$ | 18 | 15 | 4 | 8 | 0 | 1.70 | 5.67 | 5.76 | 5.67 | 3.34 |
| $L_{13,035}$ | 24 | 10 | 1 | 16 | 0 | 1.67 | 77.96 | 80.22 | 77.96 | 46.71 |
| $L_{16,013}$ | 25 | 3 | 4 | 0 | 0 | 1.66 | 822.08 | 849.64 | 822.08 | 495.23 |
| $L_{11,028}$ | 16 | 17 | 8 | 16 | 0 | 1.64 | 17.67 | 18.10 | 17.67 | 10.77 |
| $F_{24}$ | 16 | 22 | 9 | 8 | 0 | 1.63 | 10.01 | 7.81 | 7.81 | 4.79 |
| $L_{1,5}$ | 8 | 7 | 21 | 1 | 0 | 1.63 | 1.48 | 1.19 | 1.19 | 0.73 |
| $L_{10,028}$ | 16 | 29 | 8 | 16 | 0 | 1.63 | 9.50 | 9.54 | 9.50 | 5.83 |
| $L_{11,046}$ | 22 | 14 | 2 | 4 | 0 | 1.62 | 6.85 | 7.08 | 6.85 | 4.23 |
| $L_{3,16}$ | 7 | 7 | 0 | 32 | 0 | 1.62 | 1.82 | 1.83 | 1.82 | 1.12 |
| $L_{10,058}$ | 24 | 36 | 4 | 6 | 0 | 1.60 | 21.54 | 22.27 | 21.54 | 13.46 |


| $\mathcal{C}$ | $d$ | $\tau$ | S | e | a | Isotop2 | CA0 | CA1 | CA min | $\frac{\text { CA }}{\text { Isotop2 }}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $L_{13,039}$ | 22 | 9 | 1 | 16 | 0 | 1.60 | 39.62 | 32.83 | 32.83 | 20.52 |
| $L_{10,028}$ | 16 | 29 | 8 | 16 | 0 | 1.59 | 9.40 | 9.48 | 9.40 | 5.91 |
| $L_{11,041}$ | 20 | 12 | 6 | 12 | 0 | 1.58 | 6.07 | 6.34 | 6.07 | 3.84 |
| $M_{4,2,1}$ | 12 | 99 | 6 | 9 | 1 | 1.58 | 2.65 | 2.95 | 2.65 | 1.68 |
| $L_{13,049}$ | 22 | 9 | 1 | 20 | 0 | 1.58 | 16.08 | 19.83 | 16.08 | 10.18 |
| $L_{17,030}$ | 17 | 70 | 6 | 0 | 0 | 1.58 | 22.09 | 21.64 | 21.64 | 13.70 |
| $L_{6,017}$ | 7 | 9 | 0 | 26 | 0 | 1.58 | 1.96 | 1.95 | 1.95 | 1.23 |
| $L_{13,029}$ | 22 | 9 | 1 | 12 | 0 | 1.57 | 37.08 | 53.71 | 37.08 | 23.62 |
| $L_{10,058}$ | 24 | 36 | 4 | 6 | 0 | 1.55 | 21.13 | 21.35 | 21.13 | 13.63 |
| $L_{6,018}$ | 7 | 12 | 0 | 26 | 0 | 1.52 | 1.96 | 2.00 | 1.96 | 1.29 |
| $L_{6,019}$ | 7 | 16 | 0 | 26 | 0 | 1.52 | 2.09 | 2.22 | 2.09 | 1.38 |
| $L_{17,041}$ | 25 | 16 | 2 | 0 | 0 | 1.52 | 0.72 | 1.75 | 0.72 | 0.47 |
| $L_{10,059}$ | 24 | 31 | 5 | 10 | 0 | 1.51 | 23.64 | 23.87 | 23.64 | 15.65 |
| $L_{17,020}$ | 17 | 140 | 6 | 0 | 0 | 1.48 | 27.11 | 29.39 | 27.11 | 18.33 |
| $L_{6,060}$ | 9 | 21 | 0 | 12 | 0 | 1.47 | 2.93 | 2.95 | 2.93 | 1.99 |
| $F_{1}$ | 8 | 6 | 21 | 7 | 0 | 1.47 | 0.86 | 0.85 | 0.85 | 0.58 |
| $L_{6,059}$ | 9 | 17 | 0 | 12 | 0 | 1.46 | 2.88 | 2.91 | 2.88 | 1.97 |
| $L_{11,037}$ | 20 | 14 | 2 | 4 | 0 | 1.45 | 5.52 | 5.69 | 5.52 | 3.80 |
| $L_{17,029}$ | 17 | 56 | 6 | 0 | 0 | 1.45 | 19.65 | 15.48 | 15.48 | 10.68 |
| $L_{6,057}$ | 9 | 11 | 0 | 12 | 0 | 1.45 | 7.70 | 7.69 | 7.69 | 5.30 |
| $L_{11,024}$ | 16 | 15 | 4 | 8 | 0 | 1.44 | 13.01 | 13.20 | 13.01 | 9.03 |
| $L_{6,058}$ | 9 | 14 | 0 | 12 | 0 | 1.44 | 2.87 | 2.94 | 2.87 | 1.99 |
| $M_{4,2,5}$ | 12 | 96 | 10 | 6 | 0 | 1.43 | 3.17 | 3.52 | 3.17 | 2.22 |
| $L_{10,049}$ | 22 | 31 | 5 | 10 | 0 | 1.42 | 19.59 | 20.08 | 19.59 | 13.79 |
| $L_{1,4}$ | 7 | 6 | 15 | 1 | 0 | 1.41 | 0.74 | 0.76 | 0.74 | 0.52 |
| $L_{13,034}$ | 22 | 9 | 1 | 16 | 0 | 1.41 | 67.66 | 36.48 | 36.48 | 25.87 |
| $L_{13,043}$ | 20 | 8 | 1 | 20 | 0 | 1.39 | 5.60 | 16.11 | 5.60 | 4.03 |
| $L_{10,049}$ | 22 | 31 | 5 | 10 | 0 | 1.34 | 19.40 | 19.67 | 19.40 | 14.48 |
| $M_{5,1,3}$ | 10 | 64 | 6 | 12 | 0 | 1.32 | 2.92 | 3.05 | 2.92 | 2.21 |
| $L_{5,201}$ | 30 | 8 | 0 | 0 | 0 | 1.31 | 1.14 | 2.90 | 1.14 | 0.87 |
| $L_{10,057}$ | 24 | 32 | 3 | 2 | 0 | 1.27 | 7.30 | 7.72 | 7.30 | 5.75 |
| $L_{10,057}$ | 24 | 32 | 3 | 2 | 0 | 1.27 | 7.40 | 7.81 | 7.40 | 5.83 |
| $L_{2,71}$ | 32 | 3 | 1 | 0 | 0 | 1.27 | 0.39 | 2.70 | 0.39 | 0.31 |
| $M_{4,2,4}$ | 12 | 96 | 8 | 6 | 0 | 1.27 | 2.41 | 2.54 | 2.41 | 1.90 |
| $L_{11,033}$ | 18 | 12 | 6 | 12 | 0 | 1.25 | 4.84 | 5.15 | 4.84 | 3.87 |
| $L_{10,040}$ | 20 | 31 | 5 | 10 | 0 | 1.24 | 10.78 | 11.08 | 10.78 | 8.69 |
| $L_{17,019}$ | 17 | 113 | 6 | 0 | 0 | 1.24 | 20.26 | 17.59 | 17.59 | 14.19 |
| $M_{6,1,5}$ | 12 | 65 | 3 | 6 | 1 | 1.23 | 3.03 | 4.67 | 3.03 | 2.46 |
| $L_{17,028}$ | 17 | 43 | 6 | 0 | 0 | 1.23 | 17.44 | 13.36 | 13.36 | 10.86 |
| $L_{13,024}$ | 22 | 9 | 1 | 12 | 0 | 1.22 | 68.10 | 38.29 | 38.29 | 31.39 |
| $L_{3,15}$ | 6 | 52 | 0 | 25 | 0 | 1.22 | 0.64 | 0.65 | 0.64 | 0.52 |
| $L_{10,050}$ | 22 | 19 | 6 | 12 | 0 | 1.21 | 8.10 | 8.21 | 8.10 | 6.69 |


| $\mathcal{C}$ | $d$ | $\tau$ | s | e | a | Isotop2 | CA 0 | CA1 | CA min | CA IsотоР2 |
| :---: | :---: | :---: | :---: | :---: | :---: | ---: | ---: | ---: | ---: | :---: |
| $L_{13,028}$ | 20 | 8 | 1 | 12 | 0 | $\mathbf{1 . 2 0}$ | 8.45 | 31.76 | $\mathbf{8 . 4 5}$ | 7.04 |
| $L_{10,040}$ | 20 | 31 | 5 | 10 | 0 | $\mathbf{1 . 1 9}$ | 10.76 | 10.97 | $\mathbf{1 0 . 7 6}$ | 9.04 |
| $L_{2,62}$ | 36 | 5 | 1 | 0 | 0 | $\mathbf{1 . 1 9}$ | 1.24 | 6.97 | $\mathbf{1 . 2 4}$ | 1.04 |
| $M_{6,1,4}$ | 12 | 66 | 3 | 6 | 1 | $\mathbf{1 . 1 8}$ | 2.46 | 2.92 | $\mathbf{2 . 4 6}$ | 2.08 |
| $L_{16,003}$ | 25 | 10 | 4 | 0 | 0 | $\mathbf{1 . 1 6}$ | 30.77 | 95.26 | $\mathbf{3 0 . 7 7}$ | 26.50 |
| $L_{17,018}$ | 17 | 86 | 6 | 0 | 0 | $\mathbf{1 . 1 6}$ | 12.03 | 13.52 | $\mathbf{1 2 . 0 3}$ | 10.36 |
| $L_{2,53}$ | 32 | 7 | 1 | 0 | 0 | $\mathbf{1 . 1 5}$ | 2.45 | 10.90 | $\mathbf{2 . 4 5}$ | 2.13 |
| $L_{13,033}$ | 20 | 8 | 1 | 16 | 0 | $\mathbf{1 . 1 4}$ | 22.12 | 36.60 | $\mathbf{2 2 . 1 2}$ | 19.40 |
| $L_{5,192}$ | 24 | 18 | 0 | 0 | 0 | $\mathbf{1 . 1 4}$ | 0.42 | 1.00 | $\mathbf{0 . 4 2}$ | 0.37 |
| $L_{10,050}$ | 22 | 19 | 6 | 12 | 0 | $\mathbf{1 . 1 3}$ | 8.44 | 8.20 | $\mathbf{8 . 2 0}$ | 7.25 |
| $L_{13,038}$ | 20 | 8 | 1 | 16 | 0 | $\mathbf{1 . 1 3}$ | 21.64 | 23.29 | $\mathbf{2 1 . 6 4}$ | 19.13 |
| $L_{17,027}$ | 17 | 30 | 6 | 0 | 0 | $\mathbf{1 . 1 1}$ | 4.19 | 15.11 | $\mathbf{4 . 1 9}$ | 3.77 |
| $L_{3,14}$ | 6 | 36 | 0 | 25 | 0 | $\mathbf{1 . 0 9}$ | 0.54 | 0.52 | $\mathbf{0 . 5 2}$ | 0.48 |
| $L_{11,015}$ | 12 | 12 | 6 | 12 | 0 | $\mathbf{1 . 0 7}$ | 5.92 | 6.00 | $\mathbf{5 . 9 2}$ | 5.53 |
| $L_{17,015}$ | 17 | 140 | 2 | 0 | 0 | $\mathbf{1 . 0 6}$ | 2.68 | 3.64 | $\mathbf{2 . 6 8}$ | 2.53 |
| $L_{11,026}$ | 16 | 12 | 6 | 12 | 0 | $\mathbf{1 . 0 6}$ | 11.18 | 11.31 | $\mathbf{1 1 . 1 8}$ | 10.55 |
| $M_{4,2,2}$ | 12 | 94 | 5 | 3 | 0 | $\mathbf{1 . 0 5}$ | 2.33 | 2.62 | $\mathbf{2 . 3 3}$ | 2.22 |
| $L_{10,041}$ | 20 | 19 | 6 | 12 | 0 | $\mathbf{1 . 0 5}$ | 4.14 | 4.45 | $\mathbf{4 . 1 4}$ | 3.94 |
| $L_{13,018}$ | 20 | 8 | 1 | 8 | 0 | $\mathbf{1 . 0 3}$ | 32.35 | 7.44 | $\mathbf{7 . 4 4}$ | 7.22 |
| $L_{3,12}$ | 6 | 12 | 0 | 23 | 0 | $\mathbf{1 . 0 3}$ | 0.81 | 0.80 | $\mathbf{0 . 8 0}$ | 0.78 |
| $L_{9,007}$ | 16 | 7 | 8 | 12 | 0 | $\mathbf{1 . 0 2}$ | 4.38 | 5.51 | $\mathbf{4 . 3 8}$ | 4.29 |
| $L_{10,048}$ | 22 | 23 | 4 | 6 | 0 | $\mathbf{1 . 0 1}$ | 6.48 | 6.57 | $\mathbf{6 . 4 8}$ | 6.41 |
| $L_{17,017}$ | 17 | 60 | 6 | 0 | 0 | $\mathbf{1 . 0 1}$ | 6.85 | 9.23 | $\mathbf{6 . 8 5}$ | 6.78 |
| $L_{13,037}$ | 18 | 7 | 1 | 16 | 0 | $\mathbf{1 . 0 0}$ | 2.51 | 5.24 | $\mathbf{2 . 5 1}$ | 2.51 |
| $M_{5,1,4}$ | 10 | 65 | 4 | 8 | 0 | $\mathbf{1 . 0 0}$ | 1.98 | 2.25 | $\mathbf{1 . 9 8}$ | 1.98 |
| $L_{10,046}$ | 22 | 23 | 2 | 2 | 0 | $\mathbf{1 . 0 0}$ | 3.92 | 4.12 | $\mathbf{3 . 9 2}$ | 3.92 |
| $L_{10,046}$ | 22 | 23 | 2 | 2 | 0 | $\mathbf{1 . 0 0}$ | 3.92 | 4.12 | $\mathbf{3 . 9 2}$ | 3.92 |
| $L_{5,191}$ | 24 | 15 | 0 | 0 | 0 | $\mathbf{1 . 0 0}$ | 0.66 | 1.27 | $\mathbf{0 . 6 6}$ | 0.66 |


| Curves | RS3_Seq | Iso2_Seq | Topology | RS3_MT3 | Iso2__MT3 | Fast-Ana | $\frac{\text { Iso2 }}{\text { Fast-Ana }}$ | $\frac{\text { Iso2_MT3 }}{\text { Fast-Ana }}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| challenge_12b | 19.38 | $\mathbf{5 8 . 8 2}$ | 39.44 | 10.31 | $\mathbf{4 9 . 7 5}$ | $\mathbf{4 4 . 3}$ | 1.32 | 1.12 |
| degree_7_surf | 12.73 | $\mathbf{1 7 . 7 3 4}$ | 5.004 | 5.72 | $\mathbf{1 0 . 7 2 4}$ | $\mathbf{7 . 3 9}$ | 2.40 | 1.45 |
| FTT_5_4_4 | 14.82 | $\mathbf{5 7 . 2 2}$ | 42.4 | 7.45 | $\mathbf{4 9 . 8 5}$ | $\mathbf{3 2 . 2 3}$ | 1.77 | 1.54 |
| L6_circle | 3.82 | $\mathbf{6 . 3 2}$ | 2.5 | 1.81 | $\mathbf{4 . 3 1}$ | $\mathbf{2 . 1}$ | 3 | 2.05 |
| mignotte | 233 | $\mathbf{3 4 5}$ | 112 | 165.3 | $\mathbf{2 7 7 . 3}$ | $\mathbf{1 3 6 . 5 4}$ | 2.53 | 2.03 |
| spider | 96.05 | $\mathbf{1 6 7 . 7 7}$ | 71.72 | 42.57 | $\mathbf{1 1 4 . 2 9}$ | $\mathbf{2 6 . 2 6}$ | 6.35 | 4.35 |
| swinnerton | 1.77 | $\mathbf{6 . 8}$ | 5.03 | 0.97 | $\mathbf{6}$ | $\mathbf{7 . 1 2}$ | 0.95 | 0.84 |

Table 7.12: Benchmark results of Isotop2 and FastAnalysis run on the set of curves from [Berberich 2011a]. The column labelled Topology shows the running time of the topology part in Isotop2 that is, after isolating boxes for the critical points have been computed. Running times are in seconds.

The following figures contain graphs (generated by running ISOTOP2 on Maple) corresponding to the polynomials in Table 7.12.
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## Chapter 8

## Conclusion

We addressed in this thesis the problem of solving bivariate systems with integer coefficients and its application for computing the topology of real plane curves. While focusing on the computation of a Rational Univariate Representation of the solutions of such systems, we tackled this problem from two different points of view: the theoretical bit complexity and the practical efficiency.

After investigating in-depth the different steps in the computation of the Rational Univariate Representation of bivariate systems, we presented two algorithms of worst-case bit-complexities in $\widetilde{O}_{B}\left(d^{8}+d^{7} \tau\right)$ and in $\widetilde{O}_{B}\left(d^{7}+d^{6} \tau\right)$ for respectively computing a separating linear form and, given such a form, a Rational Univariate Representation of the solutions of a bivariate system. While the first algorithm improves the best known complexity bound by a factor $d^{2}$, the second one provide simple formulas for the RUR polynomials that allow us to derive a new bound on the size of the coefficients in the Rational Univariate Representation of a bivariate system.

This bound turns out to be of great interest in the design of an efficient Chinese Remainder Theorem-based practical algorithm for computing the RURs of a bivariate system. The idea of this algorithm is to compute in a multimodular fashion, a decomposition of the bivariate system into a set of RURs by first computing a triangular decomposition [Gonzalez-Vega 1996] and then computing Rational Univariate Representations for the resulting triangular systems. As usual, an issue that is inherent to the use of multi-modular computation is the correctness of the result. We overcome this issue by proposing two methods for checking that the computed RURs encode the solutions of the input system.

At first glance, computing a RUR after a triangular decomposition may seem superfluous and time consuming. However, our experiments show that first, computing a RUR does not induce a large overhead compared to only computing a triangular decomposition, and second, it avoids the difficult isolation of the solutions in fibers in the non-radical or non-generic cases. This practical behavior is in accordance with the complexity analysis which shows that the complexity of the computation of the RURs is the same as the complexity of the computation of the triangular decomposition. More generally,
we prove an expected complexity bound in $\widetilde{O}_{B}\left(d^{6}+d^{5} \tau\right)$ for this practical algorithm.

From the complexity point of view, although the previous bounds are quite remarkable (the expected complexity of our practical algorithm matches that for only the isolation of the roots of the squarefree part of the resultant), an ongoing work seems to suggest that for the specific case of systems defined by a polynomial and one of its partial derivatives, as for instance, the system of the critical points of a curve, some of the previous complexity bounds could be improved by a factor $d$. This suggests, in other words, that computing the number of critical points of a curve can be achieved in a better complexity than that of computing the number of distinct solutions of a general bivariate system (namely for the cost of a triangular decomposition).

More precisely, if the system at hand is given by a polynomial $f$ and its derivative with respect to $y, f_{y}$, the idea roughly is to perform the triangular decompositions of the two systems $\left\{f, f_{y}\right\}$ and $\left\{f, f_{y}^{2}\right\}$ and to compute the difference between the number of solutions counted with multiplicities in the resulting triangular systems. As the solutions of $\left\{f, f_{y}^{2}\right\}$ have their multiplicities in fiber larger by one than the multiplicities in fiber of the solutions of $\left\{f, f_{y}\right\}$, computing the difference yields exactly the number of distinct solutions. In addition, this computation can be done without computing the whole triangular systems but only the leading terms of the latter, which amounts to only compute the sequence of the principal subresultant coefficients. This results in an algorithm with arithmetic complexity in $\widetilde{O}\left(d^{3}\right)$ for computing the number of distinct solutions of the system $\left\{f, f_{y}\right\}$. Replacing in Algorithm 3 of Chapter 3, the existing algorithm for computing the number of distinct solutions, by the one above, reduces the worst-case bit complexity for computing a separating linear form for the system $\left\{f, f_{y}\right\}$ to $\widetilde{O}_{B}\left(d^{7}+d^{6} \tau\right)$. In addition, one can perform the previous computation in a multi-modular Las-Vegas fashion which reduces the complexity of computing a separating linear form to $\widetilde{O}\left(d^{5}+d^{4} \tau\right)$ in expected setting. Also, following the approach of [Gonzalez-Vega 1996], it is most likely that, within the same expected bit complexity, one can compute a decomposition of the system into a set of subresultant-based rational parametrizations. Beside, we are convinced that with some work, the previous results can be extended to the case of general bivariate systems.

From the practical point of view, as mentioned in Chapter 5, in the current implementation, only the verification based on the subtitution of the rational fractions of the RUR in the input polynomials is available. Although this strategy has shown quite good performance in practice, it will be interesting to investigate other methods for checking the correctness of the output
of our bivariate solver. One of these methods, already mentionned in Chapter 5, consists in using the approach of Daouda et al. [Niang Diatta 2008] that checks the result directly on the resulting triangular system. Another promising method is to use the numerical inclusion predicate presented in [Berberich 2011b], which ensures the existence of a unique solution inside a given box. This predicate have been shown to be very efficient in practice. In addition, unlike in [Berberich 2011b] where the predicate is used for a set of $d^{4}$ candidate solutions in the worst case, in our case, after the RUR-candidates computation, we end up with at most $d^{2}$ candidate solutions, which reduces substantially the overall cost of the check.

Another important point to further improve our implementation concerns the algorithms used for basic operations. Indeed, in our theoretical description, we use algorithms that are known to have the best complexity bounds. This is the case for example for the computation of the gcd of univariate polynomials or the computation of one subresultant polynomial. However, in practice, due to the constant factors hidden in the complexity bounds, such algorithms become really efficient (compared to the naive algorithms) only from a certain degree threshold. As the degree of the polynomials computed in our algorithm, considerably varies during the algorithm, we thus aim at designing algorithms for basic operations, which depending on the degree of the input polynomials choose the most efficient strategy.

Finally, we can identify the following directions for future work. First, our recent improvements for solving bivariate systems yield that the corresponding step is most often non-dominant in the whole topology computation, as shown in our experiments (Table 7.12). It is thus interesting to work again on the other parts of the topology computation algorithm in order to improve their efficiency. In addition, the complexity analysis of the topology algorithm performed in [Cheng 2010] yields a bound of $\widetilde{O}_{B}\left(d^{24} \tau^{2}\right)$ that is most likely very pessimistic. A more careful analysis, at the light of the results obtained in this thesis, will undoubtedly reduces the latter to more or less that of the bivariate system solving as hinted by the work of Mehlhorn et al. [Mehlhorn 2013].

Given an efficient algorithm for computing the topology of a curve, a natural problem is consider arrangements of curves. For the time being, our algorithm Isotop2 is only able to handle single curves. In other words, if the input curve is given as a product of several curves, our algorithm considers it as a unique curve. However, it is quite clear that computing the topology of every curve and combining them afterward is much more efficient that computing the topology of the product. This problem of computing the topology of the arrangement of curves knowing their topologies was studied in detail by Kerber in his thesis [Kerber 2009a] using a CAD like approach. We want,
in our case, to tackle it using a RUR-based approach. Though it seems at a first glance, that having the critical points under RUR representation should ease many operations in the arrangement algorithm, a more in-depth study is however needed to evaluate precisely the relevance of a RUR-based approach for computing the arrangement of algebraic curves.

Finally, a quite natural and relevant direction of research is the study of algorithms handling algebraic objects in three dimensions such as curves and surfaces. More precisely, we aim at computing a graph isotopic to a 3D curve or a piecewise linear mesh isotopic to a surface. Computing the topology of a curve, which could be the singular locus of a surface, can be done by projecting it onto a plane, computing the topology of the projection, and then lifting back to recover the desired topology in 3D. It can also be done by considering the curve directly in 3D, which amounts to computing with polynomial systems in three variables. The first approach has already been a focus of interest (see [Berberich 2010] and references therein). The drawback of such an approach, however, is that the projection step often creates spurious singular points. Investigating the second approach from the complexity and the practical efficiency points of view is thus of particular interest.
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[^0]:    ${ }^{1}$ One of the main contribution of this thesis, is an algorithm that achieves the same complexity bound, but by computing, in addition, a univariate representation of the solutions.

[^1]:    ${ }^{2}$ In the literature, the term regular chain is also used to refer to such triangular systems.
    ${ }^{3}$ This algorithm is described in details in Chapter 3 where it is used to compute the number of distinct solutions of a bivariate system.

[^2]:    ${ }^{1}$ In [von zur Gathen 2003, §9.1], the authors discuss an algorithm for exact division, that is, where the remainder is known to be zero in advance, that runs in $\widetilde{O}_{B}\left(d^{2}+d \tau\right)$. Here, we assume that the division is exact, run the previous algorithm, and then, check that the quotient is correct by performing one univariate multiplication in $O\left(\widetilde{O}_{B}\left(d^{2}+d \tau\right)\right)$ bit operations (Theorem 2.3.1).

[^3]:    ${ }^{2}$ Instead of the Classical Euclidean Algorithm whose complexity is quadratic in the degree of the input polynomials, Basu et al consider here the fast divide-and-conquer algorithm (also called half-gcd algorithm) introduced in [Knuth 1971] and [Schönhage 1982]. Roughly, the idea behind this algorithm is to compute only the sequence of quotients $\left\{q_{0}, q_{1}, \ldots, q_{k}\right\}$ (instead of the remainder sequence $\left\{r_{0}, r_{1}, \ldots, r_{k}\right\}$ ) and then, to deduce any remainder $r_{i}$ (including the gcd) from this sequence. The fact that this quotient sequence is asymptotically $O(d)$ times smaller than the remainder sequence allows to decrease the asymptotic complexity of computing one element in the remainder sequence from $\widetilde{O}\left(d^{2}\right)$ to $\widetilde{O}(d)$. A comprehensive description of this algorithm together with a proof of complexity can be o be found in [Yap 2000, §2.4].

[^4]:    ${ }^{3}$ Theorem 5 of [Mehlhorn 2013] is stated for complex roots, however it is straightforward to identify the boxes containing the real roots within the same complexity. Indeed, by considering $L$ in $\widetilde{O}\left(d \tau+d^{2}\right)$ with $2^{-L}$ smaller than twice the root separation bound of $f$ (which is possible by Theorem 2.3.13), the isolating boxes of the complex roots do not intersect the real axis.

[^5]:    ${ }^{4}$ It can be observed that, when $p>q$, the $q$-th subresultant is equal to $b_{q}^{p-q-1} Q$, however it is not defined when $p=q$. In this case, following El Kahoui [El Kahoui 2003], we extend the definition to $b_{q}^{-1} Q$ assuming that the domain $\mathbb{D}$ is integral, which is the case throughout this thesis.

[^6]:    ${ }^{5}$ Note that a more general version of this theorem can be found in the literature where instead of integers, one consider ideals (see e.g. [Yap 2000, Theorem 4.1]).

[^7]:    ${ }^{1}$ The stated complexity of [Kerber 2012, Theorem 24] is $\widetilde{O}_{B}\left(d^{9} \tau\right)$, but it seems the fact that the sheared polynomials have bitsize in $\widetilde{O}(d+\tau)$ (see Lemma 3.2.1) instead of $\widetilde{O}(\tau)$ has been overlooked in their proof.

[^8]:    ${ }^{2}$ We assume $a<\mu$ for clarity so that the linear form $X+a Y$ is "identical" in $\mathbb{Z}$ and in $\mathbb{Z}_{\mu}$. This hypothesis is however not needed and we actually prove that if $X+\phi_{\mu}(a) Y$ separates $V\left(I_{\mu}\right)$, then $X+a Y$ separates $V(I)$.

[^9]:    ${ }^{3}$ It can be shown that $L_{P}(a) L_{Q}(a) \neq 0$ implies $L_{R}(a) \neq 0$ (see for instance Lemma 4.2.5) but this property does not simplify the proof.

[^10]:    ${ }^{4}$ The hypothesis that $L c_{Y}(P)$ and $L c_{Y}(Q)$ are coprime can be relaxed by applying the algorithm recursively (see Algorithm 7 for details).

[^11]:    ${ }^{5}$ It can easily be proved that these polynomials can be computed in $\widetilde{O}\left(d^{3}\right)$ arithmetic operations but the $\widetilde{O}\left(d^{4}\right)$ bound is sufficient here.

[^12]:    ${ }^{6} \Upsilon_{\mu}(S)$ is a polynomial in $\mathbb{Z}_{\mu}[S]$ and we consider $\Upsilon_{\mu}(a)$ in $\mathbb{Z}_{\mu}$.

[^13]:    ${ }^{7}$ Note that $R_{\mu}(T, S)$ can be computed more efficiently in $\widetilde{O}_{B}\left(d^{5}+d^{3} \tau\right)$ bit operations as the resultant of $P_{\mu}(T-S Y, Y)$ and $Q_{\mu}(T-S Y, Y)$ because computing these two polynomials and their reduction can be done in $\widetilde{O}_{B}\left(d^{4}+d^{3} \tau\right)$ bit operations (Lemma 3.2.1) and their resultant can be computed with $\widetilde{O}\left(d^{5}\right)$ arithmetic operations in $\mathbb{Z}_{\mu}$ (Lemma 2.4.17) and thus with $\widetilde{O}_{B}\left(d^{5}\right)$ bit operations since $\mu$ has bitsize in $O\left(\log \left(d^{4}+d^{3} \tau\right)\right)$.

[^14]:    ${ }^{1}$ In other words, the mapping $\gamma \mapsto\left(\frac{f_{J, a, X}}{f_{J, a, 1}}(\gamma), \frac{f_{J, a, Y}}{f_{J, a, 1}}(\gamma)\right)$ sending the solutions of $f_{J, a}(T)$ to those of $J$ (see Definition 2.2.1) can be defined with polynomials with integer coefficients of bitsize $\widetilde{O}\left(d^{2} \tau_{a}+d \tau\right)$. This will be needed in Chapter 6 .

[^15]:    ${ }^{1}$ In the paper in question, the authors consider a bivariate system defined by a polynomial and one of its partial derivatives, however the presented approach can be trivially adapted to a general bivariate system $\{P, Q\}$ as it is done for example in [Diochnos 2009].

[^16]:    ${ }^{2}$ The gcd is considered over $\mathbb{Q}(\alpha)[y]$, the ring of polynomials in $y$ with coefficients in the field extension of $\mathbb{Q}$ by $\alpha$.

[^17]:    ${ }^{3}$ These complexities hold for one choice of candidate separating linear form.

[^18]:    ${ }^{4}$ The asymptotic bound stated in Proposition 4.3 .1 for the RUR-candidate of a general system $\{P, Q\}$, also holds for the RUR-candidates of the triangular systems presented above according to Lemma 5.3.2.

[^19]:    ${ }^{5}$ Algorithm 8 is slightly modified, replacing the formulas of Line 5 by those of Lemma 5.4.1.

[^20]:    ${ }^{6}$ We call degree of a regular triangular system $\mathcal{T}=\{B(x, y), A(x)\}$ the product of the degree of $B$ in $y$ and the degree of $A$ which is also the number of complex solutions of $\mathcal{T}$ counted with multiplicities.

[^21]:    ${ }^{7}$ It is assumed here that the product of the primes used to lift the polynomials sres $_{k}$ and $G_{k}$ for $k=1, \ldots, q$ is larger than their maximum coefficient. However, this assumption is always fulfilled since we require in Algorithm 10 this product to be larger than an upper bound on the maximum coefficient of the RUR-candidates which, in turn, also bounds the maximum coefficient of $s r e s_{k}$ and $G_{k}$.

[^22]:    ${ }^{8}$ Note that this complexity improves by a factor $d$ the one stated in [Diatta 2009, Theorem 3.3.9]. This is due to the use of Theorem 2.3 .3 which claims that testing the divisibility can be done $O(d)$ times faster than performing the Euclidean division.

[^23]:    ${ }^{1}$ The assumption that the polynomials of the RUR of $\langle P, Q\rangle$ have integer coefficients satisfying the bitsize bound of Theorem 4.1.1 is without loss of generality since according to Proposition 4.3 .1 one can compute such polynomials in a complexity that is less than that for computing the RUR.
    ${ }^{2}$ If 0 is in $\square f_{I, a, 1}\left(J_{\gamma}\right)$, the interval $\frac{\square f_{I, a, t}\left(J_{\gamma}\right)}{\square f_{I, a, 1}\left(J_{\gamma}\right)}$ is equal to $\mathbb{R}$.

[^24]:    ${ }^{3}$ Note that the requirement that the denominator $f_{I, a, 1}(\gamma)+e_{1}$ must not vanish, which is ensured by requiring $w\left(J_{\gamma}\right) \leqslant \frac{\left|f_{I, a, 1}(\gamma)\right| / 2}{2^{d_{r}+\tau_{r}} \max (1,|\gamma|)^{d_{r}-1}}$, gives the same asymptotic behavior.

[^25]:    ${ }^{4}$ We assume without loss of generality that the degree $d$ is even.

[^26]:    ${ }^{5}$ Precisely, their proof is based on their Proposition 1 which claims, based on [Lickteig 2001] and [Reischert 1997] that given two polynomials $f$ and $g$ of degree $p>q$ and bitsize in $O(\tau)$, any of their polynomial subresultants as well as the whole quotient chain corresponding to the subresultant sequence can be computed with $\widetilde{O}_{B}(p q \tau)$ bit operations. However, in [Lickteig 2001] the complexity results are not stated in terms of $p$ and $q$ but only in terms of the maximum degree while in [Reischert 1997], the result assumes that the $(q-1)^{t h}$ subresultant of $f$ and $g$ is known.

[^27]:    ${ }^{6}$ The same result can be found directly stated, in French, in [Lombardi 1990, Theorem 4].
    ${ }^{7}$ The Sylvester-Habicht sequence, defined in [Basu 2006, §8.3.2.2] as the Signed Subresultant sequence, can be derived from the classical subresultant sequence [El Kahoui 2003] by multiplying the two starting subresultants by +1 the next two by -1 and so on. $W$ is defined as the usual sign variation with the following modification for groups of two consecutive zeros: count one sign variation for the groups $[+, 0,0,-]$ and $[-, 0,0,+]$, and two sign variations for the $[+, 0,0,+]$ and $[-, 0,0,-]$ (see [Basu 2006, §9.1.3 Notation 9.11]).

[^28]:    ${ }^{8}$ Regular couples in the Sylvester-Habicht sequence are the nonzero Sylvester-Habicht polynomials $\left(S h_{i}, S h_{i-1}\right)$ such that $\operatorname{deg}\left(S h_{i}\right)>\operatorname{deg}\left(S h_{i-1}\right)$.
    ${ }^{9}$ [Lickteig 2001, Corollary 4.3] states that consecutive Sylvester-Habicht transition matrices consist of one zero, two integers and a polynomial which is, up to a coefficient, the quotient of the division of two consecutive Sylvester-Habicht polynomials. These polynomials being proportional to polynomials in the remainder sequence of $(P, Q)$, the sum of the degrees of their quotients is equal to the degree of $P$.

[^29]:    ${ }^{1}$ https://who.rocq.inria.fr/Fabrice.Rouillier/Home_Page/Software.html, see also http://vegas.loria.fr/rs

[^30]:    ${ }^{2} \operatorname{Prevprime}(a)$ returns the greatest prime number less than or equal to $a$.
    ${ }^{3}$ Instead of selecting the prime numbers by sets of $m$ primes, the latter are now selected one by one.

[^31]:    ${ }^{4} \mathrm{~A}$ functor is an object that defines the operator(). Roughly speaking, it is an object that acts like a function.

[^32]:    ${ }^{5}$ Note that we do not compare our solver to the recent solver Bisolve [Berberich 2011b] since in the next section, we compare our Isotop2 implementation for computing the topology of curves with FastAnalysis implementation from [Berberich 2011a], which is shown to be quite uniformly faster than Bisolve.
    ${ }^{6}$ Each curve $f(x, y)$ is multiplied by one or several curves of the form $f(x, y+l)$ with $l=1,2,3, \ldots$.

[^33]:    ${ }^{7}$ At this stage our running times of our multi-thread version of Isotop2 are extrapolated because, for technical reasons, only our solver RS3 is multi-thread.

