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Induction par Vpr de la dégradation de la protéine CTIP2 via la voie du protéasome dans les cellules microgliales.

L’infection par le virus de l’immunodéficience humaine (VIH) est toujours un problème majeur de santé public avec 34 millions de personnes infectées dans le monde (ONUSIDA). L’identification d’une nouvelle pathologie sévissant aux USA au début des années 1980, suivie rapidement de la caractérisation de son agent causal, le virus de l’immunodéficience humaine (VIH), avaient suscité l’espoir d’une rapide prise en charge thérapeutique. Cependant, la multithérapie active n’a été introduite qu’en 1996. Le principe était simple et visait à utiliser au moins 3 molécules ciblant, soit la même étape du cycle cellulaire avec des molécules aux mécanismes d’actions différents (NRTI et NNRTI et transcription inverse), soit en ciblant d’autres étapes du cycle. À ce jour, il existe près d’une trentaine de molécules différentes ciblant les étapes du cycle viral que sont l’entrée, la transcription inverse, l’intégration et la maturation des protéines virales.

Ces traitements anti-rétroviraux ne sont malheureusement pas en mesure d’éradiquer totalement le virus du VIH-1 de l’organisme, mais permettent de diminuer et de contenir la charge virale. Ceci est dû, en partie, par la possibilité qu’a le virus d’entrer dans une phase de latence transcriptionnelle, au cours de laquelle le génome viral n’est plus actif et devient de fait inaccessible aux molécules antirétrovirales. L’établissement de la latence virale résulte d’une restructuration de la chromatine en une forme compacte inactive ou hétérochromatine.

La latence peut être définie comme la capacité d’un virus pathogène pour sommeillent à l’intérieur de la cellule avec peu ou pas de réplication virale (Geeraert et al. 2008). VIH-1 a été observée pour la première latence chez les patients traités avec succès par HAART, en raison de la réapparition de la virémie après l’arrêt du traitement (Peterlin et Trono 2003). Les virus de la réplication résiduelle ne montrent pas de signes significatifs de l’évolution de leur génome (Hermankova et al. 2001). Ces observations appuient la ré-emergence de souches de type sauvage lors du levage traitement (Finzi et al. 1997; Wong et al. 1997). La réapparition de ces virus infectieux, mais
insuffisantes pour l'environnement thérapeutique, s'explique par la présence de réservoirs viraux (McNamara et Collins 2011).

Réservoirs anatomiques ou sanctuaires virales sont définies comme des zones immunologiquement privilégiés où la cinétique de réplication de virus sera plus stable que la réplication des virus actifs dans le reste du corps. Dans ces réservoirs, le virus peut persister pendant de longues périodes, en raison de leur accès limité (Blankson et al. 2002). Les obstacles anatomiques séparent sanctuaires virales du sang et les organes lymphoïdes, la réduction de la diffusion des ARV dans ces sites (Solas et al. 2003). Cette fonction permet au virus de continuer sa réplication résiduelle et aider à maintenir un état d'inflammation permanente des tissus dans les sanctuaires. Il ya trois principaux réservoirs:

Tractus génital et le système nerveux central (SNC), isolé respectivement par la barrière hémato-testiculaire et la barrière hémato-encéphalique et les organes lymphoïdes (principalement dans le tube digestif), lieu de repos de lymphocytes T mémoires (Saez-Cirion et al. 2011, Eisele et Siliciano 2012, Bierhoff et al. 2013).

L'hypothèse de l'existence d'latente cellule de réservoirs viraux a été rapidement validée. Bien que le temps de latence est très rare en repos CD4 + lymphocytes T après l'infection, une cellule par million de cellules infectées entre en latence, mais il se produit très tôt au cours de l'infection du VIH-1 (Chun et al. 1997, Finzi et al. 1997). Ces réservoirs cellulaires viennent d'être soit de l'infection directe des cellules T mémoire ou une infection des cellules CD4 + activés T-cellules. Les + lymphocytes T CD sont très sensibles à l'infection et le plus souvent cette infection semble être productive, causant ainsi la mort de la cellule infectée en quelques jours après l'infection. Les cellules T qui sont dans un processus de retour à un état de repos sont aussi infectés par le VIH-1. L'infection de ces cellules peut conduire à des cellules où les cellules porteuses du VIH-1 ADN intégré dans le génome mais non la production du VIH-1. Persistance et ralenti le métabolisme des cellules CD4 + cellules T mémoire contribue à la mise en place de réservoir du virus à long terme non-productive (Chomont et al. 2011).
En outre, après une virémie rebond suivant l'interruption du traitement ARV, l'analyse génétique indique que les cellules CD4+ T-cellules ne sont pas la seule zone de réservoir de virus latent (Bailey et al. 2011, Chomont et al. 2006). Sur la base de ces observations, les cellules de la macrophages monocytes ont été proposés comme une source de latence virale à son tour. En effet, la réplication est possible dans ces cellules et, plus important, ces cellules peuvent persister pendant de longues périodes dans le corps (Herbein et al. 2010, Le Douce et al. 2010, Eisele et Siliciano 2012).


Dans les derniers stades de la maladie, l'inflammation causée par la virémie rebond réactive le réservoir et le nombre de microglies productive infectées augmente considérablement (Cosenza et al. 2002). Le nombre de macrophages du cerveau activées est également étroitement liée à la démence associée au VIH au cours du SIDA (Glass et al. 1995).

Latence moléculaire existe deux formes de latence, la latence pré- et post-intégration.

**Latence pré-intégration**

En temps de latence avant l'intégration, le temps de latence est établi avant l'intégration du provirus dans le génome de la cellule infectée (Zack et al. 1990). Ce temps de latence peut se produire en raison d'un défaut d'importation du provirus dans le noyau ou en raison d'une perturbation à l'étape de transcription inverse. L'activité de la transcriptase inverse peut être perturbé par
un pool de dNTP insuffisantes ou par hypermutation du génome viral pendant la transcription inverse par APOBEC3 (Bukrinsky et al. 1992, Zack et al. 1992).

Cette forme de latence est régulièrement observée dans les lymphocytes T CD4 +, mais n'explique pas l'existence de réservoirs à long terme. En effet, la demi-vie de l'ADN viral non intégré est une seule journée. Ce n'est pas le cas dans les macrophages, où l'ADN viral non intégré peut persister jusqu'à deux mois et peut être transcrit (Gillim-Ross et al. 2005, Kelly et al. 2008).

Latence post-intégration

Dans ce temps de latence, la réplication virale est bloqué après l'intégration du provirus dans l'ADN de l'hôte. Un bloc post-transcriptionnelle peut être la cause de la latence post-intégration. En effet, les ARNm viraux peuvent être retenus dans le noyau ou ciblés par les microARN, empêchant ainsi la production de protéines virales, qui entravent cycle de réplication complet (Lassen et al. 2006, Huang et al. 2007). Bien que les mécanismes de blocages post-transcriptionnelle des gènes ont un rôle important dans le maintien de la latence, notre accent sera mis plus particulièrement sur les événements qui se produisent au niveau de la transcription du provirus.

Le promoteur viral ou LTR contient de nombreux sites activateurs et répresseurs de transcription cellulaires. Le promoteur viral est structuré en trois régions, comprenant quatre zones, respectivement, de 5 'vers 3':

La région de modulation, de -454 à -104, contient des sites de liaison pour le cis-répresseurs et le cis-activateurs de l'activité transcriptionnelle. Cette zone est, quel que soit le site d'intégration, le siège du nucléosome 0 (Nuc-0), ce qui limitera l'accès des protéines régulatrices.

La région amplificatrice, de -105 à -79 contient des sites de liaison pour le tandem hétérodimère NF-kB, un facteur de transcription essentiel. Entre ces deux sites de sites NF-kB, il ya une protéine AP-2, un autre activateur de la transcription virale.

Le promoteur de coeur, de -78 à -1 est l'unité minimum pour l'initiation de la transcription. Il existe deux TATA box et d'un initiateur de type région, les deux sites de liaison de la RNApolIII. Cette zone contient également trois sites
pour la protéine SP1 qui sert de plateforme d'ancrage d'autres protéines régulatrices (pour revue (Rohr et al. 2003a, Stevens et al. 2006).

Ces trois zones sont contenues à l'intérieur de la région U3, tandis que l'élément TAR transactivateur est contenu dans la région R de la LTR. Cette zone va donner naissance à la structure tige-boucle pour l'initiation de la transcription. Ce secteur recrute alors le transactivateur viral Tat, qui interagit avec le facteur d'elongation P-TEFb, nécessaire pour améliorer la processivity de RNApolII. En outre, la région U3, cette région est invariablement le site de nucleosome 1, Nuc-1 provirus qui bloque et empêche le RNApolII de l'initiation de la transcription (Van Lint 2000). Après Nuc-1 est U5 région, qui contient des sites de liaison supplémentaires pour des facteurs de transcription AP-1, SP1, NF-AT, SP1 et IRF-1 (Rohr et al. 2003a).

La zone entre les nucléosomes Nuc-0 et Nuc-1 contient la région d'amplification et de promoteur du core. Cette séquence est accessible aux modulateurs de la transcription et sera le site de la concurrence entre les activateurs et les facteurs de répresseurs. La concurrence entre ces facteurs de transcription sont responsables de modifications épigénétiques de Nuc-1 et conduit à la fermeture et l'ouverture de la chromatine à la LTR.

L'intégration du provirus dans des domaines d'hétérochromatine n'est pas la seule explication de la latence transcriptionnelle. En effet, il a été établi que le provirus intègre majorité (93%) dans les introns appartenant à des domaines actifs de transcription du génome de l'hôte (Han et al. 2004). L'hypothèse la plus simple d'expliquer la latence transcriptionnelle est de transformer son site promoteur du site actif d'une structure hétérochromatine. L'hétérochromatine est une structure condensée de l'ADN. Compactage des gènes dans une hétérochromatine inactive leur transcription.

L'unité fondamentale de la chromatine, le nucléosome, est un octamère protéique des histones. Ces histones peuvent être modifiés après traduction par acétylation, phosphorylations, méthylations, ubiquitinations et SUMOylations. Les modifications du code des histones sont pas irréversibles, ce qui rend le labile de l'Etat chromatine et augmente la complexité de l'activité transcriptionnelle des gènes. Ces changements, qui ont un impact sur le profil
d'expression des gènes sans modifier le génome, sont désignés comme des modifications épigénétiques (Kouzarides 2007).

Acétylation des histones par acétyl-transférase histones (HAT) est associée à la formation de l'euchromatine, l'état transcriptionnellement actif de la chromatine, tandis que la de-acétylation des histones désacétylases par (HDAC), conduit à la formation de l'hétérochromatine. L'état d'acétylation est directement corrélée à l'état d'activation de la transcription. En revanche, les résultats de sumoylation dans la formation de l'hétérochromatine (Wurtele et al. 2009).

CTIP2

Les facteurs de transcription COUP-TF et SP1 sont des facteurs cellulaires impliqués dans la régulation de la transcription du VIH-1 via leur fixation sur son promoteur (le 5' LTR) (Rohr et al. 1997). La protéine CTIP2 (COUP-TF interacting protein 2) est un facteur de transcription impliqué dans les processus de différentiation et développement des systèmes immunitaires et du SNC. Son action passe par l'induction d'une forme compacte de la chromatine (ou hétérochromatine), suite à sa fixation sur les promoteurs des gènes régulés. Par ailleurs, l'absence d'expression de cette protéine est dans les cellules à l'origine des lymphocytes T ou dans les lymphocytes T-reg conduit à l'apparition de pathologies auto-immunes et de maladies inflammatoire du tube digestif (Vanvalkenburgh et al. 2011). CTIP2 est décrit comme un facteur répresseur de l’activité transcriptionnelle du VIH-1 dans les cellules lymphocytaires dont l’effet est médié via son interaction avec le complexe NuRD (Cismasiu et al. 2008).

démontré que CTIP2 recrute un complexe multienzymatique contenant HDAC1, HDAC2 et SUV39H1 pour établir une structure hétérochromatinienne au niveau du LTR viral, favorisant ainsi la répression transcriptionnelle des gènes viraux (Marban et al. 2007). A ce jour, CTIP2 est le seul facteur connu capable de recruter une machinerie enzymatique modulant à la fois l’acétylation et la méthylisation des histones. Le recrutement de SUV39H1 constitue donc une nouvelle cible thérapeutique potentielle pouvant être inhibée seule ou en combinaison avec les HDACs. Cette étude révèle de nouvelles cibles dans le cadre d’une stratégie épigénétique de "réduction" des réservoirs viraux. Dernièrement, nous avons démontré que le rôle de CTIP2 ne se limite pas à réprimer le promoteur du VIH-1. Par sa capacité à réprimer p21 et Vpr, CTIP2 induit également un contexte cellulaire défavorable à l’expression du virus (Cherrier et al. 2009a). Enfin, avec l’équipe de Carine Van Lint, nous avons contribué à démontré l’importance de la méthylisation du promoteur viral dans le contrôle de la latence du BLV (Pierard et al.). (Fig A).

Enfin, nous avons montré que la protéine LSD1 (lysine-specific demethylase 1) réprimait de manière synergique avec CTIP2 la transcription du VIH-1 en servant de plate-forme d’ancrage pour le complexe hCOMPASS complex. Ce recrutement est associé à l’apparition des marques épigénétiques H3K4me3 et H3K9me3. Ces marques épigénétiques sont associées à une répression de la transcription du VIH-1 (Le Douce et al. 2012).

Ainsi, la protéine est à la fois impliquée dans l’établissement et le maintien de la latence du VIH-1. CTIP2 a aussi été décrit comme un facteur anti-apoptotique dans les cellules de la lignée lymphocytaire T. Ainsi, un KO de CTIP2 dans une lignée de thymocytes induit leur mort cellulaire par apoptose (Wakabayashi et al. 2003). De plus, nous avons montré que CTIP2 réprimait l’expression du gène codant pour la protéine p21 qui est un inhibiteur des kinases dépendant de la cycline. L’expression de cette protéine dans les cellules de la lignée monocyte-macrophage est associée à une réplication du VIH-1 dans ces cellules. De manière intéressante, CTIP2 va favoriser indirectement l’établissement de la latence du VIH-1 en réprimant l’expression de ce gène. Le mécanisme moléculaire de cette répression s’exerce via un mécanisme analogue à celui déjà décrit pour le promoteur du VIH-1. Ainsi, l’activation transactivatrice exercée par la protéine VpR qui passe via sa fixation sur le site Sp1 (Fig C) est
contrecarrée par la fixation de la protéine CTIP2 sur ces mêmes sites. Une fois fixée, CTIP2 va recruter la même machinerie enzymatique que celle observée sur le promoteur du VIH-1 afin d’induire la formation d’hétérochromatine (Fig C). Ainsi, CTIP2 va induire un microenvironnement cellulaire favorable à l’établissement et au maintien de la latence virale (Cherrier et al. 2009b).

Le complexe pTEFb est, quant à lui, un complexe de protéine constitué d’une cycline (cycline T1) et d’une kinase dépendante des cyclines (CDK9). Ce complexe a été découvert dans le cadre de recherches visant à élucider la régulation de la transcription du VIH-1. Il est vite apparu que ce complexe était associé à de nombreuses fonctions cellulaires, telles que la croissance et la différentiation cellulaire (31). De manière plus intéressante, des dérégulations de son expression et/ou de son activité ont été corrélées à de nombreuses pathologies de type néoplasme (1). Enfin, l’activité de la CDK9 était augmentée suite à l’application de nombreux stimuli, incluant l’interleukine 6 et le TNFα, suggérant ainsi sa participation dans la régulation de processus physiologiques tels que la croissance, la différentiation, la survie, mais aussi dans des processus à l’origine de l’inflammation qui, rappelons-le, est incriminé dans la genèse des néoplasmes (1).

Récemment, nous avons démontré que CTIP2 contrôle l’activité de P-TEFb dans le cadre de l’hypertrophie cardiaque, une autre pathologie P-TEFb dépendante. CTIP2, inclus dans un complexe PTEFb inactif (CDK9/CyclinT1, HEXIM1, 7SKsnRNA), inhibe l’activité kinase de la CDK9. De plus CTIP2 contribue au recrutement de ce complexe sur les promoteurs des gènes clés de l’hypertrophie cardiaque. Ce recrutement du complexe P-TEFb inactif est un nouveau mode de contrôle de l’expression des gènes sensibles à P-TEFb. Comme CTIP2 semble contrôler l’expression de gènes responsable de la tumorigénèse (p21waf1/cip1 (27), HDM2 (14)…), sa capacité à réprimer P-TEFb paraît cruciale dans ces phénomènes. (Fig B).

En conclusion, la protéine CTIP2 exerce un effet direct et un effet indirect sur la répression de l’expression du VIH-1. L’effet direct est à mettre en relation avec la capacité qu’a CTIP2 de recruter des facteurs cellulaires à l’origine de la compaction de la chromatine mais aussi en réprimant l’activité du complexe d’élongation recruté par le facteur transactivateur TAT prévenant ainsi la réactivation du provirus intégré.
Nos travaux ont permis d’élucider le rôle et le mécanisme d’action de divers facteurs de transcription cellulaires ainsi que de substances physiologiques qui régulent l’expression du virus VIH-1 dans les cellules microgliales et dans les cellules du système immunitaire. Nous avons découvert le potentiel inhibiteur du cofacteur transcriptionnel CTIP2 et caractérisé son mode de recrutement via Sp1 au niveau du LTR viral (Marban et al. 2005, Marban et al. 2007). Plus récemment, nous avons montré l’importance de CTIP2 pour l’établissement de la latence post-intégration dans des cellules microgliales. Nous avons notamment démontré que CTIP2 recrute un complexe multienzymatique contenant HDAC1, HDAC2 et SUV39H1 pour établir une structure hétérochromatinienne au niveau du LTR viral, favorisant ainsi la répression transcriptionnelle des gènes viraux. À ce jour, CTIP2 est le seul facteur connu capable de recruter une machinerie enzymatique modulant à la fois l’acétylation et la méthylation des histones. Le recrutement de SUV39H1 constitue donc une nouvelle cible thérapeutique potentielle pouvant être inhibée seule ou en combinaison avec les HDACs. Cette étude révèle de nouvelles cibles dans le cadre d’une stratégie épigénétique de "réduction" des réservoirs viraux. Dernièrement, nous avons montré que le rôle de CTIP2 ne se limite pas à réprimer le promoteur du VIH-1. Par sa capacité à réprimer p21 et Vpr, CTIP2 induit également un contexte cellulaire défavorable à l’expression du virus. La compréhension des mécanismes et des différents acteurs impliqués dans la mise en place de la latence au niveau du génome du virus, ainsi que de son maintien, apparaissent ainsi nécessaires en vue de développer de nouvelles stratégies basées sur la purge des réservoirs, qui associées à une multithérapie antirétrovirale, permettrait, à défaut d’éliminer le virus des patients infectés, de réduire suffisamment le pool de réservoirs cellulaires infectés de sorte que le système immunitaire puisse contrôler l’infection par le virus.

Une meilleure compréhension des mécanismes à l’œuvre dans l’immunité virale intrinsèque offre la perspective de développer des alternatives aux stratégies thérapeutiques actuellement utilisées. Il a ainsi été décrit à ce jour 4 facteurs de restriction cellulaire capables d’inhiber l’expression de rétrovirus chez l’homme : Trim5α, APOBEC3, Tetherin et SAMDH1. Ce système de défense est caractérisé par sa mise en jeu directe et spécifique, s’opposant en cela à l’autre versant de l’immunité acquise mettant en jeu les PRRs qui inhibent indirectement l’expression viral en activant notamment la voie de l’interféron. Ce
mode de défense est certainement ancien et témoignerait d’infections anciennes avec des rétrovirus. En faveur de cette hypothèse, le fait qu’environ 8 % de notre génome est constitué de génome de rétrovirus. Le contact récent du VIH-1 et de son nouvel hôte explique que les contre-mesures qui ont été opérantes par le passé ne le soient pas contre le VIH-1. Ce dernier a en effet élaboré une série de protéines, longtemps considérées comme accessoires, à même d’annihiler l’efficacité des facteurs de restrictions jusqu’alors connus. Ainsi, la protéine Vpu est impliquée dans l’inactivation de la protéine Tetherin qui empêche le bourgeonnement des virions, alors que la protéine Vif contrecarre l’activité de la protéine APOBEC3 en induisant sa dégradation via la voie du protéasome. Sur la base des précédents résultats, il a été prédit que les protéines accessoires Vpr du VIH-1 et Vpx du VIH-2/VIS, capables de former un complexe Cullin4-ubiquitin ligase via leurs interactions avec la protéine DCAF1, pourraient cibler des facteurs de restrictions non identifiés vers la voie du protéasome. Il a ainsi été possible d’identifier la protéine SAMDH1 comme étant le facteur de restriction du VIH-1 dans les cellules dendritiques. Son activité est ainsi inhibée par Vpx mais pas par Vpr qui reste toujours orphelin de son facteur de restriction, même si certains candidats ont été pressentis.

Fig A: La répression transcriptionnelle des gènes viraux par CTIP2 (Schwartz et al. 2010).
Fig B: P-TEF-b répression par CTIP2 (Cherier et al. PNAS 2013, sous presse).

Fig C: Direct et indirect répression transcriptionnelle des gènes viraux par CTIP2 (Le Douce et al. 2010).
Vpr et le complexe Cul4A-DDB1\textsuperscript{DCAF1} E3 ubiquitin ligase.

Parmi les nombreuses fonctions attribuées à la protéine accessoire VpR du VIH-1 nous retrouvons l’arrêt du cycle cellulaire au cours de la phase G2 ; il a été proposé que la protéine vpr régulait de manière négative l’activité d’une protéine cellulaire requise pour le bon déroulement du cycle de division cellulaire. L’action de vpr passerait par la dégradation de cette protéine en la recrutant sur le complexe Cul4 E3 ubiquitin ligase. Ce recrutement est à l’origine de son ubiquitynilation suivi de sa dégradation via la voie du protéasome (Belzile et al. 2007, DeHart et al. 2007, Le Rouzic et al. 2007, Tan et al. 2007, Wen et al. 2007). L’importance de l’association de la protéine VpR avec le complexe Cul4 ubiquitin ligase a été montrée dans au moins trois processus biologiques importants :


2) facilitation de l’infection des macrophages par la protéine VIH2/VIS Vpx.

3) La protéine HIV-1 Vpr peut induire la dégradation des protéines UNG2 et SMUG1 via le complexe Cul4 ubiquitin ligase (Schrofelbauer et al. 2005).

La signification biologique d’un arrêt du cycle de division cellulaire en G2 dans des cellules se divisant activement n’est pas encore bien comprise. Il a été proposé qu’un blocage en G2 générerait un environnement favorable à la réplication virale dans la mesure où durant cette phase G2, les phénomènes de transcription et de traduction étaient les plus intenses. Bien que moins importante que prévue, la production du virus en présence de VpR était augmentée d’un facteur 2-3. (Goh et al. 1998). Bien qu’apparemment modeste, ces effets sur la productions apparaissent cumulatifs après plusieurs cycle de réplication du virus.

Vpr associé à la protéine DCAF1 est associé à une restructuration de la chromatine dans les cellules infectées. Cette restructuration, associée à un arrêt en G2 serait lié au recrutement du Cul4A-DDB1DCAF1 E3 ubiquitin ligase. Ces complexes visualisés dans des foyers nucléaires sont stables et mobiles ; Ils permettraient de cibler des protéines impliquées dans la structuration de la
chromatine afin de les dégrader via la voie du protéasome. Leurs dégradations s’accompagneraient ainsi d’un arrêt du cycle cellulaire au cours de la phase G2 (Belzile et al. 2010).


Les cellules dendritiques et les macrophages jouent un rôle clé dans la lutte contre les agents infectieux. Le virus HIV-1 a la particularité de pouvoir infecter des cellules quiescentes dans lequel la protéine vpr a un rôle central (Connor et al. 1995). En effet, VpR est capable de contourner les défenses du système immunitaire afin de permettre au virus de persister pendant très longtemps dans la cellule de l’hôte infectée. (Harman et al. 2006). De plus, ces cellules infectées de manière persistante contribuent à la dissémination de l’infection vers les lymphocytes T CD4 via des contacts synaptiques. Elles permettent aussi de coloniser des compartiments cellulaires appelés sanctuaire qui sont peu accessible aux cellules du système immunitaire contribuant ainsi à la persistance du virus chez le patient. (McDonald et al. 2003). Ces cellules de part leur très longue demi vie constituent ainsi un des meilleurs réservoirs pour le virus qui peuvent ainsi persister très longtemps chez les patients infectés (Herbein et al. 2010).

Les rôles dédiés à la protéine virale Vpr ne sont toujours pas bien compris. Lors de la réplication des lentivirus, leur génome est transporté vers le noyau et cela sans que l’on observe une rupture de la membrane nucléaire. Vpr est ainsi associé au complexe de pré-intégration qui comprend le génome viral. D’anciens travaux ont clairement établis le rôle facilitant de Vpr dans le transport du complexe pré-intégrationnel dans le noyau des cellules infectées (Bukrinsky et
al. 1992, Popov et al. 1998, Fassati 2006), suggérant ainsi en avant l’importance du signal de nucléo localisation de Vpr pour son transport. Le transport de ce complexe par vpr apparaît ainsi crucial dans les macrophages. Cependant, il a été montré ultérieurement que le signal de localisation nucléaire n’était pas essential pour l’infection des cellules quiescentes comme les macrophages .(Yamashita and Emerman 2005, Riviere et al. 2010). De plus, de tels signaux, bien qu’également retrouvés dans d’autres constituants de ce complexe pré-intégrationnel, ne se sont pas non plus avérés essentiels à ce transport. (Riviere et al. 2010). Ainsi, il apparaît que l’importance de Vpr dans la facilitation de l’infection par le HIV des cellules macrophages ne soit pas en relation avec le transport du complexe pré-intégrationnel ni avec son implication dans l’arrêt du cycle. Il apparaît donc que les fonctions dévolues à la protéine vpr soient conditionnées par la nature des cellules infectées même originaire d’un même tissus. Ainsi une déplétion en VpR apparaît délétère dans les cellules macrophagiques retrouvées dans des explants d’organes lymphoïdes alors que tel n’est pas le cas dans les cellules lymphocytes T au repos provenant de ce même tissu (Zennou et al. 2001).

Les virus VIH-2 et VIS infectent de manière encore plus efficace que le VIH-1 les macrophages. Cette propriété serait à mettre au crédit de la protéine VpX qui apparaît plus efficace que VpR dans ces processus (Sharova et al. 2008, Srivastava et al. 2008). Des études récentes montrent clairement que VpX ciblent des facteurs de restriction de l’hôte pour leurs dégradation via la voie du protéasome, facilitant ainsi l’infection des cellules macrophages infectées. Ainsi la protéine SAMHD1 est associée à la protéine Vpx qui va recruter le complexe .Cul4 E3 ubiquitin ligase afin de la polyubiquitinyler et faciliter sa dégradation via le protéasome (Hrecka et al. 2011, Laguette et al. 2011) (for review (Sharifi et al. 2012)). (Fig 4)

Plus récemment, il a été propose l’existence d’autres facteurs de restriction de l’infection par le HIV-1 dans les cellules macrophages. Ainsi, des études réalisées dans les cellules de la lignée myéloïde sur les effets de l’interferon-beta (INF-β) et des lipopolysaccharides (LPS) ont suggéré l’existence d’autres facteurs de restriction à même de prévenir l’infection par les rétrovirus. Ce facteur de restriction putatif induit par INF-β/LPS semble impliquer dans le transport du complexe pré-intégrationnel. Son action diffère de
celle exercée SAMHD1 qui restreint l’infection rétrovirale via l’inhibition de la transcription inverse (Pertel et al. 2011). Ce facteur de restriction hypothétique verrait son action empêcher par l’intervention des protéines HIV-2/SIV Vpx. De manière intéressante, son action ne semble pas dans ce cas être associée à la protéine DCAF1. Ainsi, les protéines telles que Vpr et Vpx semblent exercer leurs contre-mesures selon différents mécanismes pouvant ou impliquer la protéine DCAF1 (for review (Sharifi et al. 2012)).

Fig D : Sommaire des facteurs restriction et contracte dans cellules myeloids (Sharifi et al. 2012).
Par ailleurs la protéine Vpr a été retrouvé sous forme libre dans le serum ou le liquid céphalorachidien des personnes infectées. L’infection par le VIH-1 peut se disséminer vers le SNC via les cellules lymphocytaires ou monocytaires infectées. Suite à la penetration de la barrier hémato-méningée, ces cellules infectées vont produire de nouvelles particules virales ainsi que des formes libres de la protéine Vpr. Parmi les cellules residents du SNC; les cellules microgliales constituent la cible privilégiée du VIH-1 qui contribuent ainsi à la libération de forme libre de la protéine Vpr (for review (Ferrucci et al. 2011)).


Pris ensemble, l’ensemble de ces données suggèrent que la protein virale Vpx est capable d’induire la dégradation dun facteur cellulaire encore non identifié vers la voie du protéasome. Afin d’induire un blocage en G2 des cellules se divisant activement. Dans les cellules quiescentes, les protéines HIV-1 Vpr ou HIV-2/SIV Vpx facilitent la réplication virale via plusieurs mécanismes. L’un de ceux-ci repose sur la dégradation d’un facteur de restriction cellulaire dont l’action sera délétère pour la réplication. Les fonctions exercées par la protéine Vpr pourrait être spécifiques du type cellulaire infecté. Ainsi, HIV-1 Vpr peut induire la dégradation de protéines telles que UNG2 and SMUG1 qui partagent un motif commun essentiel à leurs interactions avec Vpr. Enfin, Vpr pourrait
aussi accélérer un processus de dégradation qui existe de manière constitutive comme déjà décrit avec la protéine (Wen et al. 2012).

La protéine CTIP2, initialement caractérisée par notre laboratoire comme étant un acteur majeur dans l’établissement de la latence du VIH-1 dans les macrophages résidants du SNC, les cellules microgliales, pourrait voir son statut s’élargir et être considéré comme un facteur de restriction aux effets pléiotropes.

Mon travail de thèse a consisté à tester l’hypothèse selon laquelle la protéine CTIP2, à même de restreindre l’expression du VIH-1 dans les cellules microgliales, est dégradée via la voie du protéasome en présence de Vpr.

Nous avons ainsi visualiser par WB une diminution de l’expression de la protéine CTIP2 à partir d’extraits protéiques de cellules transfectées avec le génome sauvage du VIH-1 (pNL4.3) comparé aux extraits de protéines provenant de cellules transfectées avec le génome muté pour Vpr (pNL4.3 delta Vpr).

Nous avons alors vérifié par WB que l’expression de la protéine CTIP2 était diminuée en présence de la protéine Vpr surexprimée dans des cellules HEK. Une régulation post traductionnelle par Vpr de l’expression de la protéine CTIP2 est fortement suggérée dans la mesure où nous n’avons pas mis en évidence de régulation transcriptionnelle grâce à l’utilisation de la technique de RT-PCR quantitative. Afin de valider cette hypothèse, nous avons visualisé l’expression de la protéine CTIP2 par WB en absence/présence d’une surexpression de la protéine Vpr et en absence/présence d’un inhibiteur de la voie du protéasome (MG132). En l’absence de la protéine Vpr, l’expression de la protéine CTIP2 est plus importante dans les cellules traitées par le MG132. Ce résultat suggère que la protéine CTIP2 est dégradée de manière constitutive via la voie du protéasome. De manière très intéressante, la dégradation drastique de la protéine CTIP2 observée en présence de la protéine Vpr est complètement prévenue en présence du MG132. Nous avons alors utilisé des approches biochimiques en vue de disséquer finement les différents acteurs et les mécanismes mis en jeu dans ce processus. En effet, Vpr a été décrit comme étant l’intermédiaire, entre la protéine cible qu’il recrute via une interaction physique, et un complexe DDB1/DCAF1/Cullin4 ubiquitine ligase chargé du ciblage pour la dégradation via la voie du protéasome.
Nous avons ainsi montré par immunoprécipitation que les protéines Vpr et CTIP2 interagissaient physiquement. Des approches similaires ont permis de montrer que les protéines Vpr et CTIP2 faisaient partie d’un complexe multiprotéique comprenant les protéines DDB1 et DCAF1. De manière intéressante, la protéine CTIP2 fait partie d’un complexe protéique comprenant DDB1 et DCAF même en l’absence de la protéine Vpr. Ce résultat est en faveur d’une dégradation constitutive de la protéine CTIP2 via le protéasome mise en évidence plus haut. La présence de Vpr accélère de manière drastique ce processus. L’importance de la protéine DCAF1 dans ce processus de dégradation induit par la protéine Vpr a été montrée par l’utilisation de mutant de DCAF n’ayant plus la possibilité d’interagir avec Vpr (Q65R). En surexprimant cette protéine mutée dans des cellules HEK, nous ne visualisons plus par WB de dégradation de la protéine CTIP2 en présence de la protéine Vpr. L’utilisation d’un siRNA dirigé contre la protéine DCAF a permis de réduire drastiquement son expression. En l’absence de la protéine DCAF1, nous n’observons plus de dégradation de la protéine CTIP2 induite par la présence de la protéine virale Vpr. Ces derniers résultats soulignent l’importance du complexe DDB1/DCAF1/ Cullin4 ubiquitine ligase dans le processus de dégradation de la protéine CTIP2 qui est favorisée par la présence de la protéine Vpr. Des expériences de microscopie confocale avec les différentes protéines couplées à des fluorophores ont montré que les protéines DCAF et CTIP2 étaient colocalisées dans le noyau des cellules microgliales en l’absence de Vpr confirmant l’existence d’une dégradation constitutive de la protéine CTIP2 via la voie du protéasome. En présence de Vpr, nous visualisons une colocalisation des protéines CTIP2, DCAF et Vpr dans le noyau des cellules microgliales. En présence de l’inhibiteur de la voie du protéasome MG132, nous observons une relocalisation de la protéine DCAF dans le cytoplasme. Cette relocalisation de DCAF1 dans le cytoplasme en présence du MG132 prévient l’interaction de CTIP2 avec le complexe DDB1/DCAF/Cullin4 ubiquitine ligase et contribue à expliquer la prévention de la dégradation de la protéine CTIP2. Enfin, l’utilisation d’anticorps anti ubiquitine a permis de montrer que la protéine CTIP2 était ubiquitinylée et que cette ubiquitinylation augmentait en présence de la protéine CTIP2.

Des résultats obtenus au laboratoire font état de l’existence de plusieurs complexes protéiques différents associés à la protéine CTIP2. Par l’utilisation de la technique de double immunoprécipitation, nous avons montré que le pool de
protéines CTIP2 destiné à être dégradé via la voie du protéasome était celui associé aux protéines HDAC impliquées dans la formation de l’hétérochromatine mais pas à celui associé au complexe pTEFb.

En conclusion, nos résultats suggèrent que la protéine virale Vpr détourne la voie du protéasome dans les cellules microgliales afin d’accélérer le processus de dégradation de la protéine CTIP2 décrit dans le laboratoire comme un facteur à même de restreindre l’expression du VIH-1.
Introduction
1. Acquired immunodeficiency syndrome and HIV

1.1. Discovery of AIDS and HIV

In 1981, there have been appearances of Kaposi’s Sarcoma (Durack 1981) and Pneumocystis (Gottlieb et al. 1981) among homosexual men in New York and California, USA. Among the other names this condition was also called "GRID" (gay-related immune deficiency) or GCS (Gay Compromise Syndrome) (Brennan and Durack 1981) stigmatizing the gay community as carrier of this deadly syndrome. However, shortly it was revealed that this syndrome have no boundaries when cases were also reported from other communities including drug addicts (Masur et al. 1981), heterosexuals and people who received blood transfusions. By the incidence of this disease in non-heterosexual groups, the name GRID was antiquated. In 1982, CDC (Centers for disease control) first time used an alternate name for this disease, Acquired Immunodeficiency Syndrome (AIDS) (Quagliarello 1982). In following years, it also became clear that AIDS is not just confined to USA, with several reports of infected patients from European countries (Francioli et al. 1982, Gerstoft et al. 1982, Rozenbaum et al. 1982, Vilaseca et al. 1982).

Shortly, with more than 3,000 identified AIDS cases only in 1983, it became a big threat for public health. A lymphotropic virus, LAV (lymphadenopathy-associated virus) was identified and closely related to AIDS by French researchers in 1983 at the Pasteur Institute (Barre-Sinoussi et al. 1983), but they failed to provide a causal link between these two. In 1984, CDC confirmed to have finally isolated the causative agent of AIDS, HTLV-III (Human T-Lymphotropic retrovirus) (Gallo et al. 1984). It started the struggles for paternity of virus, but later on it was proved that LAV and HTLV-III are in fact one and the same virus, officially renamed HIV (Human Immunodeficiency Virus) in 1986 by the "International Committee on Taxonomy of Viruses", thus putting an end to the identification struggles paternity of the virus between French and American laboratories.
1.2. Epidemiology

In 2011, there have been over 34 million individuals living with HIV, with sub-Saharan African region the most affected, wherever each 1 person is infected with HIV in every 20 adults and accounting for 69% of the total number of people living with HIV (Figure 1). It is estimated that 0.8% of adults aged 15-49 years worldwide are living with HIV, but burden of epidemic continues to vary considerably among countries and regions. Despite better awareness and knowledge, its pandemics unabatedly continues throughout all areas of the world with more than 2.5 million people got infected with HIV only in 2011. However, these new infections are on a decline, which have decreased from 3.2 to 2.5 million during last decade. There are 24% fewer deaths caused by AIDS in 2011 (1.7 million deaths) as compared to 2005. In other words there are half a million fewer deaths caused by HIV in 2011 than in 2005, but still it demands for a lot of improvement (Figure 2).

![World map showing HIV-1 infected individuals. Out of total 34 million, 23.5 million individuals are from sub-Saharan Africa region (UNAIDS global report 2012).](image)

**Figure 1: Estimated individuals living with HIV in 2011.**
World map showing HIV-1 infected individuals. Out of total 34 million, 23.5 million individuals are from sub-Saharan Africa region (UNAIDS global report 2012).
Number of infected individuals increased during last decade but it was due to better survival of infected patients, as number of new infections is on a decline during last decade.

The number of people accessing antiretroviral therapy has increased by 63% from 2009 to 2011. In total, more than 8 million people living with HIV had access to antiretroviral therapy, however still there are 7 million people more eligible for HIV treatment but they do not have access (UNAIDS 2012). In 2011, fight against AIDS got allocation of US$ 16.8 billion, with an estimated annual need between US$ 22-24 billion by 2015, with main focus to control AIDS in Sub-Saharan Africa (Figure 3).
1.3. Types of HIV

Human immunodeficiency virus is genetically highly variable, resulting in difficulties for its treatment. It is included in genus lentivirus, family of Retroviridae (Hull 2001). There are two major types of HIV; HIV type 1 (HIV-1) and HIV type 2 (HIV-2) (Sharp and Hahn 2011). HIV-2 is less common as compared to HIV-1 and is less spread throughout the world, usually confined to Africa. HIV-2 is divided into 8 groups (A-H) (Santiago et al. 2005). HIV-1 can be divided into a major group and two or three minor groups on the basis of its genetic difference (Sharp and Hahn 2011).

- Group M (Major group) is the most common type of HIV-1 and causes more than 90% of HIV/AIDS cases. This group is further sub-divided in many sub-groups including A, B, C, D, E, F, G, H, I, J, and K (Merson et al. 2008).
- Group O (Outlier) is usually seen in west-central Africa (Peeters et al. 1997).
- Group N (non-M, non-O) was discovered in 1998 and only observed in Cameroon (Yamaguchi et al. 2006).
- Group P is newly described HIV sequence, isolated from a woman residing in France and was diagnosed with HIV-1. It is named under group P “pending identification of further human cases”. The sequence of virus is found to closely related to gorilla SIV (SIVgor.) (Plantier et al. 2009).
1.4. Pathogenesis of AIDS

Primary HIV-1 infection in human is usually accompanied with acute symptoms that are similar to infectious mononucleosis, for about 3-6 weeks with varying severity and persistence of symptoms. Following HIV-1 infection, level of CD4+ T lymphocytes (main target of virus in plasma) significantly declines in the peripheral blood in first 2-8 weeks (Gaines et al. 1990, Tindall and Cooper 1991). This decline in CD4+ T lymphocyte count in peripheral blood is correlated with exponential viral replication that can be observed in peripheral blood within 3 weeks of primary HIV-1 infection, which is followed by a decline of HIV-1 particles count in peripheral blood (Clark et al. 1991, Daar et al. 1991, Espert et al. 2007).

After few weeks, there is a stabilization of CD4+ T lymphocytes count, which is associated with detection of specific antiviral immune response (Ho et al. 1985, Gaines et al. 1987, Tindall et al. 1988). This response is closely related with the appearance of HIV-specific CD8+ cytotoxic T cells, without detection of first neutralizing antibodies (Koup and Ho 1994) that appear within 3 months of HIV-1 primary infection (Pauli et al. 1987). At this stage, administration of antiretroviral therapy improves CD4+ T-cell count and subsequently improves clinical course of the disease, as compared to untreated individuals (Kinloch-de Loes and Perrin 1995).

This little acute phase of infection is followed by clinical latency phase for a period of 6 to 11 years in the absence of treatment (Figure 4), where immune system is constantly renewed and maintained plasma viral load at low levels (Chun et al. 1997). It is characterized by few to no clinical manifestations (Lemp et al. 1990). The existence of a residual replication allows production of virus by allowing the system to a state of immune hyperactivation. This persistence of chronic inflammation causes progressive decline in CD4+ T cells (Breen et al. 1990, Aukrust et al. 1995, Aziz et al. 1999). Time interval from infection to development of AIDS varies greatly from one individual to another (Seage et al. 1993).

With under the threshold of 200 CD4+ T cells / ml, immune system loses its ability to meet challenges of opportunistic diseases. This ends up in development of a clinical condition in these immune-compromised patients,
which is termed as AIDS (For review (Simon and Ho 2003, Lederman and Margolis 2008)).

**Figure 4: Time course of HIV-1 infection.**

During the course of HIV-1 infection, we observe variation of T-cell count (blue) and level of circulating viruses (red) during primary infection, acute HIV syndrome, clinical latency and finally AIDS (Sanao/Licence Creative Commons).
2. Description of HIV-1 and its life cycle

2.1. Structure of infectious viral particle

HIV-1 is a virus included in genus lentivirus of family Retroviridae. The viral particle is roughly spherical in shape with a diameter of 80-120 nm. Each viral particle consists of envelope and matrix that enclosed a capsid, which contains several enzymes and two copies of single-stranded RNA genome (Figure 5A).

HIV-1 envelope is composed of a lipid bilayer of host-cell origin. This envelope consists of about seventy two little spikes, each consisting of a trimer of glycoproteins 41 (gp41) connected to a trimer glycoproteins 120 (gp120). These gp41 form base and gp120 head of the spikes (Zanetti et al. 2006, Roux and Taylor 2007). These spikes play vital role during attachment of virus with target cell during infection. Under HIV-1 envelope is matrix formed by oligomerization of matrix protein (MA, p17). Located in the center of virus particle, capsid is formed by assembly of about 1500 mature capsid protein (CA, p24). The capsid proteins are combined in a multitude of hexagons forming a cone whose ends are blocked by pentagons (Figure 5B).

The capsid contains nucleocapsid and many molecules of cellular origin that help in viral life cycle. The nucleocapsid is composed of nucleocapsid proteins attached to viral genome, which consists of two strands of single-stranded RNA. Single stranded RNA of HIV-1 is closely associated with nucleocapsid proteins (p6 and p7) and enzymes, which will help during its life cycle in host cell. The nucleocapsid protects viral RNA from digestion by nucleases of host cells (Ganser-Pornillos et al. 2012).

Moreover, inside viral core or capsid are some important viral proteins that are involved in replicative cycle of HIV-1 including enzymes such as protease (PR), reverse transcriptase (RT) and integrase (IN) and viral accessory proteins that help HIV-1 during its replication like viral infectivity factor (Vif), negative regulatory factor (Nef) and viral protein Regulatory (Vpr) (for review (Ganser-Pornillos et al. 2008)).
**Figure 5A: Schematic overview of infectious virion of HIV-1.**

HIV-1 virion is an enveloped virus with glycoprotein spikes to facilitate attachment to target cell. Inside matrix, viral genome is enclosed by capsid proteins including essential enzymes and viral accessory proteins *(Personal source).*

**Figure 5B: Model of HIV-1 capsid.**

The hexamers, pentamers and dimers are colored in orange, yellow and blue respectively *(Pornillos et al. 2011)*.
2.2. Viral genome

HIV genome is composed of 2 copies of single-stranded RNA enclosed in capsid and each strand of viral RNA is approximately 9.7 kb (9193 nucleotides) (Wain-Hobson et al. 1985). HIV genome has several major genes coding for basic structural proteins that are present in all retroviruses, is called coding sequence and it also constitutes of some accessory or nonstructural genes that are unique to HIV, known as non-coding sequence. Retroviruses convert their RNA genome to double-stranded DNA molecule through a process of reverse transcription, with help of viral enzyme reverse transcriptase (Gomez and Hope 2005).

This reverse transcribed DNA is flanked by two identical non-coding 5' and 3' LTR (long terminal repeat) sequences. These two regions are involved in the process of integration of DNA into host cell DNA and regulate transcription of all viral genes from 5' LTR promoter activity (Paillart et al. 2004). LTR contains three regions, naming U3, R and U5 regions (Tripathy et al. 2011).

- The U3 holds binding sites for cellular transcription factors.
- The R region contains the trans-activation response element (TAR) implicated in Tat-mediated trans-activation.
- The U5 region contains additional binding sites for transcription factors AP-1, SP1, NF-AT, Sp1 and IRF-1 (Rohr et al. 2003a)

The coding sequence of viral genome encodes for 16 viral proteins, including structural proteins (found in all retroviruses) and some non-structural or accessory proteins, which are only present in HIV. The gag, pol and env genes encodes for essential structural proteins (Figure 6).

- Group-specific antigen (gag) gene encodes for a Gag polyprotein, which later is cleaved by viral protease p11 to form different viral proteins like matrix protein (p17) (Wu et al. 2004), capsid protein (p24), spacer peptide (SP1/p2), spacer peptide (SP2/p1) and nucleocapsid protein (p6 and p7) (Briggs et al. 2003).
- Gene pol encodes for different viral enzymes including integrase, reverse transcriptase and HIV protease (Broglia et al. 2008).
• Gene *env* encodes for a polyportein (gp160), a precursor protein for gp120 and gp41. This polyportein is cleaved by host cell own protease (furin) to cleave into gp120 and gp41 (Goel et al. 2002).

The HIV genome also encodes for some non-structural proteins that are not encoded by other retroviruses.

• Regulatory proteins: Transactivators help to increase the rate of gene expression via different ways like Tat (*trans*activator of *transcription*) and Rev (*regulator of virion expression*).

• The HIV genome also encodes for some accessory genes like Vif (*viral infectivity factor*), Vpu (*viral protein unique*) and Nef (*negative regulatory factor*) and Vpr (*viral protein regulatory*) (Sandefur et al. 2000, Peterlin and Trono 2003, Derdowski et al. 2004).

Additionally, HIV-2 or SIV (*simian immunodeficiency virus*) contains a closely related Vpx protein (*viral protein X*) along with its Vpr. The functions of HIV-1 Vpr are divided between these two proteins (Vpr and Vpx) in HIV-2 or SIV along with some additional functions (Ayinde et al. 2010).

Figure 6: Schematic representation of HIV-1 and HIV-2 integrated genomes.

Grey boxes indicate structural proteins; pink boxes represent accessory genes and blue boxes represent regulatory genes (*Ayinde et al. 2010*).
2.3. Replication of HIV-1

Figure 7: Schematic representation of life cycle of HIV.

The life cycle of HIV (attachment to budding) can be divided into two phases; early (in black circles) and late phase (in green circles). The life cycle of HIV is composed of different steps: step from the attachment to integration (1 to 4) are referred as early phase of HIV life cycle and steps from expression of viral genome to budding of the viral particle are referred as late phase ((Han et al. 2007) with modifications).
2.3.1. **Entry of Virus**

The entry of the virus in the host cell is the first step in the process of infection of the HIV-1. This step of HIV replication is closely controlled; and is accomplished by fusion of viral membrane with the host cell membrane that is followed by the release the capsid of HIV in the host cell cytoplasm (Wyatt and Sodroski 1998).

The virus can enter the host cell by two different means:

- Entry mediated by endocytosis pathways that mostly leads to the degradation of the virus in the host cell. This method of entry was first described in macrophages (Marechal et al. 2001).
- Host cell membrane receptor-mediated entry, and HIV uses this pathway to enter in majority of the cell types.

The attachment of the virus to the host cell is necessary of its entry. The viral glycoprotein gp120 subunit triggers the entry of HIV-1 by binding to CD4 receptors on the surface of lymphocytes and macrophages. This attachment leads to the conformational changes in both the gp120 and CD4 receptor. This connection reveals hypervariable V3 loop of gp120. To successfully entry the cell, HIV gp120 has to bind with co-receptor, such as the chemokine co-receptor CCR5 or CXCR4. The importance of this step was more pronounced when it was observed that the HIV-1 infectivity was compromised in the individuals with non-functioning CCR5 proteins (Tilton and Doms 2010). Simultaneous attachment receptor subunit gp120 and gp41 co-receptor committed in the entry process. The N-terminal portion of gp41, called fusion peptide, is then inserted into the membrane of the host cell. Subsequent folding of gp41 leads to an approximation of viral and cellular membranes and leads to the fusion of the two lipid bilayer membranes (Schols 2004, Wilen et al. 2012a). *(Figure 8)*

Understanding this mechanism helped to understand the mechanism of action of enfuvirtide® or T20. Enfuvirtide bind with the viral gp41 and prevents the refolding step of gp41. Thus, it prevents the viral entry into the host cell. While elegant, this approach is easily compromised by the rapid evolution of the virus. Indeed, some mutations in gp41 were sufficient to leave T20 ineffective (Carmona et al. 2005). Moreover, the T20 should be administered intravenously
to achieve optimal efficiency, which is a heavy protocol for patients. Because of these limitations, the viability of this strategy has been questioned by Roche in 2010 with the abandonment of the development of T1249, second generation fusion inhibitor (Eggink et al. 2009, Berkhout et al. 2012).

Finally, another molecule, maraviroc binds to CCR5 co-receptor to prevent gp120/CCR5 interaction (Pugach et al. 2008). This molecule is also known as chemokine receptor antagonist or simply as CCR5 inhibitor. Unfortunately, resistance to this drug may occur due to hypervariability V3 loop (Yuan et al. 2011, Maeda et al. 2012).

![Schematic overview of HIV entry from attachment to fusion of the membranes.](image)

**Figure 8: Schematic overview of HIV entry from attachment to fusion of the membranes.**

Virion gp120 interacts with host CD4 receptor and a co-receptor, which results in fusion of both the membranes (Wilen et al. 2012b).

### 2.3.2. Reverse transcription

Once the virus entered in the host cells, it converts its RNA genome into double-stranded DNA by the process of reverse transcription in the cytoplasm of the host cell. It is a vital step in the retroviral replication, as it prepares the genome for its subsequent integration in the host DNA. This conversion of viral RNA genome into the proviral DNA is mediated by reverse transcriptase, a viral enzyme (Basavapathruni and Anderson 2007).
This reverse transcription is carried out in different steps. The tRNA (lys3), previously incorporated into the capsid, serves as a primer for reverse transcriptase. The viral reverse transcriptase attaches itself with the RNA and copies it into a cDNA (complementary DNA) molecule. The viral reverse transcriptase also functions as ribonuclease to degrade reverse transcribed RNA.

This process of reverse transcription is extremely error-prone. The lack of mechanism involving the proofreading after the reverse transcription leads to mutation in the resulting proviral DNA. Indeed, these mutations help the virus to counter the immune system and also a major cause in drug resistance (Hache et al. 2006).

In addition, the reverse transcriptase has the activity of DNA-dependent DNA polymerase, thus facilitating the formation of sense DNA copy from the antisense cDNA. Together, both (cDNA and sense DNA) form a double-stranded proviral DNA with LTR regions at each end, to integrate itself into the host cell DNA (Telesnitsky and Goff 1997, Harrich and Hooker 2002, Nisole and Saib 2004). The synthesis of double-stranded DNA flap serves as a signal for uncoating of matrix protein and leads to the formation of pre-integrations complex (PIC) (Zennou et al. 2000, Arhel et al. 2007, Zhan et al. 2010) (Figure 9). As a key step in the replication cycle, reverse transcription was quickly identified as ARV targets. The reverse transcriptase inhibitors (RTIs) are of two types: nucleoside/nucleotide reverse transcriptase inhibitors (NRTIs/NtRTIs) and non-nucleoside reverse transcriptase inhibitors (NNRTIs). All NRTIs and NtRTIs are also referred as competitive substrate inhibitors, due to their same mode of action and NNRTIs as non-competitive substrate inhibitors (Vivet-Boudou et al. 2006, De Clercq 2010).

NRTIs act as pioneers in the fight against HIV based on ARVs. Indeed, zidovudine (ZDV) or azidothymidine (AZT) was the first anti-retroviral molecule in the market. The mode of action of NRTIs and NtRTIs is based on the early termination reverse transcription step. They are analogues of deoxynucleotides but lack a 3'-OH group. Once incorporated into the chain of nucleotides, they act as terminators and process is known as chain termination. Thus, reverse transcriptase is unable to continue the synthesis of the DNA strand from RNA (for a review (Vivet-Boudou et al. 2006). NRTIs are important due to their
advantage of better CSF concentration, due to its lowest rate of protein binding and low molecular weight (Strazielle and Ghersi-Egea 2005).

**Figure 9: Intracellular transport of HIV-1 and DNA Flap-dependent nuclear import of PIC.**

After uncoating and reverse transcription, viral genome is transported to the nucleus for its integration in the host genome and it is triggered by DNA Flap (Arhel et al. 2007).

NNRTIs are non-competitive reverse transcriptase inhibitors. Conformational changes in the transcriptase induced by the binding of NNRTIs cause a loss of affinity of the enzyme for nucleotides. To mitigate the emergence of resistant variants of the first-generation NNRTIs such as efavirenz ® (EFV), second generation molecules, as etravirine ® (ETV) were developed. These have greater structural flexibility, which allows them to avoid some of the changes that occur in the reverse transcriptase (Minuto and Haubrich 2008, Sarafianos et al. 2009). Moreover, due to better parameters (molecular weight and protein binding), the new NNRTI, nevirapine (NVP) has best probability of achieving better CSF levels (Ene et al. 2011).
2.3.3. **PIC and Integration**

The PIC is nucleoprotein complex, containing the newly synthesized DNA flap, viral (integrase, Vpr and matrix) and host (barrier to autointegradation factor 1) proteins (Lee and Craigie 1998, Zhao et al. 2011). The PIC is translocated inside the nucleus through nuclear pore complex via signal-facilitating mechanism without disrupting the nuclear envelope. Vpr can import PIC containing viral DNA either by interacting with nucleoporins or destabilizing the nuclear membrane (de Noronha et al. 2001, De Rijck et al. 2007, Morellet et al. 2009). Whereas, the integrase and p17 can facilitate the import of PIC/DNA with the help of their nuclear localization signal (NLS) and binding with cellular protein importin-α3 (Haffar et al. 2000, Ao et al. 2010) *(Figure 9)*.

Once in the nucleus, the proviral DNA is integrated into the host cell DNA. This process of integration is catalyzed by viral integrase (linked to the ends of the DNA flap) (Fouchier and Malim 1999). This process can be divided into two steps. In the first step (3′-processing), the viral DNA extremities are prepared for its subsequent insertion by second step, named as strand transfer. This step is facilitated by members of PIC cellular proteins (Delelis et al. 2008). Then, overlap in the viral DNA strand is then corrected by the cellular protein, FEN1 *(flap endonuclease-1)* (Rumbaugh et al. 1998). Cellular transcriptional coactivator lens epithelium-derived growth factor (LEDGF)/p75 plays a vital role as cofactor for HIV integration (Llano et al. 2006). Recently, it has been described that a prominent part of DNA-free IN is translocated in the nucleus for the integration (Gerard et al. 2013).

The only integrase inhibitor that can be seen in the market is raltegravir ® (RGV) (Evering and Markowitz 2008). Since its market availability, the long-term effects have not yet been fully assessed, although studies are emerging and pointing side effects reports, including kidney problems or a rare disease Stevens-Johnson (Vassallo et al. 2012). Recently, there is a report of raltegravir resistance in CSF without any evidence of resistance in plasma (Mora-Peris et al. 2013). The only alternative, elvitegravir ® is only available to patients in therapeutic failure. The genetic barrier of these ARV is low; a single mutation is deleterious, making them vulnerable to viral penetration (Markowitz et al. 2007,
Quercia et al. 2009). The future is now turning to the second generation inhibitors, such as dolutegravir ® (Garrido et al. 2011). It is currently in Phase III clinical trials, which is effective against viruses resistant to raltegravir and elvitegravir. Research on the inhibitors for integrase/LEDGF interaction is currently underway (Lee and Carr 2012, Quashie et al. 2013).

2.3.4. Viral transcription

The steps of life cycle of HIV-1 after the integration are referred as late phase of viral replication. After the integration of proviral, cell may either enter to latent phase or lytic phase. In lytic phase, the integrated proviral genome or provirus diverts the cellular machinery for transcription of viral transcripts produced in two distinct phases, the early phase and late phase.

2.3.4.1. Early phase transcription

Initially, viral gene transcription is dependent on cellular transcription factors. Then activation of the CD4+ T cells triggers NF-κB and NFAT migration into the nucleus and bind to the LTR region of provirus in their respective recognition motifs (Bosque and Planelles 2008). Subsequently, other factors including NF-IL6, CREB etc. are recruited for the complete activation of transcription (Callens et al. 2003).

In microglial cells, the NF-κB binding plays a crucial role to activate HIV-1 gene transcription (Barboric et al. 2001, Rohr et al. 2003a). During this phase, the majority of transcripts produced are short due to the destabilization of the RNA polymerase II (RNApolII) (Kao et al. 1987, Kessler and Mathews 1992). Few products are then transcribed full multi-spliced migrate into the cytoplasm and lead to the synthesis of viral regulatory proteins Tat and Rev (Frankel 1992, Marzio and Giacca 1999). When the amounts of these two proteins are sufficiently high, the late phase of transcription begins.

2.3.4.2. Late phase transcription

In the beginning of late phase of transcription, the transactivator (Tat) binds to RNA stem-loop structure, TAR (Trans-activation responsive element)
(Berkhout et al., 1989), at 5’end of nascent viral RNA. The recruitment of tat to the TAR region, acts as an intermediate between P-TEFb (positive transcription elongation factor b) and RNApolII (Zhu et al. 1997, Zhou and Rana 2002). Analysis of Tat-associated cofactors has shown that there are two distinct complexes of Tat; Tatcom1 comprising P-TEF-b, MLL-fusion partners and PAF1 complex while the Tatcom2 comprising of CDK9, CycT1 and 7SK snRNA lacking HEXIM1 (Sobhian et al. 2010).

The kinase activity of the CdK9 subunit of P-TEFb acts on RNApolII, firstly by increasing the processivity by phosphorylation of residues from the C-terminal domain, and secondly by increasing its stability by phosphorylating negative transcription elongation factors NELF (negative elongation factor) and DSIF (5,6-dichloro-1-beta-D-ribofuranosylbenzimidazole sensitivity-inducing factor) (Price 2000, Ping and Rana 2001, Zhang et al. 2007, Ott et al. 2011). During this elongation favored phase, the full transcripts of the viral genome are produced.

Tat and Rev can bind with high affinity to stem-loop structure in the RNA, RRE site, located in the Env gene of provirus (Malim et al. 1989, Watts et al. 2009). Rev has a NES site (nuclear export signal) and a NLS site (nuclear localization signal), which interact with the export receptor CRM1 (chromosomal region maintenance 1) and importin-β, respectively (Henderson and Percipalle 1997, Kohler and Hurt 2007). Once attached to the RRE site, Rev will increase the stability of the transcripts and allow them to export out of the nucleus, bypassing the cellular mechanism of retention transcripts that have not completed their splicing. Recently, a study showed that co-operative activity of ribonucleases mediates the RNAPII pausing and premature termination to control transcription elongation (Wagschal et al. 2012). (Figure 10)

2.3.5. Assembly, budding and maturation

Mono-and non-spliced transcripts serve as a template for the production of polypeptides proteins like Env, Gag and Gag-Pol. Env polyprotein is cleaved into gp120 and gp41 by furin, a member of the eukaryotic subtilisin family, in the Golgi apparatus (Hallenberger et al. 1997). Meanwhile, precursors of Gag and Gag-Pol oligomerize and migrate to the inner surface of the plasma
membrane to form plasma membrane rafts (Ono and Freed 2001, Chazal and Gerlier 2003, Ono 2010). The increasing concentration of Gag-Pol inside the plasma membrane, about 1500 copies, induces the curvature of the plasma membrane to initiate viral budding (Figure 11) (Provitera et al. 2001). Gag-Pol by p6 domain completes the process by recruiting cellular proteins involved in vacuolar protein sorting (Vps) pathway (Garrus et al. 2001). Envelope glycoproteins are also recruited into the budding virions via the interaction of matrix protein, p17. Meanwhile, ESCRT-I is also recruited via the interactions between viral p6 and host ALIX and TSG101. Finally, this leads to the recruitment of ESCRT-III (membrane scission machinery), which release the neck of the membrane between cell and virion (Martin-Serrano and Neil 2011) (Figure 11).

The new budding viral particle is described as immature. Gag and Gag-Pol oligomerization activate the viral protease, p11 that cleaved protein structure Gag (Figure 11) (Ross et al. 1991, Wiegers et al. 1998). These processed proteins undergo some more structural rearrangements to give rise to a mature virion. Once matured, the viral particle is contagious and can infect other healthy cells (Bieniasz 2009).
**Figure 10: HIV-1 genome transcription and splicing of mRNAs.**

A) HIV-1 proviral genome.  B) A single pre-mRNA transcribed by the virus with splice sites.  C) Different spliced viral mRNAs (Caputi 2011).

**Figure 11: Schematic overview of HIV-1 assembly, release and maturation**

Translated protein along with viral RNA inside the cell membrane and budding is facilitated by membrane scission machinery and release virus is matured by the action of viral protease (Martin-Serrano and Neil 2011).
The protease (p11) inhibitors were first introduced in 1995. These inhibitors like Saquinavir ® (first available molecule) are designed to prevent the formation and maturation of the viral particle (Noble and Faulds 1996). These inhibitors are commonly used in HAART, even with some major disadvantages like suboptimal bioavailability, particularly in the brain and testes, and many adverse effects (Huisman et al. 2001, Ghosn et al. 2004).

Another molecule, bevirimat® inhibits the maturation of the precursor Gag by interfering with the cleavage site of p24. The development of this inhibitor was easily hurt by mutations in the cleavage site and thus, has been discontinued (Lu et al. 2011).

2.4. HIV-1 Infection cure:

HIV-1 infection has been transformed to a chronic disease from a lethal one after the introduction of HAART (highly active antiretroviral therapy) in 1996. The introduction of HAART has decreased dramatically morbidity and mortality in the infected patients. Although, it has improved the life of the patients but still is not capable of curing the HIV infection, main hurdle is the presence of quiescent reservoirs in the infected patients. Several other problems related with the HAART encouraged the research for new ways to cure this infection. Recent advances promised some good results to cure this infection. Beside the new therapeutic means to eliminate the virus, the efforts should be made to improve the already existing HAART. Along with the HAART the strategies must be devised to remove the virus from the reservoirs. Thus, purging reservoirs along with the removal of the virus by aggressive HAART Strategy could improve the chances to cure HIV infection (for complete review see annexes (Le Douce et al., 2012b)).
**3. HIV accessory proteins**

Retroviruses encode for some accessory proteins along with its essential structural proteins and regulatory proteins. These so-called accessory proteins include Nef (negative regulatory factor), Vif (viral infectivity factor), Vpu (viral protein unique) and Vpr (viral protein regulatory) or Vpx (viral protein X). Although the significance of these accessory proteins is often not essential \textit{in vitro} but they play vital roles in the pathogenesis of HIV \textit{in vivo} (Malim and Emerman 2008). These proteins have a range of functions during HIV life cycle ranging from transactivation of transcription to usurping the host ubiquitin system to target the host restriction factors (for review (Andersen and Planelles 2005, Le Rouzic and Benichou 2005, Ayinde et al. 2010)).

**3.1. Negative regulatory factor (Nef)**

Nef is a 27 kDa viral protein, highly conserved in all primate lentiviruses. It is expressed in abundance during the early stages of viral replication of primate lentiviruses. It was first described to have a negative impact on viral replication, thus named as negative regulatory factor (Ahmad and Venkatesan 1988). Since then it is characterized to have multiple roles in viral replication by altering the host cellular pathways (Cheng-Mayer et al. 1989, Das et al. 2004) including T-cell receptor regulation, expression of critical cell surface proteins and apoptosis.

As Nef is expressed in abundance during early phase of HIV replication along with Tat and Rev, it can affect the production of the viruses. Indeed, the expression of Nef triggers the production of virus not only in cell culture but also \textit{in vivo} (Cullen 1998). Moreover, it is characterized as critical protein for the pathogenesis and development of AIDS-like symptoms in humans and animal models. Nef is able to facilitate the penetration and movement of the viral core within the actin cytoskeleton by remodeling during the initial phase of the infection of the host cell, thereby increasing the viral infectivity (Campbell et al. 2004).

Nef is also involved in the down-regulation of CD4 and MHC class I and II receptors. Nef leads these proteins to endosomes and lysosomes, resulting in
their degradation. These mechanisms are involved in the immune escape of the virus (Schwartz et al. 1996, Schindler et al. 2003, Doria 2011). In addition, Nef is able to induce \textit{in vitro} release of IL-2 by infected T-cells and chemokine secretion by macrophages (Schmidtmayerova et al. 1996, Wang et al. 2000). Nef is able to bind newly synthesized cholesterol to the lead at the sites of budding of HIV-1 virions (Zheng et al. 2003). Moreover, Nef also described as a facilitator for HIV-1 replication in macrophages along with TNF alpha. HIV-1 Nef impairs the protein translation by interacting with 40S ribosomal subunit, RPS10 and 18SrRNA (Herbein et al. 2008, Abbas et al. 2012).

Recently, it has been demonstrated that Nef can down-regulate the cell surface expression of CTLA-4, a negative immune modulator. This down-regulation may have a role in HIV-1 sustain T-cell activation (El-Far et al. 2013). Moreover, decrease in multiple Nef functions is also observed in the HIV-1 elite controllers(Mwimanzi et al. 2013).

\section*{3.2. Viral protein unique (Vpu)}

Vpu is a 9 kDa trans-membrane protein involved in the down-regulation of CD4+ receptors, as well as in the release of viruses by budding. This viral protein promotes the ubiquitination of CD4+ receptors and leads to their degradation by proteasome pathway (Margottin et al. 1998).

Vpu is involved in a mechanism developed to counteract the blocking of budding by the host cell. In fact, under the influence of interferon, some cells can produce the protein BST-2 (bone marrow stromal antigen 2) also referred as tetherin. In the absence of Vpu, tetherin inhibits the HIV replication by preventing the budding of virions from the plasma membrane (Hammonds et al. 2012). Infect, Vpu targets tetherin for its ubiquitination and leads to its proteasomal degradation (Neil et al. 2008, Van Damme and Guatelli 2008). Changing the subcellular localization of this protein, Vpu allows virus to increase its replication and dissemination (Arias et al. 2012).
3.3. Viral infectivity factor (Vif)

Viral infectivity factor (Vif) is a 23 kDa viral protein, essential for the replication of retroviruses. Retroviruses have to counter the effects of host restriction factor for its effective replication. Vif was first described to counter the antiviral activity of human APOBEC3G. It was shown that vif-defective viruses lost the ability to counter the antiviral activity of APOBEC3G (Mangeat et al. 2003, Harris and Liddament 2004).

In fact, Vif counter the activity of APOBEC3G and other related genes by targeting them to host ubiquitin proteasome system. Vif loads APOBEC3G/3F to Cul5/ElonginB/C/Rbx1 U3 ubiquitin ligase for its ubiquitination and proteasomal degradation (Marin et al. 2003, Sheehy et al. 2003, Yu et al. 2003). Additionally, Vif can also counter act the APOBEC3G-induced viral inhibition by relocating it via the use of same ubiquitin proteasome pathway and by binding APOBEC3G mRNA to inhibit its translation (Mercenne et al. 2010).

3.4. Viral protein Regulatory (Vpr)

Vpr is an accessory protein composed of 96 amino acids (14kDa), highly conserved in SIV, HIV and other lentiviruses (Tristem et al. 1998, Muthumani et al. 2000a). The name viral protein regulatory was given due to its finding that showed the disruption of ORF of Vpr in HIV-1 is closely related with slower kinetics of HIV-1 replication (Hattori et al. 1990). Vpr plays a wide range of roles during the life cycle of HIV-1 by interacting with different cellular partner proteins, summarized in the Figure 12B. It is packaged in the virion via its direct interaction with p6 (Tungaturthi et al. 2003). Moreover, Vpr can also be synthesized de novo by provirus, from single spliced mRNA (Schwartz et al. 1991).

The structure of the Vpr is described as having 3 α-helices (17-33, 38-50, 55-77). The presence of these helices makes Vpr flexible, important for its wide range of functions (Tungaturthi et al. 2004) (Figure 12A). The presence of 6 arginine residues at the C-terminal may explain the transduction properties of Vpr like crossing cell membrane (Sherman and Greene 2002, Coeytaux et al. 2002).
Moreover, the α-helices mediate the formation of Vpr oligomers and its ability to induce ubiquitination (Fritz et al. 2008).

Figure 12A: Vpr structure.
(a) 3-dimensional structure of Vpr (b) amino acids sequence of Vpr indicating the α-helices (Romani and Engelbrecht 2009).

Figure 12B: Actions of Vpr during HIV-1 life cycle.
Vpr has different effects on RT, PIC transportation, LTR activation, induction of cell cycle arrest and apoptosis (Zhao et al. 2011).
Vpr plays numerous important functions in the different types of cells. Vpr is well known for its distinct functions including, promotion of reverse transcription, facilitating the nuclear transportation of PIC (Jacquot et al. 2007), activation the HIV-1 LTR transcription (Kino et al. 2002), induction of G2 cell cycle arrest (Li et al. 2007a, Maudet et al. 2011), apoptosis (Stewart et al. 2000) and actions against host immune responses (Muthumani et al. 2000b, Ayinde et al. 2010, Sharifi et al. 2012) (Figure 12B).

3.4.1. Induction of G2 cell cycle arrest

HIV-1 Vpr has been described to inhibit host cell proliferation of infected cells in G2/M transition of the cell cycle to favor the viral replication. This process is commonly referred as G2 arrest (He et al. 1995, Jowett et al. 1995, Re et al. 1995). During G2 phase, chromatin is transcribed and active translation of mRNA is carried out. Although, the role of G2 cell cycle arrest is still not clear but it is believed that transcription of virus is increased during this G2 cell cycle arrest, thus providing a replication advantage for the virus (Goh et al. 1998, Elder et al. 2001, Belzile et al. 2007).

Recently, understanding of Vpr-mediated G2 arrest is more elaborated by describing the involvement of host ubiquitin proteasome system. It has been described that Vpr-mediated G2 arrest is specifically associated with host Cullin ubiquitin E3 ligase. This E3 ubiquitin ligase complex, Cul4A-DDB1-DCAF1/VprBP is described to associate with G2 arrest (Belzile et al. 2007, DeHart et al. 2007, Le Rouzic et al. 2007). Indeed, Vpr exploit cellular DCAF1 to hijack the Cul4A-DDB1 E3 ubiquitin ligase. As, this ubiquitin ligase has been described to induce protein polyubiquitination and proteasome-mediated proteolysis, it was suggested that Vpr induces degradation of an unidentified protein that is require for the progression of mitosis. Vpr enhances protein polyubiquitination and activity of E3 ligase activity (Hrecka et al. 2007, Belzile et al. 2010b). This induction of G2 arrest can be inhibited by suppressing proteasome activity such as by MG132 or by inhibiting polyubiquitination such as by ubiquitin mutant (K48R) (DeHart et al. 2007, Le Rouzic et al. 2007, Tan et al. 2007, Belzile et al. 2010a).
Interaction of Cul4A ubiquitin ligase complex with CDT2 leads to ubiquitination of CDT1 and its subsequent proteasome-mediated degradation. Although, CDT1 is a replication factor and its depletion can prevent DNA replication but cell cycle arrest cannot be attributed to degradation of a single protein through Cul4A ubiquitin ligase (Higa and Zhang 2007, Li et al. 2010).

### 3.4.2. Induction of apoptosis

Vpr also induces cell death, mainly through apoptosis. Like G2 arrest, biological significance of apoptosis during HIV-1 infection is still unclear. Apoptosis is regulated by two cell death-signaling pathways i.e. extrinsic and intrinsic pathways. The initiation of extrinsic pathways is carried out by external stimuli, sensed by cell membrane-associated cell-death receptors. In intrinsic pathway, mitochondria plays vital role by releasing molecules to trigger apoptosis (Holtzman et al. 2000, Zhao et al. 2011). Although, some studies also report the involvement of extrinsic pathway but intrinsic pathway plays a major role in Vpr-induced apoptosis. The release of mitochondrial inter-membrane proteins due to mitochondrial membrane permeabilization (MMP) ultimately induces apoptosis (Green and Kroemer 2004). It has been described that presence of Vpr results in apoptosis via intrinsic pathways (release of Cytochrome C) and caspase 9 (Muthumani et al. 2002).

### 3.4.3. Vpr and reverse transcription

After entering the host cell, HIV-1 genome must be reverse transcribed for its subsequent integration into host genome. The tRNA\textsubscript{Lys3}-mediated priming is required for initiation of this reverse transcription (Aiyar et al. 1994). Vpr can interact with Lys-tRNA synthetase to inhibit its activity to acetylate tRNA\textsubscript{Lys3}. This may suggest its involvement in promoting the incorporation of deacetylated tRNA\textsubscript{Lys3} into assembling virions (Stark and Hay 1998).

Reverse transcription carried out by HIV is an error-prone process, resulting in the production of diversified viral genomes (Romani and Engelbrecht 2009). These mutations may be lethal, and thus has to be rectified. One of the mechanisms to repair these mutations is carried out by UNG (uracil-N-glycosylase), which removes accidentally incorporated uracils from HIV genome.
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(Chen et al. 2004). On the other hand, this error-prone reverse transcription also plays an important role to help viruses in adapting adverse host environments like patients receiving HAART. This urges for a balance between production of defective viral genome and diversity of viral genome.

Vpr seems to play an important role in this regard, due to its interaction with UNG2 (uracil-N-glycosylase 2) (Bouhamdan et al. 1996). UNG2 functions as an excision repair enzyme by removing uracils from nuclear DNA (Parikh et al. 2000). Thus, UNG2 is involved in proof reading of reverse transcription in the nucleus. The role of Vpr-UNG2 interaction is still not clear, as Vpr can act as positive inducer for UNG2 and also as an antagonist to counter UNG2 (Chen et al. 2004, Ahn et al. 2010). Vpr may induce the degradation of UNG2 to promote the viral diversity or survival. Recently, it has been described that Vpr actually promotes turnover of UNG2 by inducing its proteasome-mediated degradation (Wen et al. 2012).

3.4.4. Vpr and macrophage infection

Vpr Among many functions attributed to HIV-1 Vpr, G2 cell cycle arrest in dividing cells and enhancing viral infection in non-dividing cells are most widely accepted functions. These two functions are shared with HIV-2/SIV Vpr and Vpx, respectively. It has been well established that macrophages resist HIV-1 infection as compared to CD4+ T cells. Macrophages express several restriction factors in order to inhibit the replication of retroviruses. These restriction factors are counter acted by the expression of retroviral proteins. Recently, identified restriction factor (SAMHD1) is counter acted by HIV-2/SIV Vpx but not by HIV-1 Vpr.

There are contrary reports about involvement of Vpr in PIC transport. Vpr-mediated nuclear transportation of PIC is usually attributed to promote macrophage infection (Connor et al. 1995, Subbramanian et al. 1998). But, recent reports suggested that Vpr is not necessary for transportation of PIC in macrophages, as other viral proteins can also facilitate PIC transport (Yamashita and Emerman 2005, Riviere et al. 2010). Vpr is described as a facilitator for nuclear transportation of PIC, due to its ability to shuttle between cytoplasm and nucleus (de Noronha et al. 2001). Vpr facilitates the transportation of PIC along
with MA and IN. Vpr can induce the PIC transportation by possible 3 different pathways:

- Via importin-independent machinery like, by disrupting the nucleus envelope (de Noronha et al. 2001).
- Via importin-dependent, by promoting NLS-importin α interaction (Agostini et al. 2000).
- Via alone importin, meaning without the help of β-dependent transporter (Nitahara-Kasahara et al. 2007).

3.4.5. Activation of HIV-1 LTR

Vpr directly enhances HIV-1 LTR-mediated transcription of integrated and un-integrated provirus (Poon and Chen 2003, Poon et al. 2007). Vpr associates with various transcriptional factors or co-factors on the LTR promoter to induce LTR gene transcription. Vpr directly binds with LTR binding sites including NF-kappaB, p300/CBP and Sp1 binding sites (Hogan et al. 2003). Vpr promotes LTR activity by promoting phosphorylation of IkB, nuclear translocation of NF-kB, and subsequent binding of NF-kB to the LTR response element. This leads to NF-kB and Sp1-mediated increase of gene transcription (Varin et al. 2005). In macrophages, C/EBP binding to LTR is promoted by Vpr either indirectly or jointly to form a complex (Kilareski et al. 2009). Vpr also has been described to increase p21 gene transcription by directly binding to Sp1 sites of its promoter (Cui et al. 2006, Cherrier et al. 2009).

Altogether, Vpr is involved in the induction of G2 arrest, cell death via apoptosis, nuclear import of PIC, transactivation of HIV-1 LTR promoter and modulation of HIV-1 reverse transcription.
4. **Ubiquitination**

The discovery of lysosomes in the mid-1950s, established the fact that the cellular proteins are indeed constantly under the process of synthesis and degradation (Simpson 1953). This latter revealed the basic function of lysosome for the process of autophagy. But this process failed to explain the degradation of intracellular proteins, resulting from direct contact with the active proteases. Because active proteases cannot be present free in the cytosol, which may lead to destruction of cell.

Degradation of proteins by ubiquitination was initially described while working on lysosomal-independent process for degradation of intracellular proteins (reviewed in (Ciechanover 2010, 2012). In the late 1970s, ATP-dependent proteasomal degradation of the tyrosine aminotransferase enzyme after the ubiquitination was first discovered (Hershko et al. 1979, Hershko et al. 1980). For the discovery of this ubiquitin-mediated protein degradation, Avram Hershko, Aaron Ciechanover, and Irwin Rose was jointly awarded Noble prize in Chemistry (2004).

After the protein translation, process by which protein is modified by cutting, folding or other processes is called posttranslational modification (PTM) (Boros 2012). Posttranslational modifications include phosphorylation, glycosylation, acetylation and other modifications. A process by which ubiquitin is added to target protein is called ubiquitination. Protein ubiquitination is just like other post-translational modification, which is used to control the protein function (Chen et al. 2012).

Due to diversity and complexity of process involved in ubiquitin conjugation leads to a wide range of modifications in the protein functions. These modifications may vary from enzyme activity modification, conformational changes, cellular re-localization, protein-protein interaction modulation or even reducing it lifespan by targeting it to proteasomal degradation (Peng et al. 2003). This process of protein ubiquitination is reversible and it mediated by a family of enzymes known as de-ubiquitinating enzymes (DUBs) (Nijman et al. 2005, Sowa et al. 2009, Neutzner and Neutzner 2012). Thus, the process of
ubiquitination is closely monitored in the cells and an ubiquitinated protein can be de-ubiquitinated to keep a desired balance in the function of cellular proteins.

4.1. Process of ubiquitination

Ubiquitin is a 76-amino acid polypeptide that is highly conserved in the eukaryotes (Figure 13A). Ubiquitin is attached to target protein after multistep process via the formation of iso-peptide bond between amino-group of substrate usually a lysine and the glycine of ubiquitin C-terminus (Hershko et al. 1983). This specific protein signalization is essential for the protein degradation by the proteasome. Ubiquitination is catalyzed by the conjugated action of 3 enzymes; the ubiquitin-activating enzyme (E1), the ubiquitin-conjugating enzyme (E2) and the ubiquitin ligase (E3) (Passmore and Barford 2004, Kerscher et al. 2006). In the ubiquitination, usually E3 ligases provide the substrate specificity that has specific binding sites for E2 enzyme and substrate but sometimes it is achieved by the combination of E3 ligases with E2 enzymes (Somesh et al. 2007). Human genome encodes for few E1 enzymes but it encodes for several E2s (11,-30) and even more E3s (>50, >600), in order to achieve high specificity (Li et al. 2008, Bergink and Jentsch 2009). The process of ubiquitination is carried out in 3 steps (rev in (Al-Hakim et al. 2010)) (Figure 13B):

- ATP-dependent activation of ubiquitin is carried out by E1 ubiquitin-activating enzyme in a 2-step reaction. E1 employs ATP to form an ubiquitin-adenylate intermediate at its C-terminus. This further leads to transfer of ubiquitin by the formation of thioester bond between the E1 active site cysteine residue and C-terminal carboxyl group of ubiquitin, with the release of AMP (depicted as E1~Ub) (Schulman and Harper 2009).
- This ubiquitin is then transferred to the active site cysteine of E2, ubiquitin-conjugating enzyme (E2~Ub) (Pickart 2001a).
- In the last step, ubiquitin is conjugated to its target protein with the help of E3 ubiquitin ligase, which establish a junction between E2 and substrate (Breitschopf et al. 1998, Pickart 2001b, Cadwell and Coscoy 2005, Wang and Elledge 2007, Williams et al. 2007).
4.2. **Types of Ubiquitination**

The ubiquitination can be divided into different types depending upon the number, site or shape of chain of ubiquitin proteins attached, to carry out different functions (Fig 13C).

- **Mono-ubiquitination:** In this process, a single ubiquitin is added to the target protein (Hicke 2001a). It is involved in different functions including DNA repair and replication (Huang and D'Andrea 2006), endocytosis, intracellular trafficking (Haglund et al. 2003a, Haglund and Dikic 2005), virus budding (Hicke 2001b), histone regulation and transcriptional regulation (Pavri et al. 2006, Shilatifard 2006).

- **Multi-ubiquitination:** In this mechanism, several lysine residues of substrate are tagged with a single ubiquitin. This process is often referred as multiple mono-ubiquitination. This type of ubiquitination is usually involved in endocytosis (Haglund et al. 2003b, Mosesson et al. 2003, Mosesson and Yarden 2006).

- **Poly-ubiquitination:** The process of ubiquitination becomes more complex when individual ubiquitin molecules are attached to each other with one or more ubiquitin molecule attaching to substrate (Pickart 2001b, Kirisako et al. 2006). Ubiquitin has itself seven lysine residues (fig A). All of these residues have the ability to participate in chain formation, but K48 and K63 are well characterized residues involved in the process of poly-ubiquitination (Pickart 2000, Haglund and Dikic 2005). The proteins tagged with at least four K-48 or K-11 ubiquitin linked molecules are targeted for proteasomal degradation (Thrower et al. 2000, Wang et al. 2008, Ye and Rape 2009). The proteins tagged with multiple molecules of ubiquitin linked to K-29 or 63, results in the formation of straight chain. This signaling is involved the processes of DNA repair (Huang and D'Andrea 2006, Kolas et al. 2007, Doil et al. 2009, Stewart et al. 2009), regulation of membrane protein transport (Hicke and Dunn 2003), signal transduction (Chan and Hill 2001, Voutsadakis 2012), NF-κB activation and ribosomal protein synthesis (Spence et al. 2000).
• **Branched poly-ubiquitination**: In branched poly-ubiquitination, a single ubiquitin is attached with at least two other ubiquitin molecules. The function of this type of poly-ubiquitination is still unclear (Wickliffe et al. 2011).

Figure 13: Ubiquitination and its types.

A) Sequence of human ubiquitin in one letter code, with lysine residues in **bold**. B) Schematic representation of process of ubiquitination of a substrate during its proteasomal degradation. C) Type of ubiquitination (**Personal source**).
4.3. Components of ubiquitin ligase

The human genome encodes few activation enzymes El, several conjugating enzymes E2 and about more than 600 ubiquitin ligases E3 (Li et al. 2008). There are four main types of enzyme E3 ubiquitin ligases, which are characterized by the presence of RING (really interesting new gene) (Deshaies and Joazeiro 2009, Grutter and Luban 2012), PHD (plant homeodomain) (Bienz 2006), HECT (Homologous to E6-associated protein C-terminus) (Bernassola et al. 2008) or U-box (a modified RING motif without the full complement of Zn2+-binding ligands) (Ardley and Robinson 2005).

RING E3 ligases are by foremost common ligases, constituting more than 95% of E3 ligases. RING and U-box E3 ligases act rather as supporter, by facilitating protein ubiquitination by bringing substrate and the E2 close together (Ardley and Robinson 2005). The family of RING ligases catalyzes the direct transfer of ubiquitin E2 enzyme to the substrate without creating covalent intermediate bond. RING ligases can either be monomeric (like MDM2 or MdmX) (Wang et al. 2011a), as a part of multimeric complexes such as the APC (Anaphase-Promoting Complex) (Barford 2011) or CRULs complex (Cullin Ring Ubiquitin Ligases). The CRULs complexes constitute of a catalytic core, composed of a Cullin (Cullin1, Cullin2, Cullin3, Cullin4A, Cullin4B, Cullin5, Cullin7 and PARC) (Duda et al. 2011, Sarikas et al. 2011) and ROC1 an adapter subunit, which will recognize the substrate, such as F-box protein for Cul1 and DCAF1 for Cullin4A (for review (Zimmerman et al. 2010, Hua and Vierstra 2011).

The PHD ligases are closely related to RING ligases. PHD domains are present in several chromatin-binding proteins. Due to their similarity with the RING ligase, it absolutely was expected to be acting as E3 ligases however to this point, only two of the proteins are found to act as E3 ligases (Dul and Walworth 2007, Ivanov et al. 2007). Due to their similarity in structure of PHD and U-box ligases to RING ligases, they are sometime studied as RING-like variants (Aravind and Koonin 2000, Ohi et al. 2003, Gustin et al. 2011).

Finally, HECT protein domains are about 28 in numbers. HECT ligases are characterized by extremely conserved cysteine residue that has direct catalytic activity as they form a transitional thioester bond between the catalytic cysteine
residue and ubiquitin (Rotin and Kumar 2009, Metzger et al. 2012). The HECT ligase was first described in the infection of human papillomavirus (HPV), when it was described that viral E6 protein forms a complex with human E3 ubiquitin ligase for inflicting carcinogenesis (Liu and Baleja 2008).

4.4. Effects of ubiquitination

The addition of a molecule of ubiquitin to the substrate will have totally different consequences: inhibition, activation or modification in cellular localization. The enzyme-catalyzed steps E1, E2 and E3 may also be repeated until the formation of poly-ubiquitin chain using one or mix of seven lysines of ubiquitin to the formation of the peptide bond. As described above, the use of different lysines to form poly-ubiquitination results in the change in function of ubiquitination. Like, the poly-ubiquitin chains linked by lysine K48 primarily result in degradation of ubiquitinated protein by the proteasome (Mallette and Richard 2012), whereas ubiquitin chains linked by lysine K63, in turn, induce changes within the cellular localization of ubiquitinated proteins (Nathan et al. 2013).

The 26S proteasome is a macromolecular protease, present in all eukaryotes and archaea and in certain bacteria, which is operable to degrade proteins. It allows cells to degrade proteins deformed or regulate the intracellular concentration of specific proteins. Proteasomes are found in the cytosol, perinuclear regions or nucleus of the eukaryotic cells (Peters et al. 1994). The 26S proteasome consists of a 28-subunit catalytic core (20S proteasome) and 19S lid component. The subunits of 20S proteasome are assembled to form a hollow cylindrical shape and it contains the catalytic domains having proteases activities (McNaught et al. 2001, Jung and Grune 2012). The 19S component of the proteasome recognizes already poly-ubiquitinated proteins and unfolds them to remove ubiquitin from the proteins and insert them into the 20S component of the proteasome (Marteijn et al. 2006, Kim et al. 2011). Inside the 20S proteasome proteins are degraded into small (7-8) amino acids long inactive peptides, which may be recycled for the biosynthesis of new proteins (Lodish H 2005) (Figure 14).
**Figure 14:** 26S proteasome-mediation degradation of poly-ubiquitinated protein.

26S proteasome consists of 20S proteasome and 19S lid (Marteijn et al. 2006).
5. Viruses using host ubiquitin system

The cellular processes have been shown to be modified by the well-characterized post-translational modifications like acetylation, methylation, phosphorylation, acylation etc. The process of ubiquitination in which a 76 amino acid ubiquitin protein is attached to the substrate protein is described to govern different cellular process. The ubiquitination may counteract the effects of any intracellular parasite. As expected, the intracellular need to evolve their capabilities in order to counter the detrimental effects of these processes for their replication. The intracellular pathogens use different tools to modify the process by maximize their survival in the hostile environment. They may alter the process ranging from changing the cellular localization of different proteins to the targeted degradation of specific restriction factors of the host cell.

The usurp of host ubiquitinating system by the viruses was first described when it was shown that the Adenoviruses and DNA tumor viruses use host ubiquitin system to deregulate the host cycle to favor their survival (Scheffner et al. 1990, Scheffner et al. 1993). Today, we know a number of viruses usurping the host ubiquitin system like Adenoviruses, Papillomaviruses, Herpesviruses, and Poxviruses etc. These viruses usurp the host ubiquitin system to help the different steps during the life cycle of the viruses starting from viral entry to viral budding.

Although, there are no clear study showing that viruses binding with host cell is regulation by ubiquitin proteasome system (UPS), but some of the viruses are described to use this host UPS in their post-entry steps of life cycle like transport of nucleocapsid. The use of proteasome inhibitors and expressing temperature sensitive mutant of the ubiquitin activating enzyme E1 are the main tools used to show the manipulations of the UPS to enhance the viral transcription and replication. There are several examples showing the involvement of UPS in different aspects for the regulation of lytic replication and latency, especially in herpes viral life cycle. Interestingly, there are a number of examples of viruses that utilize this host UPS in order to destroy host proteins that can be harmful for their survival.
Moreover, the viruses have evolved the modes to evade the host innate immune mechanisms by blocking the function of important mediators of immunity by either down regulating their production or by reducing their antiviral effects. Today, there are still some other effects resulted from this exploitation of host ubiquitin system by the viruses that are not fully clear. Viruses with different range of effects by host ubiquitin proteasome system are listed in Table 1. A schematic overview is summarized in (figure 15) at the end of this chapter.

5.1. Adenoviruses

The importance of host UPS was described in Adenoviruses when it was shown that ubiquitination of capsid protein VI is a vital step in the transport of viral nucleocapsid to the nucleus (Schreiner et al. 2012). The neuronal-precursor-cell-expressed, developmentally-down-regulated (Nedd4) is a member of family E3 ubiquitin ligases. The PPXY motif of capsid protein VI recruits this Nedd4 E3 ubiquitin ligase. This interaction of the proteins plays a vital role in the microtubule-dependent transport of nucleocapsid to nucleus. The mutation of this PPXY motif of capsid protein VI blocks the transport of nucleocapsid to nucleus. Viruses with this mutation are unable to transport to nucleus after their exit from endosomes (Wodrich et al. 2010).

The infection by adenovirus can also bring changes in host cell-cycle regulation. The adenoviral proteins mainly (E4orf6 and E1B55k) exploit the host UPS to degrade the host proteins involved in DNA damage repair and host cell cycle regulation. The adenoviral protein early region 4 ORF 6 (E4orf6) acts as an adaptor to form a complex between E1B55k and Cul E3 ligases. In this complex, E1B55k recognizes different cellular proteins for ubiquitination and subsequent proteasomal degradation. This proteasomal mediated degradation of host proteins results in the accumulation of DNA damage in the infected cells after the prevention of apoptosis (Cheng et al. 2011).

Further, adenoviruses block the ATM (ataxia telangiectasia mutated) and ATR (ATM and Rad3-related) pathways to elude DNA damage responses (Carson et al. 2003). Mostly adenoviruses induce the degradation of MRN (Mre11, Rad50, and Nbs1) DNA damage complex by host UPS, to prevent activation of ATM
pathway. Moreover, some adenovirus types (Ad5 and Ad12) can also prevent the activation of ATR pathway via a different process. Before the proteasomal mediated degradation of MRN, Ad5 immobilize MRN by its delocalization, utilizing viral protein E4orf3. This mislocalization of MRN within the host cell prevents ATR activation (Carson et al. 2009). In Ad12, this prevention of ATR activation is achieved by E4orf6 instead of E4orf3. The adenoviral protein E4orf6 induces UPS-mediated degradation of host ATR activator protein topoisomerase-ILβ-binding-protein-1 (TOPBP1). Indeed, E4orf6 forms a complex by interacting with a Cul2/Rbx1/ElonginC ligase, without adaptor protein E1B55k (Blackford et al. 2010). Mostly adenovirus uses Cul5 E3 ubiquitin ligase to degrade host proteins but there are some examples, where Cul2 E3 ubiquitin ligase is used (Cheng and Chen 2010). Ad5 is also involved in the inactivation of host cell DNA damage response by inducing the degradation of p53, Mre11 and DNA ligase IV (Forrester et al. 2011).

Furthermore, the adenoviruses also induce cell death by different ways with the help of its protein, E4orf4 (Robert et al. 2002). The expression of this viral protein induces the activity of APC E3 ubiquitin ligase to target APC substrate protein Pds1/securing to proteasomal mediated degradation. This protein is essential to complete the process of mitosis (Mui et al. 2010). In contrast, same effect of cell death is also achieved by reducing the activity of APC E3 ubiquitin ligase (Kornitzer et al. 2001).

As above described, the host UPS plays an important role in the regulation of cell cycle and inhibition of apoptosis in DNA tumor viruses like adenoviruses (Blanchette and Branton 2009). Additionally, in a study focusing on role of adenoviral proteins (E4orf6 and E1B55k) further elaborated the role of host UPS in the transportation of viral mRNA from the nucleus. Adenoviral proteins (E4orf6/E1B55k) form a complex by interacting with the Cul5 E3 ubiquitin ligase. This ubiquitin complex targets a host substrate, yet to be elucidated. This post-translational modification of the targeted protein is necessary for the transport of mRNA from the nucleus (Blanchette et al. 2008).
5.2. Herpes viruses

The entry of herpes simplex virus (HSV) at a post-penetration step is sensitive to proteasome inhibitor, but this entry of the virus in the cells is host ubiquitin-activating enzyme independent (Delboy et al. 2008). The proteasome activity is necessary for the efficient gene transcription of human cytomegalovirus (HCMV) (Tran et al. 2010).

Some of the viral proteins may work as deubiquitinating proteases, thus to favor the viral regulation of lytic and latency. For example, the lytic protein, open reading frame 64 (ORF64) of kaposi’s sarcoma-associated herpesvirus (KSHV) and (MHV68) are identified as viral deubiquitinating protease, thus they may be involved in viral reactivation from the latency to lytic replication (Gredmark et al. 2007, Gonzalez et al. 2009). The viral protein LMP1 of EBV has a role in the regulation of lytic replication by inducing cellular deubiquitinating protease A20 to inactivate IRF7 (Ning and Pagano 2010). The viral protein BPLF1 of EBV leads the cell to S-phase by stabilizing the licensing factor CDT1. This effect is achieved by the deubiquitinating protease activity of BPLF1 via removing NEDD8 from Cullin-RING ligases (Cul1 and Cul4A) (Gastaldello et al. 2010). The DUB activity of EBNA3C (Epstein-Barr nuclear antigen 3C) also promotes G1/S transition by preventing Cyclin D1 degradation (Saha et al. 2011).

The replication and transcription activator (RTA) protein of KSHV targets the cellular repressor proteins for their proteasomal degradation. It has been described that RTA uses U3 ubiquitin ligase activity to induce the degradation of K-RBP (Yang et al. 2008) and Hey1 (Gould et al. 2009) and thus may be involved in the mechanism to regulate the lytic reactivation of herpesvirus. The viral protein ORF73 may play an important role in the persistence of murid herpesvirus-4 (MuHV-4) by usurping the host ubiquitin complex, ElonginC/Cul5/SOCS. This viral protein induces the degradation of NF-κB family member p65/RelA and this degradation of protein inhibits the transcriptional activity of NF-κB, thus may be involved in the persistence of virus (Rodrigues et al. 2009). The EBNA3C is also involved in the proteasomal degradation of retinoblastoma protein (Rb) and p27 (KIP) via SCF (Skp2) E3 ubiquitin ligase.
complex (Knight et al. 2005b, Saha et al. 2009). The degradation of latent membrane protein 2A (LMP2A) of EBV is promoted by c-Cbl ubiquitin ligase (E3) via UPS. This degradation of LMP2A prevents the virus from entering into lytic replication and thus it promotes viral latency (Ikeda and Longnecker 2009).

Herpes viruses also affect the host immune system to regulate their replication. The viral proteins K3 and K5 of KSHV utilizes E3 ubiquitin ligase complex to induce degradation of CD1d, gamma interferon (INFγ) and major histocompatibility complex (MHC) class-1 proteins (Coscoy and Ganem 2000, Ishido et al. 2000, Coscoy et al. 2001, Li et al. 2007b). Moreover, K5 is also involved in the degradation of B7.2, MHC class 1-related chain A and B (MICA/B), ICAM and activation-induced-C-type lectin (AICL) (Coscoy et al. 2001, Thomas et al. 2008). The murine gamma-herpes virus 68 K3 (MK3) can also induce degradation of MHC-1 (Stevenson et al. 2000, Boname and Stevenson 2001). The immediate-early protein ICP0 (infected cell protein 0) can act itself as E3 ubiquitin ligase during viral infection (Boutell et al. 2002) and can induce the proteasomal degradation of promyelocytic leukemia (PML) and Sp100 (Gu and Roizman 2003, 2009). The viral protein pp71 of HCMV evades immune response by inducing proteasomal degradation of Daxx (Saffert and Kalejta 2006) by SUMOylation (Hwang and Kalejta 2009, 2011).

5.3. Papillomaviruses

The oncogenic human papillomaviruses (HPV) were among the earliest examples described to show the host protein degradation by UPS under the effect of viral proteins. The HPV encodes the proteins like E6 and E7 that can target host proteins to proteasomal degradation to extend the lifespan of infected cells. These activities help the viruses to either opt a latent infection or lytic replication.

The high-risk HPV protein E2 can both enhance and inhibits the viral promoter transcription. HPV E2 interacts with the activators of anaphase promoting complex (APC) E3 ubiquitin ligase. This interaction results in the inhibition of normal APC-dependent Cyclin B degradation and thus, favors G2/M arrest (Bellanger et al. 2005).
The HPV16 protein E5 is a small protein having hydrophobic nature that localizes to cell membrane to stabilize the proteins involved in the proliferative cell signaling like EGF-R. The host UPS normally counters the effect of EGF-R by inducing its degradation but binding of E5 to EGF-R renders its binding to cellular E3 c-Cbl ubiquitin ligase (Zhang et al. 2005). The E5 protein of HPV16 can induce the proteasomal degradation of Bax to limit the Bax-dependent apoptosis (Oh et al. 2010). Recently, E5 is also described as a down-regulator of MHC-1 (Ashrafi et al. 2005) and T-cell activation factor CD1d (Miura et al. 2010).

The HPV E6 induces the degradation of several cellular proteins by simply acting as an adaptor to redirect the HECT ligase E6AP (E6-associated protein) (Banks et al. 2003). The key target among these cellular proteins is p53. The E6 targets the tumor suppressor Tat-interacting protein 60 (TIP60) for its proteasomal degradation without the involvement of E6AP (Jha et al. 2010). The cellular E3 ubiquitin ligase Siah-1 (seven in absentia homolog) enhances the UPS-dependent degradation of beta-catenin. The activity of Siah-1 is shown to be inhibited by the combination of E6 and E7 proteins (Rampias et al. 2010).

The members of the pocket protein family (pRb) play the role to control the G1/S-phase progression. The chief function of E7 is described as to target the pRb family members to ubiquitination and subsequent proteasomal degradation (Moody and Laimins 2010). Among many detected E3 ubiquitin ligase complexes with E7 but only Cul2/ElonginBC/Rbx1 is known to interact pRb, thus suggesting its involvement in its degradation (Huh et al. 2007). E7 itself is also targeted by the host UPS for its degradation. To counter this effect, E7 interacts with host DUB USP11 to stabilize itself (Lin et al. 2008).

5.4. Poxviruses

The members of this group are not well known for their ability to use the host ubiquitination system. Poxviruses can manipulate the host UPS with the help of three viral proteins:

- The p28 protein that itself acts as E3 ubiquitin ligase by its RING finger domain (Huang et al. 2004).
• BTB-Kelch proteins that associate with Cul3 ubiquitin ligase complexes
• Ankyrin-like proteins that interact with Cul1 ligase complexes (Shchelkunov 2010).

Some poxviruses produce a protein that have a negative effect on the activity of APC E3 ubiquitin ligase. This protein is known as poxvirus APC/cyclosome activator (PARC) and has a RING domain (Mo et al. 2009). PARC has a binding competition with APC11 to APC complex, which suggest that it is a dominant negative inhibitor of APC complex. This inhibition of APC E3 ubiquitin ligase activity may leads to S-phase and enhancement of DNA replication (Mo et al. 2010). Moreover, host-range protein CP77 of cowpox virus has been described to block the nuclear translocation of NF-κB by using host ubiquitination system (Chang et al. 2009).

5.5. Parvoviruses

The host UPS plays a role in the nucleocapsid protein transport in some of the parvoviruses. Although, entry of some parvovirus like adeno-associated virus (AAV) and bovine parvovirus (BPV) is not sensitive to proteasome inhibitors (Yan et al. 2002) but transport of nucleocapsid is sensitive to proteasome inhibitors or its E1 mutant in canine parvovirus (CPV) and minute virus of mice (MMV) (Ros and Kempf 2004).

5.6. Reoviruses

Commonly viruses induce the degradation of IRF3 and IRF7 with the help of host UPS to reduce the production of interferon. It has been described that the rotavirus NSP1 protein may act as E3 ubiquitin ligase in the degradation of IRF3 (Graff et al. 2007). Moreover, NSP1 can limit the INF production by proteasomal degradation of IRF3, IRF5 and IRF7 (Sherry 2009).
5.7. Orthomyxoviruses

The entry of influenza virus is influenced by the host UPS. The clathrin-mediated viral transport of influenza virus can be inhibited by either expression of mutant of Epsin 1 (E1) or by the depletion of Epsin 1 (Chen and Zhuang 2008). The transport of nucleocapsid of influenza virus is also shown to be sensitive to proteasome inhibitor and mutants of E1 (Widjaja et al. 2010).

The influenza virus uses host UPS to target RIG-I (retinoic-acid-inducible gene-I) by ubiquitin-dependent mechanisms. For the initiation of anti-viral signaling cascade, RIG-I first has to be ubiquitinated by the cellular E3 ligase TRIM25 (tripartite motif 25). The influenza protein NS1 can block the oligomerization of TRIM25, thus preventing the ubiquitination of RIG-I (Gack et al. 2007). The influenza virus can also inactivate NF-κB function via A20 (Onose et al. 2006).

5.8. Hepadenoviruses

The importance of host UPS in hepatitis B virus (HBV) infection is described in transgenic mice. It has been described that treatment with proteasome inhibitor (Bortezomib) resulted in inhibition of viral replication subsequent to viral RNA and protein expression in a dose dependent manner (Bandi et al. 2010).

The hepatitis B virus x protein (HBx) promotes the cell cycle progression via different pathways, resulting in hepatocellular carcinoma (HCC) (Kew 2011). HBx is known to interact with DDB1 (Martin-Lluesma et al. 2008), which later found to be the part of Cul4a E3 ubiquitin ligase complex. The pituitary tumor-transforming gene 1 (PTTG1) protein interacts and inhibits p53 (Bernal et al. 2002) and is also found to be overexpressed in HCC. The HBx can interact with DDB1 (DNA-damage binding protein-1) and Cul4a E3 ubiquitin ligase to induce the stabilization of PTTG1 (Molina-Jimenez et al. 2010).

5.9. Retroviruses

The retroviruses usurp the host UPS to help them during different steps of their replication. The HIV-1 accessory protein Vpr and its functional paralog of
HIV-2/SIV (simian immunodeficiency virus) Vpx improve the ability of the related viruses to infect the macrophages (for review (Casey et al. 2010)). HIV-2/SIV Vpx is described to interact with DCAF1/DDB1/Cul4 E3 ubiquitin ligase complex to overcome a specific restriction factor in macrophages and quiescent CD+ T-cells (Sharova et al. 2008, Descours et al. 2012). The counter actions of retroviruses against the host restriction factors will later be described in detail.

Human T cell leukemia virus type 1 (HTLV-1) encodes a trans-activating protein, Tax. The ubiquitination of Tax is essential for the activation of NF-κB (Harhaj et al. 2007). The HIV-1 Tat protein interacts with the proto-oncoprotein Hdm2. This mediates the ubiquitination of Tat to enhance the LTR (long terminal repeat) activation (Bres et al. 2003). The HIV integrase is shown to interact with cellular protein Ku70 with the help of yeast two-hybrid method. This Ku70 protein is involved in transcription, DNA repair, apoptosis and telomere maintenance (Downs and Jackson 2004). Recently it has been shown that proteasomal degradation of HIV integrase is prevented by Ku70, which is incorporated in HIV virions. Moreover, the viral replication is diminished by knock down of Ku70 with siRNA (Zheng et al. 2011).

HIV-1 accessory protein Vpr can induce the G2 cell cycle arrest. This effect of Vpr is dependent on the interaction with DCAF1 (DDB1-Cul4 associated factor 1). Indeed, it is has been described that Vpr interacts with DCAF1/DDB1/Cul4 Ubiquitin ligase to target a still unknown cellular protein, which results in the G2 arrest (For review (Casey et al. 2010)). The function of this arrest is argued by some as a mere byproduct of different effects of Vpr. The G2 arrest by Vif also supports this notation (DeHart et al. 2008).

HIV-1 has been shown to target IRF3 (interferon regulatory factor 3) for ubiquitination and proteasome-mediated degradation. The degradation of IRF3 is carried under the action of E3 ubiquitin ligase by its adaptor proteins Vpr and Vif (Okumura et al. 2008). Recently, the down-regulation of IRF3 by HIV-1 Vpr has been described by visualizing its ability to attenuate virus-induced INF-β promoter expression but Vif failed to produce the same results (Doehle et al. 2009). This suggests that unlike Vpr, Vif may require additional factors to influence IRF-3 expressions.
The host innate immune system counter acts the retroviral replication with the help of a family of cytidine deaminases encoded by APOBEC3 genes (apolipoprotein B mRNA editing enzyme catalytic polypeptide-like 3). HIV-1 encoded protein Vif interacts with E3 ubiquitin ligase Cul5/Elongin BC/Rbx1 to prompt the ubiquitination and degradation of APOBEC3G and 3F (Marin et al. 2003, Sheehy et al. 2003, Yu et al. 2003). The effects of retroviruses against the host restriction factors are discussed later in detail under the chapter of restriction factors.

In short, it is a common strategy for viruses to counter act the action of any inhibitory mechanism by using the host UPS. More importantly, HIV-1 can overcome the action of inhibitory proteins, especially by its accessory proteins via host UPS.
### Table 1: List of viruses using UPS and function modifications.

<table>
<thead>
<tr>
<th>Virus</th>
<th>Viral protein</th>
<th>Ubiquitin function modification</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Adeno: Ad5</strong></td>
<td>Capsid VI</td>
<td>Nedd4 E3 Ub ligase do ubiquitination of capsid VI for nucleocapsid transport to nucleus</td>
<td>(Wodrich et al. 2010)</td>
</tr>
<tr>
<td></td>
<td>E4orf6 / E1B55k</td>
<td>Involves in viral mRNA transportation from nucleus by making complex with Cul5 Induce degradation of DNA ligase IV, p53 and MRN DNA repair complex proteins, by making complex with E3 Ub ligase Cul5/ElonginB/C/Rbx1</td>
<td>(Blanchette et al. 2008) (Blanchette and Branton 2009, Isaacson and Ploegh 2009, Randow and Lehner 2009)</td>
</tr>
<tr>
<td><strong>Adeno: Ad12</strong></td>
<td>E4orf6</td>
<td>Induces degradation by Ub of ATR activator protein TOPBP1, by interacting with E3 Ub ligase Cul2/Rbx1/ElonginC</td>
<td>(Blackford et al. 2010)</td>
</tr>
<tr>
<td><strong>Adeno</strong></td>
<td>E1A</td>
<td>Inhibits the E3 Ub ligase Skp1/Cul/Rbx1/Fbw7 that may increase proliferation</td>
<td>(Isobe et al. 2009)</td>
</tr>
<tr>
<td></td>
<td>E4orf4</td>
<td>Promotes degradation of securing/Pds1 by activating E3 Ub ligase APC to induce G2/M cell cycle arrest</td>
<td>(Mui et al. 2010)</td>
</tr>
<tr>
<td><strong>Herpes: HSV</strong></td>
<td>Unknown</td>
<td>Nucleocapsid transport is susceptible to proteasomal inhibitors</td>
<td>(Delboy et al. 2008)</td>
</tr>
<tr>
<td></td>
<td>EBNA1</td>
<td>Induces ubiquitination of histones by the interaction with cellular de-ubiquitnating USP7 to enhance EBNA1 binding to oriP</td>
<td>(Sarkari et al. 2009)</td>
</tr>
<tr>
<td></td>
<td>LMP1</td>
<td>Induces the cellular de-ubiquitination of A20 to inactivate IRF7</td>
<td>(Ning and Pagano 2010)</td>
</tr>
<tr>
<td></td>
<td>LMP2A</td>
<td>Targeted to ubiquitination and degradation by c-Cbl E3 Ub ligase to promote latency</td>
<td>(Ikeda and Longnecker 2009)</td>
</tr>
<tr>
<td></td>
<td>EBNA3c</td>
<td>Interacts with E3 Ub ligase SCF (Skp2) complex to induce the ubiquitination and degradation of pRb and p27</td>
<td>(Knight et al. 2005a)</td>
</tr>
<tr>
<td></td>
<td>BPLF1</td>
<td>Degradation of Cyclin D1 is prevented by de-ubiquitination activity to promote G1/S transition</td>
<td>(Saha et al. 2009, Saha et al. 2011)</td>
</tr>
<tr>
<td><strong>Herpes: EBV</strong></td>
<td>ORF73</td>
<td>Stabilizes CDT1 via removing Nedd8 from Cul 1 and Cul4a by de-ubiquitinating activity, thus leads to S-phase</td>
<td>(Gastaldello et al. 2010)</td>
</tr>
<tr>
<td><strong>Herpes: MHV68</strong></td>
<td>ORF73</td>
<td>Induces ubiquitination and degradation of RelQ/NF-kB by interacting with ElonginC/Cul5/SOCS-like complex</td>
<td>(Rodrigues et al. 2009)</td>
</tr>
<tr>
<td>Virus Family</td>
<td>Virus Species</td>
<td>Description</td>
<td>Reference</td>
</tr>
<tr>
<td>-------------</td>
<td>---------------</td>
<td>-------------</td>
<td>-----------</td>
</tr>
<tr>
<td>Herpes: HCMV</td>
<td>Unknown</td>
<td>Early and late transcription is susceptible to proteasomal inhibitors</td>
<td>(Tran et al. 2010)</td>
</tr>
<tr>
<td>Herpes: KSHV</td>
<td>ORF64</td>
<td>May have a role in lytic reactivation by acting as viral deubiquitinating proteases</td>
<td>(Gonzalez et al. 2009)</td>
</tr>
<tr>
<td>Early and late transcription is susceptible to proteasomal inhibitors</td>
<td>(Yang et al. 2008, Gould et al. 2009)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Orphomyxo: influenza</td>
<td>Unknown</td>
<td>Knock down of Epsin 1 or prevention of ubiquitination results in blocking of viral entry</td>
<td>(Chen and Zhuang 2008)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Proteasome inhibitor reduces nucleocapsid transportation.</td>
<td>(Widjaja et al. 2010)</td>
</tr>
<tr>
<td>E2</td>
<td>E5</td>
<td>Induces G2/M arrest by associating with E3 Ub ligase APC</td>
<td>(Bellanger et al. 2005)</td>
</tr>
<tr>
<td>Papilloma: HPV</td>
<td>E6</td>
<td>Induces Bax degradation and inhibits degradation of EGF-R by E3 Ub ligase c-Cbl, thus inhibiting apoptosis</td>
<td>(Zhang et al. 2005, Oh et al. 2010)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Induces proteasomal degradation of p53, cMyc, Mcm7 (minichromosome maintenance protein 7), Siah-1 (seven in absentia homolog 1), Bak (Bcl-2 homologous antagonist/killer), MMP7 (matrix metalloprotease 7), E6TP1 (E6 targeting protein 1) and NFX1 (nuclear transcription factor, X-box binding 1) by the interaction of HECT ligase E6AP</td>
<td>(Shackelford and Pagano 2004, Mammas et al. 2008, Howie et al. 2009, Rampias et al. 2010)</td>
</tr>
<tr>
<td>E7</td>
<td></td>
<td>Induces proteasomal degradation of pRB by interacting with Cul2/ElonginBC/Rbx1, associates with cellular de-ubiquitinating protease USP11 to avoid its own degradation and target TIEG1 for ubiquitination and degradation.</td>
<td>(Boyer et al. 1996, Huh et al. 2007, Lin et al. 2008, Chang et al. 2010)</td>
</tr>
<tr>
<td>Picorna: coxsackie</td>
<td>Unknown</td>
<td>Knock down of ubiquitin or use of proteasomal inhibitor results in viral replication inhibition</td>
<td>(Wong et al. 2007)</td>
</tr>
<tr>
<td>Hepadna: HBV</td>
<td>Unknown</td>
<td>Viral replication is sensitive to proteasomal inhibitors.</td>
<td>(Bandi et al. 2010)</td>
</tr>
<tr>
<td>X</td>
<td>Stabilizes PTTG1 by interaction with DDB1 component of E3 Ub ligase Cul4a</td>
<td>(Martin-Lluesma et al. 2008, Molina-Jimenez et al. 2010)</td>
<td></td>
</tr>
<tr>
<td>Corna: FIPV, SARS</td>
<td>Unknown</td>
<td>Nucleocapsid transport is susceptible to proteasome inhibitors</td>
<td>(Yu and Lai 2005, Raaben et al. 2010)</td>
</tr>
<tr>
<td>Parvo: MMV/CPV</td>
<td>Unknown</td>
<td>Nucleocapsid transport is susceptible to proteasome inhibitors</td>
<td>(Ros and Kempf 2004)</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th><strong>Paramyxovirus:</strong> HRSV</th>
<th>Unknown</th>
<th>Viral replication is susceptible to proteasome inhibitors</th>
<th>(Lupfer and Pastey 2010)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Parapox: Orf virus</strong></td>
<td>PACR</td>
<td>Inhibits APC E3 Ub ligase complex, which may prompt cells into S-phase</td>
<td>(Mo et al. 2009)</td>
</tr>
<tr>
<td><strong>Pox: vaccinia</strong></td>
<td>Unknown</td>
<td>Proteasome inhibitor impairs viral replication</td>
<td>(Teale et al. 2009, Barry et al. 2010)</td>
</tr>
<tr>
<td><strong>Polyoma: SV40</strong></td>
<td>Large T</td>
<td>Interacts with Fbw7 and thus resulting in inhibition the Skp1/Cul/Rbx1/Fbw7 E3 Ub ligase to augment Cyclin E level</td>
<td>(Welcker and Clurman 2008)</td>
</tr>
<tr>
<td><strong>HTLV-1</strong></td>
<td>Tax</td>
<td>Ubiquitination of Tax is essential for NF-kB activation</td>
<td>(Nasr et al. 2006, Harhaj et al. 2007)</td>
</tr>
<tr>
<td><strong>Retro: HIV-1</strong></td>
<td>Tat</td>
<td>LTR activation is enhanced by ubiquitination of Tat by Hdm2</td>
<td>(Bres et al. 2003)</td>
</tr>
<tr>
<td></td>
<td>Vpr</td>
<td>Associates with DCAF1/DDB1/Cul 4 E3 Ub ligase, to induce G2 cell cycle arrest</td>
<td>(Le Rouzic et al. 2007, Andersen et al. 2008); Casey et al. 2010</td>
</tr>
<tr>
<td></td>
<td>Vpr and Vif</td>
<td>Induces degradation of UNG2 via interaction with DCAF1/DDB1/Cul 4 E3 Ub ligase</td>
<td>(Ahn et al. 2010)</td>
</tr>
<tr>
<td></td>
<td>Vif</td>
<td>Induce ub-mediated degradation of IRF3</td>
<td>(Okumura et al. 2008)</td>
</tr>
</tbody>
</table>
Figure 15: A schematic overview of examples of viral effects on host ubiquitin system.

All viral proteins are shown in red. With exceptions of cellular DUBs shown green, the cullin proteins shown in purple, cullin complex members shown in gold, cellular proteins are shown in blue. Other than degradation, the outcome is mentioned (Gustin et al., 2011).
6. **Restriction factor**

The cells have evolved different mechanism to counter the invading parasites. One of them is the use of host cellular proteins to counter the invading organisms. The host cellular proteins capable of blocking the replication of the invading parasites are termed as “restrictions factors”. There are few known restriction factors evolved by the human cells to counter the replication of HIV-1 (Wolf and Goff 2008). The first evidence of presence of host restriction factor against retroviruses was observed, when it was discovered that Friend virus susceptibility factor-1 (Fv1) can inhibit the infection of murine leukemia virus (MLV) (Lilly 1967). Usually the non-permissive cells harbor restriction factors, due to restricted virus replication in these cells (Liu et al. 2011).

6.1. **Hallmarks of restriction factors**

The defining features of any restriction factors usually include the following hallmarks:

- The first and primary feature is the ability of any restriction factor to induce a considerable decrease in HIV infectivity. The decrease in HIV infectivity is routinely observed by “single-cycle” assay with different levels of expression of the restriction factor (Chiu et al. 2005).

- If the restriction factor is really threat to the virus replication, then predecessors of the virus should have evolved a mechanism to counter the effect of the restriction factor. It means, virus can replicate even in the presence of the restriction factor by counter acting its effects, in at least some cell type. The cells that support virus replication are called “permissive”, while the others as “non-permissive”. Restriction factors can be expressed constitutively or induced by different factors, and the effects of these restriction factors are neutralized by the countervailing stratagems of the viruses. Mostly, viruses usurps the host UPS to relocate the cellular protein or even lead to their degradation by 26S proteasome pathway (Teale et al. 2009, Hrecka et al. 2011).
Due to direct protein interactions between restriction factor and its counter acting factor, restriction factor usually displays signs of evolution (Zhang et al. 2012a). Moreover, the restriction factors are frequently closely related to the host innate immune response, such as the expression induced by the interferon. Due to different effects in different species and cell lineage, the type of restriction factor also differs from each other (Mogensen et al. 2010, Vandergeeten et al. 2012).

There are only few restriction factors known against the retroviruses namely TRIM5α, tetherin, APOBEC3, and SAMHD1. Their functions in producer and target cells are summarized in (Figure 16).

**Figure 16: Schematic overview of the action of host restriction factor against lentiviruses.**

Tetherin can inhibit HIV-1 release but it is counteracted by Vpu or Nef. In the producer cells, A3 is packaged with the virion and inhibits RT in target cells, if not degraded by Vif. TRIM5α can accelerate uncoating and induces degradation of RT complex and SAMHD1 reduces the dNTPs but counteracted by Vpx (with modifications (Zheng et al. 2012)).
6.2. TRIM5

Tripartite motif (TRIM) - containing protein family is a large family with more than 100 members. TRIM5 is also one of these TRIM proteins with 3 motifs, N-terminal RING finger motif, B-box motif and coiled-coil motif and are collectively referred as RBCC (RING, B-box and coiled-coil) domain (Reymond et al. 2001). The C-terminal of TRIM5 has a PRY-SPRY motif. RING finger motif has E3 ubiquitin ligase activity, while B-box and coiled-coil motifs enhance protein oligomerization (Nisole et al. 2005, Towers 2007). The C-terminal motif is important for the capsid interaction. There are 6 isoforms of TRIM5, but TRIM5α is the most abundant (~50%) (Battivelli et al. 2011).

6.2.1. Mode of action of TRIM5α

TRIM5α was first described for its activity against HIV-1 infection in Old World monkey (Stremlau et al. 2004). TRIM5α accelerates the uncoating of newly entered virus and interacts with capsid by its C-terminal domain. This interaction inhibits the reverse transcription of viral RNA by targeting reverse transcription complex to proteasomal degradation (Figure 16) (Yamauchi et al. 2008, Lienlaf et al. 2011). The exact mechanism of this degradation is not completely clear.

RING finger motif of TRIM5α has two zinc-binding sites. The presence of these sites helps TRIM5α to interact simultaneously with ubiquitin enzyme and its substrate. Thus, TRIM5α can function as E3 ubiquitin ligase, like Rbx1 (RING-box-1) is a vital component of Skp1-Cul1-F box (SCF) complex that regulates cell cycle (Joazeiro and Weissman 2000). TRIM5α can induce the self-polyubiquitination; the role of this self-polyubiquitination is still unclear (Yamauchi et al. 2008). TRIM5α is a relatively unstable protein and this turnover is not carried out by proteasomal degradation. Moreover, this rapid turnover does not affect its antiviral activity (Diaz-Griffero et al. 2006). The infection with restriction-sensitive virus enhances this turnover of TRIM5α and this enhancement of turnover is proteasomal dependent (Rold and Aiken 2008). TRIM5α is also involved in the activation of NF-kB pathway (de Silva and Wu 2011). Moreover, arsenic trioide (As$_2$O$_3$) treatment, blocks the TRIM5α activity, but the mechanism of this inhibition is not yet fully understood (Wu et al. 2006).
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As TRIM5α is found associated with proteasome machinery and proteasome inhibitor reduces its uncoating, so proteasome and TRIM5α work together for inhibition of HIV-1 infection (Lukic et al. 2011). Moreover, the presence of proteasome inhibitor does not significantly reduce TRIM5α antiviral activity. This means there are two independent mechanisms for viral inhibition.

- TRIM5α induces rapid uncoating of capsid, resulting in proteasomal degradation of reverse transcription complex.
- It blocks the nuclear translocation of pre-integration complex, as exhibited by Fv1 (Wu et al. 2006).

6.3. Tetherin

Tetherin is cell surface protein constitutively expressed in the cells and its expression can be induced by interferon-α. They were originally identified as surface marker for terminally different B-cells and termed as CD317, HM1.24 or BST-2 (Goto et al. 1994). Previously, it was described that the deletion of Vpu gene resulted in 5-10 fold lower levels of release of HIV-1 viruses without having any effect of expression of other viral proteins (Gomez et al. 2005). The importance of tetherin was established with discovery that it can induce late-stage defect in the release of the HIV-1 ΔVpu, from non-permissive cells (Neil et al. 2008, Ruiz et al. 2008). Interestingly, electron microscopy showed that this retention of viruses is due to accumulation of viruses on the cell membrane or inside the intracellular compartments (Geraghty et al. 1994). Tetherin has three domains that play important roles for its broad antiviral activity including viruses other than HIV-1. These include N-terminal cytoplasmic domain, a transmembrane domain and C-terminal glycosylphosphatidylinositol (GPI) anchor (Kupzig et al. 2003).

6.3.1. Tetherin inhibits virion release

Restriction of HIV-1 replication by tetherin is detrimental for HIV-1 as the matured virion fail to escape the cells. Being a plasma membrane surface protein, tetherin can interact with both host and viral membranes via its C-terminal domain and membrane-spanning domain (Perez-Caballero et al. 2009). Budding is the last step of HIV-1 replication to escape from the cell. As the
virions are budding from the cells membrane, tetherin integrates with the HIV-1 lipid membrane and does not allow its release from the cell membrane (Neil et al. 2008). These retained viruses are then internalized and degraded by the lysosomes (Miyakawa et al. 2009, Sakuma et al. 2009). (Figure 17)

6.3.2. Vpu counteracts tetherin via several mechanisms

HIV-1 has evolved the mechanisms to avoid the restriction by tetherin. This counter action of tetherin is carried out by its accessory protein, Vpu (Van Damme et al. 2008). In the absence of Vpu, tetherin is highly expressed on the cell membrane of the host cell. This expression is regulated by its de novo synthesis and recycling after endocytosis (Figure). Indeed, Vpu has the ability to down regulate the expression of tetherin. This down regulation of tetherin is carried out at post transcriptional levels (Mangeat et al. 2009). Tetherin is targeted for its constitutive degradation and Vpu enhances its degradation in the infected cells (Goffinet et al. 2009). Vpu can interact with β-TrCP to polyubiquitinate tetherin and its subsequent proteasomal degradation (Douglas et al. 2009, Mitchell et al. 2009). The ability of Vpu for its anti-viral activity depends partially on β-TrCP interaction (Margottin et al. 1998, Butticaz et al. 2007). This means Vpu has developed other mechanism to counter the tetherin effects, which include: (Figure 17)

- Blocking the transport of de novo tetherin to cell membrane (Dube et al. 2010b).
- Blocking the recycling of tetherin (Mitchell et al. 2009).
- Inducing lysosomal degradation after internalization of tetherin (Janvier et al. 2011).

Only a small portion of anti-tetherin activity of Vpu depends on proteasomal degradation. The degradation of tetherin can be significantly blocked in the presence of lysosomal inhibitors and both the proteins colocalize in the lysosomes (Dube et al. 2011). Moreover, lentiviruses of non-human primates use their Nef protein to counter the effects of tetherin, as they lack Vpu (Jia et al. 2009). This anti-tetherin activity of SIV Nef is species specific, as it cannot degrade the human tetherin. Interestingly, Vpu and Nef of HIV-1 group O
and P are not effective against human tetherin, but their Nef protein can counter primate tetherin (Sauter et al. 2009).

**Figure 17: Overview of Vpu-mediated tetherin regulation.**
In the absence of Vpu, tetherin is constitutively regulated and can block virion release. HIV-1 Vpu can counteract tetherin effects by its down regulation and its degradation (Dube et al. 2010a).

### 6.4. APOBEC3

Apolipoprotein B mRNA-editing enzymes catalytic polypeptide-like 3 (APOBEC3) proteins are human enzymes expressed by APOBEC3 (A3) genes and are found in numerous mammals including humans. There are six member of this family namely, A3A, A3B, A3C, A3DE, A3F, A3G and A3H (Jarmuz et al. 2002, Wedekind et al. 2003). Initially, A3D and A3E were thought to be separate but later it was shown that they are produced from a single gene, now known as A3DE. All APOBEC proteins have one or two copies of the Z domain (zinc-
coordinating deaminase domain) (Bransteitter et al. 2009). This Z domain contains the motif required to convert cytosines to uracils by catalyzing cytidine deamination.

Although APOBEC2 and APOBEC4 functions are still unclear, but APOBEC1 is known to regulate the lipid metabolism (Teng et al. 1993) and activation-induced cytidine deaminase (AID) participates to antibody production (Muramatsu et al. 2000). The function of A3 proteins was first described, when A3G found to have a very potent counter action against HIV-1 replication (Sheehy et al. 2002). The most important of APOBEC genes, A3 shows the antiviral activity against retroviruses.

The function of the A3s was first observed from the depiction of the one of the HIV-1 accessory protein, Vif. Vif is a viral accessory protein expressed by all retroviruses, except equine infectious anemia virus (EIAV). Expression of Vif is dispensable in permissive cells but its presence is absolutely required for HIV-1 replication in non-permissive cells (Gabuzda et al. 1992, von Schwedler et al. 1993). In the absence of Vif, HIV-1 replication is severely hampered at the reverse transcription step in the target cells. By genetic complementation assay, the fusion of permissive and non-permissive cells showed that this activity is inheritable (Madani and Kabat 1998, Simon et al. 1998). This elaborated that antiviral activity in the non-permissive cells is due to the presence of a dominant inhibitory factor, which later identified as A3G (Sheehy et al. 2002, Harris and Liddament 2004). This discovery opened the further investigation in the other related proteins. Later on, other proteins related to the same family were shown to have antiviral activity like A3F, A3B, A3DE and A3H (Bishop et al. 2004, Wiegand et al. 2004, OhAinle et al. 2006). A3A and A3C do not have any anti-HIV-1 activity but they have antiviral activity against AAV and SIV replication, respectively (Yu et al. 2004, Chen et al. 2006). Among A3 proteins, A3B is expressed very poorly. Highly polymorphic A3H has seven haplotypes (I-VII), of which only II, V and VII is stably expressed (Harari et al. 2009, Wang et al. 2011b). The expression of A3 proteins is highly inducible by INFs, especially in myeloid cell lineage (Koning et al. 2009).
6.4.1. **APOBEC3 inhibits RT**

APOBEC3 proteins are typically packaged with the budding virions, during the replication of HIV in producer cells. When this A3 packaged virion infects the target cell, the viral replication is inhibited due to the presence of A3 already delivered with virion (Harris et al. 2003, Khan et al. 2009). The human A3G has two Z domains. The N-terminal Z domain does not have catalytic activity, but it has high affinity for RNA-binding. This N-terminal Z domain along with YYxW motif plays an important role for packaging of A3G in the virion by interacting with the HIV-1 Gag protein (Schafer et al. 2004). This motif is also essential for A3H packaging. In the target cell, the viral replication is inhibited by the enzymatic activity of the C-terminal Z domain. The viral replication is inhibited at reverse transcription step by either cytidine deamination-dependent or independent processes. In cytidine deamination-dependent mechanism, the C-terminal Z domain directly deaminates cytosines to form uracils during synthesis of cDNA (Lecossier et al. 2003). This enzymatic activity leads to changes in cDNA sequence, due to the presence of uracils. The presence of uracils in the DNA molecules is recognized by the DNA repair mechanism for their degradation. Moreover, A3F and A3G can directly block the reverse transcription, in addition to their induction of hypermutation. They reduce the DNA strand transfer, elongation of RT and also inhibit viral integration in the host DNA. Still, catalytic activity of A3 proteins is always necessary for proper inhibition of viral replication, but sometimes they can also act as deamination-independent (Zhang et al. 2003). In addition, the effects of A3 proteins are dependent on other cellular cofactors (Figure 20).

6.4.2. **Vif counteracts APOBEC3G**

As described earlier, the A3G packaging is necessary for its antiviral activity and Vif has the ability to exclude A3 proteins from newly producing virions. This may be done by degradation of A3 proteins or by degradation dependent mechanism. The A3 proteins can be targeted to their proteasomal degradation by the host UPS. This degradation results in the insufficient packaging of A3 protein in virions. Vif interacts with Cul5 E3 ubiquitin ligase complex (Cul5-ElonginB-ElonginC) (Yu et al. 2003). First, Cul5 interacts with A3
proteins via their C-terminal motifs. Secondly, Vif interacts with A3 proteins via widely distributed motifs specific for each A3 protein. These interactions lead to complex formation including A3-Vif-Cul5-ElongB-ElongC, to induce the polyubiquitination and proteasomal degradation (Mehle et al. 2004). The A3G has different lysine sites for polyubiquitination namely Lys-297, 301, 303 and 304 (Iwatani et al. 2009). Interestingly, the polyubiquitination of Vif itself is critical for A3G proteasome-mediated degradation (Dang et al. 2008). The proteins targeted for proteasomal degradation should have at least two signals i.e. polyubiquitination and an unstructured region (USR). The polyubiquitin chain is necessary for proteasome recognition and USR for its entrance in the proteasome. Missing any signal will halt the protein degradation. A protein may have either both signals on it; or one signal on each of two interacting proteins (Prakash et al. 2009). The role of ubiquitination of A3G and Vif are still unclear in the neutralization of A3G (Figure 18).

Figure 18: Degradation of APOBEC3G by Vif by host ubiquitin proteasome system.

APOBEC3G is recruited by Vif to a Cul-5 E3 ubiquitin ligase for its polyubiquitination and proteasomal degradation (Adapted from (Lv et al. 2007)).
The action of Vif is highly species-specific, thus Vif from one virus may not be active in other species. Recently identified cofactor of Vif, core-binding protein β (CBF-β) increase its binding to target DNA. The ability of Vif to degrade A3G was compromised by knocking down expression of CBF-β (Jager et al. 2012a, Zhang et al. 2012b). In Addition, A3G degradation-dependent mechanism is not the only mechanism adopted by Vif to neutralize A3G. Vif can block A3G encapsidation even in the absence of proteasomal degradation (Kao et al. 2004). The neutralization of A3G by Vif is dependent on relative levels of protein expression. As expression of A3G is interferon inducible, the expression of A3G may exceed to a level where Vif is not enough sufficient to neutralize A3G (Iwabu et al. 2010). Secondly, Vif itself can be targeted for hypermutation and may lead to the production of defective Vif. The balance between Vif and A3G can be disturbed to inhibit viral replication by pharmacological interventions (Monajemi et al. 2012).

6.5. SAMHD1

Cells of myeloid lineage like macrophage and dendritic cells are more resistant to HIV-1 infection than CD4+ T-cells (Yu et al. 1991). The major clues to understand the mechanism by which these cells can avoid HIV-1 infection came with the findings of Vpx. This protein is present in HIV-2 or SIV (naturally absent in HIV-1), is shown to increase the HIV-1 susceptibility in the myeloid cell types when infected with Vpx. Without Vpx, HIV-1 infection in these cells is not sufficient. So, the idea arises that these cells have a restriction factor that can only be counter-acted by Vpx. This protein was identified as SAMHD1 by affinity purification and mass spectrometry. Moreover, knock down of SAMHD1 in the myeloid cells made them permissive to HIV-1 infection, which confirms that SAMHD1 plays a vital role to inhibit HIV-1 infection in these cells (Hrecka et al. 2011, Laguette et al. 2011, Planelles 2011). SAMHD1 also inhibits the HIV-1 replication in restring CD4+ T cells (Baldauf et al. 2012).

6.5.1. SAMHD1 decreases levels of dNTPs.

SAMHD1 is a protein composed of two distinct domains. These domains are sterile alpha motif (SAM) and phosphohydrolase (HD) domain, and thus referred as SAMHD1. The two domains of SAMHD1 have different functions in
the cells, SAM domain is a putative protein and RNA interacting part and HD domain is known for its deoxynucleoside triphosphate triphosphohydrolase activity (Goldstone et al. 2011, Lahouassa et al. 2012a). SAMHD1 mutations are present in many Aicardi-Goutieres Syndrome patients showing viral infection symptoms (Powell et al. 2011).

SAMHD1 inhibits the HIV-1 infection in the myeloid cell types by decreasing the pool of cellular deoxynucleotide triphosphates (dNTPs), which is essential for reverse transcription (Lahouassa et al. 2012b). HD domain of SAMHD1 acts as dNTP triphosphohydrolase directly to control the intercellular dNTP pool. SAMHD1 is localized in the nucleus but it still can block reverse transcription that occurs in the cytoplasm (Ayinde et al. 2012, Brandariz-Nunez et al. 2012). As non-dividing cells do not need high levels of dNTPs, unlike dividing cells; so the catalytic activity of SAMHD1 on dNTPs does not harm in these cells. Although, SAMHD1 is expressed endogenously in the CD4+ T cells, but they also maintain high levels of dNTPs. In short, the presence of SAMHD1 decreases dNTPs and reduces HIV-1 infectivity (Fujita et al. 2012, Amie et al. 2013) (Figure 19).

![Figure 19: Effect of SAMHD1 on dNTP and Vpx can block this process.](image)

SAMHD1 can hydrolase dNTPs and this process can be inhibited by Vpx. Virus infectivity is directly related with concentration of dNTPs in the cytoplasm (Adapted from Hofmann et al. 2012).
6.5.2. **Vpx induces degradation of SAMHD1**

Vpx relieves the inhibition of HIV-1 infection by SAMHD1 in macrophages. Vpx helps the macrophage to maintain sufficient levels of dNTPs required for reverse transcription (Lahouassa et al. 2012b). HIV-1 infection in macrophages is inhibited by a mechanism, which prevents an undesired interferon response.

Vpx can inhibit the activities of SAMHD1 by targeting it to proteasomal degradation. When virion packaged with Vpx enters the dendritic cell, the concentration of SAMHD1 is reduced due to its proteasomal degradation by hijacking the cellular CRL4 (DCAF1) E3 ubiquitin ligase. Vpx only functions as a platform to load SAMHD1 on to the E3 ubiquitin ligase complex containing Cul4, DCAF1, and DDB1 (Zheng et al. 2012). These interactions induce the polyubiquitination of SAMHD1 and eventually its degradation by proteasome (Figure 20).

SAMHD1 is recruited to the CRL4 (DCAF1-Vpx) E3 ubiquitin ligase, by interacting with its C-terminal HD domain. There was no stable DCAF1 association alone, meaning Vpx is necessary for this interaction. Thus, Vpx interacts via its N-terminus with DCAF1 and recruits SAMHD1 by C-terminus to CRL4 E3 ubiquitin ligase for its proteasomal degradation (Ahn et al. 2012, Laguette et al. 2012). SAMHD1 is localized in the nucleus of the cells by its nuclear localization signal (NLS), KRPR sequence at amino acid residues 11-14. NLS-mutated or deleted SMHD1s are localized in the cytoplasm of the cells. Its catalytic activity is not hampered by this relocalization and it still can hydrolyze the cellular dNTPs. This relocated SAMHD1 retains its antiviral activity even in the present of Vpx (Hofmann et al. 2012).

Moreover, the nuclear localization is necessary for its proteasomal-mediated degradation of Vpx. Vpx induces the degradation of the SAMHD1 in the nucleus, and SAMHD1 present in the cytoplasm resists this degradation. Although, Vpx can interact with cytoplasmic SAMHD1 but it is unable to induce its proteasomal degradation. The proteasomal mediated degradation of SAMHD1 is confined to nucleus. Indeed, in the presence of leptomycin B, which retains the complexes in the nucleus, Vpx can induce the degradation of nuclear SAMHD1 and this degradation is still proteasomal mediated (Hofmann et al. 2012).
The ability of primate lentiviruses to induce the degradation of SAMHD1 has preceded the emergence of Vpx (Lim et al. 2012, Amie et al. 2013). Altogether, SAMHD1 is a potent restriction factor in myeloid type cells, which can inhibit HIV-1 replication by reducing cellular dNTPs. The accessory protein of HIV-2/SIV, Vpx can load this SAMHD1 to CRL (DCAF1) E3 ubiquitin ligase for this proteasomal degradation. Finally, this degradation is confined to nucleus, Vpx cannot degrade cytoplasmic SAMHD1 (Romani and Cohen 2012, Schaller et al. 2012).

**Figure 20: Replication of retroviruses in dendritic cell with Vpx and without Vpx.**

**A)** A lentivirus equipped with Vpx can infect a dendritic cell, by inducing SAMHD1 degradation. **B)** When HIV-1 infects a dendritic cell, SAMHD1 inhibits its reverse transcription by decreasing dNTPs level, this leads to degradation of reverse transcription complex (Lim and Emerman 2011).
7. Reservoir and latency

Latency can be defined as the ability of a pathogenic virus to lie dormant inside the cell with little to no viral replication (Geeraert et al. 2008). HIV-1 latency was first observed in the patient successfully treated with HAART, due to re-emergence of viremia after the cessation of therapy (Peterlin and Trono 2003). Viruses from residual replication do not show significant signs of evolution in their genome (Hermankova et al. 2001). These observations support the re-emergence of wild-type strains when lifting treatment (Finzi et al. 1997, Wong et al. 1997). The reappearance of these infectious viruses, however inadequate to the therapeutic environment, is explained by the presence of viral reservoirs (McNamara and Collins 2011).

7.1. Anatomical reservoirs

Anatomical reservoirs or viral sanctuaries are defined as immunologically preferred areas where the virus replication kinetics will be more stable than replicating active viruses in the rest of the body. In these reservoirs, virus can persist for longer periods, due to their limited access (Blankson et al. 2002). Anatomical barriers separate viral sanctuaries of blood and lymphoid organs, reducing the diffusion of ARVs in these sites (Solas et al. 2003). This feature allows the virus to continue its residual replication and help to maintain a state of permanent tissue inflammation in the sanctuaries. There are three main reservoirs:

Genital tract and the central nervous system (CNS), isolated respectively by the blood-testis barrier and the blood-brain barrier and lymphoid organs (mainly in the digestive tract), resting place of memory T lymphocytes (Saez-Cirion et al. 2011, Eisele and Siliciano 2012, Bierhoff et al. 2013).

7.2. Cellular reservoirs

The hypothesis of the existence of latent viral reservoirs cell was quickly validated. Although the latency is very rare in resting CD4+ T-cells after infection, one cell per million infected cells enters into latency but it occurs very
early during infection of HIV-1 (Chun et al. 1997, Finzi et al. 1997). These cellular reservoirs come to being either from direct infection of memory T-cells or infection of activated CD4+ T-cells. The CD+ T-cells are highly susceptible for infection and usually this infection appears to be productive, thus causing the death of the infected cell within few days of infection. T-cells that are in a process of reverting to a resting state are also infected by HIV-1. The infection in these cells may lead to the cells where cells harbor the HIV-1 DNA integrated in the genome but not producing HIV-1 (Figure 21). Persistence and slowed metabolism of CD4+ memory T-Cells helps the establishment of non-productive long term virus reservoir (Chomont et al. 2011).

**Figure 21: Establishment of a latent reservoir in resting T-cell.**

The naïve T-cells (blue) can differentiate into active T-cells (red). Latent reservoir can by developed either from infection of resting T-cell or by the conversion of infected T-cell into memory T-cell (green) (Persaud et al. 2003).
In addition, after a rebound viremia following interruption of ARV treatment, the genetic analysis indicated that CD4+ T-cells are not the only zone for latent virus reservoir (Bailey et al. 2006, Chomont et al. 2011). Based on these observations, cells of the monocyte / macrophage have been proposed as a source of viral latency in turn (Figure 22). Indeed, replication is possible in these cells and more importantly these cells can persist for long periods in the body (Herbein et al. 2010, Le Douce et al. 2010, Eisele and Siliciano 2012).

![Figure 22: Cells of monocyte/macrophage lineage.](image)

Hematopoietic stem cell appears to be precursor of the entire monocyte/macrophage lineage. It gives rise to different types of macrophages in the tissues (Le Douce et al. 2010).

### 7.2.1. Microglial cells

Microglial cells or microglia are the resident macrophages of the CNS. They were first described as third element by Cajal (1913), as they were morphologically different from neurons (first element) and astrocytes (second element). Microglial cells are capable of in-situ proliferation and persist for the lifetime of the individual (Suh et al. 2005). Due to the presence of CD4
receptors, CCR3 and CCR5 co-receptors, microglia are the primary targets of HIV-1 in the CNS and are infected very early during the acute phase of the disease (Jordan et al. 1991, He et al. 1997). Viral replication is then quickly stopped, causing the virus into latency and making the main reservoir of microglia in CNS (Davis et al. 1992, Barber et al. 2006, Le Douce et al. 2012a).

In the final stages of the disease, the inflammation caused by the rebound viremia reactivates the reservoir and the number of productively infected microglia increases drastically (Cosenza et al. 2002). The number of activated brain macrophages is also closely linked to HIV-associated dementia during AIDS (Glass et al. 1995).

7.3. Molecular latency

There are two forms of latency, pre-and post-integrative latency.

7.3.1. Pre-integrative latency

In pre-integration latency, the latency is established before the integration of provirus into the genome of the infected cell (Zack et al. 1990). This latency may occur due to a defective import of the provirus into the nucleus or due to a disturbance at the reverse transcription step. The reverse transcriptase activity can be disturbed by a pool of insufficient dNTPs available or by hypermutation of the viral genome during reverse transcription by APOBEC3 (Bukrinsky et al. 1992, Zack et al. 1992).

This form of latency is regularly observed in CD4$^+$ T cells, but does not explain the existence of long-term reservoirs. Indeed, the half-life of non-integrated viral DNA is only one day. This is not the case in macrophages, where non-integrated viral DNA can persist for up to two months and can be transcribed (Gillim-Ross et al. 2005, Kelly et al. 2008).

7.3.2. Post-integrative latency
In this latency, the viral replication is blocked after the integration of the provirus in the host DNA. A post-transcriptional block may be the cause of post-integrative latency. Indeed, viral mRNAs may be retained in the nucleus or targeted by miRNAs, thereby preventing the production of viral proteins, which impede full replication cycle (Lassen et al. 2006, Huang et al. 2007). Although the mechanisms of post-transcriptional blockages have an important role in maintaining latency, our focus will be more specifically on the events occurring at the level of transcription of the provirus.

### 7.3.2.1. Provirus nucleosome structure

The viral promoter or LTR contains many sites for cellular transcriptional activators and repressors. The viral promoter is structured in three regions, comprising four zones, respectively, from 5' to 3' (**Figure 23**):

The modulatory region, from -454 to -104, contains binding sites for cis-repressors and cis-activators for transcriptional activity. This area is, whatever the site of integration, the seat of the nucleosome 0 (Nuc-0), which will limit the access of regulatory proteins.

The enhancer region, from -105 to -79 contains binding sites for the tandem heterodimer NF-κB, a transcription factor essential. Between these two sites of NF-κB sites, there is an AP-2 protein, another activator of viral transcription.

The core promoter, from -78 to -1 is the minimum unit for the initiation of transcription. There are both TATA box and initiator-like region, both binding sites of the RNAPolII. This area also contains three sites for Sp1 protein that serves as a platform anchoring other regulatory proteins (for review (Rohr et al. 2003a, Stevens et al. 2006)).

These three zones are contained within the U3 region, while the transactivating TAR element is contained within the region R of the LTR. This area will give rise to the stem-loop structure for the initiation of transcription. This area then recruits the viral transactivator Tat, which interacts with the elongation factor P-TEFb, necessary to improve the processivity of RNAPolIII. In addition, as the U3 region, this area is invariably the site of nucleosome 1, Nuc-1.
Introduction

provirus that blocks and prevents the RNApolII from initiation of transcription (Van Lint 2000). After Nuc-1 is U5 region, which contains additional binding sites for transcription factors AP-1, SP1, NF-AT, Sp1 and IRF-1 (Rohr et al. 2003a). *(Figure 23)*

![Molecular structure of HIV-1 LTR.](image)

**Figure 23: Molecular structure of HIV-1 LTR.**

HIV promoter LTR has 3 regions (U3, R and U5 regions) containing sites for the different regulatory proteins for HIV-1 transcription *(Li et al. 2012).*

The area between the nucleosomes Nuc-0 and Nuc-1 contains the amplifying region and core promoter. This sequence is accessible to transcriptional modulators and will be the site of competition between activators and repressors factors. Competition between these transcription factors are responsible for epigenetic modifications of Nuc-1 and lead to the closing and opening of chromatin at the LTR.
7.3.2.2. Heterochromatin

The integration of the provirus in heterochromatin areas is not the only explanation for the transcriptional latency. Indeed, it has been established that the provirus integrates majority (93%) in introns belonging to transcriptionally active regions of the host genome (Han et al., 2004). The simplest hypothesis to explain the transcriptional latency is to turn its promoter site from active site to a heterochromatin structure. The heterochromatin is a condensed structure of the DNA. Compaction of genes in a heterochromatin inactivates their transcription (Figure 24).

The fundamental unit of chromatin, the nucleosome, is a protein octamer of histones. These histones can be modified post-translationally by acetylations, phosphorylations, methylations, ubiquitinations and SUMOylations. The histone code modifications are not irreversible, which makes the chromatin state labile and increases the complexity of the transcriptional activity of genes. These changes, which have an impact on the expression profile of genes without altering the genome, are referred as epigenetic modifications (Kouzarides 2007).

Acetylation of histones by histone acetyl-transferases (HAT) is associated with the formation of euchromatin, the transcriptionally active state of chromatin, while the de-acetylation by histone deacetylases (HDACs), leads to the formation of heterochromatin. The acetylation state is directly correlated with transcriptional activation state. Conversely, sumoylation results in the formation of heterochromatin (Wurtele et al. 2009) (Figure 24).
Figure 24: Epigenetic modifications and control of transcription.
Transcriptionally active chromatin, euchromatin is shown as green and transcriptionally inactive state, heterochromatin as red (Schwartz et al. 2010 with modifications).
7.4. **CTIP2**

Chicken ovalbumin upstream promoter transcription factor (COUP-TF) along with Sp1 promotes HIV-1 LTR-mediated transcription (Rohr et al. 1997). CTIP2 (COUP-TF interacting protein 2) is a transcription factor involved in the differentiation and development of the immune system and the central nervous system, inducing the formation of heterochromatin on its target promoters (Enomoto et al. 2011, Kominami 2012). CTIP2 also functions as a key factor to control proliferation of labile epithelium and induces developmental asymmetry of the mouse incisor (Kyrylkova et al. 2012). Moreover, its removal from double positive stage of T cell development or only in T (reg) cells results in the development of autoimmune disease, inflammatory bowel disease (IBD) (Vanvalkenburgh et al. 2011).

CTIP2 works as a general transcriptional repressor of the HIV-1 LTR in the T cells, by interacting with the NuRD complex (Cismasu et al. 2008). Our laboratory has highlighted the role of CTIP2 in the repression of viral transcription. CTIP2 is indeed capable of inhibiting the late phase transcription by inhibiting Tat-dependent transactivation. Tat is relocated in CTIP2 ball-like sub-nuclear structures containing dense protein HP1α, heterochromatin indicator areas. The relocalization of Tat in the heterochromatin environment leads to inhibition of HIV-1 transcription (Rohr et al. 2003b). In addition to the disruption of the transactivation pathway, we demonstrated that CTIP2 was able to repress the initial phase of HIV-1 transcription by interacting with Sp1. CTIP2 represses the COUP-TF-Sp1 mediated activation of HIV-1 promoter. CTIP2 colocalizes in complex containing Sp1, COUP-TF and HP1α to promote heterochromatin formation (Marban et al. 2005). Moreover, CTIP2 promotes the establishment of epigenetic marks inducing the formation of heterochromatin. For that CTIP2 recruits a histone modifying enzyme complex including HDACs (1 and 2) and SUV39H1 methyltransferase. CTIP2 by recruiting HDACs deacetylates H3 histones of the viral LTR and specifically Nuc-1 H3 histones. This is followed by the establishment of the repressive mark on H3K9me3 by SUV39H1. This mark, H3K9me3 allows the recruitment of HP1α protein, which will stabilize the heterochromatin structure of Nuc-1 and allow compaction cascade following nucleosome along the provirus (Marban et al. 2007) (**Figure 25**).
Moreover, LSD1 (lysine-specific demethylase 1) can repress the HIV-1 transcription and in a synergistic manner with CTIP2. LSD1 is working as an anchorage protein that allows the recruitment of WDR5 and SET1, two proteins belonging to the hCOMPASS complex. This complex induces the trimethylation of H3K4 via H3K4me3 and H3K9me3 epigenetic marks. These epigenetic marks were also previously described for CTIP2. LSD1 is involved in the establishment and persistence of latency in microglial cells (Le Douce et al. 2012b).

Thus, CTIP2 can affect the HIV-1 transcription directly for the establishment and maintenance of latency. CTIP2 has been described to exert anti-apoptotic activities in the T-cells lines, as CTIP2 KO leads to the apoptosis of thymocytes (Wakabayashi et al. 2003). The protein p21 is a cyclin-dependent kinase inhibitor and targets cyclin-CDK complexes. Interestingly, CTIP2 can have an indirect impact on the HIV-1 promoter by silencing the p21 gene. The expression of p21 allows the cell cycle arrest in G1, G2 or S-phase (Niculescu et al. 1998, Warfel and El-Deiry 2013). The activity of p21 is mainly regulated at the transcriptional level (Gartel and Radhakrishnan 2005). Thus, the modification of epigenetic marks in the vicinity of p21 promoter is of primary importance (Suzuki et al. 2000, Gartel and Tyner 2002, Lagger et al. 2003, Warfel and El-Deiry 2013).

In addition, p21 facilitates HIV-1 replication in macrophages by blocking the cell cycle under conditions favorable to its transcription (Thierry et al. 2004, Vazquez et al. 2005). In macrophages, the viral protein Vpr is recruited to the promoter of gene p21 via Sp1, which induces the production of p21 (Figure 27) (Amini et al. 2004).

We have also shown that CTIP2 is bound to the p21 promoter via Sp1, instead of Vpr. After the interaction with the promoter, CTIP2 will recruit the same multi-protein chromatin modifying complex previously mentioned (Figure 22). HDACs (HDAC1 and 2) activities and methyltransferase (SUV39H1) will establish marks associated with heterochromatin histones at the promoter p21. Thus, CTIP2 is capable of suppressing the production of p21, allowing to regulate viral transcription indirectly (Cherrier et al. 2009).
Additionally, we have recently been able to demonstrate that CTIP2 is also able to interact with the inactive P-TEFb complex along with HEXIM1 and 7SK snRNA. This interaction of CTIP2 leads to repression of the Cdk9 kinase activity of P-TEFb. (Cherrier et al., under revision PNAS 2013). CTIP2 interacts with HEXIM1 directly and with P-TEFb via loop 2 of 7SK snRNA, thus stabilizing the inactive complex in which P-TEFb is held (Figure 26).

Additionally, CTIP2 is also able to suppress the Cdk9 kinase activity of P-TEFb, when CTIP2 is part of the complex CTIP2/P-TEFb/Tat. By inhibiting Cdk9, CTIP2 limits CTD phosphorylation of RNApolII, thus counteracting the ability of transactivator Tat, although the viral protein was able to extract inactive P-TEFb from 7SK snRNA complex. (Cherrier et al., under revision PNAS 2013). So, CTIP2 can control P-TEFb function in both physiological and pathological conditions.

Altogether, CTIP2 alone is able to repress directly the transcriptional activity of HIV-1 by establishing a compact chromatin environment at the viral promoter and limiting the function of the transactivator Tat. On the other hand, CTIP2 also has indirect negative effect on HIV-1 transcription i.e. via repression of p21 expression, or by sequestering P-TEFb in inactive complex associated with 7SK snRNA.
Figure 25: CTIP2 represses the HIV-1 transcription by favoring heterochromatin structure (Schwartz et al. 2010).

Figure 26: CTIP2 can repress P-TEF-b target genes (Cherier et al. under revision PNAS 2013).
CTIP2 associates with HEXIM1 and 7SK snRNA to repress P-TEFb kinase activity. CTIP2 represses HIV-1 transcription by via recruiting chromatin modifying complex to induce heterochromatin structure at Nuc-1. Secondly, CTIP2 can replace Vpr from p21 promoter and repress p21 production, via same mechanism to repress HIV-1 transcription (Le Douce et al. 2010).
7.5. **Vpr and Cul4A-DDB1\(^{\text{DCAF1}}\) E3 ubiquitin ligase.**

Among many other functions attributed to HIV-1 Vpr one is the induction of cell cycle arrest at G2 phase. It has been described that the Vpr can induce the G2 arrest by targeting a cellular factor required for propagation of cell cycle. Indeed, Vpr can induce the degradation of a yet-to-be-identified cellular protein by recruiting it to Cul4 E3 ubiquitin ligase. The recruitment of the cellular protein to this E3 ubiquitin ligase, results in the ubiquitin conjugation. This post translational modification alters the function or subcellular localization of the protein. Usually, these polyubiquitin marks may lead to the proteasomal degradation (Belzile et al. 2007, DeHart et al. 2007, Le Rouzic et al. 2007, Tan et al. 2007, Wen et al. 2007). In the absence of Vpr, there are number of targets associated with Cul4-DDB1 E3 ubiquitin ligase, mimicking its involvement in DNA damage response (Shiyanov et al. 1999). The DDB1 protein links the target protein directly or indirectly, including histones, Chk1, p27\(^{\text{kip}}\) etc. (Bondar et al. 2006, Kapetanaki et al. 2006, Leung-Pineda et al. 2009). The association of HIV-1 Vpr with the Cul4 ubiquitin ligase is essential for at least its three functions.

4) Induction of G2 cell cycle arrest by HIV-1 Vpr or HIV-2/SIV Vpr.

5) Enhancement of macrophage infection by HIV2/SIV Vpx.

6) HIV-1 Vpr can also degrade UNG2 and SMUG1 via Cul4 ubiquitin ligase (Schrofelbauer et al. 2005).

The biological significance of Vpr-induced G2 cell cycle arrest in dividing cells is still not clear. It is proposed that this phase of cell cycle provides optimal environment for viral replication, because during this phase we can observe active transcription and translation of mRNA. The production of virions was increased 2-to-3 folds in the presence of Vpr but it was quite less than expected (Goh et al. 1998). Although, this effects looks modest but virus production can be stimulated significantly due to cumulative effect after several replication cycles.
Vpr induces the formation of chromatin associated nuclear foci in the infected cells, which contain DCAF1. This formation of nuclear foci is related to its ability to induce G2 arrest as SIV Vpr can also form these nuclear foci but Vpx cannot. Interestingly, it has been suggested that Vpr recruits the Cul4A-DDB1DCAF1 E3 ubiquitin ligase to these nuclear foci. As, these nuclear foci are stable and mobile, they can target chromatin associated cellular substrates for their ubiquitination and subsequent degradation via 26S proteasome. This degradation of cellular protein ultimately leads to G2 cell cycle arrest in dividing cells (Belzile et al. 2010b).

Moreover, HIV-1 Vpr down regulates IRF3 (interferon regulator factor 3) but this degradation is not specific to Cul4A E3 ubiquitin ligase (Okumura et al. 2008). IRF3 is an essential factor for the production of interferon-beta (INF-β) (Doehle et al. 2009, Kogan and Rappaport 2011). Interestingly, expression of natural killer cell ligands is triggered by this DNA-damage response in the infected cells (Ward et al. 2009, Richard et al. 2010). Importantly, Vpr, alone or with virion infection, upregulates this expression of natural killer ligands to increase killing mediated by natural killer cells (Pham et al. 2011). The role of this upregulation of natural killer ligands is still ambiguous.

Macrophages and dendritic cells play a vital role in the host immune system to counter the invading infections. HIV-1 has the ability to infect the non-dividing cells albeit less efficiently and Vpr plays a vital role in this infection (Connor et al. 1995). HIV-1 is capable of counter acting these mechanisms of immune system to persist for longer periods of time. This lack of replication helps the virus to avoid the possible immune counteraction (Harman et al. 2006). Moreover, these cells can disseminate the infection to the CD4+ T cells by direct immunological synapse and to the sanctuaries to reduce the chance of its counteraction by immune system (McDonald et al. 2003). Infection in macrophages can help the viral pathogenesis by triggering the apoptosis in the CD4+ or CD8+ T cells (Oyaizu et al. 1993, Zheng et al. 1995). More importantly, as macrophage half-life is very long as compared to CD4+ T cells, they act as long-term reservoirs of virus (Herbein et al. 2010).

HIV-1 Vpr role in the macrophage infection is still ambiguous. For the replication of lentiviruses, the viral genome is transported in the nucleus and this is achieved without the disruption of nuclear membrane. Being karyophilic in
nature, Vpr can associate with PIC. Initial studies showed the increase of macrophage infection by HIV-1 Vpr by facilitating PIC in non-dividing cells (Bukrinsky et al. 1992, Popov et al. 1998, Fassati 2006), hinting towards the nuclear import signals of Vpr for nuclear transportation of PIC. As a virion packaged protein, Vpr can show its effects from the start of life cycle of virus. The transportation of PIC plays an important role in macrophages; however it was later revealed that none of these nuclear import signals is essential for macrophage infection in non-dividing cells (Yamashita and Emerman 2005, Riviere et al. 2010). Moreover, these signals are found on other components of PICs and nuclear import can be carried out without any know nuclear import signals (Riviere et al. 2010). Thus, Vpr-induced enhancement of HIV-1 infection in macrophages must be related with other mechanisms rather transportation of PIC or non-cycling status of macrophages. The cell type is very important for the function of Vpr, even from the same tissues. Vpr depletion appears to be significant in macrophages of lymphoid tissue explants but not to resting T cells from the same tissue (Zennou et al. 2001).

HIV-2 or SIV also infects the macrophage and even more efficiently than HIV-1 possibly due to better efficiency of Vpx (Sharova et al. 2008, Srivastava et al. 2008). The recent studies showed that Vpx can target host restriction factor present in macrophages to assist the viral replication. This restriction factor is identified as SAMHD1. Indeed, Vpx loads SAMHD1 to Cul4 E3 ubiquitin ligase for its polyubiquitination and proteasome-mediated degradation (Hrecka et al. 2011, Laguette et al. 2011) (for review (Sharifi et al. 2012)). (Figure 28)

More recently, another anti-HIV restriction factor has been proposed in macrophages. Indeed, the study focusing on effects of interferon-beta (INF-β) and lipopolysaccharide (LPS) on myeloid-derived lineage cells showed that they initiate mobilization of another new restriction barrier to retroviral infection. The INF-β/LPS-induced restriction appears to be at or near PIC transportation but before integration of proviral, contrary to SAMHD1 that restricts retroviral infection during reverse transcription (Pertel et al. 2011). This proposed restriction factor can counter acted by HIV-2/SIV Vpx. Interestingly, HIV-2/SIV itself cannot take benefit of Vpx but HIV-1 can use this Vpx to counter this barrier. Although, Vpx relieves this restriction but this counter action does not require DCAF1. So, Vpx can inhibit this restriction either by direct blocking or
indirectly by depleting other proteins. Thus, proteins like Vpr and Vpx can counteract their targets by either via recruiting DCAF1 adaptor protein or without (for review (Sharifi et al. 2012)).

Moreover, Vpr can be found in free form in the serum or CSF in the infected patients. The HIV-1 infection can be disseminated to CNS by the transport of infected lymphocytes or monocytes. After the entry in CNS, lymphocytes and differentiated monocytes have the ability to produce the viruses and production of free Vpr. Among CNS residing cells, microglia are the primary target of HIV-1 infection and possibly can contribute in releasing the Vpr throughout the CNS. Resting microglia also contribute in this regards after infection albeit less than activated microglia (for review (Ferrucci et al. 2011)).

**Figure 28:** Summary of restriction factors and their counteraction in myeloid cells (Sharifi et al. 2012).
Recently, it has been described that Vpr interacts with various cellular proteins including DDB1, DCAF1, Cul4A, UNG, DYHC, HAT1, RbAp46 etc (Jager et al. 2012b). Interestingly, interaction of Vpr with HAT1 may suggest its ability to regulate acetylation of newly synthesized cytoplasmic histones (Verreault et al. 1998, Makowski et al. 2001). Its interaction with DYHC1 (Cytoplasmic dynein 1) may indicate its ability to transport the cellular protein via retrograde motility (Bharti et al. 2011). More interestingly, its association of RbAp46 (Retinoblastoma binding protein p46) indicates its role in histones remodeling (Murzina et al. 2008). RbAp46 is one of the seven subunits of NuRD (Nucleosome remodeling and histone deacetylase) complex. Other subunits include, HDAC (histone deacetylases) 1 & 2, RbAp48 (Retinoblastoma binding protein p48), MTA 1/2/3 (Metastasis-associated proteins), MBD3/2 (methyl-CpG-binding domain proteins) and CHD3/4 (chromodomain helicase DNA binding proteins) (Xue et al. 1998).

Altogether, Vpr is capable of induction of unknown cellular target for proteasome-mediated degradation, to induce G2 cell cycle arrest in dividing cells. In non-dividing cells, HIV-1 Vpr or HIV-2/SIV Vpx promotes viral replication via various mechanisms. One of these mechanisms is the counteraction against a cellular factor, possible detrimental for viral replication. The functions of the Vpr may be cell specific. HIV-1 Vpr may possibly induce the degradation of a protein or a class of protein, as UNG2 and SMUG1 share a common motif essential for Vpr interaction. And lastly not the least, Vpr may possible only acts as an enhancer for the constitutive degradation of a protein, as described by increase turnover of UNG2 in the presence of Vpr (Wen et al. 2012).
Aim of study
HIV-1 accessory proteins use host ubiquitination system to degrade host cellular proteins to avoid their actions that hamper the HIV-1 replication. Indeed, HIV-1 Vpr, Vif and Vpu all are capable of hijacking the host ubiquitination proteasome system (UPS) to induce ubiquitination and therefore resulting in the proteasomal inactivation of their cellular target proteins. HIV-1 Vpr indeed engages with DDB1-cullin4A ubiquitin ligase complex via an adaptor protein, VprBP or DCAF1 that make a link to DDB1 (Belzile et al. 2007, Le Rouzic et al. 2007, Tan et al. 2007, Dehart and Planelles 2008). The HIV-1 Vpr recruits a yet-to-be-identified cellular target to this complex for its ubiquitination and subsequent proteasomal degradation.

HIV-1 replication is hampered by the presence of restriction factors like TRIM5α, tetherin, APOBEC3 and SAMHD1 in the specific cell types. The retroviruses can use their accessory proteins to counter the effects of these restriction factors. Indeed, HIV-1 Vpu counteracts tetherin (Neil et al. 2008, Van Damme et al. 2008, Mitchell et al. 2009) and Vif targets APOBEC3 for its proteasomal degradation (Mangeat et al. 2003, Sheehy et al. 2003). Recently, it has been shown that SAMHD1 is targeted by HIV-2 Vpx for its proteasomal-mediated degradation in myeloid-cell types (Hrecka et al. 2011, Laguette et al. 2011, Lahouassa et al. 2012b). Therefore, retroviruses counteract the host cellular proteins to help for their replication.

We had reported that the transcription factor COUP-TF interacting protein (CTIP2) plays a vital role in promoting viral latency by inhibiting viral replication in human microglial cells (Marban et al. 2007). Our research laboratory has previously shown that CTIP2 inhibits early and late gene transcription of HIV-1 in human microglial cells (Rohr et al. 2003b, Marban et al. 2005), by recruiting chromatin modifying enzyme complex (Marban et al. 2007). Moreover, CTIP2 is able to inhibit HIV-1 gene transcription indirectly by silencing the p21 gene transcription via inducing epigenetic modifications at p21 promoter (Cherrier et al. 2009).

Although, CTIP2 is identified as transcriptional inhibitor in microglial cells but HIV-1 can still avoid this transcriptional inhibition to replicate in the microglial cells. By comparing our previous studies and HIV-1 replication in the microglial cells, the question arises that how can HIV-1 bypass this CTIP-
mediated silencing in the HIV-1 permissive cells. Our previous experiments indicated that Vpr-mediated regulation can be modulated by expressing CTIP2. Moreover, we have observed that Vpr interacts with CTIP2 in microglial cells in its sub-nuclear structures. Moreover, we know that HIV-1 can productive infect microglial cells, this may suggest a counteractive mechanism adapted by HIV-1 to bypass this effect. Thus, we postulated that Can HIV-1 Vpr target undesired cellular proteins by the process of ubiquitination in these cells? The effect of proteasome inhibitor and knockdown of DCAF1 on the degradation of CTIP2 will be investigated. We will also explore the effect of depletion of Vpr from the HIV-1 by using pNL4.3 Vpr. By immunoprecipitation assays, we will identify the physical localization of the proteins and sequential immunoprecipitation assay will be used to decipher the different complexes of CTIP2 interacting with Cul4A-DDB1-DCAF1. Finally by confocal microscopy, we will observe the co-localization of different proteins of this complex in the microglial cells in the absence or presence of MG132.
Results
1. Presence of Vpr is important for HIV-1 to down-regulate CTIP2 expression.

HIV-1 accessory proteins induce the degradation of host cellular proteins by hijacking the host ubiquitin proteasome system. HIV-1 accessory proteins induce the ubiquitination of these cellular proteins for their proteasomal degradation. CTIP2 has been described to induce the inhibition of early and late gene transcription of HIV-1 in the microglial cells. HIV-1 is still able to productively infect the microglial cells expressing low levels of CTIP2. This points that HIV-1 has evolved to counter this effect of CTIP2 in microglial cells. We have described that Vpr can interact with CTIP2 to regulate p21 function in microglial cells. Moreover, HIV-1 Vpr can interact with Cul4A-DDB1 E3 ubiquitin ligase complex via adaptor protein DCAF1 to induce the proteasome-mediated degradation of cellular proteins. This helped us to postulate that HIV-1 Vpr may be involved in the counter action of CTIP2 in microglial cells.

To investigate the effect of Vpr expression on CTIP2, we explored the effect of depletion of Vpr from the infectious provirus (pNL4.3-ΔENV-luc wt). First, we normalized the amounts of each vectors (pNL4.3-ΔENV-luc wt and pNL4.3-ΔΔENV-ΔVpr -luc) to be transfected in order to obtain the same level of transcription by using the luciferase assay. When we observe the same amount of luciferase production by both plasmids (Figure 1B), we used the same ratios of plasmids for the transfection along with stable amount of CTIP2. By western blot probed against CTIP2 antibody we revealed that the expression of CTIP2 was stabilized with depletion of Vpr from the pNL4.3-ΔENV-luc (pNL4.3-ΔENV-luc ΔVpr). We observed that the expression of CTIP2 is inhibited in the presence of pNL4.3-ΔENV-luc wt, but the mutant of pNL4.3-ΔENV-luc lacking Vpr failed to induce the inhibition of CTIP2 expression. Loading of the nuclear extracts was controlled by checking the presence of β-actin (Figure 1A). This result may suggest that expression of Vpr may down regulate the expression of CTIP2 and Vpr deletion from provirus reduces its down regulation effects of CTIP2.
Figure 1: Depletion of Vpr renders HIV-1 to degrade CTIP2.

(A) HEK293T cells transfected with vectors pNL4.3-ΔENV-luc wt, or pNL4.3-ΔENV-luc ΔVpr and with vector expressing CTIP2 were lysed. The presence of the indicated proteins was probed with anti-CTIP2 and anti-β-actin.

(B) Microglial cells transfected with vectors expressing pNL4.3-ΔENV-luc wt or pNL4.3-ΔENV-luc ΔVpr were lysed and subjected to luciferase assays 48 hours post-transfection. The values are expressed relative to the value obtained with pNL4.3-ΔENV-luc wt (column 1).

2. HIV-1 Vpr is capable of CTIP2 degradation with no effect on CTIP2 mRNA.

This effect of HIV-1 Vpr was investigated by measuring the levels of CTIP2 expression in the absence/presence of HIV-1 Vpr wt. For this purpose, HEK293T cells were transfected with vectors expressing CTIP2 along with gradual increase of GFP-Vpr wt. By western blot probed with CTIP2 antibody, we noticed that the expression of CTIP2 is inversely correlated with the expression of HIV-1 Vpr wt, with stable expression of β-actin (Figure 2A). This suggested us that CTIP2 might be degraded by HIV-1 Vpr via ubiquitin proteasome system. To investigate the impact of Vpr on CTIP2 mRNA, we measured the levels of CTIP2 mRNA in the presence and absence of Vpr. Cells transfected with vectors expressing CTIP2 or/and Vpr were subjected to a quantitative RT-PCR to assess
the effect of Vpr on the levels of CTIP2 mRNA. We observed that the level of CTIP2 mRNA was not significantly affected in the presence of Vpr (Figure 2B), which further suggested that the lower expression of CTIP2 in the presence of Vpr was related to post-translational modification of this protein. Thus, we can say that overexpression of HIV-1 Vpr is correlated with lower levels of CTIP2, without affecting its mRNA levels.

![Figure 2](image)

**Figure 2: Effect of HIV-1 Vpr on CTIP2 and CTIP2 mRNA.**

(A) HEK293T cells were transfected with vectors expressing CTIP2 and GFP-Vpr wt as indicated. Total amounts of transfected DNA were normalized by using mock vector. Expression of the indicated proteins was determined by Western blot analysis probed with anti-CTIP2, anti-GFP (Vpr) and anti-β-actin antibodies.

(B) HEK293T cells were transfected with vector expressing CTIP2 along with mock vector or vector expressing Vpr. Total amounts of DNA were normalized by using mock. The expression of CTIP2 mRNA were measured by using quantitative RT-PCR and expressed in relative values to control.
3. HIV-1 Vpr enhances the proteasome-mediated turnover of CTIP2.

The proteasome-mediated degradation of proteins can be inhibited by the use of proteasome inhibitors such as MG132. These inhibitors block the function of proteasome by binding to its 20S proteasomal core via MB1 proteasomal subunit (Lee and Goldberg 1998). To assess the hypothesis of proteasome mediated degradation of CTIP2, we investigated the effects of Vpr on CTIP2 in the presence of MG132. The cells transfected with vectors expressing CTIP2 and HIV-1 GFP-Vpr wt were treated with either DMSO (control) or MG132 (proteasome inhibitor) for 12hr before their lysis. By western blot, we observed that CTIP2 is degraded in the presence of Vpr when the cells were treated with DMSO (Figure 3, compare lanes 1 and 2) but this degradation was constrained in the presence of MG132 (Figure 3, compare lanes 3 and 4), which confirmed our hypothesis that the degradation of CTIP2 by Vpr is carried out through proteasomal pathway. Interestingly, we noticed that the expression of CTIP2 in the absence of Vpr was also stabilized in the presence of MG132 (Figure 3, compare lanes 1 and 3). Indeed, we observed that there was more CTIP2 expressed in the presence of MG132 than DMSO. This may suggest that CTIP2 might be constitutively targeted for its proteasome-mediated degradation even in the absence of Vpr that was inhibited in the presence of MG132. The expression of HIV-1 Vpr uses this endogenous machinery to further abrogate the expression of CTIP2. These results indicated that HIV-1 Vpr may enhance the ongoing constitutive degradation of CTIP2 and this degradation of CTIP2 is achieved by using the cellular ubiquitin proteasome system.
Figure 3: Proteasome-mediated degradation of CTIP2.

HEK293T cells were transfected with vectors expressing CTIP2 and GFP-Vpr wt as indicated. Cells were treated with either DMSO (Lane 1 and 2) or MG132 (Lane 3 and 4) 12h prior to harvesting the cells. Indicated proteins were probed with anti-CTIP2, anti-GFP (Vpr) and anti-β-actin by Western blot.

4. Ubiquitination of CTIP2 is enhanced by HIV-1 Vpr.

DDB1-Cul4A E3 ubiquitin ligase targets the host cellular proteins for their ubiquitination for their subsequent proteasome-mediated degradation. We have shown that CTIP2 is targeted for its degradation by HIV-1 Vpr. CTIP2 must be ubiquitinated before its proteasome-mediated degradation. Moreover, we treated the cells with either DMSO (Mock) or MG132 (proteasome inhibitor) 6hr prior to harvesting, to observe the effect of proteasome inhibitor on the ubiquitination and ubiquitinated CTIP2. The cell lysates were subjected to immunoprecipitation by using antibodies raised against CTIP2. The western blot probed against CTIP2 and ubiquitin showed that CTIP2 is indeed ubiquitinated. Additionally, the levels of the ubiquitinated CTIP2 were higher by 58% in the cells treated with MG132 (Figure 4, compare lanes 1 and 3), which further suggested constitutive ubiquitination of CTIP2. These observations indicated that CTIP2 is ubiquitinated...
Results

even without HIV-1 Vpr and this ubiquitinated CTIP2 is stabilized in the presence of MG132.

**Figure 4: HIV-1 Vpr enhances ubiquitination of CTIP2.**

HEK293T cells transfected with vectors expressing CTIP2 along with HA-Ub and HIV-1 Vpr wt as indicated. Cells were treated with either DMSO (lanes 1 and 2) or MG132 (lanes 3 and 4) 24 h prior to harvest. The nuclear lysates were subjected to immunoprecipitation against CTIP2. The presence of the ubiquitinated CTIP2 and Vpr in immunoprecipitated proteins and in nuclear extracts was probed by western blot using anti-Ubiquitin (p-CTIP2), anti-GFP (Vpr) and anti-β-actin antibodies. The quantification of ubiquitinated proteins was carried out by image J 1.46r and displayed relative to 100 in each row.

Moreover, the presence of Vpr induced the deprivation of ubiquitinated CTIP2 by 70% and this deprivation is re-established in the cells treated with MG132 about 300% as compared to Vpr in DMSO (**Figure 4, compare lanes 2 and 4**). So, this may suggest that the degradation of CTIP2 by HIV-1 Vpr is carried out via proteasome system and can be inhibited by treating cells with proteasome inhibitors. The expression of Vpr in the presence of MG132 is stabilized, which further showed that the Vpr itself is also targeted for
proteasome-mediated degradation as previously described (Le Rouzic et al. 2008) (Figure 4, compare lanes 2 and 4). Therefore, CTIP2 is ubiquitinated in the absence of HIV-1 Vpr and this ubiquitination is enhanced by HIV-1 Vpr. Moreover, HIV-1 Vpr targets this ubiquitinated CTIP2 for its proteasome-mediated degradation.

5. HIV-1 Vpr needs DCAF1 association to enhance CTIP2 degradation.

![Figure 5: Association of DCAF1 is essential for Vpr-mediated degradation of CTIP2.](image)

(A) HEK293T cells were transfected with vectors expressing CTIP2, HA-Vpr wt (column 2) and HA-Vpr Q65R as indicated. The presence of indicated proteins in the nuclear extracts was determined by Western blot probed with antibodies raised against CTIP2, HA or β-actin. (B) HEK293T cells transfected with vectors expressing CTIP2 and flag-DCAF1 without or with GFP-Vpr wt as indicated along with si-control (lanes 1 and 2) or si-DCAF1 (lanes 3 and 4) were lysed. The presence of the indicated proteins in the nuclear extracts was determined by Western blot probed with antibodies raised against DCAF1, CTIP2, β-actin and GFP. The quantification of the western blot bands was measured by using imageJ 1.46r and is expressed relative to 100 in each row.
DCAF1 serves as an adaptor protein to bridge Vpr to Cul4A-DDB1 E3 ubiquitin ligase. HIV-1 Vpr mutants that are unable to bind with DCAF1 are defective in their functions. Here, we compared the effect of HIV-1 Vpr wt and its mutant Q65R, which is unable to interact with DCAF1 and hence is unable to induce G2 cell cycle arrest in dividing cells (Le Rouzic et al. 2007). We observed that the proteasome-mediated degradation of CTIP2 in presence of HIV-1 Vpr wt was inhibited in the presence of HIV-1 Vpr mutant Q65R (Figure 5A). This data indicated that association of Vpr with DCAF1 is essential to enhance the CTIP2 degradation.

We further investigated the importance of DCAF1 for proteasome-mediated degradation of CTIP2 by using a knock down strategy. The effect of HIV-1 Vpr wt was investigated after knocking down DCAF1. The cells were transfected with a siRNA against DCAF1 along with small amounts of vectors expressing DCAF1 and indicated proteins. Again, we observed that CTIP2 is degraded by HIV-1 Vpr in the presence of DCAF1 (97%). We confirmed the DCAF1 knock down efficiency by western blot probed against anti-DCAF1. As expected the degradation of CTIP2 was prevented (Figure 5B, lane 4) in cells where DCAF1 is knocked down as compared to cells expressing DCAF1 (Figure 5B, lane 2), we observed a very significant recovery of the CTIP2 (from 3% to 54%). Although, knock down of DCAF1, did not restore all CTIP2, but still significant CTIP2 was prevented from degradation. This showed that either there is some DCAF1 still available or there is another mechanism by which CTIP2 is still targeted for degradation. Moreover, here we observed that there was a stabilization of CTIP2 protein expression in the absence of DCAF1 even in the absence of Vpr that further confirmed our previous results about the ongoing constitutive degradation of CTIP2 (about 53%). The loading of all western blots was normalized by visualizing the β-actin expression. From these results, we concluded that DCAF1 association with the Vpr plays an important role in the proteasomal-mediated degradation of CTIP2.
6. CTIP2 interacts with DDB1, DCAF1 and HIV-1 Vpr.

Figure 6: CTIP2 interacts with DDB1, DCAF1 and HIV-1 Vpr.

(A) HEK293T cells transfected with vectors expressing myc-DDB1, Flag-DCAF1, pNTAP-CTIP2 and HA-Vpr wt as indicated were lysed and immunoprecipitated with non-immune serum IgG (NIS) or anti-CTIP2 antibody. Immunoprecipitated proteins were probed with anti-myc (m-DDB1) and anti-HA (h-Vpr wt).

(B) Input proteins were detected by western blot probed anti-Flag (DCAF1), anti-myc (DDB1), anti-CTIP2, anti-β-actin and anti-HA (Vpr) antibodies.

(C) HEK293T cells transfected with vectors expressing myc-DDB1, Flag-DCAF1, pNTAP-CTIP2 and HA-Vpr wt as indicated were lysed and immunoprecipitated with anti-FLAG (f-DCAF1) antibody. Immunoprecipitated proteins were probed with anti-CTIP2 and HA antibodies.
The current model for HIV-1 Vpr mechanism of action relies on the recruitment of an unknown cellular target protein to a Cul4A-DDB1 ubiquitin ligase complex through DCAF1 binding by Vpr, which leads to the ubiquitination and inactivation of this unknown cellular target. Based on this model, we investigated if CTIP2 belonged to a complex comprising DDB1, DCAF1 and Vpr by using a co-immunoprecipitation strategy. Proteins from cells transiently transfected with DCAF1, DDB1, CTIP2 and Vpr as indicated were subjected to co-immunoprecipitation against either Non-Immune Serum (NIS) as a control or with antibodies raised against CTIP2. The immunoprecipitated complexes were visualized by western blot with antibodies raised against DDB1 and Vpr. We observed that CTIP2 can interact with DDB1 in the absence and in the presence of Vpr (Figure 6A). However, the level of DDB1 was lower when Vpr was present (Figure 6A, compare lanes 4 and 6). This indicated that lower interaction of CTIP2 with DCAF1-Cul4A-DDB1 ubiquitin ligase complex might be due to degradation of CTIP2. These results further argued that CTIP2 belonged to a DCAF1-DDB1 complex even in the absence of Vpr. The expression of input proteins was detected by the western blot probed with anti-Flag, anti-myc, anti-CTIP2, anti-β-actin and anti-HA antibodies (Figure 6B). Here, again we observed that the expression of CTIP2 is inhibited in the presence of HIV-1 Vpr.

By using the transfection with the same indicated plasmid as shown in the Figure 6B, we next performed a second co-immunoprecipitation assay with the anti-Flag antibody which targeted Flag-DCAF1 to further elaborate the CTIP2-DCAF1-DDB1 complex. The presence of CTIP2 and Vpr in the immunoprecipitated protein complexes was detected by western blot probed against anti-CTIP2 and anti-HA, respectively. We observed that the DCAF1 and CTIP2 were associated in a same complex either in the absence or presence of Vpr (Figure 6C). These results showed that CTIP2 interacts with DCAF1 in the absence and presence of Vpr, in order to induce the degradation of CTIP2 by proteasome. Altogether, we can say CTIP2 is associated in a complex containing DCAF1 and DDB1 without or with Vpr.
7. HIV-1 Vpr interacts with CTIP2.

Figure 7: Interaction of Vpr and CTIP2.

HEK293T cells transfected with vectors expressing CTIP2, Flag-DCAF1, myc-DDB1 and HA-Vpr wt as indicated were lysed and subjected to immunoprecipitation with anti-HA antibody. Input and immunoprecipitated proteins were probed with anti-CTIP2, anti-Flag (DCAF1) and anti-HA (Vpr wt) antibodies.

Finally, the association of Vpr and CTIP2 was investigated by the help of co-immunoprecipitation assay. The transfected cells with indicated plasmids were lysed and the nuclear extracts were subjected to co-immunoprecipitation by using anti-HA antibody against HA-Vpr. We observed that CTIP2 can be immunoprecipitated with Vpr along with DCAF1 (Figure 7, lanes 1 and 2). Along with previous results, we concluded that CTIP2 is associated in a complex containing DCAF1 and DDB1 either in the absence or presence of HIV-1 Vpr.
8. DCAF1 is bound to CTIP2-associated heterochromatin modifying enzymes complex:

<table>
<thead>
<tr>
<th></th>
<th>Input</th>
<th>IP1: α-Flag</th>
<th>IP2: α-CTIP2</th>
</tr>
</thead>
<tbody>
<tr>
<td>f-DCAF1</td>
<td>–</td>
<td>+</td>
<td>–</td>
</tr>
<tr>
<td>CTIP2</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>f-DCAF1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CTIP2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HDAC2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CDK9</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Figure 8: Deciphering the DCAF1 and CTIP2 complex:**

HEK293T cells transfected with vectors expressing CTIP2 and Flag-DCAF1 were lysed and subjected to immunoprecipitation with anti-FLAG antibody. After washing, antibody-bound complexes were eluted with FLAG-peptide and subjected to sequential immunoprecipitation with anti-CTIP2 antibody. The presence of the indicated proteins in input (lanes 1 and 2) and in immunoprecipitated complexes (lanes 3 to 6) was probed against anti-FLAG (DCAF1), anti-CTIP2, anti-HDAC2 and anti-CDK9 antibodies.

CTIP2 interacts with different cellular proteins in order to induce silencing of HIV-1 gene transcription. CTIP2 recruits heterochromatin modifying complex including HDACs (1 and 2) to induce a heterochromatin structure at the HIV-1 promoter. The second identified CTIP2-associated complex comprises of inactive P-TEFb (CyclinT1/CDK9). Here, we tried to decipher the complex of CTIP2, which include DCAF1 and DDB1 to know which complex is hijacked for its degradation. To do so, we observed the association of CTIP2 with HDAC2 (member of heterochromatin modifying complex) and CDK9 (part of P-TEFb) in the complex comprising DCAF1. The cells transfected with vectors expressing CTIP2 and Flag-DCAF1 were subjected to immunoprecipitation against anti-Flag antibody. The eluted complexes were subjected to sequential immunoprecipitation with anti-
CTIP2 antibody and western blot was performed to observe the presence of CTIP2, Flag-DCAF1, HDAC2 and CDK9. By western blot, we observed that Flag-DCAF1 interacts with CTIP2 and this complex also contains HDAC2, which remained associated even after the second IP (Figure 8). On the other hand, there was no CDK9 associated with DCAF1-CTIP2 complex. These results showed that DCAF1 associated ubiquitin ligase system targets the CTIP2 complex that includes heterochromatin-modifying complex but not the one with inactive P-TEFb complex.
9. DCAF1 and Vpr co-localize with CTIP2 in its sub-nuclear structures in the microglial cells.
Results

Figure 9: Colocalization of CTIP2, DCAF1 and Vpr.

Microglial cells were transfected with vectors expressing RFP-CTIP2, GFP-Vpr and Flag-DCAF1 as indicated. After being treated, overexpressed Flag-DCAF1 was detected with antibodies directed against the Flag epitope. The primary complexes were revealed by CY5-labelled anti-species secondary antibodies (blue staining). The nuclei were stained with Hoechst (grey). Coverslips were subjected to confocal microscopy analysis. The colocalization was measured by ImageJ 1.46r by calculating the Mander’s colocalization coefficients m1 and m2. Bar measures 10µm.

(A) Alone protein localization of Flag-DCAF1, GFP-Vpr and RFP-CTIP2 with Hoechst.

(B) Colocalization between Flag-CTIP2, GFP-Vpr and RFP-DCAF1 and mask column (images 6, 12 and 18) shows the localization of the indicated proteins.

(C) Colocalization among all three proteins i.e. Flag-DCAF1, RFP-CTIP2 and GFP-Vpr.

To observe colocalization of RFP-CTIP2 with Flag-DCAF1 and GFP-Vpr inside the nucleus, microglial cells were transfected with these three plasmids as indicated in the Figure 9 A-C. These transfected cells were observed by immunofluorescence confocal laser microscopy. The nucleus was stained with Hoechst and shown in grey. As previously described (Rohr et al. 2003b), RFP-CTIP2 is expressed in the ball-like structures in the nuclei of microglial cells. GFP-Vpr is also present predominantly in the nucleus and also along perinuclear
localization (Le Rouzic et al. 2002, Sorgel et al. 2012) and finally Flag-DCAF1 stained with Cy-5 antibodies, also expressed predominantly in the nucleus of the microglial cells (Figure 9A).

The overexpression of RFP-CTIP2 and Flag-DCAF1 leads to the re-localization of Flag-DCAF1 inside sub-nuclear structure of RFP-CTIP2. Although, the localization is not very strong, may be due to lesser interaction between CTIP2 and DCAF1 or interaction with Cul4A-DDB1\textsuperscript{DCAF1} E3 ubiquitin ligase already resulted in the degradation of CTIP2. Moreover, Flag epitopes within these ball-like structures may be not fully accessible to the anti-Flag antibodies explaining why it stained the periphery of ball like structures. The interaction between RFP-CTIP2 and Flag-DCAF1 was observed in the merge image and the mask image revealed that Flag-DCAF1 is stained around few ball-like structures of the RFP-CTIP2 in the nucleus (Figure 9B, images 1-6). Mander’s colocalization coefficients revealed that 99% RFP-CTIP2 was co-localized with Flag-DCAF1, while only 38% of Flag-DCAF1 with RFP-CTIP2.

As previously described, we observed the nuclear co-localization of the GFP-Vpr within ball-like structures of RFP-CTIP2 (Cherrier et al. 2009). This co-localization was very strong as compared to the RFP-CTIP2 and Flag-DCAF1 localization, with 97% of each proteins interacting with other (Figure 9B, images 7-12). Additionally, we observed that localization of GFP-Vpr with Flag-DCAF1; both are predominantly express in the nucleus (97% of GFP-Vpr and 73% of Flag-DCAF1 co-localizing with the other protein) (Figure 9B, images 13-18).

Finally, we observed co-localization of Flag-DCAF1 and RFP-CTIP2 in the presence of GFP-Vpr in the nucleus of microglial cells. Cells expressing all these proteins showed that there is positive co-localization among these proteins. RFP-CTIP2 is expressed as its typical ball-like structures. Flag-DCAF1 and GFP-Vpr colocalize within sub-nuclear ball-like structures of RFP-CTIP2. In the merge, we observed that all these three proteins can co-localize and possibly can interact with each other during their physiological mechanisms (Figure 9C). Mander’s coefficient showed that the interaction between RFP-CTIP2 and Flag-DCAF1 is significantly increased, with 82-96% of Flag-DCAF1 interacting with the RFP-CTIP2 as compared to only 38% without GFP-Vpr. The other percentages of the
interactions were not significantly changed. Therefore, we can say that Flag-DCAF1 and GFP-Vpr both colocalize in the sub-nuclear ball-like structures of RFP-CTIP2 in microglial cells and GFP-Vpr enhances the colocalization of RFP-CTIP2 and Flag-DCAF1.
10. DCAF1 and Vpr colocalize with CTIP2 in its sub-nuclear structures in the microglial cells in the presence of MG132.

### Results

#### A

<table>
<thead>
<tr>
<th>MG132</th>
<th>HOECHST</th>
<th>MERGE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Flag-DCAF1</td>
<td><img src="image1.png" alt="Image" /></td>
<td><img src="image2.png" alt="Image" /></td>
</tr>
<tr>
<td>GFP-Vpr</td>
<td><img src="image3.png" alt="Image" /></td>
<td><img src="image4.png" alt="Image" /></td>
</tr>
<tr>
<td>RFP-CTIP2</td>
<td><img src="image5.png" alt="Image" /></td>
<td><img src="image6.png" alt="Image" /></td>
</tr>
</tbody>
</table>

#### B

<table>
<thead>
<tr>
<th>MG132</th>
<th>HOECHST</th>
<th>RFP-CTIP2</th>
<th>GFP-Vpr</th>
<th>Flag-DCAF1</th>
<th>MERGE</th>
<th>MASK</th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="image7.png" alt="Image" /></td>
<td><img src="image8.png" alt="Image" /></td>
<td><img src="image9.png" alt="Image" /></td>
<td><img src="image10.png" alt="Image" /></td>
<td><img src="image11.png" alt="Image" /></td>
<td><img src="image12.png" alt="Image" /></td>
<td><img src="image13.png" alt="Image" /></td>
</tr>
<tr>
<td><img src="image14.png" alt="Image" /></td>
<td><img src="image15.png" alt="Image" /></td>
<td><img src="image16.png" alt="Image" /></td>
<td><img src="image17.png" alt="Image" /></td>
<td><img src="image18.png" alt="Image" /></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

![Image](image19.png)
**Results**

**Figure 10: Co-localization of CTIP2, DCAF1 and Vpr in the presence of MG132.**

Microglial cells were transfected with vectors expressing RFP-CTIP2, GFP-Vpr and Flag-DCAF1 as indicated and are incubated with MG132 for 6hr prior to fixation. After being treated, overexpressed Flag-DCAF1 was detected with antibodies directed against Flag epitope. The primary complexes were revealed by CY5-labelled anti-species secondary antibodies (blue staining). The nuclei were stained with Hoechst (grey). Coverslips were subjected to confocal microscopy analysis. Bar measures 10µm.

(A) Alone protein localization of Flag-DCAF1, GFP-Vpr and RFP-CTIP2 with Hoechst.

(B) Colocalization between RFP-CTIP2, GFP-Vpr and Flag-DCAF1 and mask column (images 6, 12 and 18) shows the localization of the indicated proteins.

(C) Colocalization among all three proteins i.e. RFP-CTIP2, GFP-Vpr and Flag-DCAF1.

Microglial cells transfected with vectors expressing RFP-CTIP2, Flag-DCAF1 and GFP-Vpr as indicated. Cells were treated with MG132 for 6hrs before fixation and were observed under confocal microscopy. The nuclei were stained with Hoechst, shown in grey. As previously observed, RFP-CTIP2 was again observed inside the nucleus as ball-like structures **(Figure 10A, images 7-9)**. In the
presence of MG132, GFP-Vpr was also mainly expressed in the nucleus, but here it was more centric in its expression **(Figure 10A, images 4-6)**. Finally, as previously shown (Belzile et al. 2010b), Flag-DCAF1 expresses predominantly in the nucleus but in the presence of MG132 it may be relocated and expressed predominantly in the cytoplasm/perinuclear rather than in the nucleus **(Figure 10A, images 1-3)**.

When both expressed in the presence of MG132, Flag-DCAF1 colocalized with the ball-like structures of RFP-CTIP2 **(Figure 10B, images 1-6)** and here the localization is much more prominent as compared to the localization in the absence of MG132 treatment. Although, we observed the relocalization of Flag-DCAF1 in the cytoplasm but in the presence of RFP-CTIP2, Flag-DCAF1 was colocalized inside ball-like structures of CTIP2 in the nucleus of microglial cell in the presence of MG132. Additionally, this localization was more stronger as compared to cells treated with DMSO, with 55% of Flag-DCAF1 colocalized with RFP-CTIP2 in the presence of MG132 as compared to earlier 38% **(compare Figure 9B, image 6 and Figure 10B, image 6)**.

The localization of RFP-CTIP2 and GFP-Vpr was again observed in the presence of MG132 and there was no significant difference as compared to DMSO treated cells, 97% with DMSO and 95% with MG132 **(compare Figure 9B, image 12 and Figure 10B, image 12)**. However, Flag-DCAF1 was relocalized in cytoplasm in the presence of MG132, and there was less colocalization of GFP-Vpr as compared to DMSO treated cells, 73% with DMSO and 57% with MG132 **(compare Figure 9B, image 18 and Figure 10B, image 18)**.

Again in the presence of MG132, Flag-DCAF1 and GFP-Vpr localized in ball-like sub-nuclear structures of RFP-CTIP2 **(Figure 10C)**. Mander’s coefficient confirmed that there was more percentage of proteins colocalized with each other when expressed altogether. Notably, 80-96% Flag-DCAF1 colocalized with Vpr as compared to earlier 57% without RFP-CTIP2 and 99% of Flag-DCAF1 colocalized with RFP-CTIP2 as compared to earlier 55% without GFP-Vpr. This further confirmed that RFP-CTIP2 colocalizes and possibly can interacts with the Flag-DCAF1 in the presence or absence of GFP-Vpr. Moreover, RFP-CTIP2 and Flag-DCAF1 association is more stable in the presence of MG132.
Supplementary results
SIV Vpx can also induce CTIP2 degradation.

Figure 11: Interaction of Vpr and CTIP2.

HEK293T cells transfected with vectors expressing CTIP2 and mock or HIV-1 Vpr wt or its mutants as indicated were lysed and subjected to western blot probed with anti-CTIP2, anti-β-actin, anti-GFP (Vpr wt) and anti-HA (Vpr mutants) antibodies.

Expression of CTIP2 was observed in cells transfected with vectors expressing CTIP2, GFP-Vpr wt, HA-Vpr Q65R, HA-Vpr R80A and SIV HA-Vpx. Western blot probed with anti-CTIP2 indicated that expression of GFP-Vpr wt induces degradation of CTIP2, while its mutant of HA-Vpr (Q65R) failed to induce degradation of CTIP2 due to its inability to interact with DCAF1. Moreover, another mutant HA-Vpr (R80A), which can interact with DCAF1 but unable to induce G2 arrest, presumably due to its inability to interact with unknown substrate of Cul4A-DDB1DCAF1 E3 ubiquitin ligase, still can induce degradation of CTIP2. This shows that mutant of Vpr unable to induce G2 cell cycle arrest can still induce degradation of CTIP2. So, degradation of CTIP2 by the Vpr may not be correlated with its function to induce G2 cell cycle arrest in the dividing cells. Finally, expression of SIV HA-Vpx leads to inactivation of the CTIP2, which further elaborated that degradation of CTIP2 by Vpr may be correlated with its ability to infect macrophages (Figure 11). Therefore, from these results we
observed that HIV-1 Vpr-mediated degradation of CTIP2 is not related to its function to induce G2 cell cycle arrest, however due to degradation of CTIP2 SIV HA-Vpx may indicate that we should further investigate the HIV-1 Vpr-mediated degradation of CTIP2 in microglial cells keeping in mind its function to facilitate replication in the macrophages.
HIV-1 Vpr can overcome CTIP2-mediated inhibition of gene transcription.

The effect on LTR-luc activity in microglial cells transfected with mock or CTIP2 and with gradual increase in the expression of HIV-1 Vpr was observed by luciferase assay. The results showed that CTIP2 can inhibit LTR-luc of HIV-1 activity in microglial cells. The expression of Vpr in cells overexpressing CTIP2 resulted in the loss in the ability of CTIP2 to induce its effect on the LTR activity of HIV-1 (Figure 12). This showed that either CTIP2 is degraded in the presence of HIV-1 Vpr or Vpr overcomes the silencing of the CTIP2 due to its transactivation effect in microglial cells. These results may show that HIV-1 Vpr can overcome CTIP2 mediated silencing of HIV-1 gene transcription in dose dependent manner. This further elaborated that the expression level of Vpr and CTIP2 may be deciding factor for the fate of microglial cells to enter into latency or productive replication after the infection of HIV-1.

Figure 12: CTIP2-mediated gene silencing and HIV-1 Vpr

Microglial cells were transfected with vectors expressing LTR-luc and Renilla in all points and; with vectors expressing CTIP2 and GFP-Vpr wt as indicated. Total amounts of transfected DNA were normalized by using mock. Luciferase activity was measured after 2 day post-transfection and
expressed relative to value obtained with LTR-luc alone taken as 1. Luciferase activity was normalized by renilla activity.

**CTIP2 overexpression and upregulation of proteasome-associated enzyme subunits.**

To observe the expression of different proteins with overexpression of CTIP2 in microglial cells, we lysed microglial cells transfected with mock vector or vector expressing CTIP2. The nuclear protein extracts were subjected to two-dimensional gel electrophoresis and overexpressed and newly expressed bands were subjected to mass spectrometry (Figure 13). As expected, we observed an upregulation of many proteins after the expression of CTIP2 in the microglial cells. Specifically, we observed upregulation of some proteins associated with the ubiquitin proteasome pathway. Moreover, we observed an upregulation of the enzymes involved in the deubiquitination of proteins, which showed that ubiquitination of CTIP2 might be a reversible process like some other proteins. The microglial cells can also counteract this ubiquitination of CTIP2 to avoid its enhanced degradation. The proteins found after overexpression of CTIP2 are shown in (table 3) and proteins involved in ubiquitination and deubiquitination found after the overexpression of the CTIP2 is shown in (table 2).
Figure 13: Proteins upregulated after CTIP2 overexpression in microglial cells.
Supp. Results

Microglial cells transfected with mock (A) or CTIP2 (B) were lysed and the same amounts of nuclear extracts were subjected to 2D gel electrophoresis.
### Table 2: Proteasome-associated proteins

<table>
<thead>
<tr>
<th>Accession #</th>
<th>Name</th>
<th>AAs#</th>
<th>Function</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q13200</td>
<td>26S proteasome regulatory subunit S2</td>
<td>908</td>
<td>Acts as regulatory subunit of 26S proteasome, involved in ATP-dependent ubiquitination and degradation of proteins.</td>
</tr>
<tr>
<td>Q16401</td>
<td>26S proteasome subunit S5B</td>
<td>504</td>
<td>Functions as chaperone protein for 26S proteasome assembly</td>
</tr>
<tr>
<td>P43686</td>
<td>26S protease regulatory subunit 6B</td>
<td>418</td>
<td>Functions as ATP-dependent protease to degrade ubiquitinated proteins.</td>
</tr>
<tr>
<td>P0CG47</td>
<td>Polyubiquitin-B (ubiquitin)</td>
<td>229</td>
<td>Involved in ubiquitination of proteins by cellular ubiquitinating proteasome system.</td>
</tr>
<tr>
<td>P45974</td>
<td>Deubiquitinating enzyme 5</td>
<td>858</td>
<td>Removes linear and branched polyubiquitin polymers.</td>
</tr>
<tr>
<td>P51784</td>
<td>Deubiquitinating enzyme 11</td>
<td>963</td>
<td>Acts as protease to remove conjugated ubiquitin and polyubiquitin chains.</td>
</tr>
<tr>
<td>P54578</td>
<td>Deubiquitinating enzyme 14</td>
<td>494</td>
<td>Functions as proteasome-associated deubiquitinase.</td>
</tr>
</tbody>
</table>

Table 2: Proteasome-associated proteins expressed after overexpression of CTIP2 in microglial cells.
Table 3: Upregulated proteins after CTIP2 overexpression in microglial cells.

<table>
<thead>
<tr>
<th>Accession #</th>
<th>Protein name</th>
<th>Protein mol wt (kDa)</th>
<th>unique peptides</th>
</tr>
</thead>
<tbody>
<tr>
<td>P49327</td>
<td>Fatty acid synthase OS=Homo sapiens GN=FASN PE=1 SV=3</td>
<td>273</td>
<td>69</td>
</tr>
<tr>
<td>P53396</td>
<td>ATP-citrate synthase OS=Homo sapiens GN=ACLY PE=1 SV=3</td>
<td>120</td>
<td>48</td>
</tr>
<tr>
<td>P11586</td>
<td>C-1-tetrahydrofolate synthase, cytoplasmic OS=Homo sapiens GN=MTHFD1 PE=1 SV=3</td>
<td>101</td>
<td>46</td>
</tr>
<tr>
<td>O60502</td>
<td>Bifunctional protein NCOAT OS=Homo sapiens GN=MGEA5 PE=1 SV=2</td>
<td>102</td>
<td>40</td>
</tr>
<tr>
<td>Q13200</td>
<td>26S proteasome non-ATPase regulatory subunit 2 OS=Homo sapiens GN=PSMD2 PE=1 SV=3</td>
<td>100</td>
<td>36</td>
</tr>
<tr>
<td>P29401</td>
<td>Transketolase OS=Homo sapiens GN=TKT PE=1 SV=3</td>
<td>67</td>
<td>30</td>
</tr>
<tr>
<td>Q9NY33</td>
<td>Dipeptidyl peptidase 3 OS=Homo sapiens GN=DPP3 PE=1 SV=2</td>
<td>82</td>
<td>29</td>
</tr>
<tr>
<td>Q92973</td>
<td>Transportin-1 OS=Homo sapiens GN=TNPO1 PE=1 SV=2</td>
<td>102</td>
<td>28</td>
</tr>
<tr>
<td>P26038</td>
<td>Moesin OS=Homo sapiens GN=MSN PE=1 SV=3</td>
<td>67</td>
<td>27</td>
</tr>
<tr>
<td>P11021</td>
<td>78 kDa glucose-regulated protein OS=Homo sapiens GN=HSPA5 PE=1 SV=2</td>
<td>72</td>
<td>22</td>
</tr>
<tr>
<td>P13797</td>
<td>Plastin-3 OS=Homo sapiens GN=PLS3 PE=1 SV=4</td>
<td>71</td>
<td>22</td>
</tr>
<tr>
<td>Q9UNT2</td>
<td>SUMO-activating enzyme subunit 2 OS=Homo sapiens GN=UBA2 PE=1 SV=2</td>
<td>71</td>
<td>20</td>
</tr>
<tr>
<td>Q99829</td>
<td>Copine-1 OS=Homo sapiens GN=CPNE1 PE=1 SV=1</td>
<td>59</td>
<td>12</td>
</tr>
<tr>
<td>P60842</td>
<td>Eukaryotic initiation factor 4A-I OS=Homo sapiens GN=EIF4A1 PE=1 SV=1</td>
<td>46</td>
<td>12</td>
</tr>
<tr>
<td>O14787</td>
<td>Transportin-2 OS=Homo sapiens GN=TNPO2 PE=1 SV=3</td>
<td>101</td>
<td>11</td>
</tr>
<tr>
<td>Q96G03</td>
<td>Phosphoglucomutase-2 OS=Homo sapiens GN=PGM2 PE=1 SV=4</td>
<td>68</td>
<td>11</td>
</tr>
<tr>
<td>P49915</td>
<td>GMP synthase [glutamine-hydrolyzing] OS=Homo sapiens GN=GMPS PE=1 SV=1</td>
<td>77</td>
<td>10</td>
</tr>
<tr>
<td>P54136</td>
<td>Arginine--tRNA ligase, cytoplasmic OS=Homo sapiens GN=RARS PE=1 SV=2</td>
<td>75</td>
<td>8</td>
</tr>
<tr>
<td>Q08378</td>
<td>Golgin subfamily A member 3 OS=Homo sapiens GN=GOLGA3 PE=1 SV=2</td>
<td>167</td>
<td>7</td>
</tr>
<tr>
<td>P51784</td>
<td>Ubiquitin carboxyl-terminal hydrolase 11 OS=Homo sapiens GN=USP11 PE=1 SV=3</td>
<td>110</td>
<td>7</td>
</tr>
<tr>
<td>Q13596</td>
<td>Sorting nexin-1 OS=Homo sapiens GN=SNX1 PE=1 SV=3</td>
<td>59</td>
<td>7</td>
</tr>
<tr>
<td>O60664</td>
<td>Perilipin-3 OS=Homo sapiens GN=PLIN3 PE=1 SV=3</td>
<td>47</td>
<td>7</td>
</tr>
<tr>
<td>Q8N163</td>
<td>Protein KIAA1967 OS=Homo sapiens GN=KIAA1967 PE=1 SV=2</td>
<td>102</td>
<td>6</td>
</tr>
<tr>
<td>P13667</td>
<td>Protein disulfide-isomerase A4 OS=Homo sapiens GN=PDIA4 PE=1 SV=2</td>
<td>72</td>
<td>6</td>
</tr>
<tr>
<td>Q92900</td>
<td>Regulator of nonsense transcripts 1 OS=Homo sapiens GN=UPF1 PE=1 SV=2</td>
<td>124</td>
<td>6</td>
</tr>
<tr>
<td>Q96HE7</td>
<td>ERO1-like protein alpha OS=Homo sapiens GN=ERO1L</td>
<td>54</td>
<td>6</td>
</tr>
<tr>
<td>PE=1 SV=2</td>
<td><strong>P52292</strong></td>
<td>Importin subunit alpha-2 OS=Homo sapiens GN=KPNA2 PE=1 SV=1</td>
<td>57</td>
</tr>
<tr>
<td><strong>Q15029</strong></td>
<td>116 kDa U5 small nuclear ribonucleoprotein component OS=Homo sapiens GN=EFTUD2 PE=1 SV=1</td>
<td>109</td>
<td>5</td>
</tr>
<tr>
<td><strong>Q6IA86</strong></td>
<td>Elongator complex protein 2 OS=Homo sapiens GN=ELP2 PE=1 SV=2</td>
<td>92</td>
<td>5</td>
</tr>
<tr>
<td><strong>O00429</strong></td>
<td>Dynamin-1-like protein OS=Homo sapiens GN=DNMT1 PE=1 SV=2</td>
<td>82</td>
<td>5</td>
</tr>
<tr>
<td><strong>P61160</strong></td>
<td>Actin-related protein 2 OS=Homo sapiens GN=ACTR2 PE=1 SV=1</td>
<td>45</td>
<td>5</td>
</tr>
<tr>
<td><strong>P55010</strong></td>
<td>Eukaryotic translation initiation factor 5 OS=Homo sapiens GN=EIF5 PE=1 SV=2</td>
<td>49</td>
<td>5</td>
</tr>
<tr>
<td><strong>P50991</strong></td>
<td>T-complex protein 1 subunit delta OS=Homo sapiens GN=CCT4 PE=1 SV=4</td>
<td>58</td>
<td>5</td>
</tr>
<tr>
<td><strong>P18858</strong></td>
<td>DNA ligase 1 OS=Homo sapiens GN=LIG1 PE=1 SV=1</td>
<td>102</td>
<td>4</td>
</tr>
<tr>
<td><strong>Q99707</strong></td>
<td>Methionine synthase OS=Homo sapiens GN=MTR PE=1 SV=2</td>
<td>141</td>
<td>4</td>
</tr>
<tr>
<td><strong>O95373</strong></td>
<td>Importin-7 OS=Homo sapiens GN=IPO7 PE=1 SV=1</td>
<td>120</td>
<td>4</td>
</tr>
<tr>
<td><strong>O60749</strong></td>
<td>Sorting nexin-2 OS=Homo sapiens GN=SNX2 PE=1 SV=2</td>
<td>58</td>
<td>4</td>
</tr>
<tr>
<td><strong>P17655</strong></td>
<td>Calpain-2 catalytic subunit OS=Homo sapiens GN=CAPN2 PE=1 SV=6</td>
<td>80</td>
<td>4</td>
</tr>
<tr>
<td><strong>Q00610</strong></td>
<td>Clathrin heavy chain 1 OS=Homo sapiens GN=CLTC PE=1 SV=5</td>
<td>192</td>
<td>4</td>
</tr>
<tr>
<td><strong>Q8TE77</strong></td>
<td>Protein phosphatase Slingshot homolog 3 OS=Homo sapiens GN=SSH3 PE=1 SV=2</td>
<td>73</td>
<td>4</td>
</tr>
<tr>
<td><strong>O60841</strong></td>
<td>Eukaryotic translation initiation factor 5B OS=Homo sapiens GN=EIF5B PE=1 SV=4</td>
<td>139</td>
<td>4</td>
</tr>
<tr>
<td><strong>P23526</strong></td>
<td>Adenosylhomocysteinase OS=Homo sapiens GN=AHCY PE=1 SV=4</td>
<td>48</td>
<td>4</td>
</tr>
<tr>
<td><strong>Q15020</strong></td>
<td>Squamous cell carcinoma antigen recognized by T-cells 3 OS=Homo sapiens GN=SART3 PE=1 SV=1</td>
<td>110</td>
<td>3</td>
</tr>
<tr>
<td><strong>Q9UJC3</strong></td>
<td>Protein Hook homolog 1 OS=Homo sapiens GN=HOOK1 PE=1 SV=2</td>
<td>85</td>
<td>3</td>
</tr>
<tr>
<td><strong>Q8N543</strong></td>
<td>2-oxoglutarate and iron-dependent oxygenase domain-containing protein 1 OS=Homo sapiens GN=OGFOD1 PE=1 SV=1</td>
<td>63</td>
<td>3</td>
</tr>
<tr>
<td><strong>Q71U36</strong></td>
<td>Tubulin alpha-1A chain OS=Homo sapiens GN=TUBA1A PE=1 SV=1</td>
<td>50</td>
<td>3</td>
</tr>
<tr>
<td><strong>Q16576</strong></td>
<td>Histone-binding protein RBBP7 OS=Homo sapiens GN=RBBP7 PE=1 SV=1</td>
<td>48</td>
<td>3</td>
</tr>
<tr>
<td><strong>Q5W0V3</strong></td>
<td>Protein FAM160B1 OS=Homo sapiens GN=FAM160B1 PE=2 SV=1</td>
<td>87</td>
<td>2</td>
</tr>
<tr>
<td><strong>P17812</strong></td>
<td>CTP synthase 1 OS=Homo sapiens GN=CTPS PE=1 SV=2</td>
<td>67</td>
<td>2</td>
</tr>
<tr>
<td><strong>Q9NUQ8</strong></td>
<td>ATP-binding cassette sub-family F member 3 OS=Homo sapiens GN=ABCF3 PE=1 SV=2</td>
<td>80</td>
<td>2</td>
</tr>
<tr>
<td><strong>P12956</strong></td>
<td>X-ray repair cross-complementing protein 6 OS=Homo sapiens GN=XRCC6 PE=1 SV=2</td>
<td>70</td>
<td>2</td>
</tr>
<tr>
<td><strong>Q01581</strong></td>
<td>Hydroxymethylglutaryl-CoA synthase, cytoplasmic OS=Homo sapiens GN=HMGCS1 PE=1 SV=2</td>
<td>57</td>
<td>2</td>
</tr>
<tr>
<td><strong>Q13464</strong></td>
<td>Rho-associated protein kinase 1 OS=Homo sapiens GN=ROCK1 PE=1 SV=1</td>
<td>158</td>
<td>2</td>
</tr>
</tbody>
</table>
**Supp. Results**

<table>
<thead>
<tr>
<th>Gene ID</th>
<th>Description</th>
<th>OS</th>
<th>GN</th>
<th>PE</th>
<th>SV</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q7Z406</td>
<td>Myosin-14</td>
<td>Homo sapiens</td>
<td>MYH14</td>
<td>PE=1</td>
<td>SV=2</td>
</tr>
<tr>
<td>O60610</td>
<td>Protein diaphanous homolog 1</td>
<td>Homo sapiens</td>
<td>DIAPH1</td>
<td>PE=1</td>
<td>SV=2</td>
</tr>
<tr>
<td>P49736</td>
<td>DNA replication licensing factor MCM2</td>
<td>Homo sapiens</td>
<td>MCM2</td>
<td>PE=1</td>
<td>SV=4</td>
</tr>
<tr>
<td>P52732</td>
<td>Kinesin-like protein KIF11</td>
<td>Homo sapiens</td>
<td>KIF11</td>
<td>PE=1</td>
<td>SV=2</td>
</tr>
<tr>
<td>P26374</td>
<td>Rab proteins geranylgeranyltransferase component A 2</td>
<td>Homo sapiens</td>
<td>CHML</td>
<td>PE=1</td>
<td>SV=2</td>
</tr>
<tr>
<td>Q9H3P7</td>
<td>Golgi resident protein GCP60</td>
<td>Homo sapiens</td>
<td>ACBD3</td>
<td>PE=1</td>
<td>SV=4</td>
</tr>
<tr>
<td>O43815</td>
<td>Striatin</td>
<td>Homo sapiens</td>
<td>STRN</td>
<td>PE=1</td>
<td>SV=4</td>
</tr>
<tr>
<td>Q14764</td>
<td>Major vault protein</td>
<td>Homo sapiens</td>
<td>MVP</td>
<td>PE=1</td>
<td>SV=4</td>
</tr>
<tr>
<td>Q9NPQ8</td>
<td>Synembryn-A</td>
<td>Homo sapiens</td>
<td>RIC8A</td>
<td>PE=1</td>
<td>SV=3</td>
</tr>
<tr>
<td>Q96555</td>
<td>ATPase WRNIP1</td>
<td>Homo sapiens</td>
<td>WRNIP1</td>
<td>PE=1</td>
<td>SV=1</td>
</tr>
<tr>
<td>Q99613</td>
<td>Eukaryotic translation initiation factor 3 subunit C</td>
<td>Homo sapiens</td>
<td>EIF3C</td>
<td>PE=1</td>
<td>SV=1</td>
</tr>
<tr>
<td>O94855</td>
<td>Protein transport protein Sec24D</td>
<td>Homo sapiens</td>
<td>SEC24D</td>
<td>PE=1</td>
<td>SV=2</td>
</tr>
<tr>
<td>Q9Y5K6</td>
<td>CD2-associated protein</td>
<td>Homo sapiens</td>
<td>CD2AP</td>
<td>PE=1</td>
<td>SV=1</td>
</tr>
<tr>
<td>P68366</td>
<td>Tubulin alpha-4A chain</td>
<td>Homo sapiens</td>
<td>TUBA4A</td>
<td>PE=1</td>
<td>SV=1</td>
</tr>
<tr>
<td>P55263</td>
<td>Adenosine kinase</td>
<td>Homo sapiens</td>
<td>ADK</td>
<td>PE=1</td>
<td>SV=2</td>
</tr>
<tr>
<td>P13929</td>
<td>Beta-enolase</td>
<td>Homo sapiens</td>
<td>ENO3</td>
<td>PE=1</td>
<td>SV=4</td>
</tr>
<tr>
<td>P50579</td>
<td>Methionine aminopeptidase 2</td>
<td>Homo sapiens</td>
<td>METAP2</td>
<td>PE=1</td>
<td>SV=2</td>
</tr>
<tr>
<td>Q16401</td>
<td>26S proteasome non-ATPase regulatory subunit 5</td>
<td>Homo sapiens</td>
<td>PSMD5</td>
<td>PE=1</td>
<td>SV=3</td>
</tr>
<tr>
<td>Q01518</td>
<td>Adenylyl cyclase-associated protein 1</td>
<td>Homo sapiens</td>
<td>CAP1</td>
<td>PE=1</td>
<td>SV=5</td>
</tr>
<tr>
<td>Q01082</td>
<td>Spectrin beta chain, brain 1</td>
<td>Homo sapiens</td>
<td>SPTBN1</td>
<td>PE=1</td>
<td>SV=2</td>
</tr>
<tr>
<td>Q96R06</td>
<td>Sperm-associated antigen 5</td>
<td>Homo sapiens</td>
<td>SPAG5</td>
<td>PE=1</td>
<td>SV=2</td>
</tr>
<tr>
<td>P42285</td>
<td>Superkiller viralicidic activity 2-like</td>
<td>Homo sapiens</td>
<td>SKIV2L2</td>
<td>PE=1</td>
<td>SV=3</td>
</tr>
<tr>
<td>P50570</td>
<td>Dynamin-2</td>
<td>Homo sapiens</td>
<td>DNM2</td>
<td>PE=1</td>
<td>SV=2</td>
</tr>
<tr>
<td>O00148,Q13838</td>
<td>ATP-dependent RNA helicase DDX39A</td>
<td>Homo sapiens</td>
<td>DDX39A</td>
<td>PE=1</td>
<td>SV=2</td>
</tr>
<tr>
<td>P57081</td>
<td>tRNA (guanine-N(7)-)-methyltransferase subunit WDR4</td>
<td>Homo sapiens</td>
<td>WDR4</td>
<td>PE=1</td>
<td>SV=2</td>
</tr>
<tr>
<td>Q5T0F9</td>
<td>Coiled-coil and C2 domain-containing protein 1B</td>
<td>Homo sapiens</td>
<td>CC2D1B</td>
<td>PE=1</td>
<td>SV=1</td>
</tr>
<tr>
<td>Q96CV9</td>
<td>Optineurin</td>
<td>Homo sapiens</td>
<td>OPTN</td>
<td>PE=1</td>
<td>SV=2</td>
</tr>
<tr>
<td>Q6PJG6</td>
<td>BRCA1-associated ATM activator 1</td>
<td>Homo sapiens</td>
<td>BRAT1</td>
<td>PE=1</td>
<td>SV=2</td>
</tr>
<tr>
<td>P98174</td>
<td>FYVE, RhoGEF and PH domain-containing protein 1</td>
<td>Homo sapiens</td>
<td>FGD1</td>
<td>PE=1</td>
<td>SV=2</td>
</tr>
<tr>
<td>Q86YR5</td>
<td>G-protein-signaling modulator 1</td>
<td>Homo sapiens</td>
<td>FGD1</td>
<td>PE=1</td>
<td>SV=2</td>
</tr>
<tr>
<td>GN=GPSM1 PE=1 SV=2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>----------------------</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>P52209</strong> 6-phosphogluconate dehydrogenase, decarboxylating OS=Homo sapiens GN=PGD PE=1 SV=3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>P22234</strong> Multifunctional protein ADE2 OS=Homo sapiens GN=PAICS PE=1 SV=3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Q8NEZ4</strong> Histone-lysine N-methyltransferase MLL3 OS=Homo sapiens GN=MLL3 PE=1 SV=3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Q96IJ6</strong> Mannose-1-phosphate guanylyltransferase alpha OS=Homo sapiens GN=GMPPA PE=1 SV=1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>P31943,P52597</strong> Heterogeneous nuclear ribonucleoprotein H OS=Homo sapiens GN=HNRNPH1 PE=1 SV=4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Q6PD62</strong> RNA polymerase-associated protein CTR9 homolog OS=Homo sapiens GN=CTR9 PE=1 SV=1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Q6ZSC3</strong> RNA-binding protein 43 OS=Homo sapiens GN=RBM43 PE=2 SV=1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Q8IFV2</strong> Protein AHNAK2 OS=Homo sapiens GN=AHNAK2 PE=1 SV=2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Q8IW35</strong> Centrosomal protein of 97 kDa OS=Homo sapiens GN=CEP97 PE=1 SV=1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Q8TEX9</strong> Importin-4 OS=Homo sapiens GN=IPO4 PE=1 SV=2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Q96PK2,Q9UPN3</strong> Microtubule-actin cross-linking factor 1, isoform 4 OS=Homo sapiens GN=MACF1 PE=1 SV=2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Q9BV73</strong> Centrosome-associated protein CEP250 OS=Homo sapiens GN=CEP250 PE=1 SV=2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>O14514</strong> Brain-specific angiogenesis inhibitor 1 OS=Homo sapiens GN=BAI1 PE=1 SV=1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>P52888</strong> Thimet oligopeptidase OS=Homo sapiens GN=THOP1 PE=1 SV=2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Q9H6T3</strong> RNA polymerase II-associated protein 3 OS=Homo sapiens GN=RPAP3 PE=1 SV=2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>A8MVM7</strong> Putative uncharacterized protein ENSP00000382790 OS=Homo sapiens PE=5 SV=3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>P19338</strong> Nucleolin OS=Homo sapiens GN=NCL PE=1 SV=3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>P41214</strong> Eukaryotic translation initiation factor 2D OS=Homo sapiens GN=EIF2D PE=1 SV=3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Q14653</strong> Interferon regulatory factor 3 OS=Homo sapiens GN=IRF3 PE=1 SV=1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Q8N3I7</strong> Bardet-Biedl syndrome 5 protein OS=Homo sapiens GN=BB55 PE=1 SV=1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>P40925</strong> Malate dehydrogenase, cytoplasmic OS=Homo sapiens GN=MDH1 PE=1 SV=4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>P35580</strong> Myosin-10 OS=Homo sapiens GN=MYH10 PE=1 SV=3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>P43686</strong> 26S protease regulatory subunit 6B OS=Homo sapiens GN=PSMC4 PE=1 SV=2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Q86WN1</strong> FCH and double SH3 domains protein 1 OS=Homo sapiens GN=FCHSD1 PE=1 SV=1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Q8IYE0</strong> Coiled-coil domain-containing protein 146 OS=Homo sapiens GN=CCDC146 PE=2 SV=2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Q9NQX3</strong> Gephyrin OS=Homo sapiens GN=GPHN PE=1 SV=1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>P20591</strong> Interferon-induced GTP-binding protein Mx1 OS=Homo sapiens GN=MX1 PE=1 SV=4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Q06265</strong> Exosome complex component RRP45 OS=Homo sapiens GN=EXOSC9 PE=1 SV=3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Supp. Results**
<table>
<thead>
<tr>
<th>Accession</th>
<th>Description</th>
<th>OS</th>
<th>GN</th>
<th>PE</th>
<th>SV</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q99873</td>
<td>Protein arginine N-methyltransferase 1</td>
<td>Homo sapiens</td>
<td>PRMT1</td>
<td>1</td>
<td>2</td>
<td>42</td>
</tr>
<tr>
<td>Q9Y5P4</td>
<td>Collagen type IV alpha-3-binding protein</td>
<td>Homo sapiens</td>
<td>COL4A3BP</td>
<td>1</td>
<td>1</td>
<td>71</td>
</tr>
<tr>
<td>Q05397</td>
<td>Focal adhesion kinase 1</td>
<td>Homo sapiens</td>
<td>PTK2</td>
<td>1</td>
<td>2</td>
<td>119</td>
</tr>
<tr>
<td>Q02974</td>
<td>Rho guanine nucleotide exchange factor 2</td>
<td>Homo sapiens</td>
<td>ARHGEF2</td>
<td>1</td>
<td>4</td>
<td>112</td>
</tr>
<tr>
<td>O15165</td>
<td>Uncharacterized protein C18orf1</td>
<td>Homo sapiens</td>
<td>C18orf1</td>
<td>2</td>
<td>1</td>
<td>34</td>
</tr>
<tr>
<td>P0CG47, P0CG48</td>
<td>Polyubiquitin-B</td>
<td>Homo sapiens</td>
<td>UBB</td>
<td>1</td>
<td>1</td>
<td>15</td>
</tr>
<tr>
<td>Q86WT1,Q8N4P2</td>
<td>Tetrameric peptide repeat protein 30A</td>
<td>Homo sapiens</td>
<td>TTCC30A</td>
<td>2</td>
<td>3</td>
<td>76</td>
</tr>
<tr>
<td>P35749</td>
<td>Myosin-11</td>
<td>Homo sapiens</td>
<td>MYH11</td>
<td>1</td>
<td>3</td>
<td>227</td>
</tr>
<tr>
<td>O95447</td>
<td>Lebercilin-like protein</td>
<td>Homo sapiens</td>
<td>LCA5L</td>
<td>2</td>
<td>1</td>
<td>76</td>
</tr>
<tr>
<td>Q09666</td>
<td>Neuroblast differentiation-associated protein</td>
<td>Homo sapiens</td>
<td>AHNAK</td>
<td>1</td>
<td>2</td>
<td>629</td>
</tr>
<tr>
<td>O75116</td>
<td>Rho-associated protein kinase 2</td>
<td>Homo sapiens</td>
<td>ROCK2</td>
<td>1</td>
<td>4</td>
<td>161</td>
</tr>
<tr>
<td>O95163</td>
<td>Elongator complex protein 1</td>
<td>Homo sapiens</td>
<td>IKBKAP</td>
<td>1</td>
<td>3</td>
<td>150</td>
</tr>
<tr>
<td>Q81X30</td>
<td>Signal peptide, CUB and EGF-like domain-containing protein</td>
<td>Homo sapiens</td>
<td>SCUBE3</td>
<td>1</td>
<td>1</td>
<td>109</td>
</tr>
<tr>
<td>P58107</td>
<td>Epiplakin</td>
<td>Homo sapiens</td>
<td>EPK1</td>
<td>1</td>
<td>2</td>
<td>556</td>
</tr>
<tr>
<td>Q8N4X5</td>
<td>Actin filament-associated protein 1-like 2</td>
<td>Homo sapiens</td>
<td>AFAP1L2</td>
<td>1</td>
<td>1</td>
<td>91</td>
</tr>
<tr>
<td>Q9BWU0</td>
<td>Kanadaptin</td>
<td>Homo sapiens</td>
<td>SLC4A1AP</td>
<td>1</td>
<td>1</td>
<td>89</td>
</tr>
<tr>
<td>O60763</td>
<td>General vesicular transport factor p115</td>
<td>Homo sapiens</td>
<td>USO1</td>
<td>1</td>
<td>2</td>
<td>108</td>
</tr>
<tr>
<td>P07996</td>
<td>Thrombospondin-1</td>
<td>Homo sapiens</td>
<td>THBS1</td>
<td>1</td>
<td>2</td>
<td>129</td>
</tr>
<tr>
<td>P45974</td>
<td>Ubiquitin carboxyl-terminal hydrolase 5</td>
<td>Homo sapiens</td>
<td>USP5</td>
<td>1</td>
<td>2</td>
<td>96</td>
</tr>
<tr>
<td>Q4KWH8</td>
<td>1-phosphatidylinositol-4,5-bisphosphate phosphodiesterase eta-1</td>
<td>Homo sapiens</td>
<td>PLCH1</td>
<td>1</td>
<td>1</td>
<td>189</td>
</tr>
<tr>
<td>Q9C0C2</td>
<td>182 kDa tankyrase-1-binding protein</td>
<td>Homo sapiens</td>
<td>TNKS1BP1</td>
<td>1</td>
<td>4</td>
<td>182</td>
</tr>
<tr>
<td>Q08380</td>
<td>Galectin-3-binding protein</td>
<td>Homo sapiens</td>
<td>LGALS3BP</td>
<td>1</td>
<td>1</td>
<td>65</td>
</tr>
<tr>
<td>Q27J81</td>
<td>Inverted formin-2</td>
<td>Homo sapiens</td>
<td>INF2</td>
<td>1</td>
<td>2</td>
<td>136</td>
</tr>
<tr>
<td>Q9UHY1</td>
<td>Nuclear receptor-binding protein</td>
<td>Homo sapiens</td>
<td>NRB1</td>
<td>1</td>
<td>1</td>
<td>60</td>
</tr>
<tr>
<td>P48147</td>
<td>Prolyl endopeptidase</td>
<td>Homo sapiens</td>
<td>PREP</td>
<td>1</td>
<td>2</td>
<td>81</td>
</tr>
<tr>
<td>Q4L180</td>
<td>Filamin A-interacting protein 1-like</td>
<td>Homo sapiens</td>
<td>FILIP1L</td>
<td>1</td>
<td>2</td>
<td>130</td>
</tr>
<tr>
<td>Q12840</td>
<td>Kinesin heavy chain isoform 5A</td>
<td>Homo sapiens</td>
<td></td>
<td></td>
<td>117</td>
<td></td>
</tr>
</tbody>
</table>
### Table 3: Proteins upregulated by CTIP2 overexpression.

Bands from the 2D gel were subjected to mass spectrometry and proteins only found after the overexpression of CTIP2 are shown in the table, with highlighted proteins involved in the cellular ubiquitin proteasome system.

<table>
<thead>
<tr>
<th>Protein ID</th>
<th>Description</th>
<th>GN</th>
<th>SV</th>
<th>PE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q86UU1</td>
<td>Pleckstrin homology-like domain family B member 1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>OS=Homo sapiens</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>GN=PHLDB1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>PE=1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>SV=1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>151</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Q7Z736</td>
<td>Pleckstrin homology domain-containing family H member 3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>OS=Homo sapiens</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>GN=PLEKHH3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>PE=1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>SV=2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>85</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Q14204</td>
<td>Cytoplasmic dynein 1 heavy chain 1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>OS=Homo sapiens</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>GN=DYNC1H1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>PE=1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>SV=5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>532</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Q01813</td>
<td>6-phosphofructokinase type C</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>OS=Homo sapiens</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>GN=PFKP</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>PE=1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>SV=2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>86</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>P07814</td>
<td>Bifunctional glutamate/proline--tRNA ligase</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>OS=Homo sapiens</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>GN=EPRS</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>PE=1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>SV=5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>170</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Q5T9S5,Q8</td>
<td>Coiled-coil domain-containing protein 18</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IYS1</td>
<td>OS=Homo sapiens</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>GN=CCDC18</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>PE=1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>SV=1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>169</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>O75083</td>
<td>WD repeat-containing protein 1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>OS=Homo sapiens</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>GN=WDR1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>PE=1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>SV=4</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>66</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>P04350</td>
<td>Tubulin beta-4A chain</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>OS=Homo sapiens</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>GN=TUBB4A</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>PE=1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>SV=2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>49</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Q13885</td>
<td>Tubulin beta-2A chain</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>OS=Homo sapiens</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>GN=TUBB2A</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>PE=1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>SV=1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>50</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>P46821</td>
<td>Microtubule-associated protein 1B</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>OS=Homo sapiens</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>GN=MAP1B</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>PE=1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>SV=2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>271</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>P31749</td>
<td>RAC-alpha serine/threonine-protein kinase</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>OS=Homo sapiens</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>GN=AKT1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>PE=1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>SV=2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>56</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>P54578</td>
<td>Ubiquitin carboxyl-terminal hydrolase 14</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>OS=Homo sapiens</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>GN=USP14</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>PE=1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>SV=3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>56</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Q9H501</td>
<td>ESF1 homolog</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>OS=Homo sapiens</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>GN=ESF1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>PE=1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>SV=1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>99</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>P30101</td>
<td>Protein disulfide-isomerase A3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>OS=Homo sapiens</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>GN=PDIA3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>PE=1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>SV=4</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>57</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Q6NZI2</td>
<td>Polymerase I and transcript release factor</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>OS=Homo sapiens</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>GN=PTRF</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>PE=1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>SV=1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>43</td>
<td>1</td>
<td></td>
</tr>
</tbody>
</table>
Discussion
CTIP2 is ubiquitinated and degraded by proteasome pathway.

Here we have shown that CTIP2 is constitutively ubiquitinated and this ubiquitinated CTIP2 can be targeted for proteasomal degradation, which can be inhibited by proteasome inhibitor MG132. These results are in accordance with the results obtained by (Ahn et al. 2010), where they showed that the expression of both UNG2 and SMUG1 is stabilized in the presence of MG132. This proteasome-mediated degradation of CTIP2 was further elaborated by the knock down of DCAF1, which results in stabilization of CTIP2. These results showed that DCAF1 is an important protein to induce degradation of CTIP2. Several other laboratories have published results showing that the proteasome-mediated degradation of a protein via Cul4-DDB1-DCAF1 E3 ubiquitin ligase complex is impaired with the knock down of DCAF1. For example, expression of UNG2 and SMUG1 is stabilized by knock down of DCAF1 or DDB1 by shRNA even in absence of Vpr expression (Wen et al. 2012). More specifically, the HIV-2 replication in the macrophages is hampered by the knock down of DCAF1 (Bergamaschi et al. 2009), in which they showed that HIV-2 Vpx usurps the Cul4A-DDB1 (DCAF1) ligase to inactivate a restriction factor (SAMHD1) in macrophages. So, DCAF1 plays an important role in counteracting restriction induced by host cell proteins in non-dividing cells.

Vpr induces this degradation that can be inhibited by blocking proteasomal pathway.

Our results have shown that CTIP2 turnover is increased in the presence of HIV-1 Vpr, which induces ubiquitination and proteasome-mediated degradation of CTIP2. Moreover, depletion of Vpr from proviral resulted in loss of its ability to reduce expression of CTIP2. This is a typical way by which a restriction factor is targeted for its proteasomal degradation. SAMHD1 is targeted for its proteasomal degradation by Vpx but not with Vpr in the macrophages, which results in increase of intracellular dNTPs pool to facilitate
reverse transcription (Hrecka et al. 2011, Laguette et al. 2011, Lahouassa et al. 2012b). Similarly, depletion of Vif from the proviral makes it unable to inactivate APOBEC3G (Sheehy et al. 2002, Marin et al. 2003, Mehle et al. 2004) and down regulation of tetherin is also hampered with depletion of Vpu from HIV-1 provirus (Neil et al. 2008, Mitchell et al. 2009). Here, we postulated that HIV-1 Vpr uses the same mechanism described for other proteins to target CTIP2 for its proteasomal degradation, usurping host Cul4A-DDB1\textsuperscript{DCAF1} E3 ubiquitin ligase.

Moreover, we observed that in presence of MG132 expression of the HIV-1 Vpr is also stabilized, showing that Vpr itself is targeted for proteasomal degradation and it is protected by Cul4A-DDB1\textsuperscript{DCAF1} E3 ubiquitin ligase from proteasomal degradation. These results are in accordance with the results already published, showing that the Vpr stability can be increased by MG132 and conversely reduced by knockdown of DCAF1 or by a mutation of Vpr to hinder DCAF1 binding (Le Rouzic et al. 2008).

**CTIP2 interacts with DCAF1 and DDB1 without or with Vpr.**

We have shown that CTIP2 can interact with DCAF1 and DDB1 in the absence of Vpr and HIV-1 Vpr might increase this interaction of CTIP2 with Cul4A-DDB1\textsuperscript{DCAF1} E3 ubiquitin ligase complex. HIV-1 Vpr and HIV-2 Vpx both use this same E3 ubiquitin ligase complex to target host proteins. HIV-1 Vpr is described as to increase association of UNG2 and SMUG1 with this E3 ubiquitin ligase complex for their subsequent proteasomal degradation (Ahn et al. 2010, Wen et al. 2012). In this model, DCAF1 functions as an adaptor protein to make a bridge between DDB1 and Vpr (Belzile et al. 2007, Le Rouzic et al. 2007). Our results show that CTIP2 can associate with Cul4A-DDB1\textsuperscript{DCAF1} E3 ubiquitin ligase complex even in the absence of HIV-1 Vpr. It could be another example of virus increasing degradation of cellular protein to favor its replication using host ubiquitin proteasome system, as used by Vpu to down-regulate expression of tetherin via different mechanisms (Neil et al. 2008, Perez-Caballero et al. 2009). Moreover, DDB1 interaction with HIV-1 Vpr also facilitates its functions including
Vpr-induced apoptosis, G2 arrest and UNG2/SMUG1 degradation (Schrofelbauer et al. 2007).

As, Vpr is already packaged into the HIV-1 virions, it helps to facilitate HIV-1 replication from the start of the viral replication and by facilitating in its transportation of PIC in macrophages. The proteasomal mediated degradation of CTIP2 becomes more important as, more recently, it has been shown that there is a barrier for the replication of HIV-1 after reverse transcription and before integration in macrophages that can be inactivated by the HIV-1(Pertel et al. 2011).

**DCAF1 is important for proteasome-mediated degradation of CTIP2.**

DCAF1 association with HIV-1 Vpr is essential for the function of HIV-1 Vpr to degrade a cellular protein. Here, we have shown that a mutant Vpr Q65R, which cannot bind DCAF1 losses its ability to induce CTIP2 degradation. This result is in accordance with the results shown earlier depicting that Vpr mutant Q65R lost its ability to interact with the DCAF1 and also lost its ability to induce G2 arrest, presumably due to its inability to induce degradation of host cell protein (Le Rouzic et al. 2007). Moreover, the results with siDCAF1 showed that proteasome-mediated degradation of CTIP2 is counteracted by the knockdown of DCAF1. Indeed, knockdown of DCAF1 resulted in higher expression of CTIP2 in the absence and presence of HIV-1 Vpr. It means that knock down of DCAF1 may also hampered degradation of CTIP2 in the absence of Vpr. We could not achieve same levels of CTIP2 as in the absence of Vpr, this may be due to improper knock down or CTIP2 may also be targeted for its degradation by proteasome independent pathway as has been described for UNG2 (Langevin et al. 2009) and tetherin (Andrew et al. 2011). This similar mechanism of reversion of CTIP2 degradation was tested for different restriction factors, with tetherin showing only partial dependency on the proteasome activity for its down regulation. This partial dependency later was later elaborated that tetherin is down regulated also by pathways other than its proteasomal degradation (Mitchell et al. 2009, Andrew et al. 2011, Lau et al. 2011). Keeping this in mind,
we may say that there could be other mechanisms to down regulate expression of CTIP2 bypassing this E3 ubiquitin ligase.

**DCAF1 is bound to heterochromatin modifying enzymes complex.**

CTIP2 is found in the nucleus of the microglial cells causing silencing of early and late HIV-1 gene transcription (Rohr et al. 2003b, Marban et al. 2005); and found at least in two distinct well-described complexes. One being associated with Hexim1 and inactive form of P-TEFb via the 7SK snRNA (Cherrier et al., under revision PNAS 2013) and other comprises enzymes including histone deacetylases (HDAC1 and 2) (Marban et al. 2007). Here, we showed that DCAF1 binds with CTIP2 complex consisting of HDAC2 and not with the P-TEFb complex. This interaction showed that the CTIP2 complex involved in the establishment of latency in the microglial cells and may be targeted by HIV-1 Vpr for its proteasomal degradation to counter its silencing of HIV-1 gene transcription.

Moreover, CTIP2 also recruits this enzymes complex to silence the gene transcription of p21 by inducing a heterochromatin structure near the p21 promoter (Cherrier et al. 2009). The present results gave a link that how HIV-1 Vpr can counter this impact of CTIP2 in the p21 promoter. As, the CTIP2 associated with HDACs is bound to the DCAF1, it reduces the levels of this CTIP2 complex and thus favoring again the production of p21. It shows that there could be interplay between the Vpr and CTIP2 to interact with the Sp1 site of the p21 gene promoter. In macrophages, this interplay between the CTIP2 and Vpr can decide the fate of the cell i.e. either establishment of post-integrative latency (if CTIP2 overcomes Vpr) or productive viral replication (if Vpr overcomes CTIP2) as described in [figure D1](#).
DCAF1 colocalizes with Vpr and CTIP2 without or with Vpr.

As previously described, we observed that Vpr co-localized with CTIP2 within its ball-like structures (Cherrier et al. 2009) and Vpr was also co-localized with DCAF1 in the nucleus (Belzile et al. 2010b). Importantly, we observed that there was some CTIP2 co-localized with DCAF1 showing that they can interact with each other even without Vpr. Additionally, all three proteins can co-localize with each other simultaneously and here we observed that DCAF1 colocalization with CTIP2 was enhanced in the presence of HIV-1Vpr. This further elaborated that CTIP2 colocalization with DCAF1 is enhanced by HIV-1 Vpr. The same colocalization is observed in the degradation of SAMHD1, where Vpx colocalizes with SAMHD1 for its proteasome-mediated ubiquitination and degradation in the nucleus (Hofmann et al. 2012). Conversely, HIV-1 Vpu causes inactivation of tetherin by inducing its sequestration in a perinuclear compartment from the nucleus in addition to its degradation by the proteasome (Hauser et al. 2010).
Figure D1: Interplay between CTIP2 and HIV-1 Vpr in microglial cells.
Surprisingly, in the cells treated with MG132, we observed that DCAF1 was relocated more as cytoplasmic as compare to its previous predominant nuclear expression. The expression of HIV-1 Vpr alone failed to retrieve this cytoplasmic DCAF1 from the nucleus. But expression of CTIP2 retained DCAF1 in the nucleus and results in much more stronger colocalization between them in the nucleus as compared to the cells treated with DMSO. Moreover, we observed the same colocalization of CTIP2 and DCAF1 with HIV-1 Vpr in the nucleus of the microglial cells. These results showed that CTIP2 might be targeted for its proteasome-mediated degradation inside the nucleus as observed in case of SAMHD1 degradation by Vpx (Hofmann et al. 2012). As CRL4 substrate proteins are nuclear in nature, they play a role in the nuclear functions like transcription, DNA replication, histone methylation and DNA damage response. Additionally, CTIP2 being a nuclear protein known to be involved in the silencing of the transcription in nucleus of microglial cells and it could be a possible target for its proteasomal degradation by HIV-1 in the nucleus.
Materials and methods
MATERIAL AND METHODS

Plasmids

Most of the constructs used in our assays have been described previously: pcDNA3, pNTAP, pFLAG-CTIP2, pRFP-CTIP2, pNTAP-CTIP2, pGFP-Vpr wt, pNL-4.3 ΔEnv-luc wt, pNL-4.3 ΔEnv-luc ΔVpr and pMyc-DDB1, pFLAG-DCAF1, pHA-Vpr wt, pHA-Vpr Q65R were kindly provided by F. Margottin-Goguet. The siRNA-DCAF1 was procured from Dharmacon.

Cell culture

The human microglial (provided by M. Tardieu, Paris, France) and HEK 293 T cell lines were maintained in Dulbecco’s modified Eagles’s medium (DMEM) containing 10% fetal calf serum and 100U/ml penicillin-streptomycin. When indicated, the cells were treated with DMSO or MG132 (5µg/µl) for 6hr before harvesting the cells.

Co-immunoprecipitation assays

HEK 293 T cells cultured in 150-mm diameter dishes were transfected using calcium phosphate co-precipitation method with the indicated plasmids pNTAP-CTIP2 (15µg), pFLAG-DCAF1 (15µg), pMyc-DDB1 (15µg), HA-Vpr wt (15µg) and control empty vector (15µg). Two days post-transfection; immunoprecipitations were performed using the standard technique with M2 anti-FLAG (sigma) or anti-CTIP2 (Bethyl) overnight at 4°C. Finally, the immunoprecipitated complexes were processed for SDS-PAGE and western blot analysis.

SDS–PAGE and Western blot analysis

SDS–PAGE experiments were performed using standard techniques. Proteins were detected using antibodies directed against the FLAG epitope (M2 mouse monoclonal from Sigma), HDAC2 (Merk-Millipore), CTIP2 (Bethyl), HA (Eurogentec), GFP (Merk-Millipore), DCAF1 (abcam), DDB1 (abcam), Ubiquitin (Santa Cruz), CDK9 (Santa Cruz), Myc epitope (Santa Cruz) and β-actin (Sigma). Proteins were visualized by chemiluminescence using the Super Signal Chemiluminescence Detection System (Pierce, Rockford, IL, USA).
Luciferase assays

Microglial cells cultured in 48-well plates were transfected with the indicated vectors and the Renilla control vector using the calcium phosphate co-precipitation method. Two days later, cells were collected and firefly luciferase activity was determined using the Dual-Glo Luciferase Assay System (Promega, Madison, WI, USA) and normalized to the Renilla luciferase activity. Values correspond to an average of at least three independent experiments performed in triplicates.

Indirect immunofluorescence staining and confocal microscopy

Microglial cells cultured in 24-well plates were transfected using Lipofectamine 2000 reagent with pRFP-CTIP2, pFLAG-DCAF1, and pGFP-Vpr expression vectors. Cells were treated with either DMSO or MG132 for 6hr prior to be fixed and permeabilized after 2-days post-transfection as previously described (Rohr et al., 2003). The coverslips were then incubated for 1hr at room temperature with blocking solution (3% BSA) and then for 1hr at room temperature with primary antibodies directed against Flag epitope (M2 mouse monoclonal; Sigma). The primary immunocomplexes were revealed by CY5-labeled secondary anti-species antibodies. The coverslips were then incubated for 15 min at room temperature with HOECHST (Sigma). The stained cells were analysed by confocal microscopy using a Zeiss laser scanning microscope (Zeiss, Jena, Germany; model 510 inverted) equipped with a Planapo oil (×63) immersion lens (numerical aperture = 1.4). The colocalization coefficients were calculated by ImageJ 1.46r.

mRNA Quantification

The RNAs from Transfected cells were extracted with RNeasy Plus Mini Kit (Qiagen, Germantown, MD, USA) and retrotranscription was performed with Superscript III (Invitrogen). cDNA were quantified and normalized to the β-actin mRNA level.
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Annexes
Achieving a cure for HIV infection: do we have reasons to be optimistic?
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The introduction of highly active antiretroviral therapy (HAART) in 1996 has transformed a lethal disease to a chronic pathology with a dramatic decrease in mortality and morbidity of AIDS-related symptoms in infected patients. However, HAART has not allowed the cure of HIV infection, the main obstacle to HIV eradication being the existence of quiescent reservoirs. Several other problems have been encountered with HAART (such as side effects, adherence to medication, emergence of resistance and cost of treatment), and these motivate the search for new ways to treat these patients. Recent advances hold promise for the ultimate cure of HIV infection, which is the topic of this review. Besides these new strategies aiming to eliminate the virus, efforts must be made to improve current HAART. We believe that the cure of HIV infection will not be attained in the short term and that a strategy based on purging the reservoirs has to be associated with an aggressive HAART strategy.

Keywords: CCR5, reservoirs, latency, purge, HAART

Introduction

Human immunodeficiency virus 1 (HIV-1), identified 28 years ago,¹ remains a global health threat responsible for a worldwide pandemic with an estimated 33 million people infected.² More than 7000 new HIV infections occur each day, and the number of newly diagnosed infections remains for greater than the number of people (around 5%) who have access to highly active antiretroviral therapy (HAART). Advances have been made in treating AIDS since the introduction of HAART in 1996. This has transformed a lethal disease into a chronic pathology, with a dramatic decrease of morbidity and mortality of AIDS-related symptoms in infected patients.³,⁴

Why is achieving a cure important?

To date, the only way to treat patients infected with HIV relies on a combination of drugs that acts at different stages of the viral life cycle, preventing the virus from replicating. These molecules target four stages of the cycle: viral entry, reverse transcription of the viral genome, integration into the genome of the host cell and maturation of viral proteins. This therapy can reduce plasma virus levels below detection limits (<50 copies/mL). However, with very sensitive but expensive and technically challenging methods, a residual viremia is still detected in patients on HAART.⁵ Moreover, HIV RNA typically returns to a measurable plasma level in less than 2 weeks when HAART is interrupted, suggesting that even long-term suppression of HIV-1 replication by HAART fails to totally eliminate HIV-1. These two latter phenomena are mainly due to the existence of HIV reservoirs.⁶,⁷,⁸,⁹ The existence of integrated latent viruses or virus replicating at a very low level in different cellular reservoirs is an obstacle to the eradication of the virus, and thus the total recovery of patients, and requires strict adherence to lifelong treatment.¹⁰,¹¹,¹² In addition, these cellular reservoirs are often found in tissue sanctuaries, such as the brain, where drug penetration may be several orders of magnitude lower than in other tissues.¹³,¹⁴ Viral clearance from other reservoirs, such as from chronically infected macrophages, is also difficult since reverse transcriptase inhibitors are usually ineffective and protease inhibitors have significantly lower activities in these cells than in lymphocytes.²²,²³ Moreover, emergence of many side effects may require the cessation of treatment.²⁴ Furthermore, the development of many types of resistance, related to the extreme mutability of the virus and in part to treatment interruptions, has been described in the literature.²⁵ Another major concern is related to non-AIDS events and non-AIDS mortality in patients having a residual viremia and a normal CD4+ count, a situation also described in some HIV non-progressors. Owing to the residual viremia, patients develop chronic inflammation that leads to several complications, for instance, cardiovascular disease, nephropathy, faster evolution of viral hepatitis and cancer.²⁶,²⁷
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Last but not least, a major problem related to HAART is the cost of the treatment. Even the cost associated with the cheaper generic forms of the drugs far exceeds the abilities of many resource-limited countries in providing treatment. The cost of this treatment will be increasingly important in the future, with an overall global budget requirement to address this problem from today to 2031 being estimated at US$39.7–72.7 billion. Since, to date, no effective HIV-1 vaccine is available, it appears crucial to improve HAART and to develop new strategies to cure HIV.

Which cure is needed: a functional or a sterilizing cure?

A sterilizing cure requires the total eradication of all HIV-infected cells, including quiescent reservoirs. On the other hand, a functional cure aims to mimic a situation encountered in some special patients called ‘elite controllers’ who are able to control viral replication and have less than 50 copies/mL of the virus without any treatment. Although a sterilizing cure would be the most appropriate and desirable, it may be difficult or impossible to really achieve. Only one reported case, the German case, is known in the literature that suggests a possible eradication of the virus. A functional cure appears more feasible since it seems impossible to get rid of HIV from latent cells and from sanctuaries. We have to keep in mind however that the chronic inflammation described in patients under HAART has also been described in some elite controllers who have presented with residual viremia and higher immune activation compared with healthy patients. It is very likely that these patients will develop more non-AIDS events compared with those who are uninfected or actually cured.

How might we achieve a cure?

The best scenario would be to eradicate the virus from all infected cells. Even though this appears very difficult, we should be able to drastically decrease the HIV reservoirs by identifying and then eliminating them. Residual on-going viral replication, whatever its origin, also has to be reduced to preclude non-AIDS events.

In this article we will discuss new strategies under investigation that aim to eradicate HIV from infected patients. First we will discuss a recently described case that showed a possible eradication of HIV following transplantation of CCR5-deficient haematopoietic stem cells. This strategy may open new avenues to cure HIV-infected patients. We will also discuss novel strategies based on purging reservoirs followed by aggressive HAART. This approach has already been used in several clinical trials. Finally, we believe that HAART has to be improved and/or intensified; however, we have to keep in mind that HAART alone will not allow for a cure.

The critical role of CCR5 in maintaining HIV-1 infection

A proof of concept

A report of a German patient being transplanted with stem cells from a donor who carried the Δ32 CCR5 mutation and then controlled his HIV infection has highlighted the critical role of CCR5 in maintaining HIV infection. It is well known that HIV-1 enters cells by using CD4 receptors and CCR5 or CXCR4 coreceptors and persons homozygotic for a 32 bp deletion in the gene coding for CCR5 are resistant to HIV-1 infection. It is noteworthy that the origin of the CCR5-Δ32-containing ancestral haplotype is recent (estimated range of 275–1875 years) and might be related to a historic strong selective event such as an epidemic of a pathogen that, like HIV-1, utilizes CCR5. This theoretical epidemic has increased the frequency of this mutation in ancient Caucasian populations. Hutter understood the significance of the CCR5 mutation and suggested that transplantation of stem cells originating from a donor homozygotic for the mutation could effectively eradicate the virus. After the relapse of leukaemia in the German patient with HIV there was no other choice but to transplant allogeneic stem cells to this person. The patient, as suggested by Hutter, received Δ32 CCR5 mutant stem cells. Following the medical intervention, the patient has stopped HAART and HIV RNA has remained below 1 copy/mL for now. In a recent paper this group showed evidence for a possible cure of HIV-1 infection in this patient. Indeed, they demonstrated reconstitution of both circulating and mucosal CD4+ T cells that do not express CCR5 while the patient remained free of the virus. Moreover, they also found evidence that long-lived cells such as macrophages became Δ32 CCR5. Since these cells are reservoirs for the virus along with CD4+ T memory cells, it appears that the size of the viral reservoir has decreased. This result was unexpected since the patient's CD4+ memory cells are still susceptible to productive infection by lymphotropic (CXCR4-tropic) HIV. The combination of radiotherapy and chemotherapy has allowed the eradication of long-lived reservoirs, which has prevented HIV rebound during the process of immune reconstitution following stem cell transplantation. Although this specific case is a real success, stem cell transplantation as a general strategy to cure infected patients is not yet feasible due to the high mortality of this treatment (20%–30%). This report constitutes a proof of concept and opens the development of new strategies targeting the CCR5 coreceptor.

CCR5 gene therapy

Among new treatments, CCR5 gene therapy could be a potential treatment to cure HIV (Figure 1). In preclinical trials, HIV-1-infected mice engrafted with zinc finger nucleases (ZFN)-modified CD4+ T cells had lower viral loads and higher CD4+ T cell counts than mice engrafted with wild-type CD4+ T cells, consistent with the potential to reconstitute immune function in individuals with HIV/AIDS by the maintenance of an HIV-resistant CD4+ T cell population. Preliminary results of two Phase 1 clinical trials using this attractive approach were presented at the 2011 Conference on Retroviruses and Opportunistic Infections (CROI). Lalezari presented data on transformed CD4+ T cells. The wild-type CD4+ T cells were obtained from six patients who had been living with HIV infection for >20 years. Participants chosen had continued low CD4+ T cell counts (ranging from 200 to 500 cells/mm3), despite receiving antiretroviral therapy, which reduced HIV viral load to an undetectable level. Both studies showed a successful and tolerated reconstitution of the transformed CD4+ T cells.
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Figure 1. Promising new approaches to cure patients of HIV-1: molecular mechanisms at the macrophage level. Besides increasing the pool of new molecules and improving the currently used ones in HAART, new approaches are required to reach a full recovery from HIV-1 infection. To date, HAART can only control and prevent viral replication, but fails to achieve total viral clearance. New potential strategies include virus eradication through gene therapy and clearance of the viral reservoirs. The first strategy derives from the observation of the Δ32 CCR5 bone marrow transplanted German patient, who seems to be free of HIV-1 infection. Owing to the high risk associated with surgery and the impossibility of using this method in a large number of patients, gene therapy could be a way to disrupt the CCR5-mediated infection in order to mimic the previous results of the German patient (1). The second strategy relies on associating the current HAART with molecules activating the viral transcription and/or targeting host proteins favoring HIV-1 latency. On the one hand, the early stage of viral replication requires the transcription activator NF-κB, thus cytokines such as TNF-α may allow the recovery of full viral transcription in latent reservoirs (2). On the other hand, chromatin-modifying enzymes have been associated with HIV-1 transcription extinction through few modifications of the epigenetic code on the viral promoter. Linking DNA methylation of the Cpg islands (3), increasing activation marks, such as acetylation of histones from Nuc-1 (4), and/or avoiding marks associated with heterochromatin, such as simultaneous trimethylation of lysine 4 and lysine 9 (5,6) of histone H3 in Nuc-1 may revert the latently infected state back to productively infected macrophages. This figure appears in colour in the online version of JAC and in black and white in the print version of JAC.

data from another clinical trial was also presented in which six subjects having initially >450 CD4+ T cells/mm³ under HAART were followed for 12 weeks after infusion of ex vivo transformed CD4+ T cells. Only one patient in this clinical trial became undetectable for the virus. However, this patient entered the clinical study with one Δ32 CCR5 mutation. Therefore a functional cure with this gene therapy was not attained. As explained during this conference, only 5% of the total CD4+ T cells were transformed, in contrast to the 100% in the German patient who benefited from stem cell transplantation. There is hope however that this small fraction of cells will rise in the body, since it is expected that the CCR5+ cells infected by HIV-1 will die over time. It is possible that CCR5- mutants will be selected and will replace the normal CCR5+ cells, since the release of virus from these CCR5+ cells will not be able to infect the transfused population of CCR5- mutants. A much longer follow-up is needed to confirm these expectations.

The long-term control of HIV by the German patient who received a transplant of CCR5-deficient hematopoietic stem cells holds promise for a real cure, but due to its toxicity, it is not a realistic one as claimed by Lewin and Rouzioux. Further investigations in order to understand the mechanism by which HIV was eradicated have to be performed. It would also be interesting to repeat this approach in other patients, which will help us to make further conclusions. It even raises questions such as why there is no HIV rebound from long-lived viral reservoirs.
Purging viral reservoirs

The main drawback of HAART is that it is unable to purge the virus from quiescent reservoirs, i.e. truly latent cells,61-63 and/or from cells with cryptic on-going HIV replication,64,65 or from sanctuaries such as the brain.66-67 Resting memory CD4+ T cells are the major cellular and the best characterized reservoirs in the natural host.6,76-78 The presence of latent proviral HIV-1 DNA in this cell population has definitely been proven.69

Other reservoirs than resting CD4+ T cells have also been proposed.16,18-20 Genetic studies showed that during rebound viremia (due to HAART interruption) the virus could be detected from reservoirs other than CD4+ T cells.60,79-83 It has been proposed that peripheral blood monocytes, dendritic cells and macrophages in the lymph nodes and haematopoietic stem cells in the bone marrow can be infected latently and therefore contribute to viral persistence.61-65,67,69,74 It is still debated whether or not viral persistence in these latter reservoirs is due to true latency or to a low-level on-going replication.79,76

Deciphering the molecular mechanisms underlying HIV persistence is a prerequisite to devise novel treatments aiming at purging these reservoirs. Several recent reviews describe in more detail the mechanisms of HIV persistence with implications for the development of new therapeutic strategies.16,20,46,76-79

Before using strategies that aim at purging the reservoir in combination with an intensified HAART, we need: (i) to identify and characterize the molecular actors involved in the persistence of latency, which relies on the chromatin environment; and (ii) to understand the mechanisms of reactivation in order to prevent it.

Persistence of latency

Once HIV-1 DNA has integrated into the host genome, and latency has been established, maintenance of HIV-1 latency depends on the chromatin environment. The chromatin organization of the HIV-1 promoter with precisely positioned nucleosomes80,81 has been well described. Nuc-1, a nucleosome located immediately downstream of the transcription initiation site, impedes long terminal repeat (LTR) activity. Epigenetic modifications and disruption of Nuc-1 are a prerequisite of activation of LTR-driven transcription and viral expression.82 It was recently found that recruitment of deacetylases and methylases on the LTR was associated with epigenetic modifications (deacetylation of histone H3 and H4 followed by histone H3 methylations and recruitment of HP1 proteins) in CD4+ T cells. In these experiments, the histone methylase SuV39H1 and the HP1γ proteins were knocked down by small interfering RNA (siRNA). The depletion of these factors increased the level of HIV-1 expression.83

Epigenetic modifications of the LTR have also been described in microglial cells, the CNS-resident macrophages. These cells are major targets for HIV-1 and constitute latently infected cellular reservoirs in the brain.84 Previous work from our laboratory has shown that a COUP-TF interacting protein 2 (CTIP2), a recently cloned transcriptional repressor that can associate with members of the COUP-TF family,85 inhibits HIV-1 replication in human microglial cells.86,87 Subsequently we showed that CTIP2 inhibited HIV-1 gene transcription in these cells by recruiting a chromatin-modifying complex.88 As demonstrated in T lymphocytes, our work suggests a concomitant recruitment of histone deacetylases HDAC1, HDAC2 and histone methylase SUV39H1 to the viral promoter by CTIP2. Ordered histone modifications would allow HP1 binding, heterochromatin formation and, as a consequence, HIV silencing. The heterochromatin formation at the HIV-1 promoter has been linked to post-integration latency, and this suggests that transcriptional repression such as CTIP2 are involved in the establishment and maintenance of viral persistence and post-integration latency in the brain.

The corepressor CTIP2 has an even more pleiotropic action by regulating the expression of genes of infected cells. Recruited to the cellular cyclin-dependent kinase inhibitor CKDN1a/p21waf1 (p21) promoter, CTIP2 silences p21 gene transcription by inducing epigenetic modifications, as described above, for the HIV-1 promoter. This effect indirectly favours HIV-1 latency since activation of the p21 gene stimulates viral expression in macrophages.89 Moreover, CTIP2 counteracts HIV-1 Vpr, which is required for p21 expression. We suggest that all these factors contribute together to HIV-1 transcriptional latency in microglial cells.90 The picture regarding the importance of p21 in the replicative cycle of HIV-1 is far more complicated since p21 has been described as a restriction factor in macrophages and in resting CD4 T cells.91,92 The protein p21 might have different effects on HIV-1 infection of macrophages depending on the targeted viral life cycle step, and therefore on the time since infection.93

We have also identified a new actor involved in the maintenance of HIV-1 latency in microglial cells, the lysine-specific demethylase (LSD1).95 We notably showed that LSD1 repressed HIV-1 transcription and viral expression in a synergistic manner with CTIP2 and reported that recruitment of LSD1 at the HIV-1 proximal promoter is associated with both H3K4me3 and H3K9me3 epigenetic marks. Association of both H3K4me3 and H3K9me3 epigenetic marks with LSD1 recruitment may thus constitute a new level of euchromatic gene regulation. These observations are consistent with the discovery that H3K4 methylation at certain chromatin loci may prevent gene expression.96 Interestingly, such a gene repression linked to H3K4me3 has been proposed to prevent the expression of cryptic promoters.95,96 This is strengthened by the finding that HIV-1 preferentially integrates into active genes and therefore could be considered as a cryptic gene.

Surprisingly, LSD1 has been associated with activation of HIV transcription in CD4+ T cells through demethylation of K51 Taf.97 However, in microglial cells the mechanisms underlying LSD1-mediated increase of H3K4 trimethylation is different and might rely on the ability of LSD1 to anchor other factors at the promoter rather than its own enzymatic activity. Indeed, H3K4 trimethylation was associated with the recruitment of LSD1, H3SET1 and WDR5 at the Sp1 binding sites of the HIV-1 LTR. Moreover, reactivation of HIV-1 proviruses correlated with the release
of LSD1, HDAC1 and HDAC5 from the viral promoter and with a reduced H3K4 trimethylation. In contrast to CD4+ T cells, LSD1 is involved in the maintenance of HIV-1 latency in microglial cells by favouring a local heterochromatin structure. These two studies reporting a dual role of LSD1 through different mechanisms in two main HIV targets point to the complexity of HIV latency and raise the question of how effective the use of inhibitors of LSD1 would be for full HIV-1 reactivation. Indeed, targeting LSD1 for full reactivation in microglial cells might not work in lymphocytes. Instead, in the latter cells an induction of HIV latency is expected. Further investigation of the epigenetic regulation of HIV latency is therefore needed in order to design efficient drugs targeting viral reservoirs.

Another field of interest is DNA methylation, which has been involved in DNA silencing and latency. It is now well established that DNA CpG methylation plays an important role in maintaining HIV-1 latency, despite previous controversies. Therefore, DNA demethylase inhibitors, such as 5-aza-2’-deoxycytidine, could be useful in strategies aiming to reactivate reservoirs. It is noteworthy that only a few percent of the latent viruses are methylated on their DNA, but these reservoirs of latent viruses are highly resistant to reactivation. Achieving a cure would probably require the treatment of many different types of latency simultaneously by a combination therapy approach.

Preventing reactivation

Several mechanisms acting at the transcriptional and post-transcriptional level are at work in order to preclude HIV reactivation in latent reservoirs. Affecting these mechanisms may open new ways to purge reservoirs. Sequestration of nuclear factor κB (NFκB) in the cytoplasm of latent cells is one of these mechanisms. T cell activation with tumour necrosis factor α (TNFα) allows translocation to the nucleus of NFκB, which then binds to the LTR and activates the early phase (Tat-independent) virus transcription (Figure 1). Besides TNFα, many other factors have been involved in HIV reactivation, including interleukins (IL-1β, IL-2, IL-6, IL-7, interferon γ (IFNγ) and CD3α,γ) and could be used to purge the reservoirs. Among mechanisms acting at the post-transcriptional level, regulation of the exportation of viral RNAs by the poly tract binding protein (PTB) seems to be important in memory CD4+ T cells. Another important mechanism that acts at the post-transcriptional level involves microRNAs (miRNAs). These are single-stranded RNAs of 19–25 nucleotides involved in various biological processes in eukaryotic cells. miRNAs interact with a complementary sequence in the 3’-untranslated region (UTR) of target miRNAs by partial sequence matching, which leads either to mRNA degradation or, more often, to translational inhibition. miRNAs are involved in the regulation of virus expression as well. Recently it was shown that miRNAs regulate the expression of the histone acetyltransferase Tat cofactor PCAF and HIV replication. In a recent paper, Huang et al. reported an enrichment of miRNAs in clusters, which has been observed only in resting CD4+ T cells and not in active CD4+ T cells. They found that several of the miRNA clusters inhibited HIV replication, and suggested that miRNAs contribute to HIV latency in resting primary CD4+ T cells. They proposed to use specific antagonists (anti-miRNA antisense) raised against these miRNAs in order to reactivate latent CD4+ T cells. However, as discussed by Sun and Rossi, the use of antagonists to reactivate latent infected cells could be toxic for uninfected cells. The feasibility of using miRNAs for HIV treatment is premature and will need further investigation.

Implications for therapies based on purging reservoirs

Original strategies based on the combination of a purge of the reservoirs and intensifying HAART aim to eradicate the virus from infected patients. Understanding the molecular mechanisms involved in latency will allow us to devise new strategies that will facilitate the reactivation of all the reservoirs.

One strategy, known as Immune Activation Therapy, aims to activate T cells118-122 (Figure 1). Many physiological stimuli that effectively activated T cells passed preclinical studies, but all failed in clinical studies. IL-7 held promise since this cytokine is known to be essential for the maintenance of T cell homeostasis. Indeed, there are two subsets of memory T cells: central memory T cells (Tcm), which are maintained through T cell survival and low-level driven proliferation and can persist for decades, and transitional memory T cells (Ttm), which persist, in contrast, by homeostatic proliferation of infected cells and could be reduced by using drugs preventing memory T cells from dividing. Interestingly, an IL-7-driven proliferation of Tcm cells can induce HIV expression from quiescent resting cells without the death of the infected cells. This cytokine might therefore be tested for its ability to reactivate expression of latent HIV in order to purge this quiescent HIV reservoir. A clinical trial using IL-7 in order to reduce the size of the latent reservoir is currently running (ERAMUNE led by C. Kalliania; http://www.clinicaltrials.gov). Another profound therapeutic implication, put forward by Chomont et al., is that the size of the pool of CD4+ Tcm cells infected by HIV-1 should decrease with early treatment interventions. Indeed, these memory Tcm cells and the CD8+ T cells are thought to be very important in the control of HIV infection, as shown in elite controllers. Since IL-7 is also involved in CD8+ T cell function and T cell survival, an early treatment that combines HAART and IL-7 will certainly help patients to control their HIV-1 infection (i.e. to get a functional cure), but might not allow the eradication of the virus (i.e. to get a sterilizing cure).

A second strategy aiming to develop rational therapeutics to flush out HIV from latency relies on the knowledge of its epigenetic regulation. Several potential candidates have emerged, such as the histone deacetylase (HDAC), the histone methyltransferase, DNA methyltransferases and proteins from the SWI/SNF chromatin complexes. A switch from latent to active transcription has been described following treatment with several HDAC inhibitors such as trichostatin, trapoxin, valproic acid and sodium butyrate. Valproic acid has been described to effectively reactivate latent HIV reservoirs in a first clinical trial, but two other clinical trials did not confirm this. Failure of this first clinical trial might be due to the ineffectiveness of valproic acid in inhibiting HDAC3 activity in CD4 T cells. Indeed, several other HDACs, including HDAC3, contribute to the repression of HIV-1 LTR expression. Further investigations are needed using inhibitors against newly identified epigenetic regulators of HIV latency such as chaeotostatin (a histone methyl transferase inhibitor) or the DNA
methyltransferase inhibitors, including well-characterized nucleoside analogue methylation inhibitors (5-azacytidine, 5-aza-2'-deoxycytidine, 5-fluoro-2'-deoxycytidine and zebularine) and non-nucleoside DNA methylation inhibitors (procarbazine, procarbamoyl, hydracrine and RG108).76,79,105 Purging of latent reservoirs could also be achieved by inhibiting regulatory processes that prevent reactivation.153 The p-teFβ activator HMB2 is a promising molecule currently under study. In pilot studies it was able to reactivate latently infected cells and prevent re-infection by down-regulating CD4 receptor expression.152

There are several encouraging new directions in the purge of reservoirs that are based on a combination therapy approach,153 as already used in clinical trials to treat cancer.154–159 Such an approach has been found to be promising since the association of an HDAC inhibitor or a DNA methylation inhibitor with prostratin has a synergistic effect on the activation of HIV-1 expression.160,161,162 The main benefit of this synergistic effect is that we might use drugs at suboptimal concentrations that would be sufficient to reactivate the virus but would have fewer side effects. We believe that the most promising strategy to purge the reservoirs relies on combinations of such drugs, which would be able to force viral gene expression at both the transcriptional and post-transcriptional levels.

Finally, an alternative option has been proposed, which is not based on virus reactivation, but on rendering the virus unable to replicate in latent cells without inducing cell death.158 This original 'genome editing therapy' is based on the recognition of essential sequences within HIV-1, such as the pol gene by zinc-finger endonucleases. Such a therapy has already been proposed to disrupt the CCR5 gene, as described previously.159

**Improving HAART**

*Why is it important to improve HAART?*

There are several reasons why HAART should be improved. One is the existence of a residual viraemia in patients undergoing HAART. The origin of this viraemia is still debated. There are two theories explaining this residual viraemia: (i) long-lived cells containing latent HIV provirus that can produce HIV at low levels following reactivation; and (ii) low-level cryptic on-going replication despite therapy. Latency is best described as a lack of proviral gene expression. In contrast, on-going replication requires continuous viral gene expression without cytopathic effects. Ineffective treatment in cells supporting on-going replication could result from poor drug penetration into sanctuaries such as the brain, where infected microglial cells are located.99 or from cell-to-cell transfer of the virus.161 It is important to distinguish between these two theories, since the therapeutic approaches they suggest are essentially different. The theory of on-going replication suggests that drug resistance to treatments might develop. In this case treatment intensification and the design of new anti HIV-1 molecules are needed in the long term. On the other hand, if viruses are released in bursts from stable reservoirs, multidrug resistance does not develop, however, HAART alone is ineffective as well. Several studies have looked at the efficiency of such intensification of HAART on residual viraemia and only one failed to reduce it.100,101 The second reason to improve HAART is related to the 'shock and kill' strategy discussed above. HAART by itself is not able to achieve a cure, but is still needed (to hold) in association with HIV reactivation from quiescent cells (to shock). Finally, emergence of drug resistances, toxicity and compliance with treatment are all obstacles to the current management of HIV-1 infection and therefore need improvement of HAART.163

**How can we improve HAART?**

Current management of HIV-1 treatment is based on seven classes of antiretrovirals: nucleoside/nucleotide reverse transcriptase inhibitors (NRTIs), nucleoside reverse transcriptase inhibitors (NNRTIs), non-nucleoside reverse transcriptase inhibitors (NNRTIs), protease inhibitors (PIs), entry/fusion inhibitors (EIs), coreceptor inhibitors (CRIs) and integrase inhibitors (INIs).165 The therapy of HIV-1-infected patients is based on a combination of three or more drugs from two or more classes.166 We believe that new drugs should target other steps of the HIV-1 cycle such as transcription, since there is no drug currently available targeting this step. An increasing number of studies suggest that inhibitors of cellular LTR-binding factors, such as NF-κB and Sp1, repress LTR-driven transcription.166,167 Recently it has been shown that proteins of the DING family are good candidates to repress HIV-1 gene transcription.168 Indeed, the inhibitory effect of the human DING protein named HPBP (human phosphate binding protein) an HIV-1 replication is very strong.169 even compared with other canonical drugs currently used in HAART.170 HPBP is also a potent anti-HIV-1 drug in peripheral blood lymphocytes and in primary macrophages, which is not true for several other anti-HIV-1 drugs. Very interestingly, HPBP, which targets transcription, is as effective against drug-resistant HIV strains as wild-type strains, highlighting the potential therapeutic advantage of HPBP. Moreover, such drugs could also be used to cope with chronic inflammation, which leads to non-AIDS events.171,172 We believe that this protein or its derivatives are potentially interesting molecules and deserve further study. As suggested for X-DING,173 proteins belonging to the DING protein family might have a role in the innate response to infections, including HIV-1.

Finally, the use of nanotechnology involving structures 1–100 nm in size is an exciting approach since it will make it possible to reduce toxicity and facilitate treatment adherence.174 Indeed, these nano-delivery systems will permit: (i) modulation of drug release; (ii) protection of drugs from metabolism; and (iii) specific targeting of infected cells, even those located in sanctuaries. In corollary, this approach will allow improved bioavailability and therefore reduce toxicity.175 Among new nanotechnology-based drug delivery systems are liposomes, polymeric micelles, dendrimers and nanosuspensions. Potential uses of these molecules have been reviewed.176 This elegant approach will surely improve gene therapy, immunotherapy, vaccinology and microbiology.177

**When to start antiretroviral therapy?**

Today there is no real consensus on when HAART should be started. Until now, generally HAART was started when the CD4+ T cell count was below 350 cells/mm³, however, several observations have pointed to a substantial benefit in reduced mortality if treatment is started at an earlier stage with no consideration of CD4+ T cell count.178,179 This is in agreement with
the finding that starting treatment earlier reduced the size of the latently infected reservoirs, as discussed above. Another major concern with starting treatment earlier is that it should reduce the outcome of non-AIDS events and non-AIDS mortality. The cost of the treatment, drug toxicities and non-adherence to the treatment by healthy patients has led some regulatory organizations in Europe not to recommend initiation of HAART in asymptomatic patients or patients having more than 350 CD4+ T cells/mm³.

**Conclusions**

Are there reasons to be optimistic that a cure for HIV infection may be achieved? From our point of view, the answer is ‘yes’, but this will not be achieved in the short term. Advances in some fields are very exciting and offer new opportunities to achieve a cure. For example, using gene therapy to confer HIV resistance (including the CCR5 gene therapy) is a valuable approach compared with chemotherapy, which has several drawbacks, including toxicities, development of resistance and cost. Several gene therapy trials are currently under way, but it is premature to make definitive conclusions regarding the feasibility of these therapies. The ‘hotly grafted’ of clinicians will be to achieve a sterilizing cure with total eradication of the virus from the body, but we might only get a functional cure, with few patients who control HIV-1 infection (the elite controllers). The major concern with a functional cure will be to drastically reduce the viroemia in order to prevent non-AIDS events. The ‘shock and kill’ strategy has also emerged as an exciting potential way to eliminate the virus. Here, too, we might be able to achieve only a functional cure. The German case is the only case where a possible sterilizing cure has occurred, incidentally indicating a weakness of HIV. Today, however, we are limited by a lack of technology to clearly demonstrate that this patient is definitively cured. The war against this virus is far from over and will need much more work. This review has focused on current therapeutic strategies that could lead in the long term to a cure. From a military point of view, this latter strategy constitutes the first front line. However, to win a war you usually need to open a second front line, and this one is research leading to the development of an HIV vaccine. Even if in practice this approach is not yet working, efforts in this direction must be made, but might require new avenues in HIV immunology research. Undoubtedly research aiming at a therapeutic cure will benefit from research aiming to develop a vaccine, and vice versa. Reasons to be optimistic come mainly from the intensive efforts made in different fields of research, i.e. a multidisciplinary approach, including immunologists, virologists, molecular biologists, clinicians, pharmacologists, chemists, physicists and mathematicians, who have already opened new ways and elaborated new concepts for therapies that are currently being tested in clinical trials.
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Induction of proteasome-mediated degradation of CTIP2 by HIV-1 Vpr in microglial cells.

Usurping the host ubiquitination proteasome system (UPS) to inactivate the undesirable host protein is a common viral strategy. HIV-1 proteins inactivate the detrimental host proteins by this system. In Microglial cells, CTIP2 represses both initial phase and late phase of HIV-1 gene transcription. As HIV-1 can still replicate in the presence of CTIP2, we postulated that it might inactivate CTIP2 by using Cul4 E3 ubiquitin ligase complex to resume its replication.

We observed higher CTIP2 expressions in the absence of Vpr, with no effect on CTIP2 mRNA and proteasome inhibitor can block this degradation. Co-immunoprecipitation assays showed that CTIP2 is associated with DCAF1 and DDB1 in the absence and presence of Vpr. We showed that this degradation is prevented by the using Vpr mutant (Q65R) and by knock down of DCAF1. Finally, we observed the co-localization of CTIP2 with Cul4A-DCAF1-DDB1 complex even in the absence of Vpr, in microglial cells. Additionally, DCAF1 interacts with CTIP2-associated heterochromatin enzymes complex.

Our results suggest that Vpr expression increases the turnover of CTIP2 in HIV-1 productively infected cells. By degrading CTIP2, HIV-1 counteracts CTIP2-mediated silencing of its expression and favors its replication.

Key words: HIV-1, Vpr, CTIP2, DCAF1 and Ubiquitination.

Induction par Vpr de la dégradation de la protéine CTIP2 via la voie du protéasome dans les cellules microgliales.

Le détournement de la machinerie cellulaire basé sur la dégradation par la voie du protéasome est une stratégie fréquemment retrouvée chez les virus afin d’optimiser leur réplication. Ainsi, le VIH-1 a développé toute une série de contremesures via ses protéines accessoires, vif et vpu notamment, afin de cibler les facteurs de restriction vers la voie du protéasome. La protéine accessoire Vpr est également associée à un complexe Cul4 E3 ubiquitin ligase mais est toujoursorphelin de sa cible.

Nos travaux ont montré que la protéine CTIP2 est un acteur majeur impliqué dans la restriction de la réplication du VIH-1. Nous proposons de défendre la thèse selon laquelle la protéine CTIP2 est dégradée par la voie du protéasome en présence de la protéine vpr. Nous avons ainsi montré que l’expression de la protéine CTIP2 est plus forte en absence qu’en présence de la protéine vpr. Des expériences utilisant des inhibiteurs de la voie du protéasome sont en faveur d’une régulation de type post traductionnel. Par immunoprécipitation, nous avons montré que CTIP2 fait partie d’un complexe comprenant DDB1 et DCAF1 en présence et en absence de Vpr. Sa dégradation est prévenue en présence du mutant vpr (Q65R) qui n’interagit plus avec DCAF, et en présence d’un Knock Down de DCAF1par ailleurs, DCAF1 est associé avec CTIP2 inclus dans le complexe impliqué dans l’établissement de la latence du VIH-1 comprenant notamment HDAC1. Enfin, les protéines CTIP2, Vpr et DCAF colocalisent dans les noyaux des cellules microgliales.

Nos résultats suggèrent fortement que la protéine Vpr favorise la dégradation du facteur CTIP2, qui est décrit comme un facteur restreignant l’infection par le VIH-1 dans les cellules microgliales, et ainsi favorise sa réplication.

Mots clés: VIH-1, Vpr, CTIP2, DCAF1 et Ubiquitination.