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General introduction

In engineering fields a model is a mathematic representation of a real system used for analysis, supervision, fault detection, prediction, estimation of unmeasurable variables, optimization and model-based control process,... [1, 2, 3, 4, 5, 6, 7, 8, 9].

Basically, a model can be constructed according two routes or a combination of them [10] (see the figure below). One route is called physical modeling, based on the physical mechanisms that govern the system’s behavior. The models thus obtained are adequate approximations of the real process [11]. But, in many cases involving complex nonlinear systems, it is very difficult or almost impossible to derive dynamic models based on all the physical phenomena involved [12, 13, 14].

System identification

On the contrary, the other route called “System identification” provides an alternative way to build mathematical models to capture the system dynamics. The models are constructed based on the input-output data obtained by the experimentation with the real system [11, 12, 13, 14]. The main advantage of this technique is the fact that no extensive knowledge on the physical behavior of the real system is required [11, 12]. In the sequel, we shall focus on this approach.

System identification

The earliest works on system identification were mainly conducted to find the “true system”, i.e. the model which provides exactly the output data when excited by the input data [11]. The researchers were not concerned by the complexity of the models and the handling of the model parameters computation ([15, 16]).

More recently, due to the critical role of system modeling in engineering fields, in particular model-based control, the goal in system identification tends to generate models with good “quality” at a low “price” [11] (see the figure below). In the sequel, for greatest convenience we shall denote, “quality” the balance between accuracy and complexity of the model, and “price” the computational cost to generate it [11].
Several methods for system identification have been widely discussed ([5, 10, 11, 17, 18]). But all of them are based on the following steps that define a general system identification methodology (see figure bellow). Hereafter are the “golden steps” for system identification.

1. Three basis entities

   - The data record. It all starts with the necessary to have a very good dataset at our disposal, i.e. a set of data which contains the maximum information about the system dynamics. The objective of the experiment design is thus to generate data maximally informative.

   - The set of models or the model structure. A set of candidate models is obtained by specifying within which collection of models we are going to look for a suitable candidate. Ideally, the “true system” should belong to this model set.

   - Model estimation. Suppose a set of candidate models has been selected, and supposed they are parametrized using a parameter vector $\theta$. The search for the best suitable model within the set, then becomes a problem of determining, or estimating $\theta$, according to a given criterion. The better we choose both a criterion and an optimization algorithm, the better result estimated model is.

2. Model validation. After having settled up the preceding three choices, we have at our disposal a candidate model, the one in the parametrized model set which describes the best the data according to a given criterion. It is then necessary to test whether this model is “good enough” or valid for its purpose. Such tests are known as Model validation.

3. The system identification loop. The system identification procedure has a natural logical flow: first collect the data, then choose a model set and estimate the “best” model in this set. If the model candidate does not pass the model validation, we must go back to revise the various steps of the procedure. The model may be deficient for several reasons:

   - The numerical procedure fails to find the best model candidate according to our criterion.

   - The criterion is not well chosen.

   - The model set is not appropriate, in that it does not contain any “good enough” description of the system.
The data set is not informative enough to provide guidance in selecting good models.

The choice of the model structure and the model estimation (criterion and optimization algorithm) [19] certainly have a considerable effect on both the quality of the resulting estimated model and the price to generate it [11, 20]. Hence, these parts of the system identification procedure will be addressed in this thesis.

The choice of the model structure is often based on the intended use of the model. For example, for applications as model-based control, in particular inverse control, accurate process representations with a reasonable low complexity are required [3, 21]. If some physical insight is available, it is recommended to use it in order to select a model structure with the maximum chance of containing the “true system”. But, in the industrial fields, different process systems show non linearities and uncertainties which can be considered as partially or totally black-box [22]. In that cases where no physical insight is available or used, a model structure which is known to have good flexibility and which has been successfully used in the past, should be used. These cases, known as black box system identification, will be addressed in this thesis.

Once a set of candidate models, parametrized by the parameter vector $\theta$, has been selected, the model estimation consists in finding the best estimation $\hat{\theta}$. Ideally this estimation should yield the $\hat{\theta} = \theta^*$ corresponding to the “true system”. Moreover, computational cost should be taken into consideration. In practice, the goal is to determine $\hat{\theta}$ which leads to a model which represents the system as accurately as possible with a low computational cost.

More precisely, this estimation consists in searching the $\hat{\theta}$ which minimizes an objective function (criterion function). The Mean Square Error (MSE) criterion is the most commonly used in system identification. Generally, the MSE estimation leads to significant performances under classical assumptions. Although, sometimes the system data set contains corrupted data, called outliers which greatly damage the MSE performances. In this case, robust estimators using robust norms are used. See the Huber’s function, Talwars function [23]... for example.
Once the objective function is chosen, the search for \( \hat{\theta} \) which minimizes the objective function is achieved by an optimization algorithm. The most commonly encountered in system identification, in particular in neural networks, are the steepest descent algorithm, the Gauss-Newton algorithm and the Levenberg-Marquardt algorithm. As a consequence, both the computational cost and the accuracy of the obtained model depend on the learning algorithm chosen to estimate the model parameters, for the same reason as the objective function and the structure of the model.

Remember that, in order to cover the cases when no reliable physical insight is available, black box nonlinear system identification methods will be addressed in this thesis. Recent research results have shown, that the nice properties of universal approximation of neural networks make them suitable for modeling complex nonlinear systems when we consider the plant as a black-box [4, 8, 17, 22, 23, 24, 25, 26, 27, 28, 29, 30, 31], especially those which are hard to describe mathematically [29, 30, 32, 33]. Consequently, let us now remind the main features of this approach.

**System identification using neural networks**

As presented above, two important steps in a general system identification method are: the model structure selection and the model estimation. In neural network theory, these two steps are addressed to as: neural network architecture selection and neural network training, respectively.

Let us remember that artificial neural networks consist in a large number of interconnected processing elements known as neurons [32]. Depending on the way the neurons are structured, neural networks can be classified as feedforward, recurrent or cellular neural networks [17, 23, 24, 25, 31, 34, 35].

For system identification and control, the most used architectures are feedforward and recurrent neural networks. In these type of configurations, the neurons are usually arranged in layers. The number of layers and the number of neurons in each layer play an important role in the neural networks design. While the number of layers and neurons increases, the approximation capabilities of the model increases too. Unfortunately, the model complexity and the computational cost correspondingly increase as well.

Within the feedforward and recurrent neural networks, the most encountered in system identification [24] are: the Single layer feedforward networks, the Multilayer feedforward networks, the Radial basis networks (RBF) and the Dynamics or recurrent neural networks.

The Feedforward networks are suitable for the approximation of complex static functions [31, 35]. However, the major drawback of such type of neural networks in describing dynamic functions, is that the weights updating does not utilize information on the local date structure. Moreover, the function approximation is sensitive to the quality of training data. Since recurrent neural networks (RNN) incorporate feedback, they can successfully overcome these disadvantages. Moreover, recent results show that RNN can outperform feedforward neural networks such as Multilayer Perceptron (MLP) or RBF networks [36]. Even more, they can yield smaller structures [37]. Due to its dynamic characteristics, RNN has a great potential for nonlinear dynamic system identification and control [27, 31, 34, 37, 38, 39]. Therefore, RNN will be used in this thesis for black box nonlinear system identification.
Once the model structure is chosen, the next step is the estimation of the synaptic weights, i.e. the parameter vector $\theta$. This is achieved during the training phase or model estimation phase. Here, the idea is, as already explained, to minimize an objective function (MSE, LSAD, Huber’s function, etc) by means of a learning algorithm. The computational bulk consequently depends on the learning algorithm, the structure and the criterion function chosen.

**Problem statement: A convenient trade-off**

Lest us remember that, one of the most important advantages of black box modelling approaches is the limited physical insight required to develop the model [40], but as a trade-off, these techniques imply the use of model structures which are as flexible as possible. Generally, this property leads to a high number of parameters of the structure [41].

Neural network identification techniques have the same problem: a large number of neurons (parameters) is usually necessary to correctly describe complex nonlinear systems [28]. As mentioned above, the number of neurons directly affects the quality (i.e. model complexity and approximation accuracy) and the computational cost.

In order to improve the preceding characteristics, we must conveniently choose the model structure and the model estimator (i.e. the learning algorithm). The figure below, illustrate the different influences of the different choices we have to do.

![Model structure vs. model estimation](image)

These choices are somewhat contradictory and necessarily a good compromise should be proposed [42, 43]. The different works in neural networks system identification dealing with this compromise can be divided in two types. The first part is dedicated to improve the quality of the models by means of finding a good compromise between the model complexity and the approximation accuracy. To achieve this, the authors directly deal with the neural network architecture (see the figure above). The second part tends to estimate accurate models with low computational cost. In the literature, this is achieved by the choice of the learning algorithm or by a convenient choice of the model structure.

**State of art**

Let us first present the works which tend to the best trade-off between the model complexity and approximation accuracy. Trial and error is one of this techniques [44]. In this approach, the user test different number of neurons. When the “best compromise” between the number of neurons and the accuracy of the architecture is found, the tests are stooped. Different works based on this approach [21, 40, 45, 46, 47, 48, 49, 50] propose models with a good quality level. Although, this procedure is laborious and it may not lead to the “best compromise” between the model complexity and the approximation accuracy [40, 51]. Other techniques trying to improve the
same approach are known as pruning. Pruning based techniques have been successfully used for structural optimization [5, 44, 52, 53, 54, 55, 56, 57, 58, 59]. Pruning methods attempt to find a quick solution by starting with a large network architecture then reducing it according to a subjective criterion. In this approach [60, 61], besides optimizing the number of neurons, the connections between the neurons are also optimized. In fact, the synaptic weights which are “not important” are eliminated, leading to models with less number of parameters. More recently, other evolutionary techniques have been employed in order to derive “optimal” structures. For example, genetic algorithms (GAs) in [28, 30, 51, 62], dissimilation particle swarm optimization (PSO) in [33], genetic programming (GP) in [3], a combination of GA and singular value architectural recombination (SVAR) in [63]. As in the pruning techniques, each evolution of the neural network is based on a criterion chosen by the designer. The previously outlined techniques, based on the evolution of the neural network, have been successfully applied for structural optimization, but its main disadvantage is the excessive requirement of time to find the most convenient number of neurons, since the neural network is trained every time the model is modified or restructured [29]. Moreover, to solve the problem of finding the best trade-off between model complexity and model accuracy, rather subjective criterion is always used to decide whether the evolution of the neural network is appropriate and sufficient.

Now, let us present the works devoted to improve the balance between the accuracy and the price of the model. As mentioned above, this can be achieved by the implementation of an efficient learning algorithm or by a convenient choice of the model structure. Different learning algorithms can be applied in order to improve the accuracy and reduce the computational burden. In [34] a Kalman filter-based algorithm with faster convergence is proposed. Although this algorithm is more complex than the gradient based algorithms, a decoupling technique is used to decrease the computational burden. In [20] a combination of clustering, gradient and Kalman filter algorithms leads to a quick and efficient approach for modeling. In [31] a Bounding Ellipsoid algorithm for high computational efficiency and fast convergence is proposed. In [64] an improved simultaneous perturbation stochastic approximation (SPSA) algorithm yields an improved model in terms of time of convergence and a smaller identification error. In [19] a combination of GAs and LM algorithms take advantage of the global search of GA and the estimation ability of LM to improve the accuracy and reduce the computation time. In [65] two Memetic Algorithms (MA), combining evolutionary algorithms (i.e. GA and Differential evolution (DE), which are global search methods) with a backpropagation (BP) learning algorithm are proposed. This algorithm has faster convergence in comparison with only evolutionary computation and avoids the possibility of local minima normally existing in the gradient algorithms. This result is extended in [66] where the PSO is combined to with BP. Following the same idea, in [29] an opposition based differential evolution (ODE) algorithm combined with LM is used for training the feed-forward neural network. These results are interesting owing to its convergences properties. In the previous works the improvements are based on the algorithms. Even if, the accuracy of the model, the price to generate it or both of them are improved, the computational cost is still affected by the complexity of the model structure. In [37, 39] the improvements of the computational cost and/or the approximation accuracy are based on the choice of a convenient model structure, that is, by the design of the neural network.

With the conviction that the improvement of the model quality and the reduction of the price of the model, by convenience denoted in the sequel “constraints”, are directly linked to a suitable neural network design, we decided to face to this neural network “constraints” by proposing first a neural network (inspired in [67]) adapted to system identification purposes, secondly a
model complexity reduction procedure and thirdly a computational cost reduction approach. These are the main lines of our research contribution. We shall see that using this original methodology, we provide ready-to-use accurate models with a small number of parameters at a low price. More precisely, the main technical issues of this thesis depend on the particular selection of two factors: the activation functions in each layer and the initial conditions of the synaptic weights. The model complexity reduction approach is developed in two steps: the first step consists in training a neural network with a large enough number of neurons to provide the intended accuracy. In the second step, an appropriate procedure significantly reduces the number of neurons without loss of accuracy. Moreover, we show that the proposed architecture nevertheless remains sufficiently general to provide a wide range of useful model types with good quality at a low price. These model types are currently used in particular for model-based control techniques [4, 5, 6, 7, 71]. The learning algorithm used to optimize the synaptic weights is the classical steepest descent algorithm which is one of the simplest algorithms, since, in a first time, we deliberately decide not to treat this point

In the sequel, this manuscript is organized as follows.

Chapter 1 summarizes the background on neural network which may be helpful to understand the main components and steps for their application in system identification.

In Chapter 2, we focus on the particular design of the different architectures, which allow us to investigate the balance complexity/accuracy and the reduction of the computational cost.

In Chapter 3, the main contributions of this thesis are presented. The theorems on which the model reduction approach and the computational cost reduction approach are based, are presented in details.

In Chapter 4, a methodology based on the previous approaches is described in order to yield models with good accuracy, low complexity and low price. Moreover, the proposed method is applied to different neural network architectures in order to demonstrate the interest of these approaches.

Results of the identification of different systems are discussed in Chapter 5. These systems consist in simulations ones, as the classical Wiener-Hammerstein benchmark, but also experimental setups like an acoustic system, a robot arm, etc.

In Chapter 6 conclusions are given and some perspectives of the present works are drawn.
Chapter 1

System identification using neural networks: Background

This chapter deals with neural networks and its application for system identification. The principle on which neural networks are based and its interesting characteristics which make them applicable for black box system identification are presented here. Moreover, the concept related to the structure selection such as the number of layers, the number of neurons and the activation functions which define the structure of an identification model and its accuracy are introduced, as well as, the concepts of learning algorithm, number of epochs, learning coefficient, gradient and backpropagation algorithms which are related to the neural network training. Both, the structure selection and the neural networks training are the main steps in the system identification procedure as we will see.

1.1 Artificial neurons

Artificial neural networks are originally motivated by biological structures in the brain of humans and animals. Functionally, the biological neurons are simple information processors containing three main components: dendrites, axon and cell body.

![Diagram of a biological neuron and an artificial neuron]

\[ \hat{y} = \varphi \left( \sum_{i=1}^{n} w_i u_i + Z_{hi} \right) \]

Figure 1.1: a) Biological neuron. b) Artificial neuron.
Fig. 1.1 a) shows a biological neuron. The dendrites are the input connections which conduct the nerve impulses toward the cell body soma. The axon extends away from the cell body and provides the path over which the information travels to other neurons. The dendrites are tube-like extensions that branch repeatedly and form a bushy tree around the cell body (Soma). They provide the main path on which the neurons receive coming information and the impulse sweeps along the axon until it reaches the end. The junction point of an axon with a dendrite of another neuron is called a synapse [17, 23, 24].

In that sense, Fig. 1.1 b) shows an artificial neuron, the input (dendrite) receives external information or information from other neurons. This information is pondered by the synaptic weights (synapses). Then the sum of the weighted inputs and the threshold is processed by a function called activation function or output function (linear, sigmoid, gaussian or others, see Appendix A), finally, the output (axon) conducts the information to other neurons or to the outside.

The mathematical representation of the artificial neuron shown in Fig. 1.1 b) is given by (1.1).

\[ y = \varphi \left( \sum_{i=1}^{n} w_i u_i + \theta \right) \] (1.1)

where, \( \varphi \) is the activation function, \( u_i \) are the inputs, \( w_i \) are the synaptic weights, \( n \) is the number of inputs of the neuron, \( \theta \) is the threshold or bias and \( y \) is the output.

### 1.2 Neural network architectures and system identification

Artificial neurons are the fundamental units for the operation of a neural network. In order to reach its real potential, these neurons should be associated to others neurons, developing the main existent neural networks architectures.

Depending on the structure in which the artificial neurons are arranged in a neural network architecture, neural networks can be classified as feedforward, recurrent or cellular neural networks [17, 23, 24, 25, 31, 34, 35].

In the feedforward or static neural networks (see Fig. 1.2), the connections between neurons do not create feedback loops. In this kind of architectures, usually a quick response is produced.

![Feedforward neural networks](image)

Figure 1.2: Feedforward neural networks.

In the recurrent neural networks (RNN) (see Fig. 1.3), there are feedback loops between neurons. In some recurrent neural networks, every input is presented in the time \( t \), and the response is produced after some iterations.
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Cellular neural networks (see Fig. 1.4) consist in the connection of many neurons specially located, each cell is connected only to the neighboring cells, although, one cell affects to the others indirectly, by the signal propagation during the dynamical behavior of the cellular neural network.

![Diagram of Recurrent Neural Networks]

Figure 1.3: Recurrent neural networks.

Thanks to the following features neural networks are suitable for black-box system identification [17, 23, 24, 25, 26, 27, 28]: approximation capability of nonlinear functions via activation functions, ability to process many inputs and outputs and the synaptic weights are automatically adjusted by a learning algorithm during the training.

For system identification and control, the architectures the most used are feedforward and recurrent neural networks. In these type of configurations, the neurons are usually arranged in layers. For example, Fig. 1.5 shows a three layers perceptron where the neurons are located in layers sequentially connected. Each layer is numbered (0, 1, 2 or 3). The layer 0, commonly known like input layer, feeds the layer 1 with the input signals, the layer 1 and the layer 2 are called hidden layers, the output of each neuron in the layer 1 are the inputs of the neurons in the layer 2. Finally, the outputs of the neurons of the layer 2 are the inputs of the neurons in the layer 3 commonly known as output layer. The neurons in the hidden layer are called hidden neurons, and the neurons in the input and output layers are called input and output neurons respectively. In the sequel, in order to refer to the number of neurons in each layer, the following notation is used $n_1-n_2-\cdots-n_i$, where $n_i - 1$ is the number of hidden layers, $n_1$ is the number of neurons in the first hidden layer, $n_2$ is the number of neurons in the second hidden layer and $n_i$ is the number of neurons in the output layer.

![Diagram of Cellular Neural Networks]

Figure 1.4: Cellular neural networks.

As already mentioned, the number of layers plays an important role in neural networks design. While the number of layers grows up, the approximation capabilities are increased, but the model complexity and the computational cost increase as well. The number of neurons in each layer has the same influence as the number of layers on the quality and the price of the model. Therefore, these two aspects are considered in this work.
1.3 System identification using neural network: a general procedure

A general system identification procedure using neural networks is introduced in this section. Two important steps in a general system identification method using neural networks are: the neural network structure selection and the neural network training.

1.3.1 Neural networks structure selection

The structure selection is one of the most important step in the system identification procedure. An important choice is the type of neural network architecture. As already mentioned, feed-forward and recurrent neural networks are the types of architectures the most used for system identification. Due to its advantages over the feedforward architectures, RNN are used in the sequel for modeling dynamics systems.

Once the type of architecture is selected, important characteristics of a neural network architecture are the number of layers, the number of neurons and the activation functions. Usually these choices are based on a previous knowledge of the system. Since we are focused in a black box approach, these choices depends on some criterion defined by the designer.

Intuitively, the number of layers and the number of neurons should be chosen in order to find a good balance between the accuracy and the complexity of the obtained model. It was formally confirmed that neural networks with at least one hidden layer, and whenever they are defined with a sufficient number of neurons, are able to approximate a large class of systems within a small error margin [72, 73]. Therefore, the most common practice is to manipulate a three layers neural network [21, 74, 75]. Even though, in order to improve the accuracy of their models, some authors use more than three layers [76] regardless the complexity of the model. However, when the simplicity is preferred, two layers are acceptable. In the sequel, a method which provides ready to use models, combining the simplicity of a two layer architecture and the accuracy of
a three layers neural network is proposed. Nevertheless, different works have been achieved in order to find the "optimal" number of neurons [3, 5, 21, 28, 29, 30, 33, 40, 44, 46, 50, 51, 52, 53, 54, 57, 60, 61, 62, 63]. The main constraint of these works, is the excessive requirement of time to find the most convenient number of neurons. Moreover a rather subjective criterion is always used to decide when the trade-off between the model accuracy and the model complexity is appropriate and sufficient. Here we propose a method where the number of neurons chosen does not affect the complexity of final models.

The activation function selection plays an important role in the approximation capabilities and the complexity of a model. By different combinations of activations function in a neural network architecture, several models can be derived [67, 77, 78, 79]. The combination of activation functions, the most encountered in the literature is linear functions in the input and output neurons and nonlinear functions in the hidden neurons [80, 81, 82, 83]. The nonlinear activation functions are classically chosen as tanh(●) [84] because it is a saturation type and its derivative can be expressed as a simple function of its output (1 − tanh2(●)) [17, 23, 24, 25]. As it will be presented in the following section, this derivative is required for any gradient-based optimization technique (see Appendix B).

Once the model structure is chosen, the next step is the adaptation of the synaptic weights (parameters of the model). This is achieved during the training phase or model computation phase.

### 1.3.2 Neural network training

The neural network training is realized in accordance to the procedure illustrated in Fig. 1.6. The chosen neural network receives the pass inputs [u(k − 1),...,u(k − n)] and the pass outputs [y(k − 1),...,y(k − n_a)] of the real system and generates the actual estimated output (ŷ(k)). This output value is subtracted from the actual measured output (y(k)), to compute the prediction error (e(k)) in the k iteration. The synaptic weights are adapted by a learning algorithm depending on this prediction error.

The learning algorithm is an optimization algorithm adapting the synaptic weights of a defined neural network architecture. The adaptation is conducted each iteration (k) in order to minimize an objective function (MSE, LSAD, Huber’s function, etc). In effect, if the data set used for the identification of a system is corrupted, robust functions such as the Huber’s function is recommended regardless the computational cost required. If the data set is not really contaminated, a quadratic criterion may lead to a good accuracy, i.e. estimation with no or minor bias.

More precisely, let us suppose a neuro-model parametrized by the synaptic weights w. The special case of the quadratic criterion is given by (1.2).

\[
E(w, u^N, y^N) = \frac{1}{N} \sum_{k=1}^{N} \frac{1}{2} e^2(k, w)
\]

where N is the total number of data used for the parameters estimation and the prediction error e(k, w) is:

\[
e(k, w) = y(k) - \hat{y}(k, w)
\]

(1.3)
A general family of algorithms to adapt the synaptic weights \( w \) is given by (1.4).

\[
\hat{w}(k+1) = \hat{w}(k) - \eta [R]^{-1} \frac{\partial E}{\partial \hat{w}}
\]

(1.4)

where \( R \) modifies the search direction, \( \eta \) is the step size known as learning rate, \( \frac{\partial E}{\partial \hat{w}} \) is the gradient of the objective function and \( \hat{w}(k) \) denotes the value of \( \hat{w} \) in the \( k \)th iteration.

Different algorithms (Steepest descent, Gauss-Newton, Levenberg-Marquardt, etc) can be derived from (1.4) by conveniently choosing \( R \) (the search direction) (See Appendix B). The simplest case where \( R = 1 \) yields one of the simplest algorithm used in neural network theory, namely steepest descent algorithm (1.5):

\[
\hat{w}(k+1) = \hat{w}(k) - \eta \frac{\partial E}{\partial \hat{w}}
\]

(1.5)

where \( k \) increases (from 1 to \( N \)) each time a pair of data (from the set used for the training phase “training dataset”) is processed. In order to provide more time to the learning algorithm to compute the optimal values of the synaptic weights \( w \), the neural network training is realized in epochs \( \gamma \). One epoch is elapsed (that is, \( \gamma = \gamma + 1 \)) each time \( k = N \). Once one epoch is elapsed, the training data set is used again, that is \( k = 1, 2, \cdots, N \).

The number of epochs \( \gamma \) required for the estimation of the synaptic weights is chosen on the base of the mean square error (1.2) computed each epoch is elapsed.

For example, from Fig. 1.7, \( \gamma = 40 \) is a good choice, because after 40 epochs the quadratic error has not further significant reduction.
Figure 1.7: Choice of number of epochs.

In (1.5), the parameter \( \eta \), commonly referred to as the learning rate or integration step size, plays an important role in the parameters adaptation in particular the convergence speed of the algorithm. It should be pointed out that for the discrete time steepest descent algorithm, \( \eta \) should be bounded in a small range, to nevertheless ensure the stability of the algorithm. A small \( \eta \) means that the convergence to a solution is slow while a large \( \eta \) means a faster convergence where oscillations may occur and stability may be lost.

In order to improve the learning algorithm, different solutions for the adaptation of \( \eta \) have been implemented in this work. For example, a modification of the “search then convergence algorithm” used in [23] is given by (1.6).

\[
\eta(n) = \eta_0 \frac{1}{1 + \frac{n}{k_0 \gamma}}
\]  

(1.6)

where:

\( \eta_0 \) is the initial value of \( \eta \) proposed by the user.

\( k_0 = \frac{10 \Delta}{\lambda} \).

\( n = 1, 2, \cdots, (N \times \gamma) \) is the iteration increasing during all the training phase (all the epochs).

\( \gamma = 1, 2, \cdots, \gamma^* \) is a the number of epochs elapsed.

\( N \) is the number of data used for the neural network training.

\( \gamma^* \) is a “optimal” number of epochs required for the adaptation of the model parameters.

Every time that one epoch has elapsed \( \eta_0 = \eta(\gamma) \) and \( \gamma = \gamma + 1 \).

Fig. 1.8 illustrates, the dynamic of \( \eta \) during the complete training phase (that is, \( \gamma^* \) epochs have elapsed).
From (1.6) we can deduce that when \( n \) increases the value of the learning coefficient \( \eta(k) \) decreases (see Fig. 1.8). It is desirable because at the beginning of the training the synaptic weights are supposed far of their optimal values and they should be adapted as fast as possible (\( \eta = \eta_0 \)). When a period of time is over \( (k \rightarrow (N \times \gamma)) \) the synaptic weights are supposed near their optimal values. Then, the parameters should be adapted slowly (\( \eta \rightarrow 0 \)) in order to improve the convergence.

Once all the elements required to understand the different procedures for nonlinear system identification using neural networks have been discussed, let us now present an illustrative example.

### 1.3.3 Illustrative example

The first step in system identification using neural networks is to choose and define the structure of the model. In order to explain the development of the adaptation algorithms of the synaptic weights, let us introduce a neural network architecture as an example.

Fig. 1.9 shows a two layers neural network with \( nn \) neurons in the first layer and one neuron in the output layer. It is interesting to notice that the number of neurons in the first layer \( (nn) \) neurons used to process the regressors input-output vectors) is chosen by the user. This offers to the user a possibility for choosing a balanced simplicity-accuracy structure.

The mathematical representation of such architecture is given by (1.7).

1. \( \hat{y}(k) = \varphi_a(T) \)  
2. \( T = \sum_{p=1}^{nn} z_p \varphi_1(r_p) \)  
3. \( r_p = \sum_{i=1}^{n_0} (w_{pi}u(k-i)) + \sum_{j=1}^{nn} (w_{pi}jy(k-j)) \)
Figure 1.9: Recurrent nn-1 neural network.

where:

\[ u(k - i), y(k - j) \in \mathbb{R}^1 \]

\[ w_{p,q}, z_p \in \mathbb{R}^1 \] are the synaptic weights.

\[ u(k - i) \] is the input delay \( i \) times.

\[ y(k - j) \] is the input delay \( j \) times.

As already mentioned, different models could be generated by different combination of activations functions. Let us start with the simplest of the models, that is, all the activation functions linear \( \varphi_1(x) = \varphi_3(x) = x \), then the model given by (1.7) becomes:

\[
\hat{y}(k) = T
\]

\[
T = \sum_{p=1}^{nn} (z_p r_p)
\]

\[
r_p = \sum_{i=1}^{n_p} (w_{p,i} u(k - i)) + \sum_{j=1}^{n_q} (w_{p,i+j} y(k - j))
\]

With linear activation functions in the first layer \( (\varphi_1(x) = x) \) and the activation function in the output layer nonlinear \( \varphi_3(x) = \text{nonlinear} \), the model given by (1.7) becomes:

\[
\hat{y}(k) = \varphi_3(T)
\]

\[
T = \sum_{p=1}^{nn} z_p (r_p)
\]

\[
r_p = \sum_{i=1}^{n_p} (w_{p,i} u(k - i)) + \sum_{j=1}^{n_q} (w_{p,i+j} y(k - j))
\]
A different model can be contained by choosing the activation functions in the first layer nonlinear ($\varphi_1(x) = \text{nonlinear}$) and the activation function in the output layer linear $\varphi_3(x) = x$, the model given by (1.7) becomes:

$$
\hat{y}(k) = T
$$

(1.10)

$$
T = \sum_{p=1}^{m} z_p \varphi_1(r_p)
$$

$$
r_p = \sum_{i=1}^{n_a} (w_{pi}u(k-i)) + \sum_{j=1}^{n_b} (w_{pj}y(k-j))
$$

To be more demonstrative, let us choose the model given by (1.10). With the nonlinear activation functions classically chosen as $\varphi_1(x) = \tanh(x)$ and $n_b = 2$ delays in the input layer, $n_a = 1$ delay in the output layer and $mn = 2$ neurons in the first layer, this model becomes:

$$
\hat{y}(k) = T
$$

(1.11)

$$
T = z_1 \tanh(r_1) + z_2 \tanh(r_2)
$$

$$
r_p = w_{1,1}u(k-1) + w_{1,2}u(k-1) + w_{1,3}y(k-1) + w_{2,1}u(k-1) + w_{2,2}u(k-1) + w_{2,3}y(k-1)
$$

or

$$
\hat{y}(k) = T
$$

(1.12)

$$
T = \sum_{p=1}^{2} z_p \tanh(r_p)
$$

$$
r_p = \sum_{q=1}^{n_a+n_b} (w_{pq}J(q))
$$

where $q$ is the $q_{th}$ element of the vector $J = [u(k-1) \quad u(k-2) \quad y(k-1)]$.

Notice that in the preceding model, by increasing the number of neurons $mn$ or the number of delays in the input $n_b$ or the output $n_a$, the number of parameters increase as well, so as the model complexity.

Once the neuro-model is totally defined, the following step is the synaptic weights adaptation during the training phase. Remember that in this step, an objective function has to be minimized. For simplicity, in this example the objective function used is the MSE given by (1.13).

$$
E(w_{pq}, z_p) = \frac{1}{N} \sum_{k=1}^{N} \frac{1}{2} e^2(k, w_{pq}, z_p)
$$

(1.13)

where the prediction error in the $k_{th}$ iteration is $e(k) = y(k) - \hat{y}(k)$.
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The rules for the adaptation of the synaptic weights \( w_{p,q} \) and \( z_p \), based on the steepest descent algorithm, which is the simplest of the gradient-based algorithms are:

\[
\hat{w}_{p,q}(k+1) = \hat{w}_{p,q}(k) - \eta \frac{\partial E}{\partial \hat{w}_{p,q}}
\]

\[
\hat{z}_p(k+1) = \hat{z}_p(k) - \eta \frac{\partial E}{\partial \hat{z}_p}
\]

where \( \eta \) is adapted by the algorithm (1.6) and the partial derivatives \( \frac{\partial E}{\partial \hat{w}_{p,q}} \) and \( \frac{\partial E}{\partial \hat{z}_p} \) are computed according the chain rule as follows.

\[
\frac{\partial E}{\partial \hat{w}_{p,q}} = \frac{\partial E}{\partial \hat{c}} \frac{\partial \hat{c}}{\partial \hat{y}} \frac{\partial \hat{y}}{\partial T} \frac{\partial T}{\partial r_p} \frac{\partial r_p}{\partial \hat{w}_{p,q}}
\]

\[
\frac{\partial E}{\partial \hat{z}_p} = \frac{\partial E}{\partial \hat{c}} \frac{\partial \hat{c}}{\partial \hat{y}} \frac{\partial \hat{y}}{\partial T} \frac{\partial T}{\partial z_p}
\]

The partial derivatives for the chosen model (1.12) are:

\[
\frac{\partial E}{\partial \hat{c}} = e(k)
\]

\[
\frac{\partial \hat{c}}{\partial \hat{y}} = -1
\]

\[
\frac{\partial \hat{y}}{\partial T} = 1
\]

\[
\frac{\partial T}{\partial r_p} = z_p sech^2(r_p)
\]

\[
\frac{\partial r_p}{\partial \hat{w}_{p,q}} = J(q)
\]

\[
\frac{\partial T}{\partial z_p} = \tanh(r_p)
\]

By substitution of the partial derivatives in (1.14) and (1.15) we obtain:

\[
\hat{w}_{p,q}(k+1) = \hat{w}_{p,q}(k) + \eta e(k) z_p sech^2(r_p) J(q)
\]

\[
\hat{z}_p(k+1) = \hat{z}_p(k) + \eta e(k) \tanh(r_p)
\]

It is interesting here to notice that the computational bulk of the model estimation depends on the choice of the learning algorithm, the neural network architecture (number of neurons, number of layers, delays in the input and delays in the output) and the criterion function.

We have presented and discussed the main issues for an efficient and complete neural network identification methodology for complex and nonlinear systems. Now, we have to present the particular neural networks design which allows us the reduction of the number of parameters and the reduction in the computational cost. In this sense we shall contribute to investigate the crux problem of the good compromise between complexity, quality and cost of the neural network estimation.
Chapter 2

A new identification oriented neural network design

In this chapter, one of the proposed neural networks which allows us the main contributions of this work is presented. This architecture, presented in the Section 2.1, is based on a three layers recurrent neural network with a variable number of neurons in the first layer (2nn-2-1 recurrent neural network). The particular configuration of such neural network, allow us to transform (after the training phase) its structure into the simpler 2-1 architecture (see Section 2.2) preserving the accuracy of the former 2nn-2-1 architecture. The computational cost required to train the proposed neural network is reduced into the one required to train the 2-2-1 architecture presented in Section 2.3. Let us now present the different structures neural networks an their main goal.

2.1 Recurrent 2nn-2-1 neural network: accuracy

Fig. 2.1 shows a three layers neural network with $2 \times nn$ neurons in the input layer, two neurons in the hidden layer and one neuron in the output layer. This architecture allows us to define the desired level of the model accuracy.

It is interesting to notice that the number of neurons in the hidden layer is fixed and the number of neurons in the input layer ($nn$ neurons used to process the regressors input vector and $nn$ neurons used to process the regressors output vector) is chosen by the user. This special configuration allows us to reduce the 2nn-2-1 neural network into the 2-1 architecture shown in Fig. 2.2 keeping the same approximation accuracy of the original non reduced model. Even if this structure is somehow particular, by different combination of activation functions, the proposed architecture permits us to generate easily the classical models presented in ([6]). Therefore, at a user point of view, this architecture remains sufficiently general to cover almost all its practical needs. The mathematical representation of the proposed architecture is given by (2.1).

$$\hat{y}(k) = X \varphi_3(T)$$

$$T = Z_0 \varphi_2(r_b) + Z_\alpha \varphi_2(r_a) + Z_h$$

$$r_b = \sum_{i=1}^{nn} V_{h_i} \varphi_1(J_{i}W_{h_i})$$

$$r_a = \sum_{i=1}^{nn} V_{\alpha_i} \varphi_1(J_{\alpha}W_{\alpha_i})$$
Figure 2.1: Recurrent 2nm-2-1 neural network.

where:

\[ J_u = \begin{bmatrix} u(k-1) & u(k-2) & \ldots & u(k-n_b) \end{bmatrix} \in \mathbb{R}^{1 \times n_b} \]

\[ J_y = \begin{bmatrix} \hat{y}(k-1) & \hat{y}(k-2) & \ldots & \hat{y}(k-n_a) \end{bmatrix} \in \mathbb{R}^{1 \times n_a} \]

\[ W_{b_t} = \begin{bmatrix} W_{b_{t,1}} & W_{b_{t,2}} & \ldots & W_{b_{t,n_b}} \end{bmatrix}^\top \in \mathbb{R}^{n_b \times 1} \]

\[ W_{a_t} = \begin{bmatrix} W_{a_{t,1}} & W_{a_{t,2}} & \ldots & W_{a_{t,n_a}} \end{bmatrix}^\top \in \mathbb{R}^{n_a \times 1} \]

\[ X, Z_h, Z_{h,t} \in \mathbb{R}^{1 \times n_t}, V_{a_t,1}, V_{a_t,2}, \ldots, V_{a_t,n_a}, W_{a_t,1}, W_{a_t,2}, \ldots, W_{a_t,n_a}, Z_{h,t} \in \mathbb{R}^{n_a \times 1} \]

\[ X, Z_h, Z_{h,t}, V_{a_t,1}, V_{a_t,2}, \ldots, V_{a_t,n_a}, W_{a_t,1}, W_{a_t,2}, \ldots, W_{a_t,n_a}, Z_{h,t} \] are synaptic weights.

where \( t = 1, 2, \ldots, \) nn and \( nn \) is the number of neurons.
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Different models can be derived from this architecture by different combinations of activation functions as it was presented in the illustrative example in Chapter 1. Let us denote four different families of models developed in this thesis.

1. FF1H model:

By selecting \( \varphi_3(z) = \varphi_2(z) = z \) in (2.1) we obtain:

\[
\begin{align*}
\hat{y}(k) &= XT \\
T &= Z_0 r_b + Z_a r_a + Z_h \\
r_b &= \sum_{i=1}^{mn} V_{b_i} \varphi_1(J_u W_{b_i}) \\
r_a &= \sum_{i=1}^{mn} V_{a_i} \varphi_1(J_\hat{y} W_{a_i})
\end{align*}
\]

Moreover, from this model we can derive models where the dependence on the past values of the input is linear and dependence on the past values of the output is nonlinear. These kind of models is particularly suited for nonlinear control problem [6, 65, 29, 66].

2. FF2H model:

By selecting \( \varphi_3(z) = \varphi_1(z) = z \) in (2.1) we obtain:

\[
\begin{align*}
\hat{y}(k) &= XT \\
T &= Z_0 \varphi_2(r_b) + Z_a \varphi_2(r_a) + Z_h \\
r_b &= \sum_{i=1}^{mn} V_{b_i} (J_u W_{b_i}) \\
r_a &= \sum_{i=1}^{mn} V_{a_i} (J_\hat{y} W_{a_i})
\end{align*}
\]

In the same way as for the model (2.2), from (2.3) we can derive models where the dependence on the past values of the input is linear and dependence on the past values of the output is nonlinear.

3. ARXH model:

By selecting \( \varphi_1(z) = \varphi_2(z) = \varphi_3(z) = z \) in (2.1) we obtain:

\[
\begin{align*}
\hat{y}(k) &= XT \\
T &= Z_0 r_b + Z_a r_a + Z_h \\
r_b &= \sum_{i=1}^{mn} V_{b_i} (J_u W_{b_i}) \\
r_a &= \sum_{i=1}^{mn} V_{a_i} (J_\hat{y} W_{a_i})
\end{align*}
\]

The interest on these kind of models is that is a classical linear structure.
4. NLARXH model:

By selecting $\varphi_1(z) = \varphi_2(z) = z$ in (2.1) we obtain:

$$\hat{y}(k) = X\varphi_3(T)$$

$$T = Z_0r_b + Z_au + Z_h$$

$$r_b = \sum_{i=1}^{mn} V_0(J_wW_b)$$

$$r_a = \sum_{i=1}^{mn} V_{a_i}(J_yW_{a_i})$$

The reader shall notice that, these four models found in the literature [6, 85, 65, 39, 29, 66], represent a fairly large class of systems [85].

2.2 Recurrent 2-1 neural network: simplicity

Now we shall present the final architecture that the reduction procedure provides. Fig. 2.2 shows a two layers neural network with 2 neurons in the input layer (one neuron used to process the regressors input vector and one neuron used to process the regressors output vector). In fact, this architecture defines the desired complexity of the final model that the proposed system identification method must provide.

![Figure 2.2: Recurrent 2-1 neural network.](image)

The mathematical representation of such neural network architecture is given by (2.6).

$$\hat{y}(k) = \varphi_3(T)$$

$$T = V_B\varphi_1(J_wW_B) + V_A\varphi_1(J_yW_A) + H$$

where:

$$W_B = [W_{B1,1} W_{B1,2} \cdots W_{B1,n_p}]^\top \in \mathbb{R}^{n_b \times 1}$$

$$W_A = [W_{A1,1} W_{A1,2} \cdots W_{A1,n_a}]^\top \in \mathbb{R}^{n_a \times 1}$$

$$V_B, V_A \text{ and } H \in \mathbb{R}^1$$

It is interesting to notice that this simple 2-1 architecture defining the complexity of the final model, keeps the same accuracy than the 2m-2-1 complex neural network.
2.3 Recurrent 2-2-1 neural network: computational cost

Finally, let us present the architecture that helps us to define the desired computational cost our approach has to satisfy, generating ready to use models.

\[
\hat{y}(k) = X \varphi_3(T) \\
T = Z_b \varphi_2(r_b) + Z_a \varphi_2(r_a) + Z_h \\
r_b = n n \times V_{b1} \varphi_1(J_b W_{b1}) \\
r_a = n n \times V_{a1} \varphi_1(J_y W_{a1})
\]

where:

\[
W_{b1} = [W_{b1}^T \ldots W_{bn}^T]^T \in \mathbb{R}^{n_b \times 1} \\
W_{a1} = [W_{a1}^T \ldots W_{an}^T]^T \in \mathbb{R}^{n_a \times 1} \\
X, Z_b, Z_a, V_{b1}, V_{a1}, Z_h \in \mathbb{R}^1
\]

It is interesting to notice that the 2m-2-1 model, defining the accuracy of the final model (Eq. 2.1), contain more parameters than the 2-2-1 architecture defining the computational cost (Eq. 2.7). This ensure the interest on training the simplest model which required a lower computational cost. Moreover, thanks to the design conditions presented in the following chapter, both models, (2.7) and (2.1) are equivalents.

Above, we have define the main performances in terms of accuracy, complexity and computational cost which the proposed nonlinear system identification methodology aims to satisfy. More precisely, this results constitute the main contribution of this work: generate a model.
combining the simplicity of the neural network of Fig. 2.2 (Eq. (2.6)), the approximation capabilities of the architecture shown in Fig. 2.1 (Eq. (2.1)) and the computational cost of the 2-2-1 architecture shown in Fig. 2.3. This is achieved by two reduction approaches, one reducing the number of parameters and the second reducing the computational cost of the 2nn-2-1 architecture. Both reduction approaches are achieved under two reasonable assumptions as we will see in the following chapter.
Chapter 3

Formal issues: The reduction procedures

The main contributions of this thesis, already published in [68, 69, 70], are presented in this chapter. The proposed model complexity reduction approach allows us to reduce the number of parameters of a 2m-2-1 architecture into the number of parameters of a 2-1 neural network. A computational cost reduction approach, allows us to reduce the computational bulk required to train a 2m-2-1 architecture into the one required to train a 2-1 neural network. In fact, we avoid the cost corresponding to the training of the complex architecture without loss of accuracy.

3.1 Validity assumptions

These two reduction procedures provide models of relevant quality and low price, under the following two simple assumptions whose purpose is to achieve two design conditions. The first one is a neural architecture design condition and the second one is a training design condition. The reader shall notice that Assumption 2, represents the originality of this work.

Assumption 1: At least one layer should have all its activation functions chosen as linear, that is, \( \varphi_1(T) = T \) or \( \varphi_2(T) = T \) or \( \varphi_3(T) = T \) in Fig. 2.1.

The reader shall notice that Assumption 1 is not very restrictive, since it is a classical way to choose the activation functions in neural networks.

Assumption 2: The designer should select the initial condition of the synaptic weights equal group by group, i.e., \( V_{b_1}(0) = V_{b_j}(0) \), \( V_{a_1}(0) = V_{a_j}(0) \), \( W_{b_1}(0) = W_{b_j}(0) \) and \( W_{a_1}(0) = W_{a_j}(0) \) with \( j = 2, 3, \ldots, n \).

Even if this is not a classical way to choose the initial conditions of the synaptic weights, full experiments, detailed in Chapter 5 and presented in [68], will definitely convince the user of their validity.

3.2 Model complexity reduction approach

Theorem 1: Consider the neural network whose architecture 2m-2-1 is expressed in (2.1) and depicted in Fig. 2.1, if the assumption 1 and the assumption 2 are fulfilled, then such neural network can be reduced into a 2-1 equivalent architecture (see Fig. 2.2).

Proof. Let us consider the architecture of Fig. 2.1 corresponding to a three layers neural network, with the input-output mapping given by (2.1). For better understanding we decide to
divide the model transformation in the two following steps.

**Step 1.** Neural network training under the proposed assumptions.

In order to satisfy the assumption 1 in the theorem, let us select \( \varphi_3(z) = \varphi_2(z) = z \) and \( \varphi_1(z) = \tanh(z) \) in (2.1). It comes:

\[
\hat{y}(k) = X(T) \tag{3.1}
\]
\[
T = Z_h(r_b) + Z_a(r_a) + Z_h
\]
\[
r_b = \sum_{i=1}^{nn} V_{b_i} \tanh(J_u W_{b_i})
\]
\[
r_a = \sum_{i=1}^{nn} V_{a_i} \tanh(J_g W_{a_i})
\]

According to assumption 2, \( V_{b_j}(0) = V_{b_j}(0) \), \( V_{a_j}(0) = V_{a_j}(0) \), \( W_{b_j}(0) = W_{b_j}(0) \) and \( W_{a_j}(0) = W_{a_j}(0) \) with \( j = 2, 3, \ldots, nn \).

The adaptation laws of the synaptic weights, derived according to the steepest descent algorithm (see Appendix B) are:

\[
X(k+1) = X(k) + \eta e(k)T \tag{3.2}
\]
\[
Z_h(k+1) = Z_h(k) + \eta e(k)X \tag{3.3}
\]
\[
Z_b(k+1) = Z_b(k) + \eta e(k)Xr_b \tag{3.4}
\]
\[
Z_a(k+1) = Z_a(k) + \eta e(k)Xr_a \tag{3.5}
\]
\[
V_{b_i}(k+1) = V_{b_i}(k) + \eta e(k)XZ_b \tanh(J_u W_{b_i}) \tag{3.6}
\]
\[
V_{a_i}(k+1) = V_{a_i}(k) + \eta e(k)XZ_a \tanh(J_g W_{a_i}) \tag{3.7}
\]
\[
W_{b_i}(k+1) = W_{b_i}(k) + \eta e(k)XZ_bV_{b_i} \text{sech}^2(J_u W_{b_i})J_u \tag{3.8}
\]
\[
W_{a_i}(k+1) = W_{a_i}(k) + \eta e(k)XZ_aV_{a_i} \text{sech}^2(J_g W_{a_i})J_g \tag{3.9}
\]

where \( i = 1, 2, \ldots, nn \).

Once the neural network model given by (3.1) is trained under these 2 assumptions, we obtain:

\[
\hat{y}(k) = X^s T \tag{3.10}
\]
\[
T = Z_b^s r_b + Z_a^s r_a + Z_h^s
\]
\[
r_b = \sum_{i=1}^{nn} V_{b_i}^s \tanh(J_u W_{b_i})
\]
\[
r_a = \sum_{i=1}^{nn} V_{a_i}^s \tanh(J_g W_{a_i})
\]

Since the initial condition of the synaptic weights are chosen equals group by group (see Assumption 2) and each group \( (V_{b_i}, V_{a_i}, W_{b_i} \text{ and } W_{a_i}) \) is trained by the same adaptation rule (see (3.6), (3.7), (3.8) and (3.9) respectively), the final values of the synaptic weights are:

\[ V_{b_i}^* = V_{b_j}^*, \quad V_{a_i}^* = V_{a_j}^*, \quad W_{b_i}^* = W_{b_j}^* \quad \text{and} \quad W_{a_i}^* = W_{a_j}^* \quad \text{with} \quad j = 2, 3, \ldots, nn. \]
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**Step 2.- Model transformation.**

Let us remember that the synaptic weights are computed during the neural network training. We can now develop the model transformation.

**Layers reduction.** In (3.10), it is indeed possible to make the following algebraic operations:

\[
H^s = X^s \times Z^s_h
\]
\[
V_{B_j}^s = X^s \times Z_b^s \times V_{b_j}^s
\]
\[
V_{A_j}^s = X^s \times Z_a^s \times V_{a_j}^s
\]

where \( V_{B_1}^s = V_{B_j}^s \) and \( V_{A_1}^s = V_{A_j}^s \) (with \( j = 2, 3, \ldots, nn \)) due to Assumption 2 (see Step 1).

Then, the three layers model (Fig. 2.1, Eq. (3.10)) is redefined as a two layers neural network (Fig. 3.1, Eq. (3.11)). It is important to remark that the model is always the same (we only change its notations in order to reduce the number of parameters), thus the neural network keeps its approximation accuracy.

---

**Figure 3.1: Recurrent 2nn-1 neural network.**
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\[ \hat{y}(k) = T \]  
\[ T = r_b + r_a + H^* \]
\[ r_b = \sum_{i=1}^{mm} V_{B_i}^* \tanh(J_u W_{b_i}^*) \]
\[ r_a = \sum_{i=1}^{mm} V_{A_i}^* \tanh(J_y W_{a_i}^*) \]

**Neurons reduction.** A supplementary transformation is achieved in order to change the 2mn-1 neural network, containing \( 2 \times mn \) neurons in the first layer (Fig. 3.1), into a model of 2 neurons in the first layer (Fig. 2.2).

From Assumption 2 and after “Layers reduction” we have \( V_{B_1}^* = V_{B_2}^* = V_{A_1}^* = V_{A_j}^* \), \( W_{b_1}^* = W_{b_j}^* \), and \( W_{a_1}^* = W_{a_j}^* \) (with \( j = 2, 3, \ldots, mn \)) in (3.11).

The following algebraic operations can be done:

\[ \sum_{i=1}^{mm} V_{B_i}^* \tanh(J_u W_{b_i}^*) = V_B^* \tanh(J_u W_B^*) \]
\[ \sum_{i=1}^{mm} V_{A_i}^* \tanh(J_y W_{a_i}^*) = V_A^* \tanh(J_y W_A^*) \]

where:

\[ V_B^* = mn \times V_{B_i}^* \]
\[ V_A^* = mn \times V_{A_i}^* \]
\[ W_B^* = W_{b_1}^* \]
\[ W_A^* = W_{a_1}^* \]

The resulting model after the “neurons reduction” has the following mathematical form:

\[ \hat{y}(k) = V_B^* \tanh(J_u W_B^*) + V_A^* \tanh(J_y W_A^*) + H^* \]  

(3.12)

Finally, this shows that, by applying the step 1 and the step 2, the complex 2mn-2-1 model (Fig. 2.1) is reduced to a 2-1 model (Fig. 2.2) with the same accuracy as the complex model. This completes the proof. 

**Remark 3:** It is important to insist in the fact that (3.12) is entirely equivalent to the complex model (3.10). Consequently, these two equivalent models have the same accuracy. And no computational cost is carried out during the step 2, that represents the main interest of our solution.

**Remark 4:** Notice that the 2mn-2-1 model (3.1) has \( (mn \times (nb)) + (mn \times (na)) \) synaptic weights in the first layer, the number of synaptic weights in the second layer is \( (2 \times mn) \) and the third
layer has only one neuron with 4 synaptic weights. As a result, the neural network has \(((nn \times (n_b)) + (nn \times (n_a))) + (2 \times (nn)) + (4)\) synaptic weights. However the 2-1 reduced neuro model (3.12) which yields from theorem 1, has \((n_b + n_a)\) synaptic weights in the first layer and 3 synaptic weights in the second layer. Consequently, the reduced 2-1 neural network has \((n_a + n_b + 3)\) synaptic weights. In order to illustrate the interest of the application of this theorem, let us consider the experiment 1 that will be developed in Section 5.1.2 where we train the 2nm-2-1 model (3.1) where \(nn = 40\), \(n_a = 4\) and \(n_b = 7\). This complex model has \(((40 \times (7)) + (40 \times (4)) + 2 \times (40) + 4 = 524)\) synaptic weights. Theorem 1 yields a reduced 2-1 neuro model (3.12) with just \(((4 + 7) + 3 = 14)\) synaptic weights.

Even if the final model achieved by the proposed model reduction approach has a reduced number of parameters, the computational complexity depends on the training time required to adapt the complex model. More precisely, \(((nn \times n_b) + (nn \times n_a)) + (2 \times nn) + (4)\) synaptic weights should be adapted each iteration. Then, if \(N\) iterations are required to adapt the synaptic weights, the computational complexity to generate the model is given by \((O(2nn - 2 - 1) = (((nn \times n_b) + (nn \times n_a)) + (2 \times nn) + (4)) \times N)\). In order to improve the computational cost, the following theorem is proposed.

### 3.3 Computational cost reduction approach

**Theorem 2:** Consider the neural network whose architecture 2nm-2-1 is expressed in (2.1).

\[
\hat{y}(k) = X \varphi_3(T) \\
T = Z_b \varphi_2(r_b) + Z_a \varphi_2(r_a) + Z_h \\
r_b = \sum_{i=1}^{nn} V_{b_i} \varphi_1(J_u W_{b_i}) \\
r_a = \sum_{i=1}^{nn} V_{a_i} \varphi_1(J_\hat{y} W_{a_i})
\]

If the assumption 1 and the assumption 2 are fulfilled, then the computational cost required to adapt the parameters of such neural network \((O(2nn - 2 - 1) = (((nn \times n_b) + (nn \times n_a)) + (2 \times nn) + (4)) \times N)\) can be reduced into the one required to adapt the parameters of a 2-2-1 equivalent architecture \((O(2 - 2 - 1) = (n_b + n_a + 4) \times N)\).

**Proof.** Let us consider the 2nm-2-1 neural network with the input-output mapping given by (2.1).

Remember that the synaptic weights \((V_{b_i}^s, V_{a_i}^s, W_{b_i}^s, W_{a_i}^s)\) with \(i = 1, 2, \cdots, nn\) of this architecture are adapted by (3.6), (3.7), (3.8) and (3.9) respectively, that is, for each synaptic weight, the computational complexity is given by \((O(W_{b_i}) = N \times (nn \times n_b), O(W_{a_i}) = N \times (nn \times n_a), O(V_{b_i}) = N \times (nn), O(V_{a_i}) = N \times (nn))\).

As it has been demonstrated in the proof of the theorem 1, once the neural network model given by (2.1) is trained under Assumption 1 and Assumption 2, we obtain (3.10) where the final values of the synaptic weights are: \(V_{b_i}^s = V_{b_i}^s, V_{a_i}^s = V_{a_i}^s, W_{b_i}^s = W_{b_i}^s\) and \(W_{a_i}^s = W_{a_i}^s\) with \(j = 2, 3, \cdots, nn\). Since, \(V_{b_i}^s = V_{b_i}^s, V_{a_i}^s = V_{a_i}^s, W_{b_i}^s = W_{b_i}^s\) and \(W_{a_i}^s = W_{a_i}^s\). Then we can change the model (3.10) into the following model: 

---

23
\[ \hat{g}(k) = X^*T \]  
\[ T = Z_b^*r_b + Z_a^*r_a + Z_h^* \]  
\[ r_b = nn \times V_{b_1} \tanh(J_u W_{b_1}^*) \]  
\[ r_a = nn \times V_{a_1} \tanh(J_g W_{a_1}^*) \]

with the synaptic weights \((V_{b_1}, V_{a_1}, W_{b_1} \text{ and } W_{a_1})\) adapted as follows:

\[ V_{b_1}(k + 1) = V_{b_1}(k) + \eta \epsilon(k)XZ_b \tanh(J_u W_{b_1}) \]  
\[ V_{a_1}(k + 1) = V_{a_1}(k) + \eta \epsilon(k)XZ_a \tanh(J_g W_{a_1}) \]  
\[ W_{b_1}(k + 1) = W_{b_1}(k) + \eta \epsilon(k)XZ_b V_{b_1} \text{sech}^2(J_u W_{b_1})J_u \]  
\[ W_{a_1}(k + 1) = W_{a_1}(k) + \eta \epsilon(k)XZ_a V_{a_1} \text{sech}^2(J_g W_{a_1})J_g \]

Let us notice that the model 2-2-1 given by (3.13) with the synaptic weights \(X^*, Z_b^*, Z_a^*, Z_h^*, V_{b_1}^*, V_{a_1}^*, W_{b_1}^* \text{ and } W_{a_1}^*\) adapted by (3.2), (3.3), (3.4), (3.5), (3.14), (3.15), (3.16) and (3.17) respectively, is totally equivalent to the 2m-2-1 model given by (3.10) with the synaptic weights \((X^*, Z_b^*, Z_a^*, Z_h^*, V_{b_1}^*, V_{a_1}^*, W_{b_1}^* \text{ and } W_{a_1}^*)\) adapted by (3.2), (3.3), (3.4), (3.5), (3.6), (3.7), (3.8) and (3.9) respectively. The computational cost to adapt the synaptic weights \(X^*, Z_b^*, Z_a^*, Z_h^*\) is \(O(X) = N, O(Z_b) = N, O(Z_a) = N \text{ and } O(Z_h) = N\) for both architectures. The only difference is that, to adapt the synaptic weights \(V_{b_1}, V_{a_1}, W_{b_1} \text{ and } W_{a_1}\) we only require \(O(W_{b_1}) = N \times n_b, O(W_{a_1}) = N \times n_a, O(V_{b_1}) = N, O(V_{a_1}) = N\) computations instead of the \(O(W_{b_1}) = N \times (nn \times n_b), O(W_{a_1}) = N \times (nn \times n_a), O(V_{b_1}) = N \times nn, O(V_{a_1}) = N \times nn\) computations required to adapt the synaptic weights \(V_{b_1}, V_{a_1}, W_{b_1} \text{ and } W_{a_1}\).

Then, the computational cost required to train the 2m-2-1 model \(O(2nn - 2 - 1) = ((nn \times n_b) + (nn \times n_a) + (2 \times nn) + (4)) \times N\) is reduced to \(O(2 - 2 - 1) = (n_b + n_a + 4) \times N\). This completes the proof.

The reader shall notice that \(O(2nn - 2 - 1)\) and \(O(2 - 2 - 1)\) are a measure of the number of parameters times the number data required for its estimation \((n_p \times N)\).

In application, a comparison in terms of the time required to compute all the parameters of a model estimated by both, a classical way and the proposed approach (Theorem 2) is done in Chapter 5 (see Section 5.1.2, Table 5.1), where the classical training takes 12.78\text{min} and Theorem 2 leads 2.85\text{min}, it shows the interest of the proposed approach.

To conclude, following the proof of the theorems, we have a method to generate mathematic models with the simplicity of the 2-1 architecture presented in Fig. 2.2, the accuracy of the 2m-2-1 neural network depicted in Fig. 2.1 and the computational complexity of the 2-2-1 neural network shown in Fig. 2.3, this methodology is presented in the following chapter.
Chapter 4

A new efficient system identification methodology

In this chapter Theorem 1 and Theorem 2 previously established are used to propose an efficient system identification method. Since the proposed procedure follows the same steps as the proof of the theorems, this approach yields to accurate mathematical models with a reduced number of parameters and a reduced computational cost: the so-called quality/cost balance. In order to provide to the reader different examples, this original procedure is applied to some of the proposed neural network architectures in Chapter 2. Moreover, we shall take the opportunity to apply this new methodology to a neural network corresponding to the sigmoid estimator of the toolbox for nonlinear system identification in Matlab.

4.1 The proposed system identification procedure

Let us first introduce the proposed methodology which naturally resume the fundamental steps classically defined by Fig. 4.1, where we partially focus on the points referred to as “Choose model set” and “Model computation”.

![System identification procedure diagram]

Figure 4.1: System identification procedure.
• **Choice model set:** As mentioned in the general introduction, a set of candidate models is defined by specifying within which collection of models we are going to look for a suitable candidate. In order to achieve accurate models, with a reduced number of parameters and at a low computational cost (the so-called quality/cost balance), the neural network architecture (structure of the model set) should be chosen according to Assumption 1, i.e., to choose at least all the activation functions of one layer as linear, that is, $\varphi_1(T) = T$ or $\varphi_2(T) = T$ or $\varphi_3(T) = T$ in the neural network structure presented in Chapter 2.

• **Improved model computation:** As already presented in the general introduction, once the set of candidate models has been established, the search for the best suitable model within the set becomes a problem of determining, or estimating the model parameters (synaptic weights) according to a given criterion.

The reader shall notice that, we are proposing an improved procedure based on the demonstration of the theorems presented in Chapter 3:

*Step 1.* **Neural network training under particular assumptions**

Once the neural network structure is established according to Assumption 1, the designer should satisfy Assumption 2, that is, to select the initial conditions of the synaptic weights equals group by group, i.e., $V_{b_1}(0) = V_{b_2}(0)$, $V_{a_1}(0) = V_{a_2}(0)$, $W_{b_1}(0) = W_{b_2}(0)$ and $W_{a_1}(0) = W_{a_2}(0)$ with $j = 2, 3, \ldots, nn$.

Then, the neural network must be trained following the proof of Theorem 2, that is, to apply the proposed “computational cost reduction approach” presented in Section 3.3.

*Step 2.* **Model transformation**

Once the 2nn-2-1 neural network is trained under the specified assumptions, its representation is transformed into the 2-1 architecture as presented in the proof of Theorem 1, that is, to apply the proposed “model complexity reduction approach” presented in Section 3.2.

Since the model transformation is done by algebraic operations (change in notation) and after the training phase (see Section 1.3.2), no computational cost and no loss of accuracy are carried out during Step 2.

It is interesting to notice that, by following these improved system identification procedure, i.e. choice of model structure according to Assumption 1 and model estimation by following the step 1 and the step 2 presented above, we derive accurate models with a reduced number of parameters and at a low computational cost. In fact, we are improving the classical model computation by applying the theorems proposed in Chapter 3.
Once the two main steps of the proposed system identification procedure are established, let us now present three examples of the application of the proposed method to different neural network architectures. These architectures will be used for the identification of different systems in Chapter 5. Let us now see that concretely it works.

### 4.2 Example 1: Recurrent 2nn-2-1 without thresholds

Let us take as a first example the recurrent 2nn-2-1 neural network of Fig. 4.2, the reader shall notice that this architecture has the same structure of the neural network shown in Fig. 2.1, but this architecture has not thresholds in any of its layers.

![Figure 4.2: Recurrent 2nn-2-1 neural network.](image)
The mathematical representation of the such 2n-2-1 neural network is given by (4.1).

\[
\begin{align*}
\hat{y}(k) &= X \varphi_3(T) \\
T &= Z_b \varphi_2(r_b) + Z_a \varphi_2(r_a) \\
r_b &= \sum_{i=1}^{nm} V_{b_i} \varphi_1(J_u W_{b_i}) \\
r_a &= \sum_{i=1}^{nm} V_{a_i} \varphi_1(J_\hat{y} W_{a_i})
\end{align*}
\]

where:

\[
\begin{align*}
J_u &= \begin{bmatrix} u(k-1) & u(k-2) & \cdots & u(k-n_b) \end{bmatrix} \in \mathbb{R}^{1 \times n_b} \\
J_\hat{y} &= \begin{bmatrix} \hat{y}(k-1) & \hat{y}(k-2) & \cdots & \hat{y}(k-n_a) \end{bmatrix} \in \mathbb{R}^{1 \times n_a} \\
W_{b_i} &= \begin{bmatrix} W_{b_{i,1}} & W_{b_{i,2}} & \cdots & W_{b_{i,n_b}} \end{bmatrix}^T \in \mathbb{R}^{n_b \times 1} \\
W_{a_i} &= \begin{bmatrix} W_{a_{i,1}} & W_{a_{i,2}} & \cdots & W_{a_{i,n_a}} \end{bmatrix}^T \in \mathbb{R}^{n_a \times 1} \\
X, Z_b, Z_a, V_{b_i}, V_{a_i}, eR^1 \text{ and } W_{a_i} \text{ are the synaptic weights.}
\end{align*}
\]

with \(i = 1, 2, \cdots, nm\) and \(nn\) is the number of neurons.

Let us follow the proposed system identification procedure:

- **Choice of model structure**: The first step in the proposed system identification method is to choose the activation functions according to Assumption 1. Different models can be derived in order to satisfy this assumption. Let us name the following model families.

**Model FF1**: By selecting \(\varphi_3(z) = \varphi_2(z) = z\) and \(\varphi_1(z) = \text{nonlinear}\) in (4.1) we obtain:

\[
\begin{align*}
\hat{y}(k) &= XT \\
T &= Z_b r_b + Z_a r_a \\
r_b &= \sum_{i=1}^{nm} V_{b_i} \varphi_1(J_u W_{b_i}) \\
r_a &= \sum_{i=1}^{nm} V_{a_i} \varphi_1(J_\hat{y} W_{a_i})
\end{align*}
\]

**Model FF2**: By selecting \(\varphi_3(z) = \varphi_1(z) = z\) and \(\varphi_2(z) = \text{nonlinear}\) in (4.1) we obtain:

\[
\begin{align*}
\hat{y}(k) &= XT \\
T &= Z_b \varphi_2(r_b) + Z_a \varphi_2(r_a) \\
r_b &= \sum_{i=1}^{nn} V_{b_i} (J_u W_{b_i}) \\
r_a &= \sum_{i=1}^{nn} V_{a_i} (J_\hat{y} W_{a_i})
\end{align*}
\]
Model **ARX:** By selecting $\varphi_3(z) = \varphi_2(z) = \varphi_1(z) = z$ in (4.1) we obtain:

\[
g(k) = XT \tag{4.4}\\
T = Z_0^*(r_b) + Z_z(r_a) \\
r_b = \sum_{i=1}^{n_n} V_{b_i}(J_a W_{b_i}) \\
r_a = \sum_{i=1}^{n_n} V_{a_i}(J_a W_{a_i})
\]

Model **NLARX:** By selecting $\varphi_2(z) = \varphi_1(z) = z$ and $\varphi_3(z) = \text{nonlinear}$ in (4.1) we obtain:

\[
g(k) = X \varphi_3(T) \tag{4.5}\\
T = Z_0^*(r_b) + Z_z(r_a) \\
r_b = \sum_{i=1}^{n_n} V_{b_i}(J_a W_{b_i}) \\
r_a = \sum_{i=1}^{n_n} V_{a_i}(J_a W_{a_i})
\]

In the sequel, without loss of generality we choose to develop the computation step only for the model FF1 given by (4.2). The application of Theorem 1 and Theorem 2 to the rest of the models is presented in Appendix G.

**Model computation:** Let us follow the improved procedure:

**Step 1.- Neural network training under particular assumptions**

According to Assumption 2, the initial conditions of the synaptic weights are chosen equals group by group as follows $V_{b_j}(0) = V_{b_j}(0)$, $V_{a_1}(0) = V_{a_j}(0)$, $W_{b_j}(0) = W_{b_j}(0)$ and $W_{a_1}(0) = W_{a_j}(0)$ with $j = 2, 3, \ldots, n$.

Then, the proposed neuro-model is trained following the computational cost reduction approach presented in the proof of Theorem 2, that is:

To train the equivalent model given by (4.6):  

\[
g(k) = XT \tag{4.6}\\
T = Z_b r_b + Z_z r_a \\
r_b = n_n \times V_{b_1} \varphi_1(J_a W_{b_1}) \\
r_a = n_n \times V_{a_1} \varphi_1(J_a W_{a_1})
\]
with the synaptic weights computed as follows:

\[
X(k+1) = X(k) + \eta e(k)T \\
Z_b(k+1) = Z_b(k) + \eta e(k)Xr_b \\
Z_a(k+1) = Z_a(k) + \eta e(k)Xr_a \\
V_{b_i}(k+1) = V_{b_i}(k) + \eta e(k)XZ_b \tanh(J_uW_{b_i}) \\
V_{a_j}(k+1) = V_{a_j}(k) + \eta e(k)XZ_a \tanh(J_gW_{a_j}) \\
W_{b_i}(k+1) = W_{b_i}(k) + \eta e(k)XZ_b V_{b_i} \text{sech}^2(J_uW_{b_i})J_u \\
W_{a_j}(k+1) = W_{a_j}(k) + \eta e(k)XZ_a V_{a_j} \text{sech}^2(J_gW_{a_j})J_g
\]

Once the neural network model given by (4.2) is trained under these two assumptions, we obtain:

\[
\begin{align*}
\hat{y}(k) &= X^+T \\
T &= Z_b^r r_b + Z_a^r r_a \\
r_b &= \sum_{i=1}^{mn} V_{b_i}^* \varphi_1(J_u W_{b_i}) \\
r_a &= \sum_{i=1}^{mn} V_{a_i}^* \varphi_1(J_g W_{a_j})
\end{align*}
\]

(4.7)

Since the initial conditions of the synaptic weights are chosen equals group by group (see Assumption 2), and each group is trained by the same adaptation rule, the final values of the synaptic weights are: \(V_{b_i}^* = V_{b_j}^*, V_{a_j}^* = V_{a_j}^*, W_{b_i} = W_{b_j}^*\) and \(W_{a_j}^* = W_{a_j}^*\) with \(j = 2, 3, \cdots, mn\).

\textit{Step 2. Model transformation}

According to Theorem 1, the final values of the synaptic weights are: \(W_{b_i}^* = W_{b_j}^*, V_{b_i}^* = V_{b_j}^*, W_{b_{i1}}^* = W_{b_{j1}}^*, W_{a_i}^* = W_{a_j}^*, V_{a_i}^* = V_{a_j}^*\) and \(W_{a_{i1}}^* = W_{a_{j1}}^*\) with \(j = 2, 3, \cdots, mn\). Then, in (4.7) it is indeed possible to make the following algebraic operations:

\[
\begin{align*}
V_{B_i}^* &= X^+ \times Z_b^r \times V_{b_i}^* \\
V_{A_i}^* &= X^+ \times Z_a^r \times V_{a_i}^*
\end{align*}
\]

where \(V_{B_i}^* = V_{B_j}^*, V_{A_i}^* = V_{A_j}^*\) (with \(j = 2, 3, \cdots, mn\)) due to Assumption 2 (Step 1).

Then, the 2mn-2-1 neuro-model given by (4.7) becomes:

\[
\begin{align*}
\hat{y}(k) &= T \\
T &= r_b + r_a \\
r_b &= \sum_{i=1}^{mn} V_{B_i}^* \varphi_1(J_u W_{b_i}) \\
r_a &= \sum_{i=1}^{mn} V_{A_i}^* \varphi_1(J_g W_{a_i})
\end{align*}
\]

(4.8)
A supplementary transformation is achieved in order to change the redefined 2nn-1 model (4.8) into a 2-1 representation by the following algebraic operations:

\[
\sum_{i=1}^{nn} V^i_B \varphi_1 (J_u W^i_B) = V^i_B \varphi_1 (J_u W_B)
\]

\[
\sum_{i=1}^{nn} V^i_A \varphi_1 (J^* W^i_A) = V^i_A \varphi_1 (J^* W^i_A)
\]

where:

\[
V^i_B = nn \times V^i_B
\]

\[
V^i_A = nn \times V^i_A
\]

\[
W^i_B = W^i_B
\]

\[
W^i_A = W^i_A
\]

The resulting model after the model transformation has the following mathematical form:

\[
\hat{y}(k) = V^i_B \varphi_1 (J_u W^i_B) + V^i_A \varphi_1 (J^* W^i_A)
\]  (4.9)

In this example, both the model complexity reduction approach and the computational cost reduction approach were applied to one of the four possible models, although, since the four models FF1, FF2, ARX and NARX (see (4.2), (4.3), (4.4) and (4.5) respectively) satisfy Assumption 1 and can be trained as proposed in Theorem 2 under Assumption 2, we can apply the proposed model reduction approach (see Appendix G), in order to generate the following ready-to-use models:

**FF1 after model reduction:**

\[
\hat{y}(k) = V^i_B \varphi_1 (J_u W^i_B) + V^i_A \varphi_1 (J^* W^i_A)
\]  (4.10)

**FF2 after model reduction:**

\[
\hat{y}(k) = V^i_B \varphi_2 (J_u W^i_B) + V^i_A \varphi_1 (J^* W^i_A)
\]  (4.11)

**ARX after model reduction:**

\[
\hat{y}(k) = J_u W^i_B + J^* W^i_A
\]  (4.12)

**NLARX after model reduction:**

\[
\hat{y}(k) = X^* \varphi_3 (J_u W^i_B + J^* W^i_A)
\]  (4.13)

It is interesting to notice that, the reduced models keep the same accuracy as their original non reduced models, by this way, we yield balanced accuracy/cost models.
4.3 Example 2: Recurrent 2nn-2-1 with thresholds in all the layers

It seems necessary to prove that our approach also works when using model structures with thresholds. Therefore, let us take as an example the 2nn-2-1 recurrent neural network of Fig. 4.3, notice that this architecture has the same structure of the neural networks shown in Fig. 2.1 and Fig. 4.2, but this architecture have thresholds in all its layers.

Figure 4.3: Recurrent 2nn-2-1 neural network.
The mathematical representation of the proposed recurrent architecture is given by (4.14).

\[
\hat{y}(k) = X\varphi_3(T)
\]

\[
T = Z_b\varphi_2(r_b) + Z_a\varphi_2(r_a) + Z_h
\]

\[
r_b = V_{bh} + \sum_{i=1}^{m} V_{bi}\varphi_1(J_u W_{bi} + W_{bh_i})
\]

\[
r_a = V_{ah} + \sum_{i=1}^{m} V_{ai}\varphi_1(J_y W_{ai} + W_{ah_i})
\]

where:

\[
J_u = [u(k-1) \ u(k-2) \ \ldots \ u(k-n_u)] \in R^{1 \times n_u}
\]

\[
J_y = [\hat{y}(k-1) \ \hat{y}(k-2) \ \ldots \ \hat{y}(k-n_y)] \in R^{1 \times n_y}
\]

\[
W_{bi} = [W_{bi,1} \ W_{bi,2} \ \ldots \ W_{bi,n_i}]^T \in R^{n_u \times 1}
\]

\[
W_{ai} = [W_{ai,1} \ W_{ai,2} \ \ldots \ W_{ai,n_i}]^T \in R^{n_u \times 1}
\]

\[
X, Z_b, Z_a, V_{bi}, V_{ai}, W_{bh_i}, W_{ah_i}, V_{bh}, V_{ah}, Z_h \in R^{1}
\]

\[
X, Z_b, Z_a, V_{bi}, V_{ai}, W_{bh_i}, W_{ah_i}, V_{bh}, V_{ah} \text{ and } Z_h \text{ are synaptic weights.}
\]

Let us follow the proposed system identification procedure:

- **Choice of model structure**: The first step in the proposed system identification method is to choose the activation functions according to Assumption 1. Different models can be derived in order to satisfy this assumption. Let us name the following model families.

**FF1HH model**: By selecting \( \varphi_3(z) = \varphi_2(z) = z \) in (4.14) we obtain:

\[
\hat{y}(k) = XT
\]

\[
T = Z_b r_b + Z_a r_a + Z_h
\]

\[
r_b = V_{bh} + \sum_{i=1}^{m} V_{bi}\varphi_1(J_u W_{bi} + W_{bh_i})
\]

\[
r_a = V_{ah} + \sum_{i=1}^{m} V_{ai}\varphi_1(J_y W_{ai} + W_{ah_i})
\]

**FF2HH model**: By selecting \( \varphi_3(z) = \varphi_1(z) = z \) in (4.14) we obtain:

\[
\hat{y}(k) = XT
\]

\[
T = Z_b \varphi_2(r_b) + Z_a \varphi_2(r_a) + Z_h
\]

\[
r_b = V_{bh} + \sum_{i=1}^{m} V_{bi}(J_u W_{bi} + W_{bh_i})
\]

\[
r_a = V_{ah} + \sum_{i=1}^{m} V_{ai}(J_y W_{ai} + W_{ah_i})
\]
ARXH model: By selecting \( \varphi_1(z) = \varphi_2(z) = \varphi_3(z) = z \) in (4.14) we obtain:

\[
\hat{y}(k) = XT \\
T = Z_0 \hat{r}_b + Z_a r_a + Z_h \\
r_b = V_b + \sum_{i=1}^{mn} V_i (J_{b} W_{bi} + W_{bi}) \\
r_a = V_a + \sum_{i=1}^{mn} V_{ai} (J_{a} W_{ai} + W_{ai})
\]

NLARXH model: By selecting \( \varphi_1(z) = \varphi_2(z) = z \) in (4.14) we obtain:

\[
\hat{y}(k) = X \varphi_3(T) \\
T = Z_0 \hat{r}_b + Z_a r_a + Z_h \\
r_b = V_b + \sum_{i=1}^{mn} V_i (J_{b} W_{bi} + W_{bi}) \\
r_a = V_a + \sum_{i=1}^{mn} V_{ai} (J_{a} W_{ai} + W_{ai})
\]

In the sequel, without loss of generality we choose to develop the computation step only for the model FFHH1 given by (4.15). The application of Theorem 1 and Theorem 2 to the rest of the models is presented in Appendix G.

- **Model computation:** Let us follow the improved procedure:

  **Step 1.- Neural network training under particular assumptions**

  According to Assumption 2, the initial conditions of the synaptic weights are chosen equally group by group, for this architecture that is: \( W_{b1}(0) = W_{b2}(0), W_{a1}(0) = W_{a2}(0), V_{b1}(0) = V_{b2}(0), V_{a1}(0) = V_{a2}(0), W_{b1}(0) = W_{b2}(0) \) and \( W_{a1}(0) = W_{a2}(0) \) with \( j = 2, 3, \ldots, mn \).

  Then, we have to train the proposed neuro-model by the computational cost reduction approach as presented in Theorem 2, that is, to train the equivalent model given by (4.19).

\[
\hat{y}(k) = XT \\
T = Z_0 \hat{r}_b + Z_a r_a + Z_h \\
r_b = V_b + mn \times V_{b1} \varphi_1(J_{b} W_{b1} + W_{b1}) \\
r_a = V_a + mn \times V_{a1} \varphi_1(J_{a} W_{a1} + W_{a1})
\]

with the synaptic weights adapted as follows:
\[ X(k + 1) = X(k) + \eta e(k)T \]
\[ Z_b(k + 1) = Z_b(k) + \eta e(k)X \]
\[ Z_a(k + 1) = Z_a(k) + \eta e(k)X r_b \]
\[ Z_a(k + 1) = Z_a(k) + \eta e(k)X r_a \]
\[ V_{bh}(k + 1) = V_{bh}(k) + \eta e(k)X Z_b \]
\[ V_{ah}(k + 1) = V_{ah}(k) + \eta e(k)X Z_a \]
\[ V_{bh}(k + 1) = V_{bh}(k) + \eta e(k)X Z_b \tanh(J_w W_{bi} + W_{bh1}) \]
\[ V_{ah1}(k + 1) = V_{ah1}(k) + \eta e(k)X Z_a V_{a1} \sech^2(J_g W_{a1} + W_{ah1}) \]
\[ W_{bh1}(k + 1) = W_{bh1}(k) + \eta e(k)X Z_b V_{bh} \sech^2(J_w W_{bh} + W_{bh1}) \]
\[ W_{ah1}(k + 1) = W_{ah1}(k) + \eta e(k)X Z_a V_{a1} \sech^2(J_g W_{a1} + W_{ah1})J_g \]
\[ W_{a1}(k + 1) = W_{a1}(k) + \eta e(k)X Z_a V_{a1} \sech^2(J_g W_{a1} + W_{ah1})J_g \]

Once the training process is completed, we have the trained model given by:
\[ \hat{g}(k) = X^*T \]
\[ T = Z_b^*r_b + Z_a^*r_a + Z_h^* \]
\[ r_b = V_{bh}^* + \sum_{i=1}^{n} V_{bh}^* \varphi_1(J_w W_{bi} + W_{bh1}) \]
\[ r_a = V_{ah}^* + \sum_{i=1}^{n} V_{ah}^* \varphi_1(J_g W_{a1} + W_{ah1}) \]

**Step 2.- Model transformation**

According to Theorem 1, the final values of the synaptic weights are: \( W_{bh}^* = W_{bh}^* \), \( V_{bh}^* = V_{bh}^* \), \( W_{bh1}^* = W_{bh1}^* \), \( W_{a1}^* = W_{a1}^* \), \( V_{a1}^* = V_{a1}^* \) and \( W_{ah1}^* = W_{ah1}^* \) with \( j = 2, 3, \ldots, mn \). Then, in (4.20) it is indeed possible to make the following algebraic operations:
\[ Z_H^* = X^* \times Z_h^* \]
\[ V_{BH}^* = X^* \times Z_b^* \times V_{bh}^* \]
\[ V_{AH}^* = X^* \times Z_a^* \times V_{ah}^* \]
\[ V_{b1}^* = X^* \times Z_b^* \times V_{bi}^* \]
\[ V_{a1}^* = X^* \times Z_a^* \times V_{ai}^* \]

where \( V_{b1}^* = V_{b1}^* \), \( V_{a1}^* = V_{a1}^* \) (with \( j = 2, 3, \ldots, mn \)) due to Assumption 2 (see Step 1). Then, the 2nn-2-1 neuro-model given by (4.20) becomes:
\[ \hat{g}(k) = T \]
\[ T = r_b + r_a + Z_H^* \]
\[ r_b = V_{BH}^* + \sum_{i=1}^{n} V_{bi}^* \varphi_1(J_w W_{bi}^* + W_{bh1}^*) \]
\[ r_a = V_{AH}^* + \sum_{i=1}^{n} V_{ai}^* \varphi_1(J_g W_{a1}^* + W_{ah1}^*) \]
A supplementary transformation is achieved in order to change the redefined 2nm-1 model (4.21) by the following algebraic operations:

\[
\sum_{i=1}^{mn} V^B_i \varphi_1(J_u W^a_{b_i} + W^b_{b_i}) = V^B_i \varphi_1(J_u W^a_B + W^b_{BH})
\]

\[
\sum_{i=1}^{mn} V^A_i \varphi_1(J_y W^a_{a_i} + W^a_{ai}) = V^A_i \varphi_1(J_y W^a_A + W^a_{AH})
\]

where:

\[
V^B = nn \times V^B_i
\]

\[
V^A = nn \times V^A_i
\]

\[
W^a_B = W^a_{b_1}
\]

\[
W^a_A = W^a_{a_1}
\]

\[
W^b_{BH} = W^b_{bh_1}
\]

\[
W^a_{AH} = W^a_{ah_1}
\]

\[
H^* = Z^*_H + V^*_B + V^*_A
\]

The resulting model after the “neurons reduction” has the following mathematical form:

\[
\hat{y}(k) = V^B_i \varphi_1(J_u W^a_B + W^b_{BH}) + V^A_i \varphi_1(J_y W^a_A + W^a_{AH}) + H^* \quad (4.22)
\]

Since the four models FFHH1, FFHH2, ARXHH and NARXHH (see (4.15), (4.16), (4.17) and (4.18) respectively) satisfy Assumption 1 and can be trained as proposed in Theorem 2 under Assumption 2, we can apply the proposed model reduction approaches (see Appendix G), in order to generate the following ready-to-use models:

**FFHH1** after model reduction:

\[
\hat{y}(k) = V^B_i \varphi_1(J_u W^a_B + W^b_{BH}) + V^A_i \varphi_1(J_y W^a_A + W^a_{AH}) + H^* \quad (4.23)
\]

**FFHH2** after model reduction:

\[
\hat{y}(k) = Z^*_B \varphi_2(J_u W^a_B + W^b_{BH}) + Z^*_A \varphi_2(J_y W^a_A + W^a_{AH}) + H^* \quad (4.24)
\]

**ARXHH** after model reduction:

\[
\hat{y}(k) = (J_u W^a_B) + (J_y W^a_A) + H^* \quad (4.25)
\]

**NLARXHH** after model reduction:

\[
\hat{y}(k) = X^* \varphi_3((J_u W^a_B) + (J_y W^a_A) + H^*) \quad (4.26)
\]
We shall conclude that our approach treats with the same equivalent manner neural network structures with or without thresholds.

Two examples of the application of the proposed reduction procedures have been presented, in both cases the proposed reduction approaches are applied to the particular designs developed in this thesis (one architecture without thresholds and one architecture with thresholds in all the neurons of the neural network). In a third example, the proposed model reduction approach is applied to a classical architecture, in order to show that the proposed model reduction approach is relevant to all the neural networks which accomplish the two assumptions.

4.4 Example 3: Sigmoid network of the toolbox in Matlab

In this example, the proposed model reduction approach is applied to other neural network architecture. Here, we will answer to the following question: For any reason, I choose a different type of neuro-model set. Can I nevertheless use the model reduction approach?

Let us take the sigmoid neural network used for the estimation of the Nonlinear ARX model shown in Fig. 4.4. This architecture, was reproduced in the thesis ([86]) and correspond to the sigmoid estimator of the non linear system identification toolbox in Matlab.

---

**Figure 4.4: Non linear ARX.**
Let us follow the proposed system identification procedure:

- **Choice of model structure:** The first step in the proposed system identification method is to choose the activation functions according to Assumption 1. The mathematical representation of the sigmoid network used in this example (Fig. 4.4) is given by (4.27).

\[
\begin{align*}
\hat{y}(k) &= y_{NL} + y_L \\
y_{NL} &= \tanh(y_{NL1})AVc \\
y_{NL1} &= y_{NL2}bMat + cVCc \\
y_{NL2} &= U_NQ \\
y_L &= y_{L1}L + d \\
y_{L1} &= U_NP
\end{align*}
\]  

(4.27)

where:

\[
U_N \in \mathbb{R}^{1 \times (na+nb)} \text{ is the regression vector.}
\]

and the parameters of the model (synaptic weights) are:

\[
\begin{align*}
Q &\in \mathbb{R}^{(na+nb) \times (na+nb)} \\
bMat &\in \mathbb{R}^{(na+nb) \times mn} \\
aVCc &\in \mathbb{R}^{mn \times 1} \\
cVCc &\in \mathbb{R}^{1 \times mn} \\
P &\in \mathbb{R}^{(na+nb) \times (na+nb)} \\
L &\in \mathbb{R}^{(na+nb) \times 1} \\
d &\in \mathbb{R}
\end{align*}
\]

Notice that, this model (4.27) consists on two neural networks (one linear and the other one nonlinear) and each architecture directly satisfies Assumption 1. Therefore, it is not necessary to change the activation functions of this model. We can apply the system identification procedure proposed in this thesis, since we consider the complete architecture satisfies Assumption 1.

- **Model computation:** Let us follow the improved procedure:

**Step 1.- Neural network training under particular assumptions**

According to Assumption 2, the initial condition of the synaptic weights are chosen equals group by group, i.e. \(Q_{1,:} = Q_{j1,:}, \; P_{1,:} = P_{j1,:}, \) with \( j = 2, \ldots, na + nb \) and \( bMat_{1,:} = bMat_{i,:}, \; L_{1,:} = L_{i,:} \) with \( i = 2, \ldots, nn. \)

Once Assumption 1 and Assumption 2 are fulfilled, the neural is trained. For this architecture, the adaptation of the synaptic weights is achieved according to the
original algorithms presented in the thesis ([86]), therefore the computational cost reduction approach is not applied for this example.

\[
\hat{y}(k) = y_{NL} + y_L \tag{4.28}
\]

\[
y_{NL} = \tanh(y_{NL1})aVec^i
\]

\[
y_{NL1} = y_{NL2}bMat^i + cVec^i
\]

\[
y_{NL2} = U_NQ^s
\]

\[
y_L = y_{L1}L^s + d^s
\]

\[
y_{L1} = U_NP^s
\]

It is interesting to remark that, even if the adaptation of the synaptic weights is achieved by the original algorithms used in the thesis ([86]), the final values of the synaptic weights of the trained model given by (4.28) are equal, group by group: \(Q^+_i = Q^+_j, P^+_i = P^+_j\), with \(j = 2, \cdots, n + n_b\) and \(bMat^j_i = bMat^j_i, L^i_j = L^i_j\) with \(i = 2, \cdots, nn\).

\textit{Step 2.- Model transformation}

Once the neural network is trained under Assumption 1 and Assumption 2, in (4.28) it is indeed possible to make the following algebraic operations.

\[
Q_1 = Q \ast bMat
\]

\[
P_1 = P \ast L
\]

Then, the model is redefined as:

\[
\hat{y}(k) = y_{NL} + y_L \tag{4.29}
\]

\[
y_{NL} = \tanh(y_{NL1})aVec
\]

\[
y_{NL1} = y_{NL2} + cVec
\]

\[
y_{NL2} = U_NQ_1
\]

\[
y_L = y_{L1} + d
\]

\[
y_{L1} = U_NP_1
\]

where:

\[
P_1 \in \mathbb{R}^{(n_a + n_b) \times 1}
\]

\[
Q_1 \in \mathbb{R}^{(n_a + n_b) \times nn}
\]

with \(Q^+_1 = Q^+_j\) with \(j = 2, \cdots, nn\).

Finally, in (4.29) it is indeed possible to make the following operations:

\[
Q_2 = Q_1(:, 1)
\]

\[
cVec_1 = cVec(1)
\]

\[
aVec_1 = nn \ast aVec(1)
\]
Then, the model given by (4.29) becomes (4.30):

\[
\hat{y}(k) = y_{NL} + y_L
\]

(4.30)

\[
y_{NL} = \tanh(JQ_2 + cV\circ c_1)aV\circ c_1
\]

\[
y_L = J * P_1 + d
\]

(4.31)

where:

\[
Q_2 \in \mathbb{R}^{(n_a + n_b) \times 1}
\]

\[
cV\circ c_1 \in \mathbb{R}^{1}
\]

\[
aV\circ c_1 \in \mathbb{R}^{1}
\]

Then, by using the proposed model reduction approach, a model with \(((na + nb) \times (na + nb) + (na + nb)\times nn) + (1 \times nn) + ((na + nb) \times (na + nb)) + ((na + nb) \times 1) + (1)\) parameters is reduced to a model with \(((n_a + n_b) \times 1) + (1) + ((n_a + n_b) \times 1) + (1)\) parameters.

Interesting results have been obtained by the application of the reduction procedures to the different neural network presented in the preceding examples. Our goal clearly was to show that our model reduction procedures preserving the estimation accuracy was applicable to the widest model rage possible.

In the following chapter, these architectures are applied to the identification of different systems.
Chapter 5

Application to complex system identification

In the sequel, we applied the previous methodology to both simulation examples and real experiment setups, in order to validate the preceding results. Simulation is run on the unavoidable Wiener-Hammerstein benchmark. On the other hand, our methodology is also applied for data coming from real experimental set ups like flexible robot arm and an acoustic duct.

5.1 Wiener-Hammerstein benchmark

Let us start with the Wiener-Hammerstein benchmark proposed in [87]. The DUT is an electronic nonlinear circuit with a Wiener-Hammerstein structure (see Fig. 5.1).

\[
\begin{align*}
  u(t) \quad \xrightarrow{G_1(s)} \quad F(\cdot) \quad \xrightarrow{G_2(s)} \quad y(t)
\end{align*}
\]

Figure 5.1: Wiener-Hammerstein system.

The first filter \( G_1(s) \) is designed as a third order Chebyshev filter (pass-band ripple of 0.5dB and cut off frequency of 4.4kHz). The second filter \( G_2(s) \) is designed as a third order inverse Chebyshev filter (stop-band attenuation of 40dB starting at 5kHz). The static nonlinearity \( F(\cdot) \) is built using a diode circuit (Fig. 5.2).

![Circuit diagram](image-url)

Figure 5.2: Circuit used to build the static nonlinear system.

The system is excited with a band-limited filtered Gaussian excitation signal and a dataset of 188000 data is generated, corresponding to 3.6719s at the sampling frequency of 51200Hz. Further details are available in ([87]).
5.1.1 Validation test

The data set available for the benchmark is gathered in two records: the system is identified using the “estimation data” \((u(t), y(t) \text{ for } t = 1, 2, \cdots, 100000)\). Then, the model is simulated to estimate the output \(\hat{y}(t)\) of the system, using no more than the input data at the span of time of the “test data” set \((t = 100001, \cdots, 188000)\).

The benchmark established the basis to enable the comparison of the models quality. The quality assessment comprises four performance statistical indicators:

- The mean value of the simulation error:
  \[
  \mu_t = \frac{1}{87000} \sum_{t=101001}^{188000} e_{\text{sim}}(t). \tag{5.1}
  \]

- The standard deviation of the error:
  \[
  \sigma_t^2 = \frac{1}{87000} \sum_{t=101001}^{188000} (e_{\text{sim}}(t) - \mu_t)^2 \tag{5.2}
  \]

- The root mean square (RMS) of the error:
  \[
  e_{\text{RMS}}^2 = \frac{1}{87000} \sum_{t=101001}^{188000} (e_{\text{sim}}(t))^2 \tag{5.3}
  \]

In Eqs. 5.1-5.3, the sum is started at \(t = 101001\) instead of \(t = 188000\) to eliminate the influence of transient errors at the beginning of the simulation.

- The root mean square (RMS) value of the error for the estimation data \((t \in [1001, 100000])\):
  \[
  e_{\text{RMS}}^2 = \frac{1}{99000} \sum_{t=1001}^{100000} (e_{\text{sim}}(t))^2 \tag{5.4}
  \]

5.1.2 Experiments

In order to validate the proposed system identification approach, the following experiments are conducted:

Experiment 1.- The system is identified with the complex 2nn-2-1 model given by (3.1) with the nonlinear function classically chosen as \(\varphi_i(z) = \tanh(z)\) ([84]), \(nn = 40\), \(n_u = 4\), \(n_b = 7\) and \(n_k = 4\). One thousand training runs are conducted using the estimation data \((u(t), y(t) \text{ for } t = 1, 2, \cdots, 100000)\) each time with different initialization values, but satisfying Assumption 2 (Initial weights equal group by group). Once the 1000 models are obtained, we choose the best one according to the validation error \(\mu_t\) (model FFH1) and the best one according to the validation error \(e_{\text{RMS}}\) (model FFH2). For the model FFH1 the validation results are \(\mu_t = 0.00471 \times 10^{-3}\), \(s_t = 56.71 \times 10^{-3}\), \(e_{\text{RMS}} = 56.71 \times 10^{-3}\) and \(e_{\text{RMS}} = 56.03 \times 10^{-3}\) and for the model FFH2 the validation results are \(\mu_t = -5.635 \times 10^{-3}\), \(s_t = 50.20 \times 10^{-3}\), \(e_{\text{RMS}} = 50.51 \times 10^{-3}\) and \(e_{\text{RMS}} = 49.74 \times 10^{-3}\). Notice that these two non-reduced models have
524 parameters and the computational complexity is \( O(FFH1) = O(FFH2) = (((40 \times 7) + (40 \times 4)) + (2 \times 40) + (4)) \times 100,000 = 52.4 \times 10^6 \). In order to show the interest of our model complexity reduction approach, we apply this reduction approach (Theorem 1) to both models FFH1 and FFH2, lets us name these models as “FFH1a” and “FFH2a” respectively. As demonstrated in the proof of the theorem 1, the complex models FFH1 and FFH2 are equivalent to the reduced models “FFH1a” and “FFH2a” respectively, and consequently the validation results are the same. The main advantage with this reduction approach is that, the reduced models have only 14 parameters instead of 524. But the computational complexity for the reduced models, is the same as for the complex models, that is \( O(FFH1a) = O(FFH2a) = 52.4 \times 10^6 \).

Experiment 2.- In order to validate the improvements on the computation time, the model given by (3.1) is trained with the same initial conditions which conduct to the models FFH1a and FFH2a, this time the training is developed as presented in the proof of Theorem 2. Then, we apply Theorem 1 to each model in order to obtain two reduced models; let us name these two reduced models as FFH1b and FFH2b respectively. As demonstrated in the proof of Theorem 2, the final values of the parameters of the reduced models when we train the complex 2m-2-1 architecture by the classical way (FFH1a and FFH2a) and the final values of the parameters of the reduced models when we train the complex 2m-2-1 architecture as presented in the proof of Theorem 2 (FFH1b and FFH2b) are equals respectively. The advantage of the models FFH1b and FFH2b is that the computational complexity \( O(FFH1b) = O(FFH2b) = (((7) + (4)) + (2) + (4)) \times 100,000 = 1.7 \times 10^6 \), is lower \((1.7 \times 10^6 \text{vs. } 52.4 \times 10^6 \text{operations})\).

After applying Theorem 1 and Theorem 2, we have two models of the form of (5.5).

\[
\dot{y}(k) = V_B^t \tanh(J_u W^t_B + W^t_{BH}) + V_A^t \tanh(J_{\dot{y}} W^t_A + W^t_{AH}) + H^s
\]

(5.5)

where:

\[
J_u = [u(k - 1) \quad u(k - 2) \ldots u(k - 7)]
\]

\[
J_{\dot{y}} = [\dot{y}(k - 1) \quad \dot{y}(k - 2) \ldots \dot{y}(k - 4)]
\]

and the 14 parameters characterizing the system are:

**FFH1a=FFH1b:**

\[
W_B^t = [0.10732 \quad 0.0548 \quad 0.0017 \quad -0.0495]
\]

\[
W_A^t = [0.01142 \quad -0.0035 \quad 0.0140 \quad 0.0245 \quad 0.0033 \quad -0.0152 \quad 0.0435]
\]

\[
V_A^t = 8.1996, V_B^t = 0.4842
\]

\[
H^s = -0.0022
\]

**FFH2a=FFH2b:**

\[
W_B^t = [0.164176 \quad 0.0032 \quad 0.00979 \quad -0.06208]
\]

\[
W_A^t = [0.01011 \quad -0.00541 \quad -0.0096 \quad 0.0176 \quad 0.0158 \quad -0.0326 \quad 0.02411]
\]

\[
V_A^t = 5.04290, V_B^t = 2.5643
\]

\[
H^s = -0.0020
\]

For comprehensive reasons, we can not present the 524 parameters of the non reduced models FFH1 and FFH2 described above.
Experiment 3.-In a third experiment, we investigate the possibility to generate models with the same architecture and accuracy of the reduced models FFH1b and FFH2b by directly training the 2-1 model given by (3.12). The nonlinear function is classically chosen as \( \varphi_1(z) = \tanh(z) \) ([84]), \( n_a = 4, n_b = 7 \) and \( n_k = 4 \). One thousand training runs are conducted using the estimation data \( (u(t), y(t)) \) for \( t = 1, 2, \cdots, 100000 \) each time with different initialization values. Once the 1000 models are obtained we choose the best one according to the validation error \( \mu_t \) (model FFH3) and the best one according to the validation error \( e_{RMSI} \) (model FFH4). These two models have the same architecture of the models FFH1a and FFH2a (see (3.12)) where the 14 parameters characterizing the system are:

**FFH3:**

\[
W^*_1 = [0.90585, 0.1782, 0.0715, -0.34546] \\
W^*_2 = [0.1166, 0.2003, 0.19789, 0.18499, -0.06339, 0.2379, 0.4063] \\
V^*_A = 1.1957, V^*_B = 0.0279, H^* = -0.0020
\]

**FFH4:**

\[
W^*_1 = [0.5259, 0.6859, -0.0497, -0.4054] \\
W^*_2 = [0.06179, 0.08417, 0.2830, -0.0130, 0.1595, -0.0633, 0.4174] \\
V^*_A = 1.2582, V^*_B = 0.0460, H^* = -0.0024
\]

For the model FFH3 the validation results are \( \mu_t = 0.07221 \times 10^{-3}, s_t = 91.62 \times 10^{-3}, e_{RMSI} = 91.62 \times 10^{-3} \) and \( e_{RMSe} = 93.01 \times 10^{-3} \) and for the model FFH4 the validation results are \( \mu_t = -0.9493 \times 10^{-3}, s_t = 80.29 \times 10^{-3}, e_{RMSI} = 80.30 \times 10^{-3} \) and \( e_{RMSe} = 81.41 \times 10^{-3} \). The computational complexity for the models FFH3 and FFH4 is \( O(FFH3) = O(FFH4) = (n_a + n_b + 4) \times N = (4 + 7 + 4) \times 100000 = 1.4 \times 10^6 \).

Experiment 4.-In this experiment, in order to measure the impact of Assumption 2, the system is identified with the complex 2m-2-1 model given by (3.1) with same characteristics as in the first experiment (the nonlinear function classically chosen as \( \varphi_1(z) = \tanh(z) \) ([84]), \( n_n = 40, n_a = 4, n_b = 7 \) and \( n_k = 7 \)). One thousand training runs are conducted using the same data as in the first experiment (estimation data \( (u(t), y(t)) \) for \( t = 1, 2, \cdots, 100000 \)) each time with different initialization values but this time without satisfying Assumption 2 (that is, all the initial weights random). Once the 1000 models are obtained, we choose the best one according to the validation error \( \mu_t \) (model FFH5) and the best one according to the validation error \( e_{RMSI} \) (model FFH6). Notice that, since the models FFH5 and FFH6 do not satisfy Assumption 2, it is not possible to apply the proposed model reduction approach. Consequently, these models have the same number of parameters (524) as the non reduced models FFH1 and FFH2 but with different validation results. For the model FFH5 the validation results are \( \mu_t = -0.0103 \times 10^{-3}, s_t = 55.49 \times 10^{-3}, e_{RMSI} = 55.49 \times 10^{-3} \) and \( e_{RMSe} = 54.70 \times 10^{-3} \) and for the model FFH6 the validation results are \( \mu_t = -4.05 \times 10^{-3}, s_t = 53.23 \times 10^{-3}, e_{RMSI} = 53.39 \times 10^{-3} \) and \( e_{RMSe} = 52.61 \times 10^{-3} \). The computational complexity for the models FFH5 and FFH6 is the same as for the model FFH1, FFH2, FFH1a and FFH2a, that is, \( O(FFH5) = O(FFH6) = 52.4 \times 10^6 \).

In order to follow the validation tests proposed in ([87]), we arranged the validation results of the proposed models in Table 5.1 where \( n_p \) is the number of parameters, \( O \) is the computational complexity or number of adaptations required to obtain each model, measured as presented in Chapter 3 and \( TT \) is the time in minutes required to obtain each model.
Table 5.1: Validation results

<table>
<thead>
<tr>
<th>Model</th>
<th>$O_{t}$ ($\times 10^6$)</th>
<th>$TT$</th>
<th>$\mu_t$ ($\times 10^{-3}$)</th>
<th>$\sigma_t$ ($\times 10^{-3}$)</th>
<th>$\varepsilon_{RMS_t}$</th>
<th>$\varepsilon_{RMS_e}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>FFH1</td>
<td>52.4</td>
<td>12.78</td>
<td>524</td>
<td>0.00471</td>
<td>56.71</td>
<td>56.71</td>
</tr>
<tr>
<td>FFH1a</td>
<td>52.4</td>
<td>12.78</td>
<td>14</td>
<td>0.00471</td>
<td>56.71</td>
<td>56.71</td>
</tr>
<tr>
<td>FFH1b</td>
<td>1.7</td>
<td>3.85</td>
<td>14</td>
<td>0.00471</td>
<td>56.71</td>
<td>56.71</td>
</tr>
<tr>
<td>FFH2</td>
<td>52.4</td>
<td>12.78</td>
<td>524</td>
<td>$-5.635$</td>
<td>50.20</td>
<td>50.51</td>
</tr>
<tr>
<td>FFH2a</td>
<td>52.4</td>
<td>12.78</td>
<td>14</td>
<td>$-5.635$</td>
<td>50.20</td>
<td>50.51</td>
</tr>
<tr>
<td>FFH2b</td>
<td>1.7</td>
<td>3.85</td>
<td>14</td>
<td>$-5.635$</td>
<td>50.20</td>
<td>50.51</td>
</tr>
<tr>
<td>FFH3</td>
<td>1.4</td>
<td>3.55</td>
<td>14</td>
<td>0.07221</td>
<td>91.62</td>
<td>91.62</td>
</tr>
<tr>
<td>FFH4</td>
<td>1.4</td>
<td>3.55</td>
<td>14</td>
<td>$-0.9493$</td>
<td>80.29</td>
<td>80.30</td>
</tr>
<tr>
<td>FFH5</td>
<td>52.4</td>
<td>12.78</td>
<td>524</td>
<td>$-0.0103$</td>
<td>55.49</td>
<td>55.49</td>
</tr>
<tr>
<td>FFH6</td>
<td>52.4</td>
<td>12.78</td>
<td>524</td>
<td>$-4.05$</td>
<td>53.23</td>
<td>53.39</td>
</tr>
</tbody>
</table>

To complete the exposition of results for best model in terms of $\mu_t$ (FFH1b) in the required form, we also present the estimated output in the time domain (Fig. 5.3), as well as the fast Fourier transform (FFT) of the estimated output signal (Fig. 5.4). Further information is given through the frequency response function (FRF) of the nonparametric best linear approximation obtained from the test data and the estimated output (see. Fig. 5.5) which is mainly appreciated by the users in practical applications.

Figure 5.3: Measured output vs Estimated output.

Figure 5.4: Output Fourier Transform.
Chapter 5: Application to complex system identification

![Frequency Response Function (FRF) of the nonparametric best linear approximation obtained from the test data and the estimated output.](image)

Naturally we have to compare the our approach with other black box system identification techniques. For example, the same system is identified with the nonlinear system identification toolbox in Matlab 2011. Here, the identification model used is the NLARX model, the nonlinearity estimator is the sigmoid network and the parameters of the model are estimated by using the Levenberg-Marquardt algorithm, let us name this algorithm “MATLAB”. The comparison, realized in terms of the number of parameters \( n_p \), the time in minutes required to obtain each model \( TT \) and the validation results proposed in [87], are summarized in Table 5.2.

<table>
<thead>
<tr>
<th>Ref.</th>
<th>( TT )</th>
<th>( n_p )</th>
<th>( \mu_t ) ((\times 10^{-3}))</th>
<th>( \delta_t ) ((\times 10^{-3}))</th>
<th>( \varepsilon_{RMS_t} ) ((\times 10^{-3}))</th>
<th>( \varepsilon_{RMS_e} ) ((\times 10^{-3}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>FFH1b</td>
<td>3.85</td>
<td>14</td>
<td>0.00471</td>
<td>56.71</td>
<td>56.71</td>
<td>56.03</td>
</tr>
<tr>
<td>MATLAB</td>
<td>1.52</td>
<td>691</td>
<td>-1.44</td>
<td>19.28</td>
<td>19.34</td>
<td>19.26</td>
</tr>
</tbody>
</table>

As already mentioned, the learning algorithms used to adapt the synaptic weights of the proposed neuro-models are based on the steepest descent algorithm. Although, the Levenberg-Marquardt algorithm was implemented in one of the proposed neural networks in order to analyze the compromise accuracy-computational cost. This is tested in the following experiment.

Experiment 5.-The system is identified with the complex 2mn-2-1 model (FFHH1) given by (4.15) presented in the example 2 in Chapter 4. The nonlinear function is classically chosen as \( \varphi_1(z) = \tanh(z) \) ([84]), \( nn = 40, n_a = 4, n_b = 7 \) and \( n_k = 4 \). Two training runs are conducted using the estimation data \((u(t), y(t))\) for \( t = 1, 2, \ldots, 100000 \) in both cases satisfying Assumption 2 (Initial weights equals group by group). In a first training, the parameters are estimated by using the steepest descent algorithm, let us name this model “FFHH1-GRA”. In a second training, the parameters are estimated by using the Levenberg-Marquardt algorithm, let us name this model “FFH1-LM”. In order to follow the validation tests proposed in ([87]), the validation results of the proposed “FFHH1-GRA” and “FFH1-LM” models are arranged in Table 5.3 where a comparison between the two neuro-models is done according the time in minutes required to obtain each model \( TT \) and the accuracy of each model.
Table 5.3: Performance measures: Gradient vs. Levenberg-Marquardt.

<table>
<thead>
<tr>
<th>Model</th>
<th>( TT )</th>
<th>( np )</th>
<th>( \mu_t ) (( x 10^{-3} ))</th>
<th>( s_t ) (( x 10^{-3} ))</th>
<th>( e_{RMSl} ) (( x 10^{-3} ))</th>
<th>( e_{RMSe} ) (( x 10^{-3} ))</th>
</tr>
</thead>
<tbody>
<tr>
<td>FFHH1-GR</td>
<td>3.69</td>
<td>16</td>
<td>-2.9</td>
<td>46.25</td>
<td>46.35</td>
<td>45.61</td>
</tr>
<tr>
<td>FFHH1-LM</td>
<td>21.82</td>
<td>16</td>
<td>-15.32</td>
<td>43.26</td>
<td>45.89</td>
<td>45.16</td>
</tr>
</tbody>
</table>

### 5.1.3 Comments

Fig. 5.3 exposes the relevant performance of the proposed neuro-model FFH1b with respect to the real system behavior, particularly if the number of model parameters are taken into consideration. Here it seems remarkable that with only 14 parameters the proposed model provides a significant level of accuracy.

From Table 5.1, comparing the best models according to the validation error \( \mu_t \) (FFH1, FFH3 and FFH5), the validation results \( s_t \), \( e_{RMSl} \), \( e_{RMSe} \) of the complex models FFH1 and FFH5 given by (3.1) are almost the same. In the same way, comparing the best models according to the validation error \( e_{RMSl} \) (FFH2, FFH4 and FFH6), the validation results of the complex models FFH2 and FFH6 given by (3.1) are almost the same too. On the contrary, if we train directly the simpler 2-1 neural network models (FFH3 and FFH4), the accuracy of the obtained models is degraded. Since the 2m-2-1 models given by (3.1) with \( m = 40 \) have more neurons and one extra layer than the 2-1 model given by (3.12), these results are somehow natural. As mentioned above more neurons presume a better approximation.

Comparing in terms of the number of parameters \( np \) (see Table 5.1), for the models FFH1, FFH2, FFH5 and FFH6 it is substantially larger, 524 vs 14 parameters of the models FFH3 and FFH4. But, after applying the proposed model reduction approach to the complex models FFH1 and FFH2 (524 parameters), we have the models FFH1b and FFH2b (14 parameters only) with the same accuracy as the previous models FFH1 and FFH2. These results confirm the theorem 1. Since models FFH5 and FFH6 do not satisfy Assumption 2, it is impossible to apply the model complexity reduction approach.

The reader shall notice that, as already announced, there is no loss of accuracy during the reduction approaches: see performances of FFH1, FFH1a and FFH1b (respectively FFH2, FFH2a and FFH2b).

From Table 5.2, confronting the two black box models, the deviation errors \( (s_t, e_{RMSl} \) and \( e_{RMSe} \) and the time \( TT \) of the Mat\-a\-b model are two or three times better, but the number of parameter is substantially larger (14 vs 691). Conversely, the proposed model FFH1a leads to a \( \mu_t \) much better despite the use of a simple gradient training algorithm. Remember that we do not pretend to give to the user the reduced order architecture with best performance possible. A lot of high level works exist in the literature. We only propose to the user a rather simple and efficient way to find a good balance between accuracy and complexity. The users must ponder accuracy against complexity, according to their own modeling needs.

From Table 5.3, comparing both models, the one obtained by the steepest descent algorithm (FFHH1-GR) and the one obtained by the Levenberg-Marquardt algorithm (FFHH1-LM), the validation results are almost the same, but comparing in terms of the time required to obtain each model, the FFHH1-LM model requires seven times more time than the FFHH1-GR model.
5.2 Acoustic duct identification

This experimental device is an acoustic waves guide made of Plexiglas, used to develop an active noise control (see Fig. 5.6). One end of the duct is almost anechoic and the other end is opened. The identification input signal is a pseudo random binary sequence (PRBS) with a length $L = 2^{10} - 1$ and level $\pm 3V$ sufficiently exciting applied to the control loudspeaker. The sampling period is $TS = 500\mu s$. In order to model, the first propagative modes of the waves guide (also called the secondary path) which lie in the frequency range $[0; 1000Hz]$. We shall use several data set of the same length namely 1024, measured by the output microphone. A prior measurement of the propagation delay confirms the analytical value $\tau \approx 7TS$.

![Figure 5.6: Schematic of semi finite acoustic waves guide.](image)

This system is identified with the complex 2mn-2-1 FF1 model given by (4.2) with the non-linear function classically chosen as $\varphi_1(z) = \tanh(z)$ ([84]), $nn = 10$, $n_a = 13$, $n_b = 11$ and $n_k = 7$. In order to fulfill Assumption 2, the initial conditions of the synaptic weights are chosen equals group by group, since the proposed model satisfies the two assumptions, the proposed model reduction approach is applied in order to obtain a model of the form of (5.6), let us name this model “FF1r”:

$$\hat{y}(k) = V_B^T \tanh(J_u W_B^T) + V_A^T \tanh(J_y W_A^T)$$  \hspace{1cm} (5.6)

where:

$$J_u = [u(k-1) \ u(k-2) \ \ldots \ u(k-11)]$$
$$J_y = [\hat{y}(k-1) \ \hat{y}(k-2) \ \ldots \ \hat{y}(k-13)]$$

and the 26 parameters characterizing the system are:

$$W_A = [0.202 \ -0.192 \ 0.157 \ 0.361 \ -0.038 \ 0.041 \ 0.089 \ 0.011 \ -0.029 \ 0.072 \ 0.074 \ 0.029 \ -0.006]$$
$$W_B = [-0.138 \ 0.077 \ 0.117 \ 0.0373 \ 0.087 \ -0.017 \ 0.038 \ -0.021 \ -0.023 \ -0.007 \ -0.068]$$
$$V_A = -2.7027$$ and $$V_B = 1.4493$$

Naturally the proposed approach have to be compared with other black box system identification technique. Therefore, the same acoustic system is identified with the nonlinear system identification toolbox in Matlab 2011. Here, the identification model used is the NLARX model, the nonlinearity estimator is the sigmoid network with 20 units. The 1385 parameters of the
Matlab model are estimated by using the default learning algorithm. The comparison, realized in terms of the number of parameters \( n_p \) and the frequency Response function (FRF) (see. Fig. 5.7) which is mainly appreciated by the users in practical applications.

![Frequency Response Function (FRF)](image)

Figure 5.7: Frequency Response Function (FRF).

In order to establish a numerical comparison, the following measured (FITF) is computed from Fig. 5.7:

\[
FITF = 100 \left( 1 - \frac{\|E_{x_1} - E_{x_2}\|}{\|E_{x_1} - E_{x_1}\|} \right)
\]

(5.7)

where:

- \( FITF \) is the percentage of the measured output that was explained by the model.
- \( E_{x_1} \) is the frequency response of the measured data.
- \( E_{x_2} \) is the frequency response of the estimated data.

The FITF is computed for both, the proposed model (FF1) and the model obtained by the nonlinear system identification toolbox of Matlab (Matlab), these results are arranged in Table 5.4.

<table>
<thead>
<tr>
<th>Model</th>
<th>( FITF )</th>
<th>( n_p )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Matlab</td>
<td>93.95</td>
<td>1385</td>
</tr>
<tr>
<td>FF1</td>
<td>90.9</td>
<td>528</td>
</tr>
<tr>
<td>FF1r</td>
<td>90.9</td>
<td>26</td>
</tr>
</tbody>
</table>

Table 5.4: Proposed approach vs Matlab

5.2.1 Comments

Fig. 5.7 illustrates the relevant performance of both, the proposed neuro-model FFH1r and the Matlab model, with respect to the real system behavior. But, if the number of model parameters is taking into consideration, it seems remarkable that with only 26 parameters the proposed model provides a significant level of accuracy.
From Table 5.4, comparing the proposed model (FF1r) and the model obtained by using the toolbox of Matlab both models almost have the same accuracy, but once again, the number of parameters of the Matlab model is substantially larger (1385 vs 26). Then, we are proposing to the user a system identification approach with results comparable to the powerful toolbox of Matlab, but with a smaller number of parameters.

5.3 Robot arm identification

The idea here is to test the efficiency of our method in the case, frequently encountered, of identification with corrupted data. In fact, we take the opportunity to check the robustness of our estimation procedure even if we do not pretend to exhaustively study this nevertheless interest configuration.

As similarly, in this work both the classical MSE criterion and a robust criterion known as Huber’s function are implemented for the adaptation of the synaptic weights, these criteria are tested in this experiment.

The data comes from a flexible robot arm, the arm is installed on an electrical motor. The applied persisting exciting input, corresponding to the reaction torque of the structure on the ground is a periodic sine sweep. The output of such system is the acceleration of the flexible arm. This system identification case is issued from a example through DaISy (Database for the Identification of Systems) ftp://ftp.esat.kuleuven.be/pub/SISTA/data/mechanical.

![Flexible robot arm](image)

Figure 5.8: Flexible robot arm.

In order to test the performances of the proposed objective functions, i.e. MSE and Huber functions, two outliers with random levels and time steps are deliberately inserted in the dataset as presented in Fig. 5.9.

Once the outliers were inserted in the dataset, the system is identified with the proposed neuro-model NARX given by (4.5) with the nonlinear function classically chosen as \( \varphi_1(z) = \tanh(z) \) ([84]), \( n_n = 40 \), \( n_a = 8 \), \( n_b = 7 \) and \( n_k = 1 \). In a first test, the system is identified by using the classical MSE criterion, let us call this model “NLARX-MSE”. In a second test, the Huber function is used as objective function, let us name this model “NLARX-HUBER”.
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Once the models are trained under Assumption 1 and Assumption 2, Theorem 1 (reduction approach) and Theorem 2 (computational cost reduction approach) are applied in order to generate two models of the form of (5.8).

\[
\hat{y}(k) = X^* \tanh(J_{\hat{v}}W_B^\hat{v} + J_{\hat{g}}W_A^\hat{v})
\]  

(5.8)

where the 16 parameters characterizing the system are:

**NLARX-HUBER model:**

\[
\begin{align*}
W_B^\hat{v} &= [-0.2955, 0.4292, -0.1253, -0.1296, 0.1434, 0.1333, -0.1988] \\
W_A^\hat{v} &= [1.0192, -0.2565, -0.1988, -0.2512, 0.1184, 0.1909, 0.0515, -0.3213] \\
X^* &= 1.3320
\end{align*}
\]

**NLARX-MSE model:**

\[
\begin{align*}
W_B^v &= [0.3025, -0.4034, 0.0652, 0.1589, -0.1102, -0.2060, 0.2388] \\
W_A^v &= [-0.6727, -0.2074, 0.3380, 0.4301, -0.1481, -0.4000, 0.1048, 0.2999] \\
X^* &= -1.4704
\end{align*}
\]

In order to compare the performances of both models, the frequency Response function (FRF) which is mainly appreciated by the users in practical applications is computed from the measured data and the estimated output of both, the NLARX-MSE model and the NLARX-HUBER model (see Fig. 5.10).

**Comments**

Fig. 5.10 exposes the interest of the implementation of the Huber function, since in the presence of outliers, the performance of the model estimated by using the steepest descent algorithm (NLARX-MSE) is degraded. On the contrary the model NLARX-HUBER, accurately represent the system behavior, in particular in low frequency where generally the control objectives are attended.
Chapter 5: Application to complex system identification

In this chapter, we have shown how practically the user may apply our new identification methodology, both on simulation application and real experiment one. Moreover, we have shown the interest of applying this method to various configurations, covering nonlinear complex system identification as well as robust system identification.

The quality of the results presented validates the performance of our new complex system identification methodology in terms of our non announced motivation: the search of the best compromise between accuracy, complexity and computational cost.

Figure 5.10: Frequency Response Function (FRF) of the nonparametric best linear approximation obtained from the test data and the estimated output.
Chapter 6

Conclusions and perspectives

6.1 Conclusions

This thesis is based on a work done in the framework of a co-direction between the Centro Nacional de Investigación y Desarrollo Tecnológico (CENIDET), Cuernavaca, Morelos, Mexico and the École Nationale Supérieure d’Arts et Métiers (ENSAM), Centre d’Aix en Provence, France. The report concerns the research topic of black box nonlinear system identification entering into the academic collaboration between these two institutions.

In effect, among all the various and numerous techniques developed in this field of research, it seems interesting to investigate the neural network approach in complex system model estimation. Obviously, neural networks represent a powerful tool since numerous years for black box nonlinear system identification. Even if accurate models have been derived, the main drawbacks of these techniques remain the large number of parameters required and, as a consequence, the important computational cost necessary to obtain the convenient level of the model accuracy desired. Therefore, neural networks are still often considered as complex and hard to implement in real applications.

Hence, motivated to address these drawbacks, we achieved a complete and efficient system identification methodology providing balanced accuracy/complexity/cost models. In effect, it is well known that trying to improve one of the three preceding items implies a significant deterioration of the two other ones. In this work, we demonstrated that it is possible to obtain such a good compromise by the development of, firstly, new neural network structures particularly adapted to a very wide use in practical nonlinear system modeling, secondly, a simple and efficient model reduction technique, and, thirdly, a computational cost reduction procedure. It is important to notice that these last two reduction techniques can be applied to a very large range of neural network architectures under two simple specific assumptions which are not at all restricting. In effect, the first assumption which is related to the choice of the activation functions is classical in the neural network theory. Concerning the second assumption, this is an original idea which allows to achieve the two reduction procedures proposed in this thesis, as it has been shown by experiments, this assumption does not affect the accuracy of the neural network.

Moreover, the proposed model complexity reduction procedure does not carry along a loss of accuracy during the model transformation, as it classically happens when other traditional techniques are used. Even more, the accuracy thus obtained remains significantly better than the one obtained by directly estimating, in the same conditions, a model with a comparable low complexity.
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In particular, due to the originality of this approach, the number of neurons initially chosen to identify a system, does not affect the complexity of the obtained reduced models. In effect, the first training determines the parameters of the model and the model accuracy as a consequence, so that no additional criterion is required to stop the model simplification and no further loss of accuracy occurs.

Moreover, the proposed computational cost reduction approach leads to a very significant decrease of the calculation bulk classically needed. Since, in this approach, the computational cost does not depend on the number of neurons chosen by the designer as it happens when classical techniques are used.

Concerning the optimization techniques used for the parameters estimation, the synaptic weights adaptation rules are based on the steepest descent algorithm. Even if the Levenberg-Marquardt algorithm has been tried for at least one architecture, the application examples demonstrate that the compromise between accuracy and the computational cost remains better when the steepest descent algorithm is used.

Concerning the choice of the optimization criterion, the classical MSE and the robust Huber M-estimate criteria were checked. The main reason was that in applications where data are significantly corrupted, the performances of the MSE estimator are classically degraded. In these cases, the resort of the Huber’s approach is always recommended regardless the slight extra computational cost required.

Furthermore, application examples driven in simulation or on a real process, satisfactorily validate all the preceding results, confirming all the interest of such a new nonlinear identification methodology.

To summarize, we proposed a new complete identification methodology using a neural network approach for complex systems guaranteeing a good compromise between model accuracy, model complexity and model computational cost. The main contributions of this work is firstly an original choice of the parameterized model set within which the estimation of the candidate model is performed. The second important contribution is the improved model computation, where the neural network training is achieved with an original and efficient reduction procedure. Finally, the last important contribution of this work is to have shown that this estimation phase can be achieved in a robust framework if the quality of identification data compels it.

### 6.2 Perspectives

During our investigations, we noticed an interesting reduction of the number of epochs required to train the neural network, mainly due to a particular selection of the initial conditions of the synaptic weights. This choice depends on the estimation dataset and on the neural network architecture chosen. It seems interesting to investigate this point more formally.

Another research direction to be more finally investigated is the choice of the scaling factor of the robust M-estimator used in case of corrupted data. In particular, the influence of this tuning constant defining the ratio of estimation errors treated by the L1-norm w.r.t. the estimation errors treated by the classical L2-norm, on the global identification performances such as model accuracy, model complexity and model computational cost might be developed in a next future.
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Appendix A

Activation functions

<table>
<thead>
<tr>
<th>Name</th>
<th>Function</th>
<th>Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linear</td>
<td>$\varphi(z) = z$</td>
<td>$[-\infty, +\infty]$</td>
</tr>
<tr>
<td>Signo</td>
<td>$\varphi(z) = \text{sign}(z)$</td>
<td>$[-1, +1]$</td>
</tr>
<tr>
<td></td>
<td>$\varphi(z) = \text{sign}(z)$</td>
<td>${0, +1}$</td>
</tr>
<tr>
<td>Piecewise Linear</td>
<td>$\varphi(z) = \begin{cases} -1, &amp; \text{if } z &lt; l \ z, &amp; \text{if } \ l \leq z \leq -l \ +1, &amp; \text{if } z &gt; +l \end{cases}$</td>
<td>$[-1, +1]$</td>
</tr>
<tr>
<td>Sigmoid</td>
<td>$\varphi(z) = \frac{1}{1+e^{-z}}$</td>
<td>$[0, +1]$</td>
</tr>
<tr>
<td></td>
<td>$\varphi(z) = \tanh(z)$</td>
<td>$[-1, +1]$</td>
</tr>
<tr>
<td>Gaussian</td>
<td>$\varphi(z) = Ae^{-\beta z^2}$</td>
<td>$[0, +1]$</td>
</tr>
<tr>
<td>Sinusoidal</td>
<td>$\varphi(z) = A \sin(\omega z)$</td>
<td>$[-1, +1]$</td>
</tr>
</tbody>
</table>

Figure A.1: Activation functions.

The most popular activation function in bibliography is the function $\tanh(\bullet)$ due to it is a saturation type function and have the interesting property that its derivative can be expressed as a simple function of its output $1 - \tanh^2(\bullet)$ [17, 23, 24, 25]. This derivative is required in any gradient-based optimization technique.
Appendix B

Learning algorithms

The learning algorithm is an optimization algorithm used to adapt the synaptic weights of a defined neural network architecture. The goal of this adaptation is to minimize an objective function (MSE, Huber’s function, etc). As mentioned above, if the data set used for the identification of a system is contaminated with outliers, robust functions such as the Huber’s function is recommended regardless the computational cost required. If the data set is not contaminated, the quadratic criterion may lead to a good accuracy.

Let us suppose a neuro-model parametrized by the synaptic weights $w$. The special case of the quadratic criterion is given by (1.2).

$$E(w, u^N, y^N) = \frac{1}{N} \sum_{k=1}^{N} \frac{1}{2} e^2(k, w)$$

(B.1)

where $N$ is the total number of data used for the parameters estimation and the prediction error $e(k, \hat{w})$ is:

$$e(k, \hat{w}) = y(k) - \hat{y}(k, \hat{w})$$

(B.2)

A general family of algorithms to adapt the synaptic weights ($w$) is given by (B.3).

$$\hat{w}(k + 1) = \hat{w}(k) - \eta [R]^{-1} \frac{\partial E}{\partial \hat{w}}$$

(B.3)

where $R$ modifies the search direction, $\eta$ is the step size known as learning rate, $\frac{\partial E}{\partial w}$ is the gradient of the objective function and $\hat{w}(k)$ denotes the value of $\hat{w}$ in the $k$th iteration.

Here different algorithms (Steepest descent, Gauss-Newton, Levenberg-Marquardt, etc) can be derived in order to estimate the model parameters $w$.

The simplest selection $R = 1$ yields the steepest descent algorithm (B.4):

$$\hat{\theta}(k + 1) = \hat{\theta}(k) - \eta \frac{\partial E}{\partial \theta}$$

(B.4)

Here, the parameter $\eta$ is commonly referred to as the learning rate or integration step size. It should be pointed that for the discrete time steepest descent algorithm, $\eta$ should be bounded in a small range, to ensure the stability of the algorithm. It should be noted that a small $\eta$ means that the convergence to a solution is slow while a large $\eta$ means that the oscillations may occur and stability may be lost.
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Appendix B: Learning algorithms

The choice \( R = E''(\hat{\theta}) \) produces the damped Gauss-Newton algorithm (B.5).

\[
\hat{\theta}(k + 1) = \hat{\theta}(k) - \eta \left[ \frac{\partial^2 E}{\partial \hat{\theta}^2} \right]^{-1} \frac{\partial E}{\partial \hat{\theta}} \quad \text{(B.5)}
\]

Here, the particular choice of \( \eta = 1 \) leads the Gauss-Newton algorithm (B.6).

\[
\hat{\theta}(k + 1) = \hat{\theta}(k) - \left[ \frac{\partial^2 E}{\partial \hat{\theta}^2} \right]^{-1} \frac{\partial E}{\partial \hat{\theta}} \quad \text{(B.6)}
\]

The Levenberg-Marquardt procedure is achieved by choosing \( \eta = 1 \) and \( R = E''(\hat{\theta}) - \lambda I \) in (B.3), where \( \lambda \) is a positive scalar that is used to control the convergence in the iterative scheme rather than the step size parameter (\( \eta \)), and \( I \) is the identity matrix.

\[
\hat{\theta}(k + 1) = \hat{\theta}(k) - \left[ \frac{\partial^2 E}{\partial \hat{\theta}^2} - \lambda I \right]^{-1} \frac{\partial E}{\partial \hat{\theta}} \quad \text{(B.7)}
\]

Notice that with \( \lambda = 0 \) we have the gauss newton case (B.6).
Appendix C

Objective functions

Let us suppose a neuro-model parametrized by the synaptic weights $w$. As mentioned above, the adaptation rules of the synaptic weights depend on an objective function (or criterion) where the derivative is required by the gradient-based algorithms. This function and the corresponding derivatives are:

Mean Square Error (C.1):

$$E(w, k) = \frac{1}{2}e^2(k, w) \quad (C.1)$$

MSE derivative:

$$\frac{\partial E}{\partial w} = e(w, k) \quad (C.2)$$

Huber’s function (C.3):

$$E(w, k) = \begin{cases} 
\frac{1}{2}e^2(w, k) & \text{if } |e(w, k)| \leq \beta, \\
\beta |e(w, k)| - \frac{\beta^2}{2} & \text{if } |e(w, k)| > \beta
\end{cases} \quad (C.3)$$

Huber derivative:

$$\frac{\partial E}{\partial w} = \begin{cases} 
e(w, k) & \text{if } |e(w, k)| \leq \beta, \\
\beta & \text{if } |e(w, k)| > \beta \text{ and } e(w, k) > 1 \\
-\beta & \text{if } e > \beta \text{ and } e(w, k) < 1
\end{cases} \quad (C.4)$$
Appendix D

Choice of $n_a$, $n_b$ and $n_k$

The choice of the number pass outputs $n_a$, the number pass inputs $n_b$ and the number of input samples that occur before the input affects the output $n_k$ (also called the dead time in the system) are an important step in the system identification procedure. In this work, these orders are estimated by trial and error approach, depending on the evaluation of the criterion function each time a combination of $n_a$, $n_b$ and $n_k$ is used.

The idea is first to chose a random value for $n_k$, then with the fixed value of $n_k$ (i.e. $n_k = 10$), test different combinations of $n_a$ and $n_b$, for example $12 \leq n_a \leq 14$ and $8 \leq n_b \leq 10$, in order to generate 24 different models (see Table D.1).

<table>
<thead>
<tr>
<th>Model</th>
<th>$n_a$</th>
<th>$n_b$</th>
<th>$n_k$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>12</td>
<td>8</td>
<td>10</td>
</tr>
<tr>
<td>2</td>
<td>12</td>
<td>9</td>
<td>10</td>
</tr>
<tr>
<td>3</td>
<td>12</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>4</td>
<td>12</td>
<td>11</td>
<td>10</td>
</tr>
<tr>
<td>5</td>
<td>13</td>
<td>8</td>
<td>10</td>
</tr>
<tr>
<td>6</td>
<td>13</td>
<td>9</td>
<td>10</td>
</tr>
<tr>
<td>7</td>
<td>13</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>8</td>
<td>14</td>
<td>11</td>
<td>10</td>
</tr>
<tr>
<td>9</td>
<td>14</td>
<td>8</td>
<td>10</td>
</tr>
<tr>
<td>10</td>
<td>14</td>
<td>9</td>
<td>10</td>
</tr>
<tr>
<td>11</td>
<td>14</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>12</td>
<td>14</td>
<td>11</td>
<td>10</td>
</tr>
<tr>
<td>13</td>
<td>15</td>
<td>8</td>
<td>10</td>
</tr>
<tr>
<td>14</td>
<td>15</td>
<td>9</td>
<td>10</td>
</tr>
<tr>
<td>15</td>
<td>15</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>16</td>
<td>15</td>
<td>11</td>
<td>10</td>
</tr>
</tbody>
</table>

Finally all the models are estimated and evaluated according to a chosen criterion, (for this example the RMSE).
Appendix D: Choice of \( n_a, n_b \) and \( n_k \)

![Figure D.1: Choice of \( n_a \) and \( n_b \) with \( n_k = 10 \).](image)

From Fig. D.1 the model 10 corresponding to \( n_a = 14 \) and \( n_b = 9 \) (see Table D.1) is the one which present the smaller error \( RMSE \). Remember that these values of \( n_a \) and \( n_b \) were computed with a random value of \( n_k \). In a second computation, the values of \( n_a = 14 \) and \( n_b = 9 \) are fixed and \( n_k \) is variable between a range of values, i.e \( 1 \leq n_k \leq 10 \).

![Figure D.2: Choice of \( n_k \) with \( n_a = 14 \) and \( n_b = 9 \).](image)

From Fig. D.1 the model 7 corresponding to \( n_k = 7 \) is the one which present the smaller error \( RMSE \).

Then, by following this approach we found that the “optimal” number of pass outputs \( n_a \), pass inputs \( n_b \) and dead time in the system \( n_k \) are \( n_a = 14 \), \( n_b = 9 \) and \( n_k = 7 \).
Appendix E

Learning algorithms for the proposed architectures

In this Appendix, the adaptation algorithms for the adaptation of the synaptic weights of the proposed architectures are presented. This algorithms are obtained based on a classical back-propagation algorithm.

E.1 General learning algorithms

First of all, let us present the general rules to adapt the synaptic weights of the proposed architecture, as already mentioned, these rules are based on the discrete time steepest descent algorithm which is the most used in neural network.

\[
\begin{align*}
X(k+1) &= X(k) - \eta \frac{\partial E}{\partial X} \\
Z_h(k+1) &= Z_h(k) - \eta \frac{\partial E}{\partial Z_h} \\
Z_b(k+1) &= Z_b(k) - \eta \frac{\partial E}{\partial Z_b} \\
Z_a(k+1) &= Z_a(k) - \eta \frac{\partial E}{\partial Z_a} \\
V_{bh}(k+1) &= V_{bh}(k) - \eta \frac{\partial E}{\partial V_{bh}} \\
V_{ah}(k+1) &= V_{ah}(k) - \eta \frac{\partial E}{\partial V_{ah}} \\
V_{bh}(k+1) &= V_{bh}(k) - \eta \frac{\partial E}{\partial V_{bh}} \\
V_{ah}(k+1) &= V_{ah}(k) - \eta \frac{\partial E}{\partial V_{ah}} \\
W_{bh_i}(k+1) &= W_{bh_i}(k) - \eta \frac{\partial E}{\partial W_{bh_i}} \\
W_{ah_i}(k+1) &= W_{ah_i}(k) - \eta \frac{\partial E}{\partial W_{ah_i}} \\
W_{bh}(k+1) &= W_{bh}(k) - \eta \frac{\partial E}{\partial W_{bh}} \\
W_{ah}(k+1) &= W_{ah}(k) - \eta \frac{\partial E}{\partial W_{ah}} \\
W_{ai}(k+1) &= W_{ai}(k) - \eta \frac{\partial E}{\partial W_{ai}}
\end{align*}
\]

where \( i = 1, 2, \ldots, nn \).
In these general adaption rules, the partial derivatives define the adaptation algorithms of each architecture. These partial derivatives are computed by the chain rule as follow:

\[
\begin{align*}
\frac{\partial E}{\partial X} &= \frac{\partial E}{\partial e} \frac{\partial e}{\partial y} \frac{\partial y}{\partial X} \\
\frac{\partial E}{\partial Z_h} &= \frac{\partial E}{\partial e} \frac{\partial e}{\partial y} \frac{\partial y}{\partial T} \frac{\partial T}{\partial Z_h} \\
\frac{\partial E}{\partial Z_b} &= \frac{\partial E}{\partial e} \frac{\partial e}{\partial y} \frac{\partial y}{\partial T} \frac{\partial T}{\partial Z_b} \\
\frac{\partial E}{\partial Z_a} &= \frac{\partial E}{\partial e} \frac{\partial e}{\partial y} \frac{\partial y}{\partial T} \frac{\partial T}{\partial Z_a} \\
\frac{\partial E}{\partial V_{bh}} &= \frac{\partial E}{\partial e} \frac{\partial e}{\partial y} \frac{\partial y}{\partial T} \frac{\partial T}{\partial \varphi_b} \\
\frac{\partial E}{\partial V_{ah}} &= \frac{\partial E}{\partial e} \frac{\partial e}{\partial y} \frac{\partial y}{\partial T} \frac{\partial T}{\partial \varphi_a} \\
\frac{\partial E}{\partial V_{a_i}} &= \frac{\partial E}{\partial e} \frac{\partial e}{\partial y} \frac{\partial y}{\partial T} \frac{\partial T}{\partial \varphi_{a_i}} \\
\frac{\partial E}{\partial W_{bi}} &= \frac{\partial E}{\partial e} \frac{\partial e}{\partial y} \frac{\partial y}{\partial T} \frac{\partial T}{\partial \varphi_b} \\
\frac{\partial E}{\partial W_{ai}} &= \frac{\partial E}{\partial e} \frac{\partial e}{\partial y} \frac{\partial y}{\partial T} \frac{\partial T}{\partial \varphi_{a_i}}
\end{align*}
\]  

(E.13)  
(E.14)  
(E.15)  
(E.16)  
(E.17)  
(E.18)  
(E.19)  
(E.20)  
(E.21)  
(E.22)  
(E.23)  
(E.24)

As already mentioned, the learning rule for the adaptation of each synaptic weights of each architecture, depends on the particular structure of a proposed neuro-model. Let us now present the learning rules for the adaptation of the synaptic weights of the neural architectures presented in this thesis.

### E.2 FFH1 adaptation algorithms

\[
\begin{align*}
X(k+1) &= X(k) + \eta e(k)T \\
Z_b(k+1) &= Z_a(k) + \eta e(k)X \\
Z_b(k+1) &= Z_b(k) + \eta e(k)Xr_b \\
Z_a(k+1) &= Z_a(k) + \eta e(k)Xr_a \\
V_{bi}(k+1) &= V_{bi}(k) + \eta e(k)XZ_b(k)\tanh(J_uW_{bi}) \\
V_{ai}(k+1) &= V_{ai}(k) + \eta e(k)XZ_a(k)\tanh(J_gW_{ai}) \\
W_{bi}(k+1) &= W_{bi}(k) + \eta e(k)XZ_b(k)sech^2(J_uW_{bi})J_u \\
W_{ai}(k+1) &= W_{ai}(k) + \eta e(k)XZ_a(k)sech^2(J_gW_{ai})J_g
\end{align*}
\]  

(E.25)  
(E.26)  
(E.27)  
(E.28)  
(E.29)  
(E.30)  
(E.31)  
(E.32)
E.3 FFH2 adaptation algorithms

\[ X(k + 1) = X(k) + \eta e(k)T \]  
\[ Z_h(k + 1) = Z_h(k) + \eta e(k)X \]  
\[ Z_b(k + 1) = Z_b(k) + \eta e(k)X\tanh(r_b) \]  
\[ Z_a(k + 1) = Z_a(k) + \eta e(k)X\tanh(r_a) \]  
\[ V_{h}(k + 1) = V_{h}(k) + \eta e(k)X Z_a sech^2(r_a) J_u W_{h} \]  
\[ V_{a}(k + 1) = V_{a}(k) + \eta e(k)X Z_a sech^2(r_a) J_\tilde{y} W_{a} \]  
\[ W_{h}(k + 1) = W_{h}(k) + \eta e(k)X Z_b sech^2(r_b) W_{h} J_u \]  
\[ W_{a}(k + 1) = W_{a}(k) + \eta e(k)X Z_a sech^2(r_a) V_{a} J_\tilde{y} \]

E.4 ARXH adaptation algorithms

\[ X(k + 1) = X(k) + \eta e(k)T \]  
\[ Z_h(k + 1) = Z_h(k) + \eta e(k)X \]  
\[ Z_b(k + 1) = Z_b(k) + \eta e(k)X r_b \]  
\[ Z_a(k + 1) = Z_a(k) + \eta e(k)X r_a \]  
\[ V_{h}(k + 1) = V_{h}(k) + \eta e(k)X Z_b J_u W_{h} \]  
\[ V_{a}(k + 1) = V_{a}(k) + \eta e(k)X Z_a J_\tilde{y} W_{a} \]  
\[ W_{h}(k + 1) = W_{h}(k) + \eta e(k)X Z_b V_{h} J_u \]  
\[ W_{a}(k + 1) = W_{a}(k) + \eta e(k)X Z_a V_{a} J_\tilde{y} \]

E.5 NLARXH adaptation algorithms

\[ X(k + 1) = X(k) + \eta e(k)\tanh(T) \]  
\[ Z_h(k + 1) = Z_h(k) + \eta e(k)X sech^2(T) \]  
\[ Z_b(k + 1) = Z_b(k) + \eta e(k)X sech^2(T) r_b \]  
\[ Z_a(k + 1) = Z_a(k) + \eta e(k)X sech^2(T) r_a \]  
\[ V_{h}(k + 1) = V_{h}(k) + \eta e(k)X Z_b sech^2(T) J_u W_{h} \]  
\[ V_{a}(k + 1) = V_{a}(k) + \eta e(k)X Z_a sech^2(T) J_\tilde{y} W_{a} \]  
\[ W_{h}(k + 1) = W_{h}(k) + \eta e(k)X Z_b sech^2(T) V_{h} J_u \]  
\[ W_{a}(k + 1) = W_{a}(k) + \eta e(k)X Z_a sech^2(T) V_{a} J_\tilde{y} \]
E.6  FF1 adaptation algorithms

\[
X(k+1) = X(k) + \eta e(k)T \tag{E.57}
\]
\[
Z_b(k+1) = Z_b(k) + \eta e(k)Xr_b \tag{E.58}
\]
\[
Z_a(k+1) = Z_a(k) + \eta e(k)Xr_a \tag{E.59}
\]
\[
V_b(k+1) = V_b(k) + \eta e(k)XZ_b \tanh(J_u W_{b_1}) \tag{E.60}
\]
\[
V_a(k+1) = V_a(k) + \eta e(k)XZ_a \tanh(J_g W_{a_1}) \tag{E.61}
\]
\[
W_{b_1}(k+1) = W_{b_1}(k) + \eta e(k)X Z_b \operatorname{sech}^2(J_u W_{b_1}) J_u \tag{E.62}
\]
\[
W_{a_1}(k+1) = W_{a_1}(k) + \eta e(k)X Z_a \operatorname{sech}^2(J_g W_{a_1}) J_g \tag{E.63}
\]

E.7  FF2 adaptation algorithms

\[
X(k+1) = X(k) + \eta e(k)T \tag{E.64}
\]
\[
Z_b(k+1) = Z_b(k) + \eta e(k)X\tanh(r_b) \tag{E.65}
\]
\[
Z_a(k+1) = Z_a(k) + \eta e(k)X\tanh(r_a) \tag{E.66}
\]
\[
V_b(k+1) = V_b(k) + \eta e(k)X Z_b \operatorname{sech}^2(r_b) J_u W_{b_1} \tag{E.67}
\]
\[
V_a(k+1) = V_a(k) + \eta e(k)X Z_a \operatorname{sech}^2(r_a) J_g W_{a_1} \tag{E.68}
\]
\[
W_{b_1}(k+1) = W_{b_1}(k) + \eta e(k)X Z_b \operatorname{sech}^2(r_b) V_{b_1} J_u \tag{E.69}
\]
\[
W_{a_1}(k+1) = W_{a_1}(k) + \eta e(k)X Z_a \operatorname{sech}^2(r_a) V_{a_1} J_g \tag{E.70}
\]

E.8  ARX adaptation algorithms

\[
X(k+1) = X(k) + \eta e(k)T \tag{E.71}
\]
\[
Z_b(k+1) = Z_b(k) + \eta e(k)Xr_b \tag{E.72}
\]
\[
Z_a(k+1) = Z_a(k) + \eta e(k)Xr_a \tag{E.73}
\]
\[
V_b(k+1) = V_b(k) + \eta e(k)X Z_b J_u W_{b_1} \tag{E.74}
\]
\[
V_a(k+1) = V_a(k) + \eta e(k)X Z_a J_g W_{a_1} \tag{E.75}
\]
\[
W_{b_1}(k+1) = W_{b_1}(k) + \eta e(k)X Z_b V_{b_1} J_u \tag{E.76}
\]
\[
W_{a_1}(k+1) = W_{a_1}(k) + \eta e(k)X Z_a V_{a_1} J_g \tag{E.77}
\]

E.9  NLARX adaptation algorithms

\[
X(k+1) = X(k) + \eta e(k) \tanh(T) \tag{E.78}
\]
\[
Z_b(k+1) = Z_b(k) + \eta e(k)X \operatorname{sech}^2(T) r_b \tag{E.79}
\]
\[
Z_a(k+1) = Z_a(k) + \eta e(k)X \operatorname{sech}^2(T) r_a \tag{E.80}
\]
\[
V_b(k+1) = V_b(k) + \eta e(k)X \operatorname{sech}^2(T) Z_b J_u W_{b_1} \tag{E.81}
\]
\[
V_a(k+1) = V_a(k) + \eta e(k)X \operatorname{sech}^2(T) Z_a J_g W_{a_1} \tag{E.82}
\]
\[
W_{b_1}(k+1) = W_{b_1}(k) + \eta e(k)X \operatorname{sech}^2(T) Z_b V_{b_1} J_u \tag{E.83}
\]
\[
W_{a_1}(k+1) = W_{a_1}(k) + \eta e(k)X \operatorname{sech}^2(T) Z_a V_{a_1} J_g \tag{E.84}
\]
E.10 FFHH1 adaptation algorithms

\[ X(k+1) = X(k) + \eta e(k)T \]
\[ Z_h(k+1) = Z_h(k) + \eta e(k)X \]
\[ Z_q(k+1) = Z_q(k) + \eta e(k)X \tau_h \]
\[ Z_a(k+1) = Z_a(k) + \eta e(k)X \tau_a \]
\[ V_{bh}(k+1) = V_{bh}(k) + \eta e(k)X Z_h \]
\[ V_{ah}(k+1) = V_{ah}(k) + \eta e(k)X Z_q \]
\[ V_{bh}(k+1) = V_{bh}(k) + \eta e(k)X Z_q \tanh(J_u W_{bi} + W_{bhi}) \]
\[ V_{ah}(k+1) = V_{ah}(k) + \eta e(k)X Z_a \tanh(J_q W_{ai} + W_{ahi}) \]
\[ W_{bh}(k+1) = W_{bh}(k) + \eta e(k)X Z_h \text{sech}^2(J_u W_{bi} + W_{bhi}) \]
\[ W_{ah}(k+1) = W_{ah}(k) + \eta e(k)X Z_a \text{sech}^2(J_q W_{ai} + W_{ahi}) \]
\[ W_{ai}(k+1) = W_{ai}(k) + \eta e(k)X Z_a \text{sech}^2(J_q W_{ai} + W_{ahi})J_y \]

E.11 FFHH2 adaptation algorithms

\[ X(k+1) = X(k) + \eta e(k)T \]
\[ Z_h(k+1) = Z_h(k) + \eta e(k)X \]
\[ Z_q(k+1) = Z_q(k) + \eta e(k)X \tan(r_h) \]
\[ Z_a(k+1) = Z_a(k) + \eta e(k)X \tan(r_a) \]
\[ V_{bh}(k+1) = V_{bh}(k) + \eta e(k)X Z_h \text{sech}^2(r_h) \]
\[ V_{ah}(k+1) = V_{ah}(k) + \eta e(k)X Z_a \text{sech}^2(r_a) \]
\[ V_{bh}(k+1) = V_{bh}(k) + \eta e(k)X Z_q \text{sech}^2(r_b)J_u W_{bi} \]
\[ V_{ah}(k+1) = V_{ah}(k) + \eta e(k)X Z_a \text{sech}^2(r_a)J_q W_{ai} \]
\[ W_{bh}(k+1) = W_{bh}(k) + \eta e(k)X Z_h \text{sech}^2(r_b) V_{bi} \]
\[ W_{ah}(k+1) = W_{ah}(k) + \eta e(k)X Z_a \text{sech}^2(r_a) V_{ai} \]
\[ W_{bi}(k+1) = W_{bi}(k) + \eta e(k)X Z_b \text{sech}^2(r_b)J_u W_{bi} \]
\[ W_{ai}(k+1) = W_{ai}(k) + \eta e(k)X Z_a \text{sech}^2(r_a) V_{ai}J_y \]
E.12 ARXHH adaptation algorithms

\[ X(k+1) = X(k) + \eta e(k)T \]  
\[ Z_h(k+1) = Z_h(k) + \eta e(k)X \]  
\[ Z_b(k+1) = Z_b(k) + \eta e(k)X r_h \]  
\[ Z_a(k+1) = Z_a(k) + \eta e(k)X r_a \]  
\[ V_{bh}(k+1) = V_{bh}(k) + \eta e(k)X Z_h \]  
\[ V_{ah}(k+1) = V_{ah}(k) + \eta e(k)X Z_a \]  
\[ V_{ai}(k+1) = V_{ai}(k) + \eta e(k)X Z_a J_g W_{ai} \]  
\[ W_{bh}(k+1) = W_{bh}(k) + \eta e(k)X Z_b V_h \]  
\[ W_{ah}(k+1) = W_{ah}(k) + \eta e(k)X Z_a V_a \]  
\[ W_{ai}(k+1) = W_{ai}(k) + \eta e(k)X Z_a V_a J_g \]

E.13 NLARXHH adaptation algorithms

\[ X(k+1) = X(k) + \eta e(k) \tanh(T) \]  
\[ Z_h(k+1) = Z_h(k) + \eta e(k)X \text{sech}^2(T) \]  
\[ Z_b(k+1) = Z_b(k) + \eta e(k)X \text{sech}^2(T) r_h \]  
\[ Z_a(k+1) = Z_a(k) + \eta e(k)X \text{sech}^2(T) r_a \]  
\[ V_{bh}(k+1) = V_{bh}(k) + \eta e(k)X \text{sech}^2(T) Z_h \]  
\[ V_{ah}(k+1) = V_{ah}(k) + \eta e(k)X \text{sech}^2(T) Z_a \]  
\[ V_{ai}(k+1) = V_{ai}(k) + \eta e(k)X \text{sech}^2(T) Z_a J_g W_{ai} \]  
\[ W_{bh}(k+1) = W_{bh}(k) + \eta e(k)X \text{sech}^2(T) Z_b V_h \]  
\[ W_{ah}(k+1) = W_{ah}(k) + \eta e(k)X \text{sech}^2(T) Z_a V_a \]  
\[ W_{ai}(k+1) = W_{ai}(k) + \eta e(k)X \text{sech}^2(T) Z_a V_a J_g \]

As already mentioned, the LM algorithm was implemented for estimation of the parameters of the FFHH1 neuro-model.
E.14 FFHH1 adaptation algorithms based on Levenberg-Marquardt

\[
X(k+1) = X(k) + [\lambda]^{-1}e(k)T
\]  
\[Z_h(k+1) = Z_h(k) + [\lambda]^{-1}e(k)X\]  
\[Z_0(k+1) = Z_0(k) + [\lambda]^{-1}e(k)Xr_b\]  
\[Z_a(k+1) = Z_a(k) + [\lambda]^{-1}e(k)Xr_a\]  
\[V_{bh}(k+1) = V_{bh}(k) + [\lambda]^{-1}e(k)XZ_b\]  
\[V_{ah}(k+1) = V_{ah}(k) + [\lambda]^{-1}e(k)XZ_a\]  
\[V_{a}(k+1) = V_{a}(k) + [\lambda]^{-1}e(k)XZ_a \tanh(J_u W_{b} + W_{bh})\]  
\[W_{bh}(k+1) = W_{bh}(k) + [H_{W_{bh}} + \lambda]^{-1}e(k)XZ_b V_b \text{sech}^2(J_u W_{b} + W_{bh})\]  
\[W_{ah}(k+1) = W_{ah}(k) + [H_{W_{ah}} + \lambda]^{-1}e(k)XZ_a V_{a} \text{sech}^2(J_{\bar{y}} W_{a} + W_{ah})\]  
\[W_{a}(k+1) = W_{a}(k) + [H_{W_{a}} + \lambda]^{-1}e(k)XZ_a V_{a} \text{sech}^2(J_{\bar{y}} W_{a} + W_{ah})\]  

where:

\[
H_{W_{b}} = e(k)X Z_b V_b \text{sech}^2(J_u W_{b} + W_{bh}) \left(2\tanh(J_u W_{b} + W_{bh})J_u^T J_u - 1\right)
\]  
\[
H_{W_{a}} = e(k)X Z_a V_{a} \text{sech}^2(J_{\bar{y}} W_{a} + W_{ah}) \left(2\tanh(J_{\bar{y}} W_{a} + W_{ah})J_{\bar{y}}^T J_{\bar{y}} - 1\right)
\]  
\[
H_{W_{bh}} = e(k)X Z_b V_b \text{sech}^2(J_u W_{b} + W_{bh}) \tanh(J_u W_{b} + W_{bh})
\]  
\[
H_{W_{ah}} = e(k)X Z_a V_{a} \text{sech}^2(J_{\bar{y}} W_{a} + W_{ah}) \tanh(J_{\bar{y}} W_{a} + W_{ah})
\]
Appendix E: Learning algorithms for the proposed architectures
Appendix F

Learning rate adaptation $\eta$

The learning rate or integration step size, plays an important role in the parameters adaptation in particular the convergence speed of the algorithm. It should be pointed out that for the discrete time steepest descent algorithm, $\eta$ should be bounded in a small range, to nevertheless ensure the stability of the algorithm. A small $\eta$ means that the convergence to a solution is slow while a large $\eta$ means a faster convergence where oscillations may occur and stability may be lost.

In order to improve the learning algorithm, different solutions for the adaptation of $\eta$ have been implemented in this work.

F.1 Search then convergence algorithm

Let us start with a modification of the “search then convergence algorithm” used in [23] is given by (F.1).

$$\eta(n) = \eta_0 \frac{1}{1 + \frac{n}{k_0 \gamma}} \quad \text{(F.1)}$$

where:

- $\eta_0$ is the initial value of $\eta$ proposed by the user.
- $k_0 = \frac{10N}{3}$
- $n = 1, 2, \ldots, (N \times \gamma)$ is the iteration increasing during all the training phase (all the epochs).
- $\gamma = 1, 2, \ldots, \gamma^*$ is a the number of epochs elapsed.
- $N$ is the number of data used for the neural network training.
- $\gamma^*$ is a “optimal” number of epochs required for the adaptation of the model parameters.

Every time that one epoch has elapsed $\eta_0 = \eta(\gamma)$ and $\gamma = \gamma + 1$.

From (1.6) we can deduce that when $n$ increases the value of the learning coefficient $\eta(k)$ decreases (see Fig. 1.8). It is desirable because at the beginning of the training the synaptic weights are supposed far of their optimal values and they should be adapted as fast as possible ($\eta = \eta_0$). When a period of time is over ($k \rightarrow (N \times \gamma)$) the synaptic weights are supposed near their optimal values. Then, the parameters should be adapted slowly ($\eta \rightarrow 0$) in order to improve the convergence.
F.2 Heuristic rules

A different algorithm based on evaluation of the objective function each iteration is presented in [18]. Here, the adaptation of the learning rate is based on the following heuristic rules:

- If the objective function undergoes 4 consecutive reductions then:
  \[ \eta = \eta + (0.1 \times \eta) \]

- If the objective function undergoes 2 consecutive combinations of one increase and one reduction:
  \[ \eta = \eta - (0.1 \times \eta) \]
Appendix G

Application of the proposed method to the other models

Let us follow the proposed system identification procedure:

G.1 Model FF2

- **Choice of model structure:** The first step in the proposed system identification method is to choose the activation functions according to Assumption 1.

  **Model FF2:** By selecting $\varphi_3(z) = \varphi_1(z) = z$ and $\varphi_2(z) = \text{nonlinear}$ in (4.1) we obtain:

  \begin{align*}
  \hat{y}(k) &= XT \\
  T &= Z_b \varphi_2(r_b) + Z_a \varphi_2(r_a) \\
  r_b &= \sum_{i=1}^{m} V_{b_i} (J_a W_{b_i}) \\
  r_a &= \sum_{i=1}^{m} V_{a_i} (J_b W_{a_i})
  \end{align*} 

  (G.1)

- **Model computation:** Let us follow the improved procedure:

  \textit{Step 1. - Neural network training under particular assumptions}

  According to Assumption 2, the initial conditions of the synaptic weights are chosen equals group by group as follows $V_{b_i}(0) = V_{b_j}(0)$, $V_{a_i}(0) = V_{a_j}(0)$, $W_{b_i}(0) = W_{b_j}(0)$ and $W_{a_i}(0) = W_{a_j}(0)$ with $j = 2, 3, \ldots, nn$.

  Then, the proposed neuro-model is trained following the computational cost reduction approach presented in the proof of Theorem 2, that is:
To train the equivalent model given by (G.2):

\[
\begin{align*}
\hat{y}(k) &= XT \\
T &= Z_b \varphi_2(r_b) + Z_a \varphi_2(r_a) \\
r_b &= n m \times V_{b_j} (J_u W_{b_j}) \\
r_a &= n m \times V_{a_j} (J_y W_{a_j})
\end{align*}
\]  

with the synaptic weights computed as follows:

\[
\begin{align*}
X(k + 1) &= X(k) + \eta_1(k) T \\
Z_b(k + 1) &= Z_b(k) + \eta_2(k) X tanh(r_b) \\
Z_a(k + 1) &= Z_a(k) + \eta_3(k) X tanh(r_a) \\
V_{b_j}(k + 1) &= V_{b_j}(k) + \eta_4(k) X Z_b \text{sech}^2(r_b) J_u W_{b_j} \\
V_{a_j}(k + 1) &= V_{a_j}(k) + \eta_5(k) X Z_a \text{sech}^2(r_a) J_y W_{a_j} \\
W_{b_j}(k + 1) &= W_{b_j}(k) + \eta_6(k) X Z_b \text{sech}^2(r_b) V_{b_j} J_u \\
W_{a_j}(k + 1) &= W_{a_j}(k) + \eta_7(k) X Z_a \text{sech}^2(r_a) V_{a_j} J_y
\end{align*}
\]

Once the neural network model given by (G.1) is trained under these two assumptions, we obtain:

\[
\begin{align*}
\hat{y}(k) &= X^* T \\
T &= Z_b^* \varphi_2(r_b) + Z_a^* \varphi_2(r_a) \\
r_b &= \sum_{i=1}^{mn} V_{b_i}^* (J_u W_{b_i}^*) \\
r_a &= \sum_{i=1}^{mn} V_{a_i}^* (J_y W_{a_i}^*)
\end{align*}
\]  

Since the initial conditions of the synaptic weights are chosen equals group by group (see Assumption 2), and each group is trained by the same adaptation rule, the final values of the synaptic weights are: \(V_{b_j}^* = V_{b_j}^*\), \(V_{a_j}^* = V_{a_j}^*\), \(W_{b_j}^* = W_{b_j}^*\) and \(W_{a_j}^* = W_{a_j}^*\) with \(j = 2, 3, \ldots, mn\).

**Step 2.- Model transformation**

According to Theorem 1, the final values of the synaptic weights are: \(W_{b_j}^* = W_{b_j}^*\), \(V_{b_j}^* = V_{b_j}^*\), \(W_{a_j}^* = W_{a_j}^*\) and \(V_{a_j}^* = V_{a_j}^*\) with \(j = 2, 3, \ldots, mn\). Then, in (G.3) it is indeed possible to make the following algebraic operations:

\[
\begin{align*}
Z_B^* &= X^* \times Z_b^* \\
Z_A^* &= X^* \times Z_a^* \\
W_{b_j}^* &= V_{b_j}^* \times W_{b_j}^* \\
W_{a_j}^* &= V_{a_j}^* \times W_{a_j}^*
\end{align*}
\]

where \(W_{b_j}^* = W_{b_j}^*\) and \(W_{a_j}^* = W_{a_j}^*\) (with \(j = 2, 3, \ldots, mn\)) due to Assumption 2 (Step 1).
Appendix G: Application of the proposed method to the other models

Then, the 2nn-2-l neuro-model given by (G.3) becomes:

\[
\hat{y}(k) = T
\]
\[
T = Z_B\varphi_2(r_b) + Z_A\varphi_2(r_a)
\]
\[
\begin{align*}
   r_b &= \sum_{i=1}^{nn} (J_u W_{B_i}^*) \\
   r_a &= \sum_{i=1}^{nn} (J_g W_{A_i}^*)
\end{align*}
\]

A supplementary transformation is achieved in order to change the redefined 2nn-1 model (G.4) into a 2-1 representation by the following algebraic operations:

\[
\begin{align*}
   \sum_{i=1}^{nn} (J_u W_{B_i}^*) &= nn \times (J_u W_B^*) \\
   \sum_{i=1}^{nn} (J_g W_{A_i}^*) &= nn \times (J_g W_A^*)
\end{align*}
\]

where:

\[
W'_B = W_B^* \\
W'_A = W_A^*
\]

The resulting model after the model transformation has the following mathematical form:

\[
\hat{y}(k) = Z_B^*\varphi_2(J_u W_B^*) + Z_A^*\varphi_2(J_g W_A^*)
\]

(G.5)

G.2 Model ARX

- **Choice of model structure**: The first step in the proposed system identification method is to choose the activation functions according to Assumption 1.

**Model ARX**: By selecting \(\varphi_3(z) = \varphi_2(z) = \varphi_1(z) = z\) in (4.1) we obtain:

\[
\begin{align*}
   \hat{y}(k) &= XT
   \\
   T &= Z_0(r_b) + Z_a(r_a)
   \\
   r_b &= \sum_{i=1}^{nn} V_{B_i}(J_u W_{B_i})
   \\
   r_a &= \sum_{i=1}^{nn} V_{A_i}(J_g W_{A_i})
\end{align*}
\]

(G.6)
• **Model computation:** Let us follow the improved procedure:

**Step 1.- Neural network training under particular assumptions**

According to Assumption 2, the initial conditions of the synaptic weights are chosen equal group by group as follows: $V_{b_0}(0) = V_{b_j}(0)$, $V_{a_1}(0) = V_{a_j}(0)$, $W_{b_1}(0) = W_{b_j}(0)$ and $W_{a_1}(0) = W_{a_j}(0)$ with $j = 2, 3, \cdots, nn$.

Then, the proposed neuro-model is trained following the computational cost reduction approach presented in the proof of Theorem 2, that is:

To train the equivalent model given by (G.7):

$$\hat{y}(k) = XT$$
$$T = Z_0(r_b) + Z_a(r_a)$$
$$r_b = nn \times V_{b_1}(J_uW_{b_1})$$
$$r_a = nn \times V_{a_1}(J_yW_{a_1})$$

with the synaptic weights computed as follows:

$$X(k + 1) = X(k) + \eta e(k)T$$
$$Z_0(k + 1) = Z_0(k) + \eta e(k)X r_b$$
$$Z_a(k + 1) = Z_a(k) + \eta e(k)X r_a$$
$$V_{b_1}(k + 1) = V_{b_1}(k) + \eta e(k)X Z_0J_u W_{b_1}$$
$$V_{a_1}(k + 1) = V_{a_1}(k) + \eta e(k)X Z_aJ_y W_{a_1}$$
$$W_{b_1}(k + 1) = W_{b_1}(k) + \eta e(k)X Z_0V_{b_1}J_u$$
$$W_{a_1}(k + 1) = W_{a_1}(k) + \eta e(k)X Z_aV_{a_1}J_y$$

Once the neural network model given by (G.6) is trained under these two assumptions, we obtain:

$$\hat{y}(k) = X^sT$$
$$T = Z_0^s(r_b) + Z_a^s(r_a)$$
$$r_b = \sum_{i=1}^{nn} V_{b_1}^s(J_uW_{b_1}^s)$$
$$r_a = \sum_{i=1}^{nn} V_{a_1}^s(J_yW_{a_1}^s)$$

Since the initial conditions of the synaptic weights are chosen equal group by group (see Assumption 2), and each group is trained by the same adaptation rule, the final values of the synaptic weights are: $V_{b_1}^s = V_{b_j}^s$, $V_{a_1}^s = V_{a_j}^s$, $W_{b_1}^s = W_{b_j}^s$ and $W_{a_1}^s = W_{a_j}^s$ with $j = 2, 3, \cdots, nn$. 
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Step 2.- Model transformation

According to Theorem 1, the final values of the synaptic weights are: \( W_{b_1}^* = W_{b_j}^* \), \( V_{b_1}^* = V_{b_j}^* \), \( W_{a_1}^* = W_{a_j}^* \) and \( V_{a_1}^* = V_{a_j}^* \) with \( j = 2, 3, \ldots, nn \). Then, in (G.8) it is indeed possible to make the following algebraic operations:

\[
W_{B_i}^* = X^i \times Z_i^* \times V_{b_i}^* \times W_{b_i}^*
\]

\[
W_{A_i}^* = X^i \times Z_i^* \times V_{a_i}^* \times W_{a_i}^*
\]

where \( W_{B_i}^* = W_{B_j}^* \) and \( W_{A_i}^* = W_{A_j}^* \) (with \( j = 2, 3, \ldots, nn \)) due to Assumption 2 (Step 1).

Then, the 2nn-2-1 neuro-model given by (G.8) becomes:

\[
\hat{y}(k) = T
\]

\[
T = r_b + r_a
\]

\[
r_b = \sum_{i=1}^{nn} (J_u W_{B_i}^*)
\]

\[
r_a = \sum_{i=1}^{nn} (J_y W_{A_i}^*)
\]

A supplementary transformation is achieved in order to change the redefined 2nn-1 model (G.9) into a 2-1 representation by the following algebraic operations:

\[
\sum_{i=1}^{nn} (J_u W_{B_i}^*) = nn \times (J_u W_B^*)
\]

\[
\sum_{i=1}^{nn} (J_y W_{A_i}^*) = nn \times (J_y W_A^*)
\]

where:

\[
W_B^* = W_{B_i}^*
\]

\[
W_A^* = W_{A_i}^*
\]

The resulting model after the model transformation has the following mathematical form:

\[
\hat{y}(k) = (J_u W_B^*) + (J_y W_A^*)
\]

G.3 Model NLARX

- **Choice of model structure**: The first step in the proposed system identification method is to choose the activation functions according to Assumption 1.

**Model NLARX**: By selecting \( \varphi_2(z) = \varphi_1(z) = z \) and \( \varphi_3(z) = \text{nonlinear} \) in (4.1) we obtain:
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\[
\hat{y}(k) = X \varphi_3(T) \\
T = Z_0(r_b) + Z_a(r_a) \\
r_b = \sum_{i=1}^{nn} V_{b_i}(J_u W_{b_i}) \\
r_a = \sum_{i=1}^{nn} V_{a_i}(J_y W_{a_i})
\]  

- **Model computation:** Let us follow the improved procedure:

**Step 1.- Neural network training under particular assumptions**

According to Assumption 2, the initial conditions of the synaptic weights are chosen equals group by group as follows: \( V_{b_i}(0) = \tilde{V}_{b_k}(0), V_{a_j}(0) = \tilde{V}_{a_j}(0), \tilde{W}_{b_i}(0) = \tilde{W}_{b_k}(0) \) and \( \tilde{W}_{a_j}(0) = \tilde{W}_{a_j}(0) \) with \( j = 2, 3, \ldots, nn \).

Then, the proposed neuro-model is trained following the computational cost reduction approach presented in the proof of Theorem 2, that is:

To train the equivalent model given by (G.12):

\[
\hat{y}(k) = X \varphi_3(T) \\
T = Z_0(r_b) + Z_a(r_a) \\
r_b = nn \times V_{b_i}(J_u W_{b_i}) \\
r_a = nn \times V_{a_i}(J_y W_{a_1})
\]

with the synaptic weights computed as follows:

\[
X(k+1) = X(k) + \eta e(k) \tanh(T) \\
Z_0(k+1) = Z_0(k) + \eta e(k)X \text{sech}^2(T)r_b \\
Z_a(k+1) = Z_a(k) + \eta e(k)X \text{sech}^2(T)r_a \\
V_{b_i}(k+1) = V_{b_i}(k) + \eta e(k)X \text{sech}^2(T)Z_b J_u W_{b_i} \\
V_{a_i}(k+1) = V_{a_i}(k) + \eta e(k)X \text{sech}^2(T)Z_a J_y W_{a_i} \\
W_{b_i}(k+1) = W_{b_i}(k) + \eta e(k)X \text{sech}^2(T)Z_b V_{b_i} J_u \\
W_{a_i}(k+1) = W_{a_i}(k) + \eta e(k)X \text{sech}^2(T)Z_a V_{a_i} J_y
\]

Once the neural network model given by (G.11) is trained under these two assumptions, we obtain:

\[
\hat{y}(k) = X^\dagger \varphi_3(T) \\
T = Z_0^\dagger(r_b) + Z_a^\dagger(r_a) \\
r_b = \sum_{i=1}^{nn} V_{b_i}^\dagger(J_u W_{b_i}^\dagger) \\
r_a = \sum_{i=1}^{nn} V_{a_i}^\dagger(J_y W_{a_i}^\dagger)
\]
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Since the initial conditions of the synaptic weights are chosen equally by group (see Assumption 2), and each group is trained by the same adaptation rule, the final values of the synaptic weights are: $V^*_b = V^*_b, V^*_a = V^*_a, W^*_b = W^*_b$ and $W^*_a = W^*_a$ with $j = 2, 3, \cdots, nn$.

**Step 2: Model transformation**

According to Theorem 1, the final values of the synaptic weights are: $W^*_b = W^*_b$, $V^*_b = V^*_b, W^*_a = W^*_a$, and $V^*_a = V^*_a$ with $j = 2, 3, \cdots, nn$. Then, in (G.13) it is indeed possible to make the following algebraic operations:

\[
W^*_b = Z_b \times V^*_b \times W^*_b
\]
\[
W^*_a = Z_a \times V^*_a \times W^*_a
\]

where $W^*_b = W^*_b$ and $W^*_a = W^*_a$ (with $j = 2, 3, \cdots, nn$) due to Assumption 2 (Step 1).

Then, the 2mn-2-1 neuro-model given by (G.13) becomes:

\[
\hat{y}(k) = X^\tau \phi_3(T) \tag{G.14}
\]
\[
T = r_b + r_a
\]
\[
r_b = \sum_{i=1}^{mn} (J_u W^*_b_i)
\]
\[
r_a = \sum_{i=1}^{nn} (J_y W^*_a_i)
\]

A supplementary transformation is achieved in order to change the redefined 2mn-1 model (G.14) into a 2-1 representation by the following algebraic operations:

\[
\sum_{i=1}^{mn} (J_u W^*_b_i) = mn \times (J_u W^*_b)
\]
\[
\sum_{i=1}^{nn} (J_y W^*_a_i) = nn \times (J_y W^*_a)
\]

where:

\[
W^*_b = W^*_b
\]
\[
W^*_a = W^*_a
\]

The resulting model after the model transformation has the following mathematical form:

\[
\hat{y}(k) = X^\tau \phi_3((J_u W^*_b) + (J_y W^*_a)) \tag{G.15}
\]
G.4 Model FF2H

- **Choice of model structure:** The first step in the proposed system identification method is to choose the activation functions according to Assumption 1.

Model FF2H: By selecting $\varphi_3(z) = \varphi_1(z) = z$ and $\varphi_2(z) = \text{nonlinear}$ in (2.1) we obtain:

\[
\dot{y}(k) = XT \\
T = Z_b \varphi_2(r_b) + Z_a \varphi_2(r_a) + Z_h \\
r_b = \sum_{i=1}^{nn} V_{b_i} (J_u W_{b_i}) \\
r_a = \sum_{i=1}^{nn} V_{a_i} (J_y W_{a_i})
\]

- **Model computation:** Let us follow the improved procedure:

**Step 1.- Neural network training under particular assumptions**

According to Assumption 2, the initial conditions of the synaptic weights are chosen equal group by group as follows $V_{b_j}(0) = V_{b_j}(0)$, $V_{a_j}(0) = V_{a_j}(0)$, $W_{b_j}(0) = W_{b_j}(0)$ and $W_{a_j}(0) = W_{a_j}(0)$ with $j = 2, 3, \ldots, nn$.

Then, the proposed neuro-model is trained following the computational cost reduction approach presented in the proof of Theorem 2, that is:

To train the equivalent model given by (G.17):

\[
\dot{y}(k) = XT \\
T = Z_b \varphi_2(r_b) + Z_a \varphi_2(r_a) + Z_h \\
r_b = nn \times V_{b_i} (J_u W_{b_i}) \\
r_a = nn \times V_{a_i} (J_y W_{a_i})
\]

with the synaptic weights computed as follows:

\[
X(k+1) = X(k) + \eta e(k) T \\
Z_b(k+1) = Z_a(k) + \eta e(k)X \\
Z_b(k+1) = Z_b(k) + \eta e(k)X \tanh(r_b) \\
Z_a(k+1) = Z_a(k) + \eta e(k)X \tanh(r_a) \\
V_{b_1}(k+1) = V_{b_1}(k) + \eta e(k)X Z_b \text{sech}^2(r_b) J_u W_{b_1} \\
V_{a_1}(k+1) = V_{a_1}(k) + \eta e(k)X Z_a \text{sech}^2(r_a) J_y W_{a_1} \\
W_{b_1}(k+1) = W_{b_1}(k) + \eta e(k)X Z_b \text{sech}^2(r_b) V_{b_1} J_u \\
W_{a_1}(k+1) = W_{a_1}(k) + \eta e(k)X Z_a \text{sech}^2(r_a) V_{a_1} J_y
\]
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Once the neural network model given by (G.16) is trained under these two assumptions, we obtain:

\[
\hat{y}(k) = X^\top T
\]
\[
T = Z^*_b \varphi_2(r_b) + Z^*_a \varphi_2(r_a) + Z^*_h
\]
\[
r_b = \sum_{i=1}^{nn} V^*_b (J_u W^*_b_i)
\]
\[
r_a = \sum_{i=1}^{nn} V^*_a (J_g W^*_a_i)
\]

Since the initial conditions of the synaptic weights are chosen equals group by group (see Assumption 2), and each group is trained by the same adaptation rule, the final values of the synaptic weights are: \(V^*_b_1 = V^*_b_j, \ V^*_a_1 = V^*_a_j, \ W^*_b_1 = W^*_b_j \) and \(W^*_a_1 = W^*_a_j \) with \(j = 2, 3, \ldots, nn \).

Step 2: Model transformation

According to Theorem 1, the final values of the synaptic weights are: \(W^*_b_1 = W^*_b_j, \ V^*_b_1 = V^*_b_j, \ W^*_a_1 = W^*_a_j \) and \(V^*_a_1 = V^*_a_j \) with \(j = 2, 3, \ldots, nn \). Then, in (G.18) it is indeed possible to make the following algebraic operations:

\[
H^* = X^* \times Z^*_h
\]
\[
Z^*_B = X^* \times Z^*_b
\]
\[
Z^*_A = X^* \times Z^*_a
\]
\[
W^*_B_i = V^*_b_i \times W^*_b_i
\]
\[
W^*_A_i = V^*_a_i \times W^*_a_i
\]

where \(W^*_B_i = W^*_B_j \) and \(W^*_A_i = W^*_A_j \) (with \(j = 2, 3, \ldots, nn \)) due to Assumption 2 (Step 1).

Then, the 2nn-2-1 neuro-model given by (G.18) becomes:

\[
\hat{y}(k) = T
\]
\[
T = Z^*_B \varphi_2(r_b) + Z^*_A \varphi_2(r_a) + H^*
\]
\[
r_b = \sum_{i=1}^{nn} (J_u W^*_B_i)
\]
\[
r_a = \sum_{i=1}^{nn} (J_g W^*_A_i)
\]

A supplementary transformation is achieved in order to change the redefined 2nn-1 model (G.19) into a 2-1 representation by the following algebraic operations:
\[
\sum_{i=1}^{\eta n} (J_u W^i_B) = \eta n \times (J_u W^i_B)
\]
\[
\sum_{i=1}^{\eta n} (J_y W^i_A) = \eta n \times (J_y W^i_A)
\]

where:

\[
W^i_B = W^i_{B_1}
\]
\[
W^i_A = W^i_{A_1}
\]

The resulting model after the model transformation has the following mathematical form:

\[
\hat{y}(k) = Z_B^i \varphi_2(J_u W^i_B) + Z_A^i \varphi_2(J_y W^i_A) + H^i
\]  
\[\text{(G.20)}\]

G.5 Model ARXH

- **Choice of model structure**: The first step in the proposed system identification method is to choose the activation functions according to Assumption 1.

Model ARXH: By selecting \(\varphi_3(z) = \varphi_2(z) = \varphi_1(z) = z\) in (2.1) we obtain:

\[
\hat{y}(k) = XT
\]
\[\text{(G.21)}\]

\[
T = Z_B(r_b) + Z_a(r_a) + Z_h
\]
\[
r_b = \sum_{i=1}^{\eta n} V_{b_i}(J_u W_{b_i})
\]
\[
r_a = \sum_{i=1}^{\eta n} V_{a_i}(J_y W_{a_i})
\]

- **Model computation**: Let us follow the improved procedure:

Step 1: Neural network training under particular assumptions

According to Assumption 2, the initial conditions of the synaptic weights are chosen equals group by group as follows:

\(V_{b_1}(0) = V_{\beta_j}(0), V_{a_1}(0) = V_{\alpha_j}(0), W_{b_1}(0) = W_{b_j}(0)\) and \(W_{a_1}(0) = W_{a_j}(0)\) with \(j = 2, 3, \ldots, \eta n\).

Then, the proposed neuro-model is trained following the computational cost reduction approach presented in the proof of Theorem 2, that is:
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To train the equivalent model given by (G.22):

\[ \hat{g}(k) = XT \]
\[ T = Z_b(r_b) + Z_a(r_a) + Z_h \]
\[ r_b = \mu \times V_{b_1}(J_u W_{b_1}) \]
\[ r_a = \mu \times V_{a_1}(J_{\hat{y}} W_{a_1}) \]

with the synaptic weights computed as follows:

\[ X(k + 1) = X(k) + \eta e(k)T \]
\[ Z_b(k + 1) = Z_b(k) + \eta e(k)X \]
\[ Z_a(k + 1) = Z_a(k) + \eta e(k)Xr_a \]
\[ V_{b_i}(k + 1) = V_{b_i}(k) + \eta e(k)XZ_bJ_uW_{b_i} \]
\[ V_{a_i}(k + 1) = V_{a_i}(k) + \eta e(k)XZ_aJ_{\hat{y}}W_{a_i} \]
\[ W_{b_i}(k + 1) = W_{b_i}(k) + \eta e(k)XZ_bV_{b_i}J_u \]
\[ W_{a_i}(k + 1) = W_{a_i}(k) + \eta e(k)XZ_aV_{a_i}J_{\hat{y}} \]

Once the neural network model given by (G.21) is trained under these two assumptions, we obtain:

\[ \hat{g}(k) = X^rT \]
\[ T = Z^n_b(r_b) + Z^n_a(r_a) + Z^n_h \]
\[ r_b = \sum_{i=1}^{m} V^n_{b_i}(J_u W^n_{b_i}) \]
\[ r_a = \sum_{i=1}^{m} V^n_{a_i}(J_{\hat{y}} W^n_{a_i}) \]

Since the initial conditions of the synaptic weights are chosen equals group by group (see Assumption 2), and each group is trained by the same adaptation rule, the final values of the synaptic weights are: \( W^n_{b_i} = W^*_n, V^n_{b_i} = V^*_n, W^n_{a_i} = W^*_n \) and \( W^n_{a_i} = W^*_n \) with \( j = 2, 3, \cdots, nn \).

**Step 2. Model transformation**

According to Theorem 1, the final values of the synaptic weights are: \( W^n_{b_i} = W^*_n, V^n_{b_i} = V^*_n, W^n_{a_i} = W^*_n \) and \( V^n_{a_i} = V^*_n \) with \( j = 2, 3, \cdots, nn \). Then, in (G.23) it is indeed possible to make the following algebraic operations:

\[ H^r = X^r \times Z^n_h \]
\[ W^n_{b_i} = X^r \times Z^n_b \times V^n_{b_i} \times W^n_{b_i} \]
\[ W^n_{a_i} = X^r \times Z^n_a \times V^n_{a_i} \times W^n_{a_i} \]

where \( W^n_{b_i} = W^*_n \) and \( W^n_{a_i} = W^*_n \) (with \( j = 2, 3, \cdots, nn \)) due to Assumption 2 (Step 1).
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Then, the 2nn-2-1 neuro-model given by (G.23) becomes:

\[ \hat{y}(k) = T \quad \text{(G.24)} \]
\[ T = r_b + r_a + H^* \]
\[ r_b = \sum_{i=1}^{m} (J_u W_{B_i}^*) \]
\[ r_a = \sum_{i=1}^{m} (J_y W_{A_i}^*) \]

A supplementary transformation is achieved in order to change the redefined 2nn-1 model (G.24) into a 2-1 representation by the following algebraic operations:

\[ \sum_{i=1}^{m} (J_u W_{B_i}^*) = nn \times (J_u W_B^*) \]
\[ \sum_{i=1}^{m} (J_y W_{A_i}^*) = nn \times (J_y W_A^*) \]

where:

\[ W_B^* = W_{B_1} \]
\[ W_A^* = W_{A_1} \]

The resulting model after the model transformation has the following mathematical form:

\[ \hat{y}(k) = (J_u W_B^*) + (J_y W_A^*) + H^* \quad \text{(G.25)} \]

G.6 Model NLARXH

- **Choice of model structure:** The first step in the proposed system identification method is to choose the activation functions according to Assumption 1.

**Model NLARX:** By selecting \( \varphi_2(z) = \varphi_1(z) = z \) and \( \varphi_3(z) = \text{nonlinear} \) in (2.1) we obtain:

\[ \hat{y}(k) = X \varphi_3(T) \quad \text{(G.26)} \]
\[ T = Z_b (r_b) + Z_a (r_a) + S_b \]
\[ r_b = \sum_{i=1}^{m} V_{b_i} (J_u W_{b_i}) \]
\[ r_a = \sum_{i=1}^{m} V_{a_i} (J_y W_{a_i}) \]

- **Model computation:** Let us follow the improved procedure:
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**Step 1. Neural network training under particular assumptions**

According to Assumption 2, the initial conditions of the synaptic weights are chosen equals group by group as follows $V_{b_i}(0) = V_{b_j}(0)$, $V_{a_i}(0) = V_{a_j}(0)$, $W_{b_i}(0) = W_{b_j}(0)$ and $W_{a_i}(0) = W_{a_j}(0)$ with $j = 2, 3, \cdots, nn$.

Then, the proposed neuro-model is trained following the computational cost reduction approach presented in the proof of Theorem 2, that is:

To train the equivalent model given by (G.27):

\[
\hat{y}(k) = X \varphi_3(T) \\
T = Z_b(r_b) + Z_a(r_a) + Z_h \\
r_b = nn \times V_{b_1}(J_u W_{b_1}) \\
r_a = nn \times V_{a_1}(J_{\hat{y}} W_{a_1})
\]  

(G.27)

with the synaptic weights computed as follows:

\[
X(k + 1) = X(k) + \eta e(k) \tanh(T) \\
Z_h(k + 1) = Z_h(k) + \eta e(k) X \sech^2(T) \\
Z_b(k + 1) = Z_b(k) + \eta e(k) X \sech^2(T) r_b \\
Z_a(k + 1) = Z_a(k) + \eta e(k) X \sech^2(T) r_a \\
V_{b_i}(k + 1) = V_{b_i}(k) + \eta e(k) X \sech^2(T) Z_b J_u W_{b_i} \\
V_{a_i}(k + 1) = V_{a_i}(k) + \eta e(k) X \sech^2(T) Z_a J_{\hat{y}} W_{a_i} \\
W_{b_i}(k + 1) = W_{b_i}(k) + \eta e(k) X \sech^2(T) Z_b V_{b_i} J_u \\
W_{a_i}(k + 1) = W_{a_i}(k) + \eta e(k) X \sech^2(T) Z_a V_{a_i} J_{\hat{y}}
\]

Once the neural network model given by (G.26) is trained under these two assumptions, we obtain:

\[
\hat{y}(k) = X^* \varphi_3(T) \\
T = Z_b^*(r_b) + Z_a^*(r_a) + Z_h^* \\
r_b = \sum_{i=1}^{nn} V_{b_i}^*(J_u W_{b_i}) \\
r_a = \sum_{i=1}^{nn} V_{a_i}^*(J_{\hat{y}} W_{a_i})
\]  

(G.28)

Since the initial conditions of the synaptic weights are chosen equals group by group (see Assumption 2), and each group is trained by the same adaptation rule, the final values of the synaptic weights are: $V_{b_i}^* = V_{b_i}^*$, $V_{a_i}^* = V_{a_i}^*$, $W_{b_i}^* = W_{b_i}^*$ and $W_{a_i}^* = W_{a_i}^*$ with $j = 2, 3, \cdots, nn$. 
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Step 2.- Model transformation

According to Theorem 1, the final values of the synaptic weights are: \( W_{b_1}^s = W_{b_j}^s \), \( V_{b_1}^s = V_{b_j}^s \), \( W_{a_1}^s = W_{a_j}^s \), and \( V_{a_1}^s = V_{a_j}^s \) with \( j = 2, 3, \ldots, nn \). Then, in (G.28) it is indeed possible to make the following algebraic operations:

\[
H^s = Z_h^s
\]
\[
W_{B_k}^s = Z_{b_k}^s \times V_{b_k}^s \times W_{b_k}^s
\]
\[
W_{A_i}^s = Z_{a_i}^s \times V_{a_i}^s \times W_{a_i}^s
\]

where \( W_{B_1}^s = W_{B_j}^s \) and \( W_{A_1}^s = W_{A_j}^s \) (with \( j = 2, 3, \ldots, nn \)) due to Assumption 2 (Step 1).

Then, the 2nn-2-1 neuro-model given by (G.28) becomes:

\[
\hat{y}(k) = X^s \varphi_3(T) \quad \text{(G.29)}
\]
\[
T = r_b + r_a + H^s
\]
\[
r_b = \sum_{i=1}^{mn} (J_u W_{B_k}^s)
\]
\[
r_a = \sum_{i=1}^{mn} (J_g W_{A_i}^s)
\]

A supplementary transformation is achieved in order to change the redefined 2nn-1 model (G.29) into a 2-1 representation by the following algebraic operations:

\[
\sum_{i=1}^{mn} (J_u W_{B_k}^s) = nn \times (J_u W_B^s)
\]
\[
\sum_{i=1}^{mn} (J_g W_{A_i}^s) = nn \times (J_g W_A^s)
\]

where:
\[
W_B^s = W_{B_1}^s
\]
\[
W_A^s = W_{A_1}^s
\]

The resulting model after the model transformation has the following mathematical form:

\[
\hat{y}(k) = X^s \varphi_3((J_u W_B^s) + (J_g W_A^s) + H^s) \quad \text{(G.30)}
\]
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G.7 Model FF2HH

• **Choice of model structure**: The first step in the proposed system identification method is to choose the activation functions according to Assumption 1.

**Model FF2HH**: By selecting \( \varphi_3(z) = \varphi_1(z) = z \) and \( \varphi_2(z) = \text{nonlinear} \) in (4.14) we obtain:

\[
\hat{y}(k) = XT \\
T = Z_h \varphi_2(r_b) + Z_{a} \varphi_2(r_a) + Z_{h} \\
r_b = V_{b_h} + \sum_{i=1}^{mn} V_{b_i} (J_u \ W_{b_i} + W_{b_{hi}}) \\
r_a = V_{a_h} + \sum_{i=1}^{mn} V_{a_i} (J_g \ W_{a_i} + W_{a_{hi}})
\]

• **Model computation**: Let us follow the improved procedure:

**Step 1. Neural network training under particular assumptions**

According to Assumption 2, the initial conditions of the synaptic weights are chosen equals group by group, for this architecture that is: \( W_{b_2(0)} = W_{b_1(0)}, \ W_{a_2(0)} = W_{a_1(0)}, \ V_{b_i(0)} = V_{b_j(0)}, \ V_{a_i(0)} = V_{a_j(0)}, \ W_{b_{hi}(0)} = W_{b_{hj}(0)} \) and \( W_{a_{hi}(0)} = W_{a_{hj}(0)} \) with \( j = 2, 3, \ldots, mn \).

Then, the proposed neuro-model is trained following the computational cost reduction approach presented in the proof of Theorem 2, that is:

To train the equivalent model given by (G.32):

\[
\hat{y}(k) = XT \\
T = Z_h \varphi_2(r_b) + Z_{a} \varphi_2(r_a) + Z_{h} \\
r_b = V_{b_h} + mn \times V_{b_i} (J_u \ W_{b_i} + W_{b_{hi}}) \\
r_a = V_{a_h} + mn \times V_{a_i} (J_g \ W_{a_i} + W_{a_{hi}})
\]

with the synaptic weights computed as follows:

\[
X(k+1) = X(k) + \eta e(k)T \\
Z_h(k+1) = Z_h(k) + \eta e(k)X \\
Z_b(k+1) = Z_b(k) + \eta e(k)X \tanh(r_b) \\
Z_a(k+1) = Z_a(k) + \eta e(k)X \tanh(r_a)
\]
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\[ V_{bh}(k+1) = V_{bh}(k) + \eta e(k) X Z_b \sech^2(r_b) \]
\[ V_{ah}(k+1) = V_{ah}(k) + \eta e(k) X Z_a \sech^2(r_a) \]
\[ V_{bi}(k+1) = V_{bi}(k) + \eta e(k) X Z_b \sech^2(r_b) J_u W_{bi} \]
\[ V_{ai}(k+1) = V_{ai}(k) + \eta e(k) X Z_a \sech^2(r_a) J_y W_{ai} \]
\[ W_{bi}(k+1) = W_{bi}(k) + \eta e(k) X Z_b \sech^2(r_b) V_{bi} \]
\[ W_{ah}(k+1) = W_{ah}(k) + \eta e(k) X Z_a \sech^2(r_a) V_{ah} \]

Once the neural network model given by (G.31) is trained under these two assumptions, we obtain:

\[ \dot{g}(k) = X^T T \]
\[ T = Z_b^t \varphi_2(r_b) + Z_a^t \varphi_2(r_a) + Z_h^t \]
\[ r_b = V_{bh}^t + \sum_{i=1}^{m} V_{bi}^t (J_u W_{bi}^t + W_{bi}^t) \]
\[ r_a = V_{ah}^t + \sum_{i=1}^{m} V_{ai}^t (J_y W_{ai}^t + W_{ai}^t) \] (G.33)

Since the initial conditions of the synaptic weights are chosen equals group by group (see Assumption 2), and each group is trained by the same adaptation rule, the final values of the synaptic weights are: \( W_{b1}^* = W_{b1}^* \), \( V_{b1}^* = V_{b1}^* \), \( W_{bh1}^* = W_{bh1}^* \), \( W_{ai1}^* = W_{ai1}^* \), \( V_{ai1}^* = V_{ai1}^* \) and \( W_{ah1}^* = W_{ah1}^* \) with \( j = 2, 3, \cdots, nn \).

Step 2. - Model transformation

According to Theorem 1, the final values of the synaptic weights are: \( W_{b1}^* = W_{b1}^* \), \( V_{b1}^* = V_{b1}^* \), \( W_{bh1}^* = W_{bh1}^* \), \( W_{ai1}^* = W_{ai1}^* \), \( V_{ai1}^* = V_{ai1}^* \) and \( W_{ah1}^* = W_{ah1}^* \) with \( j = 2, 3, \cdots, nn \). Then, in (G.33) it is indeed possible to make the following algebraic operations:

\[
\begin{align*}
H^* &= X^* \times Z_h^* \\
Z_B^* &= X^* \times Z_b^* \\
Z_A^* &= X^* \times Z_a^* \\
W_{b1}^* &= V_{b1}^* \times W_{b1}^* \\
W_{ai1}^* &= V_{ai1}^* \times W_{ai1}^* \\
W_{bh1}^* &= V_{bh1}^* \times W_{bh1}^* \\
W_{AH1}^* &= V_{ai1}^* \times W_{ah1}^* \\
\end{align*}
\]

where \( W_{b1}^* = W_{b1}^* \), \( W_{ai1}^* = W_{ai1}^* \), \( W_{bh1}^* = W_{bh1}^* \) and \( W_{AH1}^* = W_{AH1}^* \) (with \( j = 2, 3, \cdots, nn \)) due to Assumption 2 (Step 1).

Then, the 2nn-2-1 neuro-model given by (G.33) becomes:
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\[ \hat{y}(k) = T \]  
\[ T = Z_B \varphi_2(r_h) + Z_A \varphi_2(r_a) + H^s \]  
\[ r_b = V_{bh} + \sum_{i=1}^{m} (J_u W_{Bi}^* + W_{BH_i}^*) \]  
\[ r_a = V_{ah} + \sum_{i=1}^{m} (J_y W_{Ai}^* + W_{AH_i}^*) \]

A supplementary transformation is achieved in order to change the redefined 2nn1 model (G.34) into a 2-1 representation by the following algebraic operations:

\[ V_{bh} + \sum_{i=1}^{m} (J_u W_{Bi}^* + W_{BH_i}^*) = V_{bh} + (mn \times (J_u W_B^* + W_{BH_1}^*)) \]

\[ V_{ah} + \sum_{i=1}^{m} (J_y W_{Ai}^* + W_{AH_i}^*) = V_{ah} + (mn \times (J_y W_A^* + W_{AH_1}^*)) \]

where:

\[ W_B^* = W_B^* \]
\[ W_A^* = W_A^* \]

The resulting model after the model transformation has the following mathematical form:

\[ \hat{y}(k) = Z_B \varphi_2(J_u W_B^* + W_{BH}^*) + Z_A \varphi_2(J_y W_A^* + W_{AH}^*) + H^s \]  
\[ (G.35) \]

with:

\[ W_{BH}^* = V_{bh} + W_{BH_1}^* \]
\[ W_{AH}^* = V_{ah} + W_{AH_1}^* \]

G.8 Model ARXHH

- **Choice of model structure:** The first step in the proposed system identification method is to choose the activation functions according to Assumption 1.

**Model ARXH:** By selecting \( \varphi_3(z) = \varphi_2(z) = \varphi_1(z) = z \) in (4.14) we obtain:

\[ \hat{y}(k) = XT \]
\[ T = Z_r r_b + Z_a r_a + Z_h \]
\[ r_b = V_{bh} + \sum_{i=1}^{m} V_{bi}(J_u W_{bi} + W_{bh_i}) \]
\[ r_a = V_{ah} + \sum_{i=1}^{m} V_{ai}(J_y W_{ai} + W_{ah_i}) \]
• **Model computation**: Let us follow the improved procedure:

**Step 1.- Neural network training under particular assumptions**

According to Assumption 2, the initial conditions of the synaptic weights are chosen equal group by group as follows \( W_{b_1}(0) = W_{b_j}(0), W_{a_1}(0) = W_{a_j}(0), V_{b_1}(0) = V_{b_j}(0), V_{a_1}(0) = V_{a_j}(0), W_{bh_1}(0) = W_{bh_j}(0) \) and \( W_{ah_1}(0) = W_{ah_j}(0) \) with \( j = 2, 3, \ldots, nn \).

Then, the proposed neuro-model is trained following the computational cost reduction approach presented in the proof of Theorem 2, that is:

To train the equivalent model given by (G.37):

\[
\dot{y}(k) = XT \\
T = Z_0 r_b + Z_a r_a + Z_h \\
r_b = V_{bh} + nn \times V_{b_h} (J_u W_{b_i} + W_{bh_i}) \\
r_a = V_{ah} + nn \times V_{a_h} (J_y W_{a_i} + W_{ah_i})
\]

with the synaptic weights computed as follows:

\[
X(k+1) = X(k) + \eta e(k) T \\
Z_h(k+1) = Z_h(k) + \eta e(k) X \\
Z_b(k+1) = Z_b(k) + \eta e(k) X r_b \\
Z_a(k+1) = Z_a(k) + \eta e(k) X r_a \\
V_{bh}(k+1) = V_{bh}(k) + \eta e(k) X Z_b \\
V_{ah}(k+1) = V_{ah}(k) + \eta e(k) X Z_a \\
V_{b_1}(k+1) = V_{b_1}(k) + \eta e(k) X Z_b J_u W_{b_1} \\
V_{a_1}(k+1) = V_{a_1}(k) + \eta e(k) X Z_a J_y W_{a_1} \\
W_{bh_1}(k+1) = W_{bh_1}(k) + \eta e(k) X Z_b V_{b_1} \\
W_{ah_1}(k+1) = W_{ah_1}(k) + \eta e(k) X Z_a V_{a_1} \\
W_{b_1}(k+1) = W_{b_1}(k) + \eta e(k) X Z_b V_{b_1} J_u \\
W_{a_1}(k+1) = W_{a_1}(k) + \eta e(k) X Z_a V_{a_1} J_y
\]

Once the neural network model given by (G.36) is trained under these two assumptions, we obtain:

\[
\dot{y}(k) = X^T T \\
T = Z_b^r r_b + Z_a^r r_a + Z_h^r \\
r_b = V_{bh}^r + \sum_{i=1}^{m} V_{bh_i}^r (J_u W_{b_i}^r + W_{bh_i}^r) \\
r_a = V_{ah}^r + \sum_{i=1}^{m} V_{ah_i}^r (J_y W_{a_i}^r + W_{ah_i}^r)
\]
Since the initial conditions of the synaptic weights are chosen equals group by group (see Assumption 2), and each group is trained by the same adaptation rule, the final values of the synaptic weights are: \( W_{b_1}^s = W_{b_j}^s \), \( V_{b_1}^s = V_{b_j}^s \), \( W_{bh_1}^s = W_{bh_j}^s \), \( W_{a_1}^s = W_{a_j}^s \), \( V_{a_1}^s = V_{a_j}^s \) and \( W_{ah_1}^s = W_{ah_j}^s \) with \( j = 2, 3, \cdots, nn \).

**Step 2:** Model transformation

According to Theorem 1, the final values of the synaptic weights are: \( W_{b_1}^s = W_{b_j}^s \), \( V_{b_1}^s = V_{b_j}^s \), \( W_{bh_1}^s = W_{bh_j}^s \), \( W_{a_1}^s = W_{a_j}^s \), \( V_{a_1}^s = V_{a_j}^s \) and \( W_{ah_1}^s = W_{ah_j}^s \) with \( j = 2, 3, \cdots, nn \). Then, in (G.38) it is indeed possible to make the following algebraic operations:

\[
Z_H^s = X^s \times Z_h^s \\
V_{BH}^s = X^s \times Z_{bh}^s \times V_{bh}^i \\
V_{AH}^s = X^s \times Z_{ah}^s \times V_{ah}^i \\
W_{BH}^{s_i} = X^s \times Z_{bh}^s \times V_{bh}^i \times W_{bh_i}^s \\
W_{AH}^{s_i} = X^s \times Z_{ah}^s \times V_{ah}^i \times W_{ah_i}^s \\
W_{Bh}^s = X^s \times Z_{bh}^s \times V_{bh}^i \times W_{bh_i}^s \\
W_{Ah}^s = X^s \times Z_{ah}^s \times V_{ah}^i \times W_{ah_i}^s
\]

where \( W_{Bh}^s = W_{Bh_j}^s \), \( W_{Ah}^s = W_{Ah_j}^s \), \( W_{BH}^{s_i} = W_{BH_j}^{s_i} \) and \( W_{AH}^{s_i} = W_{AH_j}^{s_i} \) (with \( j = 2, 3, \cdots, nn \)) due to Assumption 2 (Step 1).

Then, the 2nn-2-1 neuro-model given by (G.38) becomes:

\[
y(k) = T \\
T = r_b + r_a + Z_H^s \\
r_b = V_{BH}^s + \sum_{i=1}^{nn} (J_u W_{Bh_i}^s + W_{BH_i}^s) \\
r_a = V_{AH}^s + \sum_{i=1}^{nn} (J_y W_{Ah_i}^s + W_{AH_i}^s)
\]

A supplementary transformation is achieved in order to change the redefined 2nn-1 model (G.39) into a 2-1 representation by the following algebraic operations:

\[
V_{BH}^s + \sum_{i=1}^{nn} (J_u W_{Bh_i}^s + W_{BH_i}^s) = V_{BH}^s + (nn \times (J_u W_{Bh}^s + W_{BH}^s)) \\
V_{AH}^s + \sum_{i=1}^{nn} (J_y W_{Ah_i}^s + W_{AH_i}^s) = V_{AH}^s + (nn \times (J_y W_{Ah}^s + W_{AH}^s))
\]

where:

\[
W_{Bh}^s = W_{Bh_j}^s \\
W_{Ah}^s = W_{Ah_j}^s
\]
The resulting model after the model transformation has the following mathematical form:

\[ \hat{y}(k) = (J_u W_b^*) + (J_y W_A^*) + H^* \]  

(G.40)

with:

\[ H^* = Z^*_H + V^*_{BH} + V^*_{AH} + (nn \times (W_{BH_1} + W_{AH_1})). \]

G.9 Model NLARXHH

- **Choice of model structure**: The first step in the proposed system identification method is to choose the activation functions according to Assumption 1.

**Model NLARX**: By selecting \( \varphi_2(z) = \varphi_1(z) = z \) and \( \varphi_3(z) = \text{nonlinear} \) in (4.14) we obtain:

\[ \hat{y}(k) = X \varphi_3(T) \]  
\[ T = Z^*_b(r_b) + Z_a(r_a) + Z_h \]  
\[ r_b = V_{bh} + \sum_{i=1}^{nn} V_{bi}(J_u W_{bi} + W_{bh_i}) \]  
\[ r_a = V_{ah} + \sum_{i=1}^{nn} V_{ai}(J_y W_{ai} + W_{ah_i}) \]  

- **Model computation**: Let us follow the improved procedure:

*Step 1.- Neural network training under particular assumptions*

According to Assumption 2, the initial conditions of the synaptic weights are chosen equal group by group as follows:

\( W_{bh_1}(0) = W_{bh_2}(0), W_{ah_1}(0) = W_{ah_2}(0), V_{bh_1}(0) = V_{bh_2}(0), V_{ai_1}(0) = V_{ai_2}(0), W_{bh_i}(0) = W_{bh_i}(0) \) and \( W_{ah_j}(0) = W_{ah_j}(0) \) with \( j = 2, 3, \cdots, nn \).

Then, the proposed neuro-model is trained following the computational cost reduction approach presented in the proof of Theorem 2, that is:

To train the equivalent model given by (G.42):

\[ \hat{y}(k) = X \varphi_3(T) \]  
\[ T = Z_b(r_b) + Z_a(r_a) + Z_h \]  
\[ r_b = V_{bh} + nn \times V_{bh}(J_u W_{bh} + W_{bh_i}) \]  
\[ r_a = V_{ah} + nn \times V_{ah}(J_y W_{ah} + W_{ah_i}) \]  

with the synaptic weights computed as follows:
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\[ X(k+1) = X(k) + \eta e(k) \tanh(T) \]
\[ Z_h(k+1) = Z_h(k) + \eta \epsilon(k) X \sech^2(T) \]
\[ Z_b(k+1) = Z_b(k) + \eta \epsilon(k) X \sech^2(T) r_b \]
\[ Z_a(k+1) = Z_a(k) + \eta \epsilon(k) X \sech^2(T) r_a \]
\[ V_{bh}(k+1) = V_{bh}(k) + \eta \epsilon(k) X \sech^2(T) Z_b \]
\[ V_{ah}(k+1) = V_{ah}(k) + \eta \epsilon(k) X \sech^2(T) Z_a \]
\[ V_{bi}(k+1) = V_{bi}(k) + \eta \epsilon(k) X \sech^2(T) Z_b J_u W_{bi} \]
\[ V_{ai}(k+1) = V_{ai}(k) + \eta \epsilon(k) X \sech^2(T) Z_a J_u W_{ai} \]

Once the neural network model given by (G.41) is trained under these two assumptions, we obtain:

\[ \hat{y}(k) = X^* \varphi_3(T) \quad (G.43) \]
\[ T = Z_h^*(r_b) + Z_a^*(r_a) + Z_h^* \]
\[ r_b = V_{bh}^* + \sum_{i=1}^{m} V_{bi}^* (J_u W_{bi}^* + W_{bh}^*) \]
\[ r_a = V_{ah}^* + \sum_{i=1}^{m} V_{ai}^* (J_u W_{ai}^* + W_{ah}^*) \]

Since the initial conditions of the synaptic weights are chosen equals group by group (see Assumption 2), and each group is trained by the same adaptation rule, the final values of the synaptic weights are: \( W_{bh}^* = W_{bh}^\star \), \( W_{bi}^* = W_{bi}^\star \), \( W_{bh1}^* = W_{bh1}^\star \), \( W_{a1}^* = W_{a1}^\star \), \( V_{ai}^* = V_{ai}^\star \) and \( W_{ah1}^* = W_{ah1}^\star \) with \( j = 2,3,\ldots,nn \). Then, in (G.43) it is indeed possible to make the following algebraic operations:

\[ V_{BH}^* = Z_b^* \times V_{bh}^* \]
\[ V_{AH}^* = Z_a^* \times V_{ah}^* \]
\[ W_{BH}^* = Z_b^* \times V_{bh}^* \times W_{bh}^* \]
\[ W_{AH}^* = Z_a^* \times V_{ai}^* \times W_{ah}^* \]
\[ W_{Bj}^* = Z_b^* \times V_{bj}^* \times W_{bj}^* \]
\[ W_{Aj}^* = Z_a^* \times V_{aj}^* \times W_{aj}^* \]

where \( W_{Bj}^* = W_{Bj}^\star \), \( W_{Aj}^* = W_{Aj}^\star \), \( W_{BH1}^* = W_{BHj}^\star \) and \( W_{AH1}^* = W_{AHj}^\star \) (with \( j = 2,3,\ldots,nn \)) due to Assumption 2 (Step 1).
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Then, the 2nn-2-1 neuro-model given by (G.43) becomes:

\[ \hat{y}(k) = X^\dagger \varphi_3(T) \]  \hspace{1cm} (G.44)
\[ T = r_b + r_a + Z_h \]
\[ r_b = V_{BH}^* + \sum_{i=1}^{nn} (J_u W_{B_i}^* + W_{BH_i}^*) \]
\[ r_a = V_{AH}^* + \sum_{i=1}^{nn} (J_g W_{A_i}^* + W_{AH_i}^*) \]

A supplementary transformation is achieved in order to change the redefined 2nn-1 model (G.44) into a 2-1 representation by the following algebraic operations:

\[ V_{BH}^* + \sum_{i=1}^{nn} (J_u W_{B_i}^* + W_{BH_i}^*) = V_{BH}^* + (nn \times (J_u W_B^* + W_{BH_1}^*)) \]
\[ V_{AH}^* + \sum_{i=1}^{nn} (J_g W_{A_i}^* + W_{AH_i}^*) = V_{AH}^* + (nn \times (J_g W_A^* + W_{AH_1}^*)) \]

where:

\[ W_B^* = W_{B_1}^* \]
\[ W_A^* = W_{A_1}^* \]

The resulting model after the model transformation has the following mathematical form:

\[ \hat{y}(k) = X^\dagger \varphi_3((J_u W_B^*) + (J_g W_A^*) + H^*) \]  \hspace{1cm} (G.45)

with:

\[ H^* = Z_h^* + V_{BH}^* + W_{BH_1}^* + V_{AH}^* + W_{AH_1}^* \]
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A different way to see the contributions

In Chapter 2, three different neural networks were presented. A 2m-2-1 architecture (Fig. 2.1), a 2-2-1 architecture (Fig. 2.3) and a 2-1 neural network (Fig. 2.2). Following Theorem 1 and Theorem 2, an efficient system identification method is proposed in Chapter 4. The models derived by this method have the accuracy of the 2m-2-1 architecture, the complexity of the 2-1 neural network and the computational bulk of the 2-2-1 architecture.

According to the system identification method, the idea is the following:

First, we propose a neural network architecture, more precisely we propose a 2m-2-1 neural network with the activation functions according to Assumption 1 and the initial conditions of the synaptic weights according to Assumption 2.

Let us take for this example the FF1 model given by (H.1) presented in Chapter 4.

\[ \dot{y}(k) = XT \]  
\[ T = Z_0 r_b + Z_a r_a \]  
\[ r_b = \sum_{i=1}^{mn} V_{b_i} \varphi_1(J_u W_{b_i}) \]  
\[ r_a = \sum_{i=1}^{mn} V_{a_i} \varphi_1(J_y W_{a_i}) \]  

This model satisfies Assumption 1. Now, following the method proposed in Chapter 4 we establish the initial conditions according to Assumption 2. Classically, the synaptic weights are computed as follows.

\[ X(k+1) = X(k) + \eta e(k) T \]  
\[ Z_b(k+1) = Z_b(k) + \eta e(k) X r_b \]  
\[ Z_a(k+1) = Z_a(k) + \eta e(k) X r_a \]  
\[ V_{b_i}(k+1) = V_{b_i}(k) + \eta e(k) X Z_b \tanh(J_u W_{b_i}) \]  
\[ V_{a_i}(k+1) = V_{a_i}(k) + \eta e(k) X Z_a \tanh(J_y W_{a_i}) \]  
\[ W_{b_i}(k+1) = W_{b_i}(k) + \eta e(k) X Z_b V_{b_i} \text{sech}^2(J_u W_{b_i}) J_u \]  
\[ W_{a_i}(k+1) = W_{a_i}(k) + \eta e(k) X Z_a V_{a_i} \text{sech}^2(J_y W_{a_i}) J_y \]  

with \( i = 1, \cdots, mn \).
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Once the neural network is trained, we obtain the following model:

\[ \hat{y}(k) = X^T T \]
\[ T = Z_b^r r_b + Z_a^r r_a \]
\[ r_b = \sum_{i=1}^{mn} V_{b_i} \varphi_1 (J_u W_{b_i}^s) \]
\[ r_a = \sum_{i=1}^{mn} V_{a_i} \varphi_1 (J_g W_{a_i}^s) \]

where the final values of the synaptic weights after the training are: \( V_{b_i}^s = V_{b_j}^s \), \( V_{a_i}^s = V_{a_j}^s \), \( W_{b_i}^s = W_{b_j}^s \) and \( W_{a_i}^s = W_{a_j}^s \) with \( j = 2, 3, \ldots, nn \).

From this result an idea arises, that is, to adapt \( V_{b_i} \), \( V_{a_i} \), \( W_{b_i} \) and \( W_{a_i} \) only one time. According to the above the synaptic weights are adapted as follows:

\[ X(k + 1) = X(k) + \eta e(k) T \]  \hspace{1cm} \text{(H.10)}
\[ Z_b(k + 1) = Z_b(k) + \eta e(k) X r_b \]  \hspace{1cm} \text{(H.11)}
\[ Z_a(k + 1) = Z_a(k) + \eta e(k) X r_a \]  \hspace{1cm} \text{(H.12)}
\[ V_{b_i}(k + 1) = V_{b_i}(k) + \eta e(k) X Z_b \tanh(J_u W_{b_i}) \]  \hspace{1cm} \text{(H.13)}
\[ V_{a_i}(k + 1) = V_{a_i}(k) + \eta e(k) X Z_a \tanh(J_g W_{a_i}) \]  \hspace{1cm} \text{(H.14)}
\[ W_{b_i}(k + 1) = W_{b_i}(k) + \eta e(k) X Z_b V_{b_i} \operatorname{sech}^2(J_u W_{b_i}) J_u \]  \hspace{1cm} \text{(H.15)}
\[ W_{a_i}(k + 1) = W_{a_i}(k) + \eta e(k) X Z_a V_{a_i} \operatorname{sech}^2(J_g W_{a_i}) J_g \]  \hspace{1cm} \text{(H.16)}

and the model (H.1) should be redefined:

\[ \hat{y}(k) = XT \]  \hspace{1cm} \text{(H.17)}
\[ T = Z_b r_b + Z_a r_a \]
\[ r_b = \sum_{i=1}^{mn} V_{b_i} \varphi_1 (J_u W_{b_i}) \]
\[ r_a = \sum_{i=1}^{mn} V_{a_i} \varphi_1 (J_g W_{a_i}) \]

Notice that, since the arguments of the sums are the same, i.e.

\[ r_b = \sum_{i=1}^{mn} V_{b_i} \varphi_1 (J_u W_{b_i}) \]
\[ r_a = \sum_{i=1}^{mn} V_{a_i} \varphi_1 (J_g W_{a_i}) \]

this model (H.17) can be redefined again as:
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\[ \hat{y}(k) = XT \quad (H.18) \]
\[ T = Z_b r_b + Z_a r_a \]
\[ r_b = nn \times V_{b_1} \varphi_1(J_u W_{b_1}) \]
\[ r_a = nn \times V_{a_1} \varphi_1(J_y W_{a_1}) \]

Once this neural network is trained we have:

\[ \hat{y}(k) = X^r T \quad (H.19) \]
\[ T = Z_b^* r_b + Z_a^* r_a \]
\[ r_b = nn \times V_{b_1}^* \varphi_1(J_u^* W_{b_1}^*) \]
\[ r_a = nn \times V_{a_1}^* \varphi_1(J_y^* W_{a_1}^*) \]

Following Theorem 1 this model becomes:

\[ \hat{y}(k) = V_{b_1}^* \varphi_1(J_u^* W_{b_1}^*) + V_{a_1}^* \varphi_1(J_y^* W_{a_1}^*) \quad (H.20) \]

From these model transformations different questions may arise.

Why do not to train directly the model (H.20)?

Complete experiments developed in Chapter 5 shown that if we train directly the 2-1 model (H.20) we do not reach the same accuracy as when the 2nn-2-1 neuro-model (H.1) is trained. This is somehow natural, is well known in neural network theory that more neurons lead a better accuracy.

On the contrary, if we start training the 2-2-1 neural network depicted in Fig. 2.3, and we improve the adaptation algorithms by the introduction of the parameter \( nn \), then it is possible to reach the same accuracy as the one achieved by training first the complex 2nn-2-1 architecture.

Notice that, this parameter \( nn \) comes from the complex 2nn - 2 - 1 neural network architecture.

In order to demonstrate the above mentioned, let us take the 2-2-1 architecture corresponding to the FF1 model:

\[ \hat{y}(k) = XT \quad (H.21) \]
\[ T = Z_b r_b + Z_a r_a \]
\[ r_b = V_{b_1} \varphi_1(J_u W_{b_1}) \]
\[ r_a = V_{a_1} \varphi_1(J_y W_{a_1}) \]

The learning algorithms for the adaptation of the synaptic weights of such model are:

\[ X(k + 1) = X(k) + \eta e(k) T \quad (H.22) \]
\[ Z_b(k + 1) = Z_b(k) + \eta e(k) X r_b \quad (H.23) \]
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\[ Z_a(k+1) = Z_a(k) + \eta e(k)Xr_a \]  
\[ V_b(k+1) = V_b(k) + \eta e(k)XZ_b \tanh(J_u W_{b1}) \]  
\[ V_{a1}(k+1) = V_{a1}(k) + \eta e(k)XZ_{a1} \tanh(J_b W_{a1}) \]  
\[ W_{b1}(k+1) = W_{b1}(k) + \eta e(k)XZ_b V_{b1} \text{sech}^2(J_u W_{b1})J_u \]  
\[ W_{a1}(k+1) = W_{a1}(k) + \eta e(k)XZ_{a1} V_{a1} \text{sech}^2(J_b W_{a1})J_b \]

(H.24)  
(H.25)  
(H.26)  
(H.27)  
(H.28)

Notice that the adaption algorithms of the model (H.21) and (H.18) are the same. Nevertheless, both models are different and therefore the accuracy reached is not the same.

In order to reach the same accuracy we have to introduce the parameter \( nn \) (named number of neurons) to the model (H.21). Then the model given by (H.21) becomes (H.18).

Notice that, trained in a classical way the parameters of the model (H.18) should be computed as follows:

\[ X(k+1) = X(k) + \eta e(k)T \]  
\[ Z_b(k+1) = Z_b(k) + \eta e(k)Xr_b \]  
\[ Z_a(k+1) = Z_a(k) + \eta e(k)Xr_a \]  
\[ V_{b1}(k+1) = V_{b1}(k) + \eta e(k)nnXZ_b \tanh(J_u W_{b1}) \]  
\[ V_{a1}(k+1) = V_{a1}(k) + \eta e(k)nnXZ_{a1} \tanh(J_b W_{a1}) \]  
\[ W_{b1}(k+1) = W_{b1}(k) + \eta e(k)nnXZ_b V_{b1} \text{sech}^2(J_u W_{b1})J_u \]  
\[ W_{a1}(k+1) = W_{a1}(k) + \eta e(k)nnXZ_{a1} V_{a1} \text{sech}^2(J_b W_{a1})J_b \]

(H.29)  
(H.30)  
(H.31)  
(H.32)  
(H.33)  
(H.34)  
(H.35)

We can see that, the algorithms (H.25), (H.26), (H.27) and (H.28) are different (see \( nn \)) to the algorithms (H.32), (H.33), (H.34) and (H.35), hence the accuracy of the estimation is different.

From these reflexions, we can conclude that we can reach the same accuracy as the 2n-2-1 model of Fig. 2.1 by training directly the 2-2-1 neural network of Fig. 2.3 if we add the parameter \( nn \) (number of neurons) to the model given by (H.21) and we compute the parameters of such model according to (H.22), (H.23), (H.24), (H.25), (H.26), (H.27) and (H.28). In fact, we add the parameter \( nn \) to the model and we develop the learning algorithms as if the parameter does not exist.

Here it is interesting to notice that, we can see the main contributions of this thesis in two different ways:

1) As presented in Chapter 4, that is, a model complexity and computational cost reduction procedures, where we start with a complex 2n-2-1 neural network architecture (Fig. 2.1), and then, thanks to Assumption 1 and Assumption 2 we can reduce both the complexity and the computational cost.

2) As presented in this appendix, that is, a 2-2-1 architecture (Fig. 2.3) with an optimized learning algorithm (to add the parameter \( nn \) to the model and develop the learning algorithms as if the parameter does not exist).
Appendix I

Model reduction: generalization

The main contributions of this thesis were presented in Chapter 3. The proposed model complexity reduction approach allows us to reduce the number of parameters of a 2m-2-1 architecture into the number of parameters of a 2-1 neural network. A computational cost reduction approach, allows us to reduce the computational bulk required to train a 2m-2-1 architecture into the one required to train a 2-2-1 neural network.

Notice that, these contributions are presented as theorems, which are defined based on a particular architecture proposed in this thesis. In this section, these theorems are generalized in order to be applicable for a more general type of neural network architecture, i.e. the three layers perceptron presented in [6], depicted in Fig. I.1 with the mathematical representation given by (I.1).

![Diagram](image)

Figure I.1: Multilayer perceptron of Narendra.
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\[ y_l = f_{3,l} \left( \sum_{k=1}^{q} \left( w_{i,k}^3 z_k \right) \right) \]  
\[ z_k = f_{2,k} \left( \sum_{i=1}^{p} \left( w_{k,i}^2 v_i \right) \right) \]  
\[ v_i = f_{1,i} \left( \sum_{j=1}^{n} \left( w_{i,j}^1 u_j \right) \right) \]

with \( j = 1, \ldots, n \) and \( l = 1, \ldots, m \), where \( n \) is the number of inputs, \( p \) is the number of neurons in the first hidden layer, \( q \) is the number of neurons in the second hidden layer and \( m \) is the number of outputs.

### I.1 Validity assumptions for the generalized model reduction approach

As same as for Theorem 1 and Theorem 2, two simple assumptions whose purpose is to achieve two design conditions should be satisfied. The first one is a neural architecture design condition and the second one is a training design condition. The reader shall notice that Assumption 4, represents the originality of this work.

**Assumption 3:** All the activation functions of each layer of the neural network should be chosen equals, that is, \( f_{1,1}(T) = f_{1,k}(T) \), with \( k = 2, \ldots, p \), \( f_{2,1}(T) = f_{2,l} \) with \( l = 2, \ldots, q \) and \( f_{3,1}(T) = f_{3,j}(T) \) with \( j = 2, \ldots, m \) in Fig. I.1.

Notice that, \( p \) is the number of neurons in the first hidden layer, \( q \) is the number of neurons in the second hidden layer and \( m \) is the number of outputs.

**Assumption 4:** The designer should select the initial condition of the synaptic weights equals group by group, i.e., \( w_{i,j}^1(0) = w_{i,j}^1(0) \), with \( i = 2, \ldots, p \) and \( j = 1, \ldots, n \), \( w_{k,i}^2(0) = w_{k,i}^2(0) \), with \( i = 1, \ldots, p \) and \( k = 1, \ldots, q \), \( w_{k,i}^3(0) = w_{k,i}^3(0) \), with \( k = 2, \ldots, q \) and \( l = 1, \ldots, m \).

### I.2 Generalized model complexity reduction approach

**Theorem 3:** Consider the neural network whose architecture \( n-p-q-m \) is expressed in (I.1) and depicted in Fig. I.1, if Assumptions 3 and 4 are fulfilled, then such neural network can be reduced into a \( n-1-1-m \) equivalent architecture (see Fig. I.2).

**Proof.** Let us consider the architecture of Fig. I.1 corresponding to a three layers neural network, with the input-output mapping given by (I.1). For better understanding we decide to divide the model transformation in the two following steps.

**Step 1.- Neural network training under the proposed assumptions.**

The activation functions of the neural network model given by (I.1) are chosen according to Assumption 3. Then (I.1) becomes:
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\[ y_l = f_{3,1} \left( \sum_{k=1}^{q} (w_{3,k} z_k) \right) \]  \hspace{1cm} (I.2)

\[ z_k = f_{2,1} \left( \sum_{i=1}^{p} (w_{2,i} v_i) \right) \]

\[ v_i = f_{1,1} \left( \sum_{j=1}^{n} (w_{1,j} u_j) \right) \]  \hspace{1cm} (I.3)

with \( i = 1, \ldots, p \), therefore, the outputs of the neurons of the first hidden layer are the same:

\[ v_1 = v_i \]  \hspace{1cm} (I.4)

Following the same idea, we can deduce that the outputs of the neurons of the second hidden layer are equals:

\[ z_1 = z_k \]  \hspace{1cm} (I.5)

where \( k = 2, \ldots, q \). Finally this output is weighted by the different synaptic weights of the outputs neurons in order to generate the different outputs of the neural network:

\[ y_l = f_{3,1} \left( w_{3,1}^{l} z_1 \right) \]

where \( l = 2, \ldots, m \). Since the initial conditions of the synaptic weights are set according to Assumption 4 and it has been shown that all the neurons in the hidden layers receive the same inputs, we can deduce that the final values of the synaptic weights are equals group by group, i.e., \( w_{1,j}^{1} = w_{1,j}^{2} \), with \( i = 2, \ldots, p \) and \( j = 1, \ldots, n \), \( w_{1,1}^{2} = w_{2,1}^{2} = w_{k,1}^{2} \), with \( i = 1, \ldots, p \) and \( k = 1, \ldots, q \), \( w_{1,1}^{3} = w_{1,k}^{3} \), with \( k = 2, \ldots, q \) and \( l = 1, \ldots, m \).
Step 2.- Model transformation.

Once the neural network model given by (I.2) is trained under these two assumptions, we obtain:

\[ y_l = f_{3,1} \left( \sum_{k=1}^{q} \left( w_{3k}^{3s} z_k \right) \right) \]  \hspace{1cm} (I.6)

\[ z_k = f_{2,1} \left( \sum_{i=1}^{p} \left( w_{2i}^{2s} v_i \right) \right) \]  \hspace{1cm} (I.7)

\[ v_i = f_{1,1} \left( \sum_{j=1}^{n} \left( w_{1j}^{1s} u_j \right) \right) \]  \hspace{1cm} (I.8)

Since \( w_{1j}^{1s} = w_{i,j}^{1s} \), with \( i = 2, \ldots, p \) and \( j = 1, \ldots, n \) (I.8) can be redefined as:

\[ v_1 = v_i = f_{1,1} \left( \sum_{j=1}^{n} \left( w_{1j}^{1s} u_j \right) \right) \]  \hspace{1cm} (I.9)

and (I.7) becomes:

\[ z_k = f_{2,1} \left( \sum_{i=1}^{p} \left( w_{2i}^{2s} v_1 \right) \right) \]  \hspace{1cm} (I.10)

Since \( w_{1,1}^{2s} = w_{k,i}^{2s} \), with \( i = 1, \ldots, p \) and \( k = 1, \ldots, q \), (I.10) becomes:

\[ z_1 = z_k = f_{2,1} \left( \sum_{i=1}^{p} \left( w_{1i}^{2s} v_1 \right) \right) = f_{2,1} \left( p \times \left( w_{1,1}^{2s} v_1 \right) \right) \]  \hspace{1cm} (I.11)

Since \( w_{1,1}^{3s} = w_{k,l}^{3s} \), with \( k = 2, \ldots, q \) and \( l = 1, \ldots, m \), (I.6) becomes:

\[ y_l = f_{3,1} \left( \sum_{k=1}^{q} \left( w_{k,1}^{3s} z_1 \right) \right) = f_{3,1} \left( q \times \left( w_{1,1}^{3s} z_1 \right) \right) \]  \hspace{1cm} (I.12)

Finally we have transformed the n-p-q-m model given by (I.2) into the following reduced model:

\[ y_l = f_{3,1} \left( q \times \left( w_{1,1}^{3s} z_1 \right) \right) \]  \hspace{1cm} (I.13)

\[ z_1 = f_{2,1} \left( p \times \left( w_{1,1}^{2s} v_1 \right) \right) \]

\[ v_1 = f_{1,1} \left( \sum_{j=1}^{n} \left( w_{1j}^{1s} u_j \right) \right) \]

This completes the proof. ■

**Remark 5:** As well as for Theorem 1, the non reduced n-p-q-m model (I.2) and the reduced n-1-1-m model (I.13) are equivalents, therefore the reduced model keeps the same accuracy as the complex one.
IDENTIFICATION DE SYSTEMES UTILISANT LES RESEAUX DE NEURONES: UN COMPROMIS ENTRE PRECISION, COMPLEXITE ET CHARGE DE CALCULS.

RESUME : Ce rapport porte sur le sujet de recherche de l'identification boîte noire des systèmes non linéaires. Parmi toutes les techniques nombreuses et variées développées dans ce domaine de recherche ces dernières décennies, il semble toujours intéressant d'étudier l'approche réseau de neurones dans l'estimation de modèles de systèmes complexes. Même si des modèles précis ont été obtenus, les principaux inconvénients de ces techniques restent le grand nombre de paramètres nécessaire et, en conséquence, le coût important de calcul pour obtenir en pratique, le niveau de précision requis du modèle estimé. Par conséquent, motivés pour remédier à ces inconvénients, nous proposons une méthodologie complète et efficace d'identification de systèmes non linéaires offrant un équilibre quasi optimal entre précision, complexité et coût, en proposant, d'une part, de nouvelles structures de réseaux de neurones particulièrement adaptées à une utilisation très large en matière de modélisation systèmes non linéaires, et d'autre part, une simple et efficace technique de réduction de modèle, et, enfin, une procédure de réduction du coût de calcul. Il est important de noter que ces deux dernières techniques de réduction peuvent être appliquées à une très large gamme d'architectures de réseaux de neurones sous deux simples hypothèses spécifiques qui ne sont pas du tout contraignantes ni restrictives en pratique. Enfin, la dernière contribution importante de ce travail est d'avoir montré que cette phase d'estimation peut être obtenue dans un cadre robuste si la qualité des données d'identification le nécessite. Afin de valider la procédure d'identification proposée, des exemples d'application en simulation et sur un procédé réel, ont permis de valider de manière satisfaisante les propositions de cette thèse, confirmant tout l'intérêt de ce travail.
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SYSTEM IDENTIFICATION USING NEURAL NETWORKS: A BALANCED ACCURACY, COMPLEXITY AND COMPUTATIONAL COST APPROACH.

ABSTRACT: This report concerns the research topic of black box nonlinear system identification. In effect, among all the various and numerous techniques developed in this field of research these last decades, it seems still interesting to investigate the neural network approach in complex system model estimation. Even if accurate models have been derived, the main drawbacks of these techniques remain the large number of parameters required and, as a consequence, the important computational cost necessary to obtain the convenient level of the model accuracy desired. Hence, motivated to address these drawbacks, we achieved a complete and efficient system identification methodology providing balanced accuracy, complexity and cost models by proposing, firstly, new neural network structures particularly adapted to a very wide use in practical nonlinear system modeling, secondly, a simple and efficient model reduction technique, and, thirdly, a computational cost reduction procedure. It is important to notice that these last two reduction techniques can be applied to a very large range of neural network architectures under two simple specific assumptions which are not at all restricting. Finally, the last important contribution of this work is to have shown that this estimation phase can be achieved in a robust framework if the quality of identification data compels it. In order to validate the proposed system identification procedure, application examples driven in simulation and on a real process, satisfactorily validated all the contributions of this thesis, confirming all the interest of this work.
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