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GENERAL INTRODUCTION
In a changing world there is an ever increasing requirement for embedded systems to be able to adapt to their environment or to meet new application demands. This adaptability is not always limited to software running on processors: many embedded applications also require that the hardware supporting them also adapts. Reconfigurable hardware is the key enabler for these systems. Hardware supported adaptation mechanisms provide a cost effective way of coping with changing environmental requirements, improvements in system features, changing protocol and data-coding standards, etc. This is in addition to providing the required flexibility to allow functionality to be defined after a system has been manufactured.

Run-time reconfiguration (RTR) has been introduced in recent years as a means of virtualizing hardware tasks in FPGA systems. However, it was not until the introduction of Dynamic Partial Reconfiguration (DPR) technologies by Xilinx that these systems became a reality. In DPR systems, parts of the system can be reconfigured at run-time while the other functionalities in the FPGA remain operational. This capability can provide many benefits to the systems designers, such as power and resources reduction, amongst others. However, despite the efforts by Xilinx and many industrial and academic endeavours, using DPR in very complex systems remains a daunting task. This is due, in the first place, to the complexity of the design flow, which requires an in-depth knowledge of many low level aspects of the FPGA technology. Secondly, efforts in the academia to extend the capabilities of DPR design flow have further increased the complexity of DPR SoC designs. Furthermore, the creation of SoC DPR-based systems has very specific requirements, in particular, IP reuse capabilities in which the parameterization and integration of IP cores (both DPR and non-DPR components) is performed in such a way that facilitates the design process.

The key to being able to create ever more complex systems has been the ever-increasing level of abstraction at which designers capture and reason about these systems. As an example over a decade ago, the EDA industry moved from gate level to a register-transfer level abstraction. This has been the single key factor in being able to create complex silicon systems. However in the area of system level design there have been significant efforts in developing system level languages and to define new design methodologies at this abstraction level. The reason for all this activity is simple. Register-transfer level
(RTL) hardware design is too low an abstraction level to start designing multimillion-gate systems. What is needed is a way to describe an entire system, including embedded software and analog functions, and formalize a set of constraints and requirements - all far beyond the capabilities of existing HDL-based RTL design practices.

System level languages proposals can be classified into three main classes. First, by reusing classical hardware languages such as extending Verilog to SystemVerilog. Second, by creating new languages specified for system level design. Third, by adapting software languages and methodologies as ADA or behavioural VHDL, C/C++, JAVA and UML. Actually, this third class has been of special interest to the hardware design community for the last few years. Here additional hardware related concepts are added to an existing software language in the hope that it would allow hardware to become accessible to software designers.

Among the emergent proposals in recent years, Model-Driven Engineering (MDE) has been used in co-design methodologies with relatively success in embedded systems modeling. Many of them make use of the UML profile for Modelling and Analysis of Real Time and Embedded Systems (MARTE). UML/MARTE models are used not only for communication purposes but, using model transformations, to produce concrete results such as a source code. For this purpose, MDE methodologies for SoC make use of a deployment phase in which the building blocks of the high-level models are linked to the low-level implementations that embody the related behaviour. This is basically an IP reuse problem, and in this way the components can be configured, and a synthesizable top-level implementation can be obtained. The main issue is that most MDE methodologies found in the literature make use of non-standardized IP and platform intermediate representations to move from the high-level models to the code generation phase. This fact has several implications, the first one being that UML MARTE platform models cannot easily exchangeable, limiting the interaction of MDE tools with other industrial ongoing efforts. Furthermore, the IP reuse tactics fostered by several methodologies based on customized metamodels are highly methodology-dependent, making it more difficult to adapt to different back-ends or evolve to the changing demands in the SoC industry.

However, in recent years, the SPIRIT consortium has developed the IP-XACT specification that describes a standard way documenting IP meta-data for SoC integration, and which has culminated by its adoption as an IEEE standard. Several industrial case studies have demonstrated that the adoption of IP-XACT facilitates the configuration, integration, and verification in multi-vendor SoC design flows. Additionally to the IP packaging and integration, IP-XACT can also provide an effective means for IP reuse by linking the low level implementation to their high-level counterparts in an MDE approach. IP-XACT has gathered great interest during the last recent years, with more and more tools being developed around the standard; in parallel, the MDE community have recognized the importance of being compliant with other hardware description environments, and a great deal of research has been carried out for integrating both efforts.
We believe that the combination of UML MARTE and IP-XACT can improve the applicability of the model-driven approaches to the development of FPGA-based SoC platforms, and in particular, facilitate the conception of DPR systems. This can be achieved by combining a component-based approach (for which IP-XACT was conceived) and a well fixed IP taxonomy for easily associating different blocks in the UML MARTE models to their IP-XACT counterparts that in fact abstract the HDL low-level IP implementations. However, targeting pure VHDL generation might be counter-intuitive, since it does not lend itself to further IP reuse; it is thus preferable to exploit the capabilities of IP-XACT as a standard intermediate representation (for both IP blocks and the platforms they compose) for generating the desired back-end representations. We have proceeded in this manner: we use IP-XACT for promoting IP reuse (IP reflection from the Xilinx XPS library) and design by reuse by generating the platform representation from IP-XACT. In both cases, the model transformations enable this passage seamlessly, without compromising the necessary abstraction in UML MARTE and the flow agnostic philosophy of IP-XACT regarding the target back-end.

Nevertheless, the IP-XACT standard, in its current version, does not support all the modeling aspects that approaches such as the MDE look after. Examples of these modeling endeavours are the conception of the application through Models of Computation, Schedulability or Design Space Exploration. However, the inclusion of IP-XACT in an MDE-based design flow can alleviate the interoperability issues of many current methodologies, greatly benefiting from the standard nature of the intermediate representation of the IPs and the SoC platform. However, in order to integrate IP-XACT in an MDE methodology, two aspects must be ensured. First an IP reuse mechanism through IP reflection that permits visualizing IP components in high-levels of abstraction, so a platform can be composed from these IP templates, must be set. Secondly, a mechanism for transforming the UML MARTE platform specification (stored as an XMI-IR) into its IP-XACT counterpart, and design object description has to be developed. The model transformations are the central part of any MDE methodology. A Model Transformation Tool (MTT) would permit the creation of the XMLized component descriptions, and on the other hand, the transformation from the XMI platform representation into the IP-XACT corresponding object. Furthermore, the MTT is also exploited for transforming the IP-XACT design description into the target implementation model, effectively decoupling the high-level models from the intended back-end.

The contributions of this thesis relate then to the study and implementation of a MDE-based flow based on IP-XACT that enables the modeling of the hardware artifacts of the DPR design flow (the composition of the SoC platform, along the specification of the modules to be dynamically reconfigured), and its subsequent transformation into synthesizable code, which can be used for the final implementation on FPGA devices. More details will be provided in the next section, when discussing each chapter.
This thesis manuscript is divided into three main parts, the first one dealing with theoretical aspects necessary to understand the contributions of this work, which fall in four main research topics, as depicted on Figure 1.

The subjects treated in each of the chapters is described as follows:

**Chapter 1: Reconfigurable Architectures and Dynamic Partial Reconfiguration:** The first chapter of this thesis introduces the concept of reconfigurable computing and the use of reconfigurable architectures in the creation of complex System-on-Chip Systems. The architecture of the FPGA devices is described with sufficient detail so that the reader can have enough elements to understand the complexity of the subject matter. Then, the limitations of FPGA-based SoCs, which are mainly due to the design flow employed for the conception of such systems, are explored, and the concepts of Run-Time Reconfiguration and Dynamic Partial Reconfiguration are introduced, as well as the advantages of such approaches. Afterwards, the Dynamic Partial Reconfiguration design flow is analyzed in detail, as well as its inherent complexities; this analysis is used to introduce the FAMOUS framework, in which this work is circumscribed, as well as the main contributions of this thesis.

**Chapter 2: IP Reuse in MDE-based Co-design Methodologies:** This chapter explores in detail the Model-Driven Engineering paradigm, as well as the basic concepts required for understanding the main contributions of the thesis. Subsequently, one of the contributions of the thesis, in terms of providing IP reuse capabilities to the FAMOUS framework are delineated. We embark then into an in-depth description of the problems faced by the
SoC industry for promoting IP reuse and design for reuse, two ingredients that must be provided by any methodology aiming at the automatic generation of executable platform descriptions. With these basic concepts, we introduce the metadata-driven component composition framework (MCF) paradigm, and its limitations in terms of the intermediate systems representations (IR) used to pass from high-level models to the creation of synthesizable platform descriptions. We introduce then the IP-XACT standard, the chosen IR in the FAMOUS approach, and how this standard can alleviate the tool interoperability problems of many current MDE methodologies.

Chapter 3: MDE-based methodologies for the creation of SoC: Using the MCF paradigm as a launching pad, in this chapter we compare MDE methodologies that make use of MDE techniques for the modeling of SoC. We do not limit the comparison to FPGA targeted approaches, but to SoC design in general, dividing the comparisons into two categories: approaches that make use of UML and/or UML MARTE extensions for the modeling of complex SoC platforms (making use of custom metadata IR representations), and those who integrate IP-XACT as an intermediate system description. We situate the contributions of this work with respect to these approaches and make emphasis on the originality of this work in the closing discussion section.

In the second part of this manuscript we embark in a detailed description of the proposed MDE-based framework for the generation of DPR platforms from UML MARTE. Chapter 4 deals with the use of Xilinx Platform Studio (XPS) for creating FPGA targeted SoC platforms, and how this tool can be used for composing complex DPR systems. We describe the Xilinx-specific IP and system description models, and how they are used for storing information about different components in the tool suite. The first part of Chapter 5 presents how the IP reuse library is obtained from the XPS IPs descriptions, using IP-XACT as an intermediate representation, via model transformations. Afterwards, we deal with the composition of complex SoC platforms from the previously obtained IP library, making emphasis on the MDE paradigm, and how an executable description can be created through a compilation chain consisting on a set of model transformations. The last chapter of this thesis manuscript presents implementation results of two different DPR platforms. The contributions introduced in the previous three chapters are used here to present full-fledged examples of how the presented methodology is used for creating such platforms in UML MARTE. Some perspectives and conclusions are presented in the final chapter.

Chapter 4: The role of the proposed approach in the DPR Design Flow: In this chapter we discuss how the proposed IP reuse and system composition methodology interacts with the Xilinx Dynamic Partial Reconfiguration design flow. Since we aim at a component-based approach, we make use of IPs with CoreConnect interfaces using the
Xilinx Platform Studio suite, a software tool that enables us to generate SoC platforms in a straightforward manner. We describe how the IPs are wrapped by the CoreConnect interfaces and define an IP taxonomy for the MCF, dividing IPs into static and partially reconfigurable IPs containing or not Reconfiguration Services. Then, we discuss how XPS stores the IP and system representations, and how we plug our methodology into this back-end for promoting IP reuse and design by reuse of these components.

Chapter 5: Proposed Methodology: Using the IP taxonomy proposed in the previous chapter, and the knowledge of how the IPs are wrapped and used in the XPS framework. We introduce how the IP-XACT standard is exploited in our methodology for creating a vendor-agnostic IP library through model transformations from the Xilinx XPS intermediate representation. We present the main IP-XACT concepts related to interfaces and components, as well as necessary vendor extensions for making this transformation possible. Then, we introduce an IP deployment metamodel that enables us to obtain a MARTE representation of the IPs contained in the IP-XACT library. In this manner, we obtain a multi-level library through metadata reflection, which can be used for composing a platform at high levels of abstraction.

Once the multi-level component IP library has been created, it can be used for composing a SoC DPR platform. The deployment IP extensions introduced in the first part of the chapter are used in the second part of the chapter to describe how an UML MARTE platform description is transformed into an IP-XACT design, through model transformations. The concept of IP-XACT design description is analyzed in detail, as well as its purpose in a system generation flow. This object is employed as an introspective description, which is used for parsing the instantiated components for propagating constraints, and through a second model transformation, to automatically generate the XPS platform description.

Chapter 6: Case Study: In the last chapter, we present two case studies to demonstrate how the proposed IP reuse and system composition framework are used for creating a DPR platforms in UML MARTE. And then how through model transformations, a synthesizable platform description can be obtained along the Partially Reconfigurable Modules to be mapped into the platform at run-time. We present synthesis results and more importantly, a discussion on how the proposed approach eases the conception of DPR systems at the entry level phase of the Xilinx design flow. Some metrics on the required design effort are presented, along a discussion on how MDE methodologies can automate the many complex tool interactions in the flow and furthermore, abstract the technologic dependent aspects of the flow to users working at a high-level of abstraction.
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1.1/ INTRODUCTION

Reconfigurable computing systems use FPGAs or other programmable hardware to implement complex algorithms execution by mapping computationally-intensive calculations to the reconfigurable substrate [1]. Traditionally, there have been two primary methods in conventional computing for the implementation of algorithms into hardware. The first is to use Application Specific Integrated Circuits (ASIC). They are designed to specifically perform a given task, and thus they are very fast and efficient; however, the circuit cannot be altered or updated after fabrication, forcing to redesign and fabricate a new platform if a change or upgrade is necessary, a very expensive process (presenting a high Non-Recursive Engineering cost, NRE), as depicted on Figure 1.1 a). Then, the use of ASICs is only justified in consumer electronics that are characterized by very short time to market, and high volumes [2].

The second approach is to use software-programmed microprocessors (and by extension, DSPs), a far more flexible solution. Processors execute a set of instructions to perform a computation. By changing the software instructions, the functionality of the system is altered without changing the hardware. However, the downside of this flexibility is that the performance can suffer, if not in clock speed then in work rate, and is far below that of an ASIC [3] and they suffer from the sequential execution constraint, making them not suitable for many applications in which real-time performances are necessary, as depicted on Figure 1.1 b).

Reconfigurable computing, making use of FPGA devices, is intended to fill the gap between hardware and software approaches, achieving potentially much higher performance than microprocessors, while maintaining a higher level of flexibility than ASICs [4], as depicted on Figure 1.1 c). Reconfigurable devices, including Field-Programmable Gate Arrays (FPGAs), contain an array of computational elements whose functionality is determined through multiple programmable configuration bits. These elements, sometimes known as logic blocks, are connected using a set of routing resources that are also programmable. In this way, custom digital circuits can be mapped to the reconfigurable hardware by computing the logic functions of the algorithm within the logic blocks, and using the configurable routing to interconnect the blocks to create the necessary function [5].
However, FPGA systems suffer the handicap of having a high-power consumption and a very low programmability, a factor that has limited their adoption, as depicted on the parametric graph.

In recent years, the research community has carried many endeavours in the adaptivity of electronic systems to environmental conditions and inner system status, which in theory can enable the processing of different applications in time slots on a single FPGA. This adaptivity on-demand, related to non-predictable requirements from the user or the environment implies the optimization of power dissipation and performance at run-time by providing on-chip computation capacities [6]. Traditional FPGA systems cannot provide these capacities due the nature of the design flows in which they inserted; most FPGAs are currently used as drop-in ASIC replacements or in many cases, as a platform for developing Systems-on-Chip. In order to provide devices at a competitive cost, most FPGA vendors forgo innovative configuration architectures in favour of simpler single-context designs, which the community has found somewhat limiting for implementing full-fledged run-time reconfigurable systems. However, in recent years, Xilinx and other FPGA vendors have introduced the concept of Dynamic Partial Reconfiguration (DPR), which enables to adapt small sections of the hardware platform on run-time, without halting the system functionality. Using DPR, systems behaviour can be tuned for improving its power consumption, ameliorating one of the handicaps mentioned above.

However, and despite the efforts by Xilinx and many industrial and academic endeavours, using DPR in very complex systems remains a daunting task. This is due, in the first place, to the complexity of the design flow, which requires an in-depth knowledge of many low level aspects of the FPGA technology. Secondly, efforts in the academia to extend the capabilities of DPR design flow have further increased the complexity of such systems. Nevertheless, the creation of SoC DPR-based systems could alleviate the programmability issues traditionally associated with FPGA-based systems, a trend that is becoming widespread, with the introduction of Extensible Processor Platforms. Such systems have very specific requirements, in particular, IP reuse and design by reuse capabilities must be provided, in which the parameterization and integration of IP cores (both DPR and non-DPR components) can performed in such a way that facilitates the design process.

The purpose of this chapter is to provide the reader with an in-depth knowledge of FPGAs architectures and how they are used for implementing complex embedded systems. The adaptivity limitations discussed above are then analyzed in detail, and the concept of run-time reconfiguration, as well as its advantages, is then described. Since one of the main goals of the FAMOUS project, and of this thesis work in particular, is facilitating the conception of DPR systems, as well as abstracting the burden of the design flow and the associated tools, these subjects are both described thoroughly. At the end of the chapter, the FAMOUS framework for facilitating the modeling and generation of DPR systems is introduced, as well as the main goals of this work.
1.2/ **Reconfigurable Architectures**

Before discussing the detailed aspects of dynamic partial reconfiguration, we will describe the architecture of FPGA devices, since DPR cannot be understood without a minimum of knowledge of the underlying FPGA resources (Configurable Logic Blocks, programmable interconnection and routing, and finally, heterogeneous blocks). More detailed surveys of FPGA architectures can be found elsewhere [7, 8] whereas schemes for configuration can be found in the manuals of the manufacturers.

1.2.1/ **Logic Resources, Routing and Interconnections**

An FPGA device is an integrated circuit with a central array of logic blocks that can be connected through a configurable interconnect routing matrix. Around the periphery of the logic array is a ring of I/O blocks that can be configured to support different interface standards. This flexible architecture can be used to implement a wide range of synchronous and combinatorial digital logic functions. It is common to categorize FPGA platforms as either fine grained or coarse grained. This is due to the fact that their underlying fabric predominantly consists of large numbers of relatively simple programmable logic block islands embedded in a sea of programmable interconnect, as depicted on Figure 1.2 a)

![Generic FPGA hardware architecture](image)

**Figure 1.2: Generic FPGA hardware architecture**

After several decades of research, it has been established that the best function block for a standard FPGA is a Logic Block built around a lookup table (LUT). An N-input LUT is basically a memory that, when programmed appropriately, can compute any function...
of up to N inputs. This flexibility, with relatively simple routing requirements (each input needs only to be routed to a single multiplexer control input) turns out to be very powerful for logic implementation. The typical FPGA has a logic block with one or more N-input LUT(s), optional D flip-flops (FF), and some form of fast carry logic, as depicted in Figure 1.2 b). For instance, Xilinx has introduced 6-input LUT(s) in their Virtex 6, Virtex 7 and Spartan 6 FPGA families. The LUTs allow any function to be implemented, providing generic logic. The flip-flop can be used for pipelining, implementing registers, state-holding functions for finite state machines, or any other situation where clocking is required. The fast carry logic is used to speed up carry-based computations, such as addition, parity, wide AND operations, and other functions. In the case of a fine-grained architecture, each logic block can be used to implement only a very simple function. For example, it might be possible to configure the block to act as any 3-input function, such as a primitive logic gate (AND, OR, NAND, etc.) or a storage element (D-type flip-flop, D-type latch, etc.). In the case of a coarse-grained architecture, each logic block contains a relatively large amount of logic compared to their fine-grained counterparts.

Just as there has been a great deal of research in FPGA logic block architectures, there has been equally as much investigation into interconnect structures. As logic blocks have basically been standardized on LUT-based structures, routing resources have become primarily island-style, with logic surrounded by general routing channels. Most FPGA architectures organize their routing structures as a relatively smooth sea of routing resources, allowing fast and efficient communication along the rows and columns of logic blocks. As shown on Figure 1.2 c), the logic blocks are embedded in a general routing structure, with input and output signals attaching to the routing fabric through connection blocks. The connection blocks provide programmable multiplexers, selecting which of the signals in a given routing channel will be connected to the logic block IO terminals. The Switch Matrices (or Routing Switches) are also programmable, and allow connections between the horizontal and vertical routing resources to permit the signals to change their routing direction. In this manner, relatively arbitrary interconnections can be achieved between logic blocks in the system.

The ring of I/O banks surrounding the array of CLBs is used to interface the FPGA device to external components. Traditionally, the ring of I/O banks is either staggered or in-line around the FPGA device. The difference between staggered and in-line I/O is just as the names describe. A trade-off must be made architecturally between the number of available signal pins and the amount of resources implemented within the device. I/O block (IOB) is a common term used to describe an I/O structure, although other names may also be used. An IOB includes input and output registers, control signals, multiplexers and clock signals. The signals routed through the I/O block can be registered or unregistered. In order to interface to different types of logic, an FPGA device IOB must support multiple I/O interface standards. Both single-ended (e.g. PCI, LVTTL) and differential operational modes (i.e. LVDS) are typically supported.
1.2.2/ Heterogeneous Platforms

In order to provide greater performance or flexibility in computation, FPGA vendors have gradually incorporated more functionalities into their programmable chips [9]. These functionalities are embedded into the circuit logic resources, producing a heterogeneous structure, where the capabilities of the logic cells are not the same throughout the system. This approach has become a necessity due to the widespread adoption of FPGAs for implementing complex platforms, such as Systems on Chip, where multiple processors, communication standards and memory controllers are required.

Furthermore, DSP applications (such as image and video processing) often require complex functions such as adders and multipliers, along complex and highly parametrizable DSP functions (DSP Blocks). In both scenarios, such modules are difficult to implement in an optimal manner using generic FPGA logic resources; therefore, FPGA vendors have introduced such complex blocks in the form of hardwired functions. These blocks are designed to be as efficient as possible in terms of power consumption, silicon real estate, and performance. Each FPGA family features different combinations of such blocks, together with various quantities of programmable logic blocks, as depicted on Figure 1.3.

Another type of heterogeneous logic structures are memory blocks, known as Block-RAMs, which are scattered throughout the reconfigurable hardware. These blocks enable the storage of frequently used data and variables, and permit a quick access to these values due to the proximity of the memory inside the FPGA to the logic blocks that access it [3]. These blocks can also be used for a variety of purposes, such as implementing standard single- or dual-port RAMs, FIFO functions, state machines, and so forth.

![Figure 1.3: Heterogeneous FPGA platform, depicting general configurable resources, hard blocks and eventual soft IPs](image-url)
Another major trend, briefly introduced in the previous section, is the introduction of complete microprocessor solutions into the FPGA fabric, known as hard processors [10]. Similarly, the so-called soft core processors (i.e., components that made use of the FPGA logic resources for their implementation) have been designed and employed in a variety of applications, particularly in tasks that cannot be parallelized or in situations where the control of the system is better suited for a processor solution. Using embedded processors brings many advantages, particularly the reduction in chip count, the number of tracks, signal integrity issues, and a decrease on the board complexity.

At the other end of the spectrum, soft IP refers to a source-level library of high-level functions that can be included in the design. These functions are typically represented using a hardware description language, or HDL, such as Verilog or VHDL at the register transfer level (RTL) of abstraction. Any soft IP functions the designers decide to use are incorporated into the main body of the design which is also specified in RTL and subsequently synthesized down into a group of programmable logic blocks (possibly combined with some hard IP blocks like multipliers, DPR and BRAMs) and then mapped onto the FPGA. For instance, Figure 1.3 depicts two scenarios for the use of Soft IPs: in the first case, the function can be an functionality provided by FPGA vendors, such as the TFT interface; a second scenario is that a custom implementation of an IP is created by the user for a given application, and which can be implemented using a set of CLBs, DSP and Block RAM modules.

As performance and throughput become increasingly important, modern FPGA devices offer support for various high-speed communication standards. This is due to the high-performance of FPGA in accelerating complex computations: data needs to be transmitted rapidly and efficiently to other nodes of the system, while preventing the FPGA to become the bottleneck of the platform. Examples of these standards are Infiniband, PCI Express, RapidIO, and 10-gigabit internet, among others. In a similar manner, vendors offer optimized hardwired cores for a variety of solutions; examples of these cores are DDR, DDR2 and DDR3 controllers, MAC controllers, and LVDS Transmitters. For a more detailed description in these technologies the reader is directed to the vendors websites [11] or to excellent compendiums in the literature [5].

Finally, the primary FPGA element for handling, managing and adjusting FPGA local and system clocks is the Clock block. Input clocks, from external sources and connected to specialized FPGA pins can then be used to drive a special hard-wired function (block) known as clock managers, which are programmed to generate a number of daughter clocks, then fed to different components on the platform. In this manner, subsystems running at different frequencies can be created, either to work independently or in conjunction, adding for the heterogeneity of the target applications compared to both ASICs and processor-based solutions.
1.3/ USE OF FPGAS IN SoC SYSTEMS AND THEIR LIMITATIONS

1.3.1/ TRADITIONAL FPGA DESIGN FLOW

The standard FPGA design flow (in this case, Xilinx), as depicted on Figure 1.4, transforms an FPGA design description into a configurable bitstream. Typically, the FPGA design description is written in Hardware Description Language, like Verilog, VHDL, System C or Handel C. More complex designs often make use of system integration tools to construct the initial design description from libraries of intellectual property (IP) components, which are used along user defined functions to create System-on-Chip applications. Each pass through the standard design flow is independent of subsequent passes. The bitstream produced at the end of the flow is dependent only of the initial design specification and it is used to configure the entire device.

![Figure 1.4: Traditional FPGA design flow](image)

An in-depth discussion of each of these steps is outside of this scope of this work given their complexity, but the reader is directed to the manufacturer IO Command Line Tools User Guide (formerly known as the Development System Reference Guide) [12] for more details. Nevertheless, it is important to understand the basic principles in order to provide some insight into the methodology and thus each of the steps is briefly discussed as follows.

- **Design Entry:** In this stage of the design flow, the design is created using a FPGA-vendor supported schematic editor, text-based entry (HDL), or both (i.e. Xilinx ISE). In a similar way, the platform can be based in a combination of embedded processor, peripherals and user created logic; in such scenario, the design can be created using a specialized tool, such as Xilinx Platform Studio (XPS) [13].

These tools enable the designer to create a design in a user-friendly environment, while the design effort to obtain the VHDL top-level description is greatly reduced.
• **2. Design Implementation:** Usually, the design specification is done regardless of the target implementation FPGA family. However, if certain features from a specific FPGA are necessary, then these constraints are taken into account from the very beginning; nonetheless, at the synthesis phase, the tool support targets a particular FPGA device. Then, a conversion of the logical design file format, such as EDIF, that was created in the design entry stage is translated to physical file format. The physical information is contained in the NGC file for FPGAs.

• **3. NGDBuild:** This stage performs all the steps necessary to read a netlist file in NGC or EDIF format and creates a NGD file describing the logical design (a logical design in terms of logic elements such as AND gates, OR gates, decoders, flip-flops, and RAMs). The NGD file resulting from an NGDBuild run contains both a logical description of the design reduced to Xilinx NGD (Native Generic Database) primitives and a description in terms of the original hierarchy expressed in the input netlist. The output NGD file can be mapped to the desired device family.

• **4. Map:** The mapping algorithms translate a logical design into a description that can be implemented into a specific FPGA device. The input to mapping is an NGD file, which contains a logical description of the design in terms of both the hierarchical components used to develop the design and the lower level Xilinx primitives, and any number of NMC (macro library) files, each of which contains the definition of a physical macro.

MAP first performs a logical DRC (Design Rule Check) on the design in the NGD file. MAP then maps the logic to the components (logic cells, I/O cells, and other components) in the target Xilinx FPGA. The output design is an NCD (Native Circuit Description) file, a physical representation of the design mapped to the components in the Xilinx FPGA. The NCD file can then be placed and routed.

• **5. PAR:** After a design has undergone the necessary translation to bring it into the NCD (Circuit Description) format, it is ready for placement and routing. This phase is done by PAR (Xilinx’s Place and Route program). PAR takes an NCD file, places and routes the design, and outputs an NCD file which is used by the bitstream generator (BitGen).

• **6. Bitstream Generation:** Produces a bitstream for Xilinx device configuration. After the design has been completely routed, it is necessary to configure the device so that it can execute the desired function. This is done with BitGen, Xilinx bitstream generation program. BitGen takes a fully routed NCD file and produces a configuration bitstream. The bit file contains all of the configuration information from the NCD defining the internal logic and interconnections of the FPGA. The binary data in the BIT file can then be downloaded into the FPGA memory.
1.3.2/ Limitations of traditional FPGA designs flow

Despite the success of FPGAs in several domains, many system architects have found the traditional FPGA implementations too limiting [14], since once the design has been implemented in the circuit, any change would require undergoing the entire specification stages on Figure 1.4. This fact poses a problem in applications where a higher adaptivity on the application would be desirable, due to the manner in which the FPGA is programmed. In fact, the bitstream obtained from the design flow is charged onto the FPGA at power-up; this is due to technological reasons: the FPGAs are based on SRAM cells; thus, once the device is switched off, the totality of its functionality is lost. As mentioned previously, FPGAs are the preferred solution in applications where fabricating millions of ASICs is not an option; they also provide a bigger flexibility, since they can be re-programmed on field (hence the Field Programmability in the name), allowing for updates to be made, just as with processor-based applications, which usually only require a change in the firmware to perform a new mission.

Nevertheless, if the application needs to be changed at-run time [3] (some of these scenarios will be described as follows), the application would require to stop the FPGA and reconfigure it in its totality, as depicted on Figure 1.5. Furthermore, this process traditionally requires the use of an external processor, which is in charge of retrieving the configuration bitstreams from non-volatile memory using a relatively simple state machine [15]. Using an external processor increases the chip count and thus the cost of such a system, but a second problem arises: storing the totality of the bitstream for each configuration (even if the differences between each implementation is very small, as depicted on Figure 1.5b), where only functions A and C are replaced by modules D and E) leads to increased memory storage requirements, further augmenting the cost of the system. Last, but not less important, is the time required for the system to be reconfigured; as the totality of
Figure 1.6: Run-time dynamic partial reconfiguration

the FPGA needs to be modified, a non-negligible amount of time (in the order of several seconds for large FPGAs) is lost to perform the reconfiguration process [16] [17], without even taking into account the access to the bitstreams from the non-volatile memory [2].

1.3.2.1/ Run-time Partial Reconfiguration

In the last two decades, the concept of runtime reconfiguration (RTR) was introduced to describe systems capable of swapping in and out different configurations of the reconfigurable hardware as they are needed during the application execution [18]. However, the nature of the traditional design flows and other technological underpinnings had prevented the adoption of RTR techniques, since slow-downs in system performance or its viability in critical systems had made their implementation downright prohibitive. In recent years, Dynamic Partial Reconfiguration (DPR) has been introduced as a method to add flexibility to FPGA-based solutions. Through the use of DPR, a module of the system can be substituted by other functionality or simply taken out the reconfigurable fabric on demand, as depicted on Figure 1.6, without halting the device to perform the desired modification, and thus without impacting the execution of the system.

This is achieved by separating the logic into static and dynamically reconfigurable areas; this means that a section of the FPGA remains operational during the totality of the applications execution, whilst small areas of the FPGA can be reconfigured on the fly. For instance, our example shows a system containing a microprocessor and some peripherals as part of the static logic, whereas two modules comprise the dynamic part of the system. Each of the dynamic areas is reconfigured independently, by charging solely the reconfiguration information (known as partial bitstream) required to modify its functionality. Apart from providing an increased flexibility to the application, DPR has many intrinsic
advantages. For instance, the reconfiguration time is diminished, since only a fraction of the total configuration information is retrieved from external memory. Moreover, these partial bitstreams are much smaller than a complete bitstream, which leads to a reduced external memory footprint, as depicted on Figure 1.6b. The use of a processor (as in the previous case) is also necessary, but as it can be embedded along the rest of the static logic (using and on-chip processor such as the MicroBlaze), reducing the chip count and the complexity of the system.

### 1.3.2.2/ Benefits of Run-time Partial Reconfiguration

Partial Reconfiguration allows using more hardware than that physically present in the FPGA by virtualizing hardware tasks and mapping them on-demand. This capability can be exploited to reduce the size of the FPGA and its overall power consumption. This also permits to execute an algorithm with an optimized implementation depending on its parameters and data set. Furthermore, upon the usual speed and power research goals, DPR offers system-level advantages for professional electronics [19]. Some of the scenarios in which DPR has proven successful are listed as follows.

- **(a) Hardware virtualization.** Frequently, the areas of a program that can be accelerated through the use of reconfigurable hardware are too numerous or complex to be loaded simultaneously onto the available hardware. For these cases, it might be beneficial to swap different configurations in and out of the FPGA as they are needed. Since this mapping is performed on-demand, the system can adapt dynamically, effectively promoting software-like component virtualization.

- **(b) Logic Resources Utilization and Power Reduction** A system might need to contain multiple implementations of a module that performs a similar task, but which are mutually exclusive. These multiplicity reduces the amount of logic that can be accommodated into a single device; by being able to reduce the amount of logic (and the required static power consumption) that an application uses at any given time, more functionalities can be integrated into a smaller FPGA.

- **(c) Survivability.** There is a great deal of research in the areas of evolvable hardware and fault tolerant systems; in the second case, the system could operate in a degraded mode when a part of the system is damaged. This can be achieved by moving the function initially mapped to a damaged area of the FPGA to another.

- **(d) Mission change.** A system can be reconfigured for a new mission without halting its functionality. This capability enables for adding functionalities that were not specified at the beginning, or in many instances, updates that can ameliorate the application performance.
1.4/ XILINX PARTITION PARTIAL RECONFIGURATION DESIGN FLOW

In the previous sections we have discussed the limitations of traditional FPGA designs, which are constrained by the manner in which the original system specification is mapped, placed and routed on the FPGA. As discussed before, the obtained bitstream configures the totality of the FPGA, even if internally the FPGA resources can be addressed in units called frames. An in-depth discussion the architectural features limiting the adoption of partial reconfiguration in many Xilinx FPGA devices (mostly Virtex families) is outside of the scope of this work; for an in depth discussion of the evolution of these features, as well the evolution of the Partial Reconfiguration design flow, the reader is directed to previous work [20], or to excellent reviews in the literature [2, 21]. As stated above, the main difference between DPR and non-DPR systems using Virtex devices, lies not on architectural constraints, but in the nature of the design flow; the DPR design flow makes use of techniques and tools usually not required in traditional designs, making it more difficult to exploit [22]. However, significant advances have been made by Xilinx to improve the usability of the tools, automating many previously burdensome design flow-specific phases.

In contrast to the traditional design approach, the DPR design flow, as depicted in Figure 1.7 requires more than one pass through the standard flow: each reconfigurable module passes through a reconfigurable aware version of the standard design flow [2] (specifically in the PAR and BITGEN phases). Furthermore, the results of each pass are dependent on the output of at least one of the previous passes. This is a necessary precaution to avoid introducing resource conflicts between successive configurations when they are loaded on the FPGA at run-time.
This figure presents the necessary phases required to accomplish the creation of a recon-figurable design, by using the recently introduced Partition DPR design flow [23]. In the subsections that follow, we intend to provide a glimpse of the complexity of the associated design flow, stage by step, and in a subsequent section, we further discuss the implications of using partial reconfiguration in terms of the required level of expertise. This is important in order justify the use of Model-driven Engineering approach in the context of the FAMOUS project.

1.4.1/ Design partitioning

A system architect starts by defining a system specification (in the form of a top-level HDL description). The system is created from an IP library containing the description of the different modules in the system. At this phase, the designer of a DPR application must already know which modules are susceptible of being dynamically reconfigured. These modules are known as Partially Reconfigurable Modules (PRM), and they are typically the netlists or HDL descriptions that are to be converted into partial bitstreams and used during the PR reconfiguration process, as explained in the previous section.

The Xilinx DPR design flow assumes that the technology is to be used to swap different configurations of the same module, and therefore, multiple PRMs need to be gathered from the IP library in order to define a Reconfigurable Partition (RP) [24]. A RP is an attribute set on an instantiation that defines the instance as partially reconfigurable, and its recognized by the subsequent design flow stages as a black-box in which PRMs netlists need to be mapped. The RP must be defined on a section of the design that belongs to the static logic, ad depicted on Figure 1.8. The partition is to be created in such a way that can accommodate the different implementations of PRMs; this means that the RP must contain a common interface that can be used for subsequent implementations of the PRMs, as depicted on the right side.

1.4.2/ Synthesis

For their latest DPR design flow, Xilinx has decided to perform the system implementa-tion using PlanAhead [25]. This software tool is intended to be used for the design and analysis of circuits on Xilinx FPGAs, and is based on the principles of hierarchical floor-planning. It is deployed between synthesis and place-and-route and enables the designer to more rapidly analyze, modify, constrain and implement his designs. PlanAhead is an optional tool in the traditional FPGA design flow, which complements the mainstream ISE tool chain [26]. It is typically deployed for designs requiring the highest performance and consistently leads to faster and more compact solutions. It also promotes design reuse through the creation of reusable intellectual property blocks.
PlanAhead allows importing the logical design hierarchy in the form of NGC or EDIF files, and then proceeding to the implementation of the static and partially reconfigurable modules. Nevertheless, the system description obtained in the design entry must be transformed into netlists through a synthesis phase, as depicted on Figure 1.7, before moving to the system implementation phase. In contrast with the traditional FPGA design flow, where the complete system specification is synthesized and then fed to the subsequent phases for implementation, the DPR design flows requires separated netlists for the static and reconfigurable modules in the design.

The synthesis for DPR systems proceeds as follows. First, each PRM is synthesized independently from the others in a bottom-up fashion. This can be done through the use of independent projects, either through a graphical interface or on the command line. For each module, IO insertion must be disabled, as the ports of these modules (in most cases) do not connect to package pins, but to the static logic above. Then, in parallel, the static modules are synthesized together to generate one netlist or individually, to generate multiple static netlists. The NGDBuild utility, in the following stage, merges the static and reconfigurable modules, and the Reconfigurable Partition definitions denote the interfaces between the static and reconfigurable logic, and the placeholders where the PRMs are to be mapped and implemented.

1.4.3/ Planning

Once the netlists for the static logic and PRMs have been obtained, they are imported into the PlanAhead tool. The most important steps of the partial reconfiguration design flow take place in this tool. The first stage is the planning (or floorplanning) of the reconfigurable areas, in which appropriate sections of the FPGA must be reserved for implement-
ing the different PRMs assigned to a particular RP in the partitioning phase, as depicted in the right side of Figure 1.9. These areas are known as Partially Reconfigurable Regions (PRRs) and have to be planned in such a way that they can accommodate the largest PRM defined for a reconfigurable partition (known as resource budgeting).

PlanAhead automates the detailed floorplanning of the design and the PRRs. The corresponding physical hierarchy is then created and mapped to the initial floorplan. PlanAhead uses the concept of a physical block (PBlock) as the basic unit of physical hierarchy; PBlocks partition a design physically and can be composed hierarchically for block nesting. Once created, the PBlocks can be placed and sized on a floorplan of the target FPGA. Various resources estimates are immediately available (prior to place and route) to guide the designer in defining the floorplan and iteratively improving the design. The PRRs are defined as PBlocks and the resources underneath (in terms of CLBs, DSP, and BRAM blocks) can be compared with the requirements of the largest PRMs in order to decide the optimal size and dimensions of the PRR. This step is remarkably simple due to a highly intuitive interface and allows obtaining accurate resource utilization information for carrying out the logic budgeting in a straightforward manner.

PlanAhead generates customized User Constrains File (UCF) containing information about the area reserved for each partition. The static design components are mapped to a single PBlock. Each PRM is constrained to particular sections of the FPGA by using AREA_GROUP and RANGE constraints in the UCF file. An AREA_GROUP is a grouping constraint that associates logical design elements with a particular label or group. AREA_GROUP constraints and partition definitions are necessary to delineate the static (non-reconfigurable) logic from the reconfigurable logic, preventing logic in the static design from merging with logic in the PRMs, and vice versa. The RANGE constraints enumerate the resources (e.g., CLBs, BRAMs, DSP blocks) required by each of the PRMs. Then the UCF file is fed, along the NGD files for the static module, to the next phase, in

Figure 1.9: Design Planning and Floorplanning Phases
After the netlists have been imported into PlanAhead, they are translated into the native Xilinx format (NGD) by running the NGDBuild tool. The resulting native netlists are then fed, along the placement constrains from the Floorplanning and Logic Budgeting Phase (Figure 1.10 a)) to the MAP and PAR tools for implementing the design. In contrast with the traditional FPGA approach, the creation of PDR designs requires more than one pass through the standard design flow - each reconfigurable module passes through a reconfigurable aware version of the static specification, as depicted on Figure 1.10 b).

From the figure, it can be seen that the results of the static implementation (labelled as Static Routes and Partition Pins info) are forwarded to the implementation of the PRMs, which are processed independently. This is a necessary precaution to avoid introducing resources conflicts between successive configuration bitstreams when they are loaded on the FPGA at runtime. In fact, static design routes may pass completely through a PRR. This alleviates routing network congestion around each PRR (often static routes need to reach I/O blocks close to reconfigurable areas); the information of which resources have been used by the static design has to be stored in order to prevent its usage in the PRMs and consulted subsequently during the PRMs implementation phase.

A graphical example is provided on Figures 1.10 c) and d), which depict the result of
the MAP and PAR of the static section of a DPR design containing two reconfigurable regions. As it can be observed on the figure, the static design contains the so-called Partition Pins at the boundary between static logic and reconfigurable logic. Partition Pins are necessary to guarantee that the circuit connections between the static logic and the different PRMs for each RP remain identical for each configuration (they act as proxy logic or anchors). The partition pins are also a convenient way for creating timing constraints on nets that pass to, from, or through the RP boundary, and are inserted automatically during the static implementation phase, in contrast with previous versions of the DPR design flow, which required the use of special pre-routed bus macros. Figure 1.10 d) shows a zoom of the partition pins implementation, which make use of LUTs at fixed locations to implement the different configurations of the PRMs, effectively providing a static interface for the reconfigurable modules.

1.4.4.2/ PRM Implementation

The DPR design flow promotes the concept of dynamic configurations. This implies that each combination of PRMs in a DPR design constitutes a different configuration; for instance, if each of the PRRs can hold 2 different PRMs then, there are at least four different configurations and three more if one or both PRRs are not configured (blank state for reducing power consumption). Before proceeding with the implementation, the user must explicitly define all the PRMs that are to be mapped to a given PRR, as depicted on Figure 1.10 a).

The MAP and PAR tools then implement the static design with a combination of PRM modules, selected by the user (depending upon the needs of the intended application); as mentioned in the previous point, the implementation tools insert partition pins in the interface of the static logic and the RP. This information is stored in intermediate files (in particular, information of static routes and the location of the partition pins, as shown on Figure 1.10 c)) and used for subsequent passes, when implementing the remaining PRMs netlists (IMP2 in the second MAP and PAR block of Figure 1.10 b)). As depicted on Figure 1.10 d), the implementation of the subsequent configuration is done taking the partition pins as a reference point, and using the static routes information to avoid conflicts the reconfiguration process.

1.4.5/ Bitstream Generation

Just as the implementation phase, the generation of partial bitstreams is an iterative process. Each configuration (a combination of static and PRM netlists) must undergo the implementation phase separately. The bitstream generation phase follows a similar pattern: a static bitstream and partial bitstreams are created for each pass. Figure 1.11 a) continues the example used previously, but showing two configurations (two pairs of
PRMs to be mapped onto two PRRs). The first run of the DPR flow produces a set routed NCD files, both for the static and partially reconfigurable modules, what are fed to the Xilinx BitGen tool, as depicted on Figure 1.11(b).

As depicted on the first part of Figure 1.11(c), these files are used to produce the first configuration, consisting on a total bitstream and two partial bitstreams (corresponding to the Cfg 1, which uses modules PRMA and PRMB ). The static design constraints are then copied for a second iteration, in which the configuration Cfg2 is produced, this time using the modules PRMC and PRMD. Alongside the full bitstreams, the process can also generate blank bitstreams for each of the PRRs (not shown on the figure); when written onto the FPGA, a blank bitstream has the effect of removing the contents and connections of a configured PRM from a given PRR.

The rationale behind producing several total configurations is to enable the designer to choose the initial configuration of the FPGA (since the device needs nevertheless to be configured in it entirety at power-up) and then swapping the partial bitstreams as needed by the application.

1.4.6/ Reconfiguration management

In the previous sub-sections, we have described how a system specification is used to produce a set of bitstreams that are used to adding flexibility to FPGA-based systems through run-time partial reconfiguration. The reconfiguration process can be achieved on-demand (i.e. using external user commands as an input) or through a remote connection [27]. However, most systems require to be controlled autonomously, meaning that the
management of the partial bitstreams has to be done by a processor [28], either inside or outside of the FPGA fabric (using a hard processor such as the MicroBlaze, PowerPC or more recently, the Zynq EPP).

Using a processor facilitates the partial reconfiguration process, given that the application running on it can be easily adapted if changes are required during its lifetime (in contrast to a VHDL based controller, which would require a great deal of effort) [29]. Many works have been proposed in the literature for optimizing the reconfiguration process (for instance, in terms of reconfiguration time) or for providing Operating System Capabilities to DPR platforms [30,31]; however, it is not the goal of this thesis to explore these works in-depth. Nevertheless, the discussion that follows focuses on the added complexity (application development, tool usage, expertise requirement) inherent to this phase of the DPR systems implementation.

The development of processor-based FPGA platforms, using Xilinx FPGAs, is better facilitated by the use of the Embedded Development Kit [32], which is composed by Xilinx Platform Studio and the Software development kit [13]; the first tool is used for creating the hardware platform, whilst the latter is employed for developing code for the target processor. Using the EDK flow, as depicted on Figure 1.12, the system description can be obtained from Xilinx Platform Studio; for accelerating the development of the application (DPR or not) this description is fed to Xilinx SDK, in which the software development can start before all the details of the hardware platform are finalized. The software developer creates an application using C code and set of drivers for communicating with the hardware IPs from a library; then the code and drivers are compiled for creating an executable file. When the DPR system has been created using Xilinx PlanAhead, the configuration bitstream can then be combined with the application bitstream (the executable to run on the program memory of the chosen processor) using the Data2Mem tool, generating a complete bit file. This bitstream is to reside in non-volatile memory for configuring the FPGA at power-up, along the partial-bitstreams (although, in some cases, the partial files can be accessed remotely for minimizing the memory footprint [33]). Once the FPGA has

![Figure 1.12: Generation of the DPR control application using Xilinx tools](image)
been configured, the partial bitstreams can be loaded onto the reconfigurable region by writing the reconfiguration information into the Internal Control Access Port (ICAP) [34], a task controlled by the processor, and which must be taken into account during the application development.

1.5/ CHALLENGES IN THE CONCEPTION OF PARTIALLY RECONFIGURABLE SYSTEMS-ON-CHIP

In the previous section we have described the Partition-based Xilinx Partial Reconfiguration, step by step in the development process. In this section, we intend to provide more insight on the inherent complexity of the flow, both in terms of the tool ecosystem and the required expertise for implementing DPR systems, from the design entry phase to the reconfiguration management itself. Subsequently, we will briefly tackle past and current endeavours aiming at extending the capabilities of the traditional DPR design flow for creating more complex applications and architectures, but that ultimately further complicate the proceedings. Then, we introduce the FAMOUS (Fast Modeling and Design Flow for Dynamically Reconfigurable Systems) approach, which this thesis work is a part of, and we discuss how the methodology intends to alleviate the conception of complex DPR system through a Model-driven Engineering approach. Finally, we circumscribe the limits of this thesis work in the context of the FAMOUS methodology, and we introduce the main contributions of this work, which will be used as a launching pad for the rest of the second part of this manuscript.

1.5.1/ DYNAMIC PARTIAL RECONFIGURATION TOOL FLOW

The DPR flow methodology differs significantly from the standard flow used to create FPGA-based designs, but the underlying processes used by Xilinx to take the design from its original entry description to the implementation remains largely unchanged in the sense that all the Xilinx tools are still used and its only in the implementation phase where there is a significant difference. The Figure 1.13 depicts the Partition Design Flow in terms of the necessary steps and Xilinx software tools required to implement a Dynamic Partial Reconfiguration design using the new design flow.

As discussed in the previous section, the creation of DPR systems is a complex methodology, that requires a thorough planning, from the design entry phase, in which the system architect, but also hardware developers must take special constrains into account for the development of the platform. Regardless of the chosen flow for the entry phase (purely VHDL or based on Xilinx EDK), the modules need to be designed following strict rules and furthermore, require the use of several tools with different directives. The knowledge required to develop a processor-based design adds to the complexity of the task,
Figure 1.13: Sequence and tools usage flow for the Dynamic Partial Reconfiguration design flow

because several models apart from pure VHDL descriptions are used for managing the platform and the IPs; in particular, selecting IPs from a library, instantiating them (which implies their configuration and integration) them requires in some instances high levels of expertise, even if some plug-and-play capabilities are built into the platform. Moreover, the design entry process can be very time consuming if it is to be performed manually, with the addition burden of being very prone to errors.

The second phase of the DPR design process, in which the platform is floorplanned and generated using PlanAhead, requires as well a great deal of expertise. In the first place, an expert in FPGA post-synthesis must provide constraints for IOs in the design, and timing constraints for many of the signals, both internal and external. Furthermore, constraints for placing the static and partially reconfigurable regions have to be defined; the Xilinx DPR tools do not automate this process, given its complexity, and thus many of the steps have to be done manually and often in an iterative manner, until the optimal solution is met. For instance, selection and size of the reconfigurable region, as well as the availability of underlying resources for multiple reconfigurable modules is of the
utmost importance; given that one of the aims of partial reconfiguration is optimizing the hardware resources utilization, a poor floorplan can bring more harms than benefits. Last by not least, it must be noted that most of these constraints have to be entered manually in several User Constraints Files (UCF), which complicates that task for an user not familiarized with the low-level nuances of the FPGA design process.

Finally, the generation of the system and code for controlling the reconfiguration process requires knowledge of several tools (Xilinx XPS and SDK and the design philosophies behind their conception). As mentioned in the previous section, each tool in the Xilinx tool ecosystem is highly dependent on each other; the outputs from the hardware tools have to be imported into the software tools, in a not always transparent manner. As with any other SoC co-design methodology, there are hardware dependent software aspects that must be taken into account and, in the context of partial reconfiguration in particular, not enough has been done. This thesis is circumscribed in an academic endeavour whose aims are at facilitating the creation of DPR systems from high-levels of abstraction, while hiding as much as possible the technological and tool dependencies described in the last two sections. This framework will be introduced in the next section.

1.5.2/ The FAMOUS Framework for DPR Systems

One of the main objectives of FAMOUS framework (depicted on Figure 1.14) is to provide a usable design flow for easy-of-use dynamic partial reconfiguration. Reconfiguration should enable the reduction of the size of FPGA and offer new opportunities for optimizations such as reduction of power consumption and more. These advances, coupled with new implementation capabilities provided by reconfigurability could offer new research
The FAMOUS framework relies on a Model Driven Engineering (MDE) approach, using RecoMARTE, an UML Profile extension of MARTE for describing reconfigurable systems at a high-level of abstraction. The associated tools and methods therefore assist the designer throughout the whole design process and handle automatically transformations from one level to another. Such CAD environment, with the aid of analysis and verification tools has been envisioned to lead to less error prone implementations and therefore significantly reduce the development time of DPR systems.

Some of the efforts in the FAMOUS projects are described as follows:

1. Identify concepts related to Partial Reconfigurable systems, and integrate them to the UML MARTE to obtain an extended and complete profile, RecoMARTE [35] which can then be used for modeling DPR systems. However, the project interests are beyond profiling and systems modeling [36], but several works aim explicitly at the generation of executable/synthesizable models to demonstrate the feasibility of the FAMOUS approach, depicted in Figure 1.14.

2. The automatic generation of a correct by construction DPR controller [37], obtained by transforming the UML application model containing information about different modes and configurations of the system. The obtained controller can be either a C function to be integrated in a processor or a VHDL code to be mapped in the FPGA along other functionalities of the system.

3. A validation approach, from RecoMARTE models, within which the system configurations are first analyzed modularly to ensure the correctness of each one. Each configuration is addressed by using static analysis techniques such as those implemented in the compilers of synchronous languages in order to check the absence of causality cycle, of behavioural determinism, of system reactivity. These validation techniques have been studied through the use of the CLASSY tool [38].

4. The definition of a set of DPR services to be implemented by the system, such as context saving of the virtual tasks (reconfigurable modules), which improve the adaptivity of partially reconfigurable systems. Such DPR services are introduced in the form of a wrapper to be integrated in the DPR IPs [39].

5. The generation of the platform description by means of a meta-data driven composition framework using the IEEE standard IP-XACT [40]. This XML specification has been widely adopted by the industry and its used as an intermediate representation (IR) between the UML MARTE platform models and Xilinx DPR tools back-end proprietary representations.

The IP blocks used to build the platform were converted to IP-XACT descriptions and subsequently to UML MARTE templates through model transformations for pro-
vide our methodology with IP reuse capabilities. Then, the IP library is to provide MARTE with an effective and flow agnostic meta-data driven hardware generation approach [41].

1.6/ Discussion and Conclusions

This thesis addresses the point number 5 on Figure 1.14 (enclosed by the dashed grey square). The main goal of this work is to define a platform generation flow for facilitating the design entry phase of the Xilinx Dynamic Partial Reconfiguration design flow, as depicted on Figure 1.13. As discussed before, the creation of DPR systems is facilitated by using a component-based SoC approach, in which the system architect gathers IPs from a library and composes a top-level platform (a process traditionally consisting on instantiating components in VHDL, parameterizing and interconnecting them): a prone to errors procedure which, if automated, could greatly facilitate the use of the flow.

These automation capabilities are provided by the use of MDE techniques, which will be discussed in-depth in the next chapter; MDE makes use of models and models transformations for describing and generating executable SoC platforms, respectively. Nevertheless, most MDE approaches do not provide mechanisms for reusing low-level component descriptions, and therefore, a means for performing this mapping must be provided. This is achieved through the construction of an IP library, which can be used for composing the platform in a high-level language, such as UML MARTE (an IP reuse approach). The composed platform can then be used to obtain a synthesizable netlist, typically in RTL (design by reuse); in the FAMOUS framework, we make use of an intermediate representation, the IP-XACT standard, for passing from the high-level models to the targeted back-end (Xilinx Platform Studio), but also for describing the IP components in the library, significantly facilitating design automation.

Furthermore, this thesis work is closely related with other endeavours of the FAMOUS approach. First, we deal with some modeling aspects in UML, specifically at the Deployed Allocation level, as depicted on Figure 1.15 a), which depicts the hardware MDE branch of the FAMOUS methodology, in terms of model transformations. We propose the use of a double Y-schema (more details will be provided in the next chapter), in which in a first stage, through the ⟨⟨allocation⟩⟩ operation, elements in the application are mapped ⟨⟨allocated⟩⟩ to components in the platform.

Using the same modeling diagram, the deployment maps the elements in the application and architecture models to their implementation counterparts. This is the rational behind the use of the two libraries at the combined ⟨⟨Deployed Allocation⟩⟩ level; it must be noted that the Task IPs in the figure can denote software code to be run on processors, or hardware IPs to be mapped to the reconfigurable partitions (in the form of DPR Wrappers). The second interaction of this thesis with other FAMOUS works is related
to the reuse of reconfigurable services, that are integrated in the form of IP wrappers to chosen modules, for performing tasks such as context saving. This wrapper must be automatically integrated into the platform, undergoing the traditional parameterization and customization procedures, which are performed in the Deployed Model.

The Deployed Allocation phase produces a model in which all the information of the components (Static, DPR Partitions and PRMs) is readily available and linked to IP-XACT components to be configured. A ⟨⟨Deployed⟩⟩ model, containing this information, along their interconnections (in the case of Static and reconfigurable partitions) and parameterization data, is used at this phase for generating an executable model, effectively generating the outputs of the Xilinx DPR design entry phase, as depicted on Figure 1.15 b). In order to make this possible, the ⟨⟨Deployed⟩⟩ model is fed to a Model Transformation engine, containing a set of meta-models and transformations rules.

The models described before, in tandem with the modeling environment can be seen as a Metadata-driven Composition Framework (MCF, concept to be discussed in the next chapter) targeting the generation of a variety of proprietary back-end models. As described in [40], we target the generation of the proprietary Xilinx Platform Studio [42] models; this approach facilitates the creation of a framework in which the hardware and software components of a DPR SoC can be jointly developed. Thus, through model transformations, we convert the ⟨⟨Deployed⟩⟩ model, first into an IP-XACT design description (providing a flow-agnostic intermediate representation to our approach) and then a Xilinx XPS model, used by this tool to create the VHDL top-level skeleton. In parallel, the PRMs are synthesized using information contained in their corresponding IP-XACT component descriptions. In this manner, we provide the inputs for the DPR design flow in the form of netlists after the synthesis phase.

Figure 1.15: The proposed MDE approach (a) and its interactions with the PR design flow (b)
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2.1/ INTRODUCTION

The semiconductor industry has continued to make impressive improvements in the achievable density of very large-scale integrated (VLSI) circuits [43]. On the other hand, competition among its players demands a reduction in the design time and cost, while nevertheless improved design reliability and quality are also required. In order to keep pace with the levels of integration available, design engineers have developed new methodologies and techniques to manage the increased complexity inherent in these large chips [44]. One such methodologies is System-on-Chip (SoC) design, or more recently, Network-on-Chip, wherein pre-designed and pre-verified blocks often called intellectual property (IP) blocks are obtained from internal/external sources, combined on a single architecture, and then implemented in either ASIC or FPGA technologies to speedup the overall design process. These reusable IP cores may include embedded processors, memory blocks, interface blocks, and components that handle application specific processing functions (i.e. hardware accelerators) [45]. The same problems arise in FPGA-based SoC systems, and this is especially true in systems supporting partial re-configuration, which make use of very heterogeneous sources of IPs (static and dynamic modules along the conventional blocks described above).

Many partial solutions to tackle the aforementioned issues have been proposed such as Electronic System Level, Hardware/Software Co-Design, Platform Based Design and UML for SoC [46]. However, none of these approaches have met widespread adoption by the industry or academia. Nonetheless, it has been recognized that an effective solution for the SoC Co-Design problem consists on raising the abstraction level in which such systems are created (a top-down approach). This approach increases productivity of software/hardware developers by reducing the amount of effort needed to develop and maintain complex systems [47], offering two main benefits. First, it provides an incremental or bottom-up system design approach permitting to create complex systems, while making system verification and maintenance more tractable. Secondly, this approach enables a reduction in the development efforts, as components can be reused, at least theoretically, across different tools and design flows.

Current SoC Co-Design practices coalesce many of these approaches with the aim of increasing design efficiency. For instance, a combination of IP re-use, Hardware/Software Co-Design and High-level modeling could potentially ameliorate the design process of complex embedded systems by bringing together the best of each domain [48]. First, IP reuse helps in separating concerns so that unacquainted work can be accomplished by certain experts of that domain, creating a library-of-plug and play components which can be automatically integrated onto the platform (making this approach orthogonal to component based design). Secondly, Hardware/Software Co-Design enables concurrent design methodologies, whereby hardware design is abstracted and becomes closer to software design [47]; for instance, software programming languages are extended for the
hardware domain (e.g., HandelC, SystemC), which reduces the complexity by using the same programming models. Finally, high-level modeling contributes in raising the level of abstraction, while at the same time, enables the partition of the system design into different aspects: it enables the specification of parallel independent models for both the system hardware and software, the allocation (or mapping) and the possibility of integrating heterogeneous components into the system [35]. The use of UML and other graphical languages (which, in this context, can be seen as metadata-driven component composition frameworks) increases the comprehensibility of the system specification, as it enables designers to carry out high-level descriptions of the system, easily illustrating the internal concepts (hierarchy, connections, dependencies, parameterization). The graphical nature of these specifications equally facilitates reuse and refinements, depending upon the underlying back-ends, adding flexibility and adaptivity to the flows in which they are inserted.

2.2/ Model-Driven Engineering

In recent years, SoC designers and architects have begun to look at UML for possible improvements to the specification, design, implementation and verification processes, as UML provides several means for architectural as well as behavioural design, which have been well established in HW and HW/SW Codesign for some time [49] [50]. The different UML diagrams or variations of them already have found application in various areas such as: requirements specification, test-benches, IP integration, and architectural and behavioural modelling. The fundamental appeal of Model-based methods is that they let system designers use abstractions matching their primary design concerns rather than be constrained by properties of the implementation technology they target.

A model-based design process comprises a range of models representing different aspects of system behaviour. The automated design process proceeds by refining, integrating, and analyzing these models in a complex flow [51]. This complex, iterative model construction process is combined with model analysis to establish required properties and model transformations for integrating models, extracting information for analysis, or translating them into code. The richness of the model-based development process is formally encapsulated by the MDE paradigm.

As development in MDE and associated tools and technologies is increasing, it has become a promising approach not only for software engineering but for hardware as well as system engineering, attracting much attention in industry and academia [52]. Above all, MDE plays a very important role, which contributes to modeling, automatic code generation and bridging the gap between different technologies. The key concept in MDE is the model, in addition to a couple of core relations related to the former. The first is representation (a model is a representation of a system); the second, conformance (a
model conforms to a metamodel). These two relations are separately presented in the following sub-sections. Another key notion of MDE, model transformations, is also discussed. Furthermore, the advantages of MDE are illustrated subsequently following the introduction of the previous concepts, along how MDE is put in practice for the modeling and design of embedded systems.

### 2.2.1/ MDE BASICS

#### 2.2.1.1/ MODELS

A model signifies a representation of some reality or system with an accepted level of abstraction, i.e., all unnecessary details of the system are omitted for the sake of simplicity, formality, comprehensibility, etc. A model has two key elements: concepts and relations. Concepts represent things and relations are the links between these things in reality. A model can be observed from different abstract perspectives (views in MDE). The abstraction mechanism avoids dealing with details and eases re-usability.

<table>
<thead>
<tr>
<th>Level</th>
<th>Relations between models</th>
<th>Examples</th>
</tr>
</thead>
<tbody>
<tr>
<td>M3 Metametamodel</td>
<td>Meta Class</td>
<td>Is a</td>
</tr>
<tr>
<td>M2 Meta-model</td>
<td>Class</td>
<td>Source</td>
</tr>
<tr>
<td>M1 Model</td>
<td>Account</td>
<td></td>
</tr>
<tr>
<td>M0</td>
<td>- Number: Integer</td>
<td></td>
</tr>
<tr>
<td></td>
<td>- Balance: Integer</td>
<td></td>
</tr>
</tbody>
</table>

![Figure 2.1: Different levels of modeling in MDE](image)

#### 2.2.1.2/ META-MODELS

In order to be interpretable by a machine, the expression, with which a model is represented is pre-defined formally. This is achieved by a metamodel. In MDE, a metamodel is a collection of concepts and relations for describing a model using a model description language (such as UML), and is used for defining the syntax of a model. A metamodel can be viewed as an internal representation of the different models in a high-level synthesis flow.

Each model that is designed according to a given metamodel is said to conform to its
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metamodel at a higher level. This relation is analogous to a text and its language grammar. Here level does not signify an abstraction level, but a definition level. A metamodel itself is also a model, thus it also conforms to another metamodel. However, in order to define a model, it is not convenient to define an infinite succession of metamodels, with each one conforming to other at a higher level. One formal solution to this issue is the definition of a metamodel, which conforms to itself, i.e., it can be expressed only by using the concepts it defines. Currently, widely used metamodels, such as Ecore [55] and MOF [56], are examples of such kind of metamodels or metametamodels.

Figure 2.1 represents the relation between models and metamodels. One of the best known metamodels is the UML metamodel. The M0 level is the representation of some reality (a computer program). In this example, several variables (Number and Balance) take values that are assigned to them. The M1 level is the lowest level of abstraction, where the concepts can be manipulated by developers. For instance, declarations are found for the variables used at the M0 level and the notion of Account, which contains these variables. The model at the M1 level conforms to the metamodel at the level of M2. The concepts manipulated by developers at M1 are defined and situated at this level. Account is a Class, whereas variable declarations are Attributes enclosed in the Class. Finally, a metamodel at the M2 level conforms to a metametamodel (at the level of M3). The latter conforms to itself. In the example, the concepts, such as Class and Attribute, are metaclasses, whereas the containing relation is a metarelation. The metametamodel can describe itself, e.g., metaclass and metarelation are still metaclasses; and relations such as source and destination are metarelations.

2.2.1.3/ MODEL TRANSFORMATIONS

Models in MDE are not only used for communication and comprehension, but by using model transformations [57], to produce concrete results such as executable source code. With the help of metamodels, to which these models conform to, models can be recognized by machines. As a result, they can be processed, i.e., a model is taken as input (source) and then some models (target) are generated. This process is called a model transformation, as shown in Figure 2.2, it can be seen as a compilation process that transforms a source model into a target model and allows to move from an abstract model to a more detailed model. The condition for a successful model transformation is that both source and target models must conform to their explicitly specified respective metamodels.

Model transformations are always implemented by an engine that executes the transformations based on a set of rules. The rules can be either declarative: where outputs are obtained from some given inputs; or imperative (how to transform). Declarative rules, in general, are expressed in three parts: two patterns and a rule body. The two patterns are the source and target patterns respectively in a unidirectional transformation or the same
pattern acting as source/target in a bidirectional transformation. A source pattern is composed of some necessary information about part of the source metamodel, according to which a segment of source model can be transformed.

Correspondingly, a target pattern consists of some necessary information about part of the target metamodel, according to which a segment of target model can be generated. The link between these two patterns is the rule body (or a logical part according to [58]), which defines the relation between the source pattern and the target pattern. Declarative rules can be composed in a sequential or hierarchical manner. Thus, flexibility and reusability in transformations can be achieved. In a sequential case, all the rules can be executed one by one, hence, all the source patterns of these rules cover the source model and all the target patterns cover the target model. In the hierarchical case, the root rule can have sub-rules [59]. The corresponding source/target patterns directly cover the whole source/target models. Transformations are in general mixed-style in nature (having both declarative and imperative rules) so that complex transformations can be implemented.

### 2.2.1.4/ A MULTI-LEVEL APPROACH IN MODELING AND TRANSFORMATIONS

The Model Driven Architecture, or MDA, is the most widespread approach in Model-Driven Engineering. This approach has been introduced by the Object Management Group (OMG), an international consortium [60]. The MDA approach brings together multiple standards, wherein the Meta-Object Facility (MOF) [56] is a metametamodel, and the Unified Modeling Language (UML), in conformity to MOF is employed for the creation of models (and if extensions are required, it permits the creation of the so-called profiles). Furthermore, the XML Metadata Interchange (XMI) standard [61], which describes a format based on XML is used in the context of the serialization of objects conforming to MOF (typically, an UML model can be encoded into an XMI file, so it can be used by other tools).

The basic principle of MDA is the division of the problem specification in different mod-
els. Between the different abstraction levels of a modeled system and its resulting code, intermediate levels then can be created. At each intermediate level, a model and its corresponding metamodel are defined, hence a complete model transformation turns into a compilation chain, consisting of successive transformations. These intermediate models do not increase the overall workload. On the contrary, they are added when it is difficult to bridge the gap between two models directly. At each intermediate level, implementation details are added to the model transformations. Usually, the initial high level models contain only domain specific concepts, while technological concepts are introduced seamlessly in the intermediate levels.

Figure 2.3: A global overview of the MDA approach

A typical example is the Platform-Specific Model (PSM) defined in Model-Driven Architecture (MDA) that is situated between Platform-Independent Model (PIM) and the resulting code (Platform Specific Model). This multi-level approach contributes in reducing the complexity of transformations. For instance, the information needed to transform a high-level model to a low-level one is divided into several portions, each of which is included in a transformation.

New rules in a model transformation extend the compilation process and each rule can be independently modified; this separation helps to maintain the compilation process and facilitates in making the transformations modular. The advantage of this approach is that it enables to define several model transformations from the same abstraction level but targeted to different lower levels, offering opportunities to target different technology platforms. Another advantage is that the development of a chain of transformations can be concurrent, once intermediate models are defined.

2.2.2/ THE UML MARTE PROFILE FOR EMBEDDED SYSTEMS DESIGN

UML is considered as one of the main unified visual modeling languages in MDE. The UML metamodel [54] was standardized in 1997 by OMG. Since its standardization, UML has been widely accepted and adopted in industry and academia. UML now provides support for a wide variety of modeling domains, including real-time system modeling [62].
It has been proposed to answer the requirements of modeling specification, communication, documentation, among other purposes. It integrates the advantages of component re-use, unified modeling of heterogeneous systems, different facets modeling of a system, amongst others. As UML is widely utilized in industry and academia for modeling purposes, a large number of tools have been developed for its support.

When UML is utilized in the framework of MDE, it is usually carried out through by its internal metamodeling mechanism termed as a profile \[63\]. A profile is a collection of extensions and eventually restrictions. A profile is created when the UML metamodel is not sufficient enough to model the concepts related to a specific domain. Creation of a profile permits to use UML as a Domain Specification Language (DSL) \[64\].

An extension at the profile level is called a stereotype. It specializes one or several UML classes and can contain supplementary attributes known as tagged values. With a profile, a designer has an increasing level of design freedom at his fingertips, as he can model his targeted domain concepts via existing or user customized UML concepts. Additionally, crucial or lacking features related to a domain can be added to the profile \[65\]. Also, UML profiles benefit from an extremely large presence of graphical UML modeling tools for manipulating UML models. This is also one of the reasons that the metamodels related to a model are also graphical in nature. This allows the designers to work with available tools and carry out their proper extensions. With aid of model transformations, it is possible to pass from an UML model conforming to a UML profile to another intermediate model conforming to its respective metamodel (on which the model transformations are based), and making possible to carry out the intents of MDA \[66\].

The use of model based approaches for SoC co-design has been thoroughly discussed in \[67\]. UML/MDE has been adopted in co-design methodologies in recent years with relatively success. The extensions mechanisms capabilities of UML have stimulated its use in embedded systems modeling \[68\]. In particular, structural modeling has been the most prominent application of the UML in SoC design, for specification of requirements, behavioural and architectural modelling, and system integration. There are several approaches which use the UML profile and extensions to support embedded hardware resources modelling \[69\]. In this thesis, we do not engage in a thorough discussion of the different UML Profiles for SoC, since it is not the principal focus of our work; nevertheless, the reader is directed to works that deal with the advantages and shortcomings of the different approaches \[35\].

Among the UML profiles dedicated to the conception of complex real-time systems, MARTE \[70\], a standard first introduced by the OMG, and which stands for Modeling and Analysis of Real-Time Systems, has distinguished itself from the others for its capacity to provide precise concepts for the modeling of hardware architectures related to Systems-on-chip; the standard is in fact a replacement for a previous specification, the SPT Profile. The MARTE profile extends the possibilities to model the features of software
and hardware parts of a real-time embedded system and their relations. It also offers additional extensions, for example to carry out performance and scheduling analysis, while taking into consideration the platform services (such as the services offered by an OS). Figure 2.4 presents the global architecture of the MARTE profile and its decomposition into packages. The profile is structured in two directions: first, the modeling of concepts of real-time and embedded systems and secondly, the annotation of the models for supporting analyses of the system properties. The organization of the profile reflects this structure, by its separation into two packages, the MARTE design model and the MARTE analysis model respectively. These two major parts share common concepts, grouped in the MARTE foundations package: for expressing non-functional properties (NFPs), timing notions (Time), resource modeling (GRM), components (GCM) and allocation concepts (Alloc). An additional package contains the annexes defined in the MARTE profile along with predefined libraries.

![Figure 2.4: Global architecture of the MARTE profile](image)

We briefly give an overall summary of the MARTE concepts present in both the MARTE metamodel and the MARTE profile. However, we concentrate on those packages that are closely related to the modelling of the platform components of a SoC System.

- **Core Elements**: Describes the basic core concepts in the MARTE specifications, such as Models, Model Elements (such as Classifiers) and their associated behaviours. The behaviours can be any thing such as state machines, activity diagrams, interactions (sequence diagrams/ timing diagrams), automatas, etc.

- **Non Functional Properties (NFPs)**: They allow describing properties which are not related to functional aspects such as energy consumption, memory utilization,
consumed resources, etc. This is a critical aspect for a detail description of an RTES.

- **Generic Resource Modeling (GRM):** This package introduces the concept of Resource and Resource Services. Resources can be classified into types, such as computing, storage and synchronization resources. Resources can also be managed and brokered and can be scheduled. This notion allows to model shared and mutually exclusive resources.

- **Allocation:** The allocation package permits allocating the application model onto the architecture model. With combination of the distribute concept introduced in the repetitive structure modeling (RSM) annex, the allocation of multiple tasks on multiple/single processing units can be carried out. The allocation can either be spatial or temporal in nature.

- **Generic Component Modeling (GCM):** Permits to define concepts such as components, ports and instances. The SYSML concepts of block diagrams and flow ports have been integrated in MARTE.

- **Detailed Resource Modeling (DRM):** This package is divided into two sub packages:
  - **Software Resource Modeling (SRM):** This package is used to describe parts of standardized or designer based RTOS APIs. Thus multi-tasking libraries and multi-tasking framework APIs can be described.
  - **Hardware Resource Modeling (HRM):** The hardware concepts in MARTE allow to represent hardware architectures in several views. The views can be either functional, physical or hybrid in nature.

- **Value Specification Language (VSL):** The language which is to be used in NFP constraints. VSL defines data types, parameters, constants, enumerations and expressions. These VSL expressions can be used to specify non-functional parameters, values, operations, values and dependencies between different values in a model.

### 2.2.3/ MDE APPLIED TO SoC CO-DESIGN METHODOLOGIES

The aforementioned MDA approach practices are well represented by the Model-driven Engineering (MDE) paradigm [71] that in which system modeling is also performed making use of the UML graphical language. MDE enables high level system modeling (of both software and hardware) with the possibility of integrating heterogeneous components into the system. Model transformations can be carried out to generate executable models from high-level models; furthermore, MDE is supported by several standards and
tools. Many co-design MDE methodologies have been proposed over the years (for instance [72]). Traditionally these methodologies made use of the Y schema presented originally in [73]; this approach has been adapted to represent how co-design methodologies face the system design process. Its three axes represent functional behaviour, hardware architecture and final implementation in specific technologies (e.g., circuit, programming languages). The central point of these three axes denotes the allocation of the application resources (data and instructions) onto hardware resources (such as processors and memories). In parallel, elementary concepts in software and hardware can be deployed with user defined or third party Intellectual Properties (IPs) implemented by some specific technology.

As depicted on Figure 2.5, the architectural (hardware) and behavioural (software) parts of a complete system can be developed in parallel by different teams in order to benefit from their respective experiences in different domains [74]. Moreover, concurrent and parallel development of hardware and software by different teams helps to shorten the overall design time. For instance, the software teams do not need to wait for the final configuration/netlist of the architecture conceived by the hardware team to start developing the software. The application behaviour is then mapped onto the hardware architecture, on which different analyses (such as simulation) can be performed. Analysis results can be used for the modification of the original design at the system modeling stage; and at the mapping stage for different purposes resulting in a Design Space Exploration (DSE) strategy [75]. If the mapping result is approved by the analysis, it can be utilized for implementation purposes.

The deployment phase of such a methodology is instrumental, since enables the generation of a complete and synthesizable SoC description from a high-level description in
MARTE [35]. Designers must be able to precisely associate abstract components with their corresponding IP low-level implementations, while remaining at a high abstraction level. More precisely, sufficient information must be provided at this stage so that the code integration and parameterization on the IPs can be carried out automatically in the last step of the compilation chain, the system generation phase.

The deployment provides the designers a means to link the basic building blocks, which are the elementary components in the UML models to implementations that embody the related behaviour (i.e. IPs described using VHDL). Similarly, information related to the IP interfaces must be taken into account for facilitating IP integration and system composition. Thus, interface compatibility between an elementary component and associated IP must be ensured in order to determine the exact manner in which an IP must be used.

The deployment metamodel has four main features, which are explained as follows:

- **Associating IP with properties:** Traditionally, IPs need to be configured at the instantiation phase, for configuring internal functionalities or selecting certain features. Therefore, parameters information must be available so at least some functionalities can be controlled, propagating this information as constraints for the rest of the compilation chain. Furthermore, design flow specific information might be necessary, in order to make use of a particular component in a targeted back-end. For instance, in case of hardware IP, properties such as consumed resources could be provided, along the required compilation options.

- **Component re-utilization:** As mentioned previously, the reuse of hardware and software IPs is extremely important for design productivity. When developing a new SoC, the building blocks are not developed or created from scratch, but are off-the-shelf components internally developed or purchased from third parties.

The deployment level should also enable the creation of IP libraries. The deployment level extension in the MARTE standard makes emphasis not only on how the IPs can be described independently from a specific SoC model, but also to ensure that the usage of components from a library is as simple and intuitive as possible.

- **Abstraction of associated functionality:** An elementary component linked to the implementation of a component is an abstraction of its functionality. However, this IP is specific to a target execution platform and technology (e.g. TLM, RTL). This choice must be made at the deployment phase in an easy and intuitive manner.

- **System Composition and Generation:** The deployment metamodel also provides a means of generating the executable back-end model. This is because the deployment model contains sufficient information of both the platform (component instances, their parameters, and interconnections). Then, a platform can be generated through model transformations from an intermediate representation, typically stored in an XMI file.
Despite the success and widespread adoption UML for SoC Co-design and in the modeling on real-time embedded systems, there are still several issues that must be addressed before it can be fully adopted by the industry. The main disadvantage of recent efforts in applying MDE to SoC design has been precisely in the passage from the high-level models to the code generation. This is due to the lack of standardized representation at the deployment level, in which typically metamodels of the architecture and of the IPs are used for performing the link between the high-level models and their underlying implementations (e.g. TLM or RTL). It must be noted that this is indeed an IP reuse/design by reuse problem [45], an issue that has prevented the SoC industry with promoting the much looked after design productivity gains, and which will be explored in detail in the next section.

2.3/ IP REUSE

This section has two purposes. The first one is to summarize the efforts carried out in the last years in the area of IP Reuse, specifically those efforts in the creation of Systems-on-Chip for reconfigurable platforms (i.e. FPGAs). The second goal of this work to delineate a framework for the specification of parametrizable IP cores which can be deployed not only in the traditional design flows for the creation of SoCs in reconfigurable logic, but also in the context of Reconfigurable Systems.

In order to propose the aforementioned framework, it is vital to understand the evolution of the efforts in the area of IP Reuse, which is one of the axes of this work. This methodology is focused on leveraging the complexity associated with the creation of Systems-on-Chip, where traditionally systems have been assembled by creating the cores as needed from scratch [73]. Through the reuse of IPs, a system can be created from a library of IP cores interconnected using commodity standard buses. The flow should produce a model which can be used through the entire process from design exploration to verification and hardware/software co-design. The final stage should allow the model to be imported in any ASIC or FPGA design flow for implementation. This section introduces basic concepts of IP reuse, and delimits the object of study of the subsequent subsections.

Afterwards, it explores the problems and main issues limiting the use of the IP Reuse design flows. Its widespread adoption has remained elusive for many reasons, being particularly important the absence of common methodologies for the description and parameterization of IP cores, the lack of standardization of interfaces, processes, flows, automation, and quality verification [76]. Nevertheless, the concept of IP Reuse as a whole is useful as a launching pad for the conceptualization of IP cores, since it provides a common ground for all the parties involved in the creation of Systems-On-Chip. Therefore, this section deals as well with the responsibilities of each of these parties for the success in adopting reuse methodologies.
2.3.1/ IP Reuse Basics

A functional model of an IP component contains a lot of information, but it does not often contain the information about how it was meant to be used, what restrictions are placed on its usage or the way in which it is meant to be connected. This information is considered to be metadata about that block and was often the principal information that would have been found on a specification sheet for a device. Once that information is captured in a formalized manner it can be used by tools to help with things such as system construction, enable system consistency to be analyzed, or reduce the burden of things such as documentation. Metadata is especially relevant for the level of IP blocks and the associated models, whether hardware, software, or verification IP. As mentioned above, meta-models convert the unstructured data found on component datasheets or specifications into a more structured format that may be amenable to tool-based processing.

IP reuse and design reuse for co-design methodologies of System-On-Chip is not really new. IP is just a new name for what was formerly known as macro/mega cell, core or building block. What it is new is the growing complexity of the cells and more importantly, the increased heterogeneity of functions that can be used in a SoC. Even the pure, block-oriented instantiation of functional units in a SoC or NoC platform can be referred to as design by reuse. However, in order to actually promote IP reuse and design by reuse, the complex blocks must have been purportedly designed for this means, as depicted on Figure 2.6.

Design reuse is defined as the inclusion of previously designed components (design IPs) in software and hardware in a System-On-Chip architecture. Design reuse makes it faster and cheaper to design and build a new SoC, because the reused components will not only be already designed but also tested or verified for correctness. Hence, it is a necessity for efficient implementation of SoC designs. According to a recent study, design teams can

![Figure 2.6: IP ecosystem and issues for widespread IP reuse adoption](image-url)
save an average of 62% of the effort that they would otherwise expend in the absence of reusing previously designed blocks. Reuse of IPs span across the different abstractions, which requires extending the IP definition and reuse to different levels of abstraction.

In recent years, several efforts and works have been carried out by the industry and the academia to leverage some of the problems related to IP reuse. Efforts for the standardization of IP interfaces have progressively appeared, such efforts can be globally classified as component-based design methodologies [77, 78]. The components on a SoC are connected together by an on-chip communication architecture backbone that supports all inter-component data communication, both within the chip as well as with external devices (e.g., external flash drives). These SoC communication architectures have been shown to have a significant impact on the performance, power consumption, cost, and design time of SoCs. Indeed, modern SoC design processes are increasingly becoming communication-centric, since reusable components (e.g., processors, memories, etc.), as well as custom hardware blocks and interfaces, need to be connected via a communication architecture fabric, with the goal of meeting various design constraints such as cost, performance, power/energy, and reliability.

Contemporary IP-based design flows are based on the premise of design reuse, with the system designer stitching together disparate IP blocks using the critical communication architecture fabric for data communication between the IP blocks [79]. Thus the communication architecture enables mixing and matching of different IP blocks to create a SoC. Furthermore, the communication architecture provides designers the ability to explore multiple communication schemes, topologies and protocols, thereby providing product differentiation to meet a diverse, multi-dimensional set of design constraints, including performance, power/energy/temperature, cost, reliability, and time-to-market [80]. Most component-based design approaches build SoC architectures from the bottom up, using pre-designed components with standard interfaces and/or a standard bus. For example, IBM defined a standard bus called CoreConnect [81], and ARM makes use of the AMBA AXI protocol [82]. When needed, wrappers adapt incompatible buses or component interfaces. Typically, internally developed components are tied to in-house (proprietary) standards, so adopting public standards implies significant effort to redesign interfaces or wrappers for legacy components.

This represents a dilemma: on one hand, major productivity gains are needed, leading to techniques such IP reuse. On the other hand, such approaches have made it more difficult for the SoC industry to carry out the verification and validation of systems comprised by components from multiple vendors. A possible way to reduce this time is to make further reuse of pre-existing cores in tandem with interface and parameterization standards. Thus, IP reuse and design by reuse have motivated the creation of industrial and academic consortiums with the aim of developing standards for enabling the exchange of IP cores among IP providers and SoC integrators [83]. Primarily, standards such as the Virtual Socket Interface (VSIA) [84] and subsequently the Open Core Protocol Interna-
tional Partnership (OCP-IP) [85] which aimed at creating standardized virtual sockets for seamless IP Core integration in SoC architectures, have been proposed. Such reuse is best facilitated by model transformation techniques available with meta-modeling [86]. This kind of reuse allows coherence between the verification models at the various levels, and greater productivity by reducing the need to manually create verification IP for the design at each abstraction level. IP reuse requires that a library of IP blocks be available to the designer, along with a suitable CAD environment that lets the designer compose these IP components in a well-defined manner. Structural and behavioural constraints must be imposed on the way such composition can be carried out for the composed system to be correctly constructed. Meta-modeling helps in designing such a constrained environment; meta-information on IP components helps in checking that the constraints are met; and metaprogrammable APIs allow for adding various model analysis and transformation tools to the environment for further processing, test generation, and verification.

An orthogonal approach has been carried out by the Spirit Consortium through the IP-XACT standard [87], which proposes an IP-reuse approach to enable IP configuration and integration by utilizing metadata exchanged in XML format between tools and SoC design flows. The use of standards such as IP-XACT simplifies the description of IP cores and its integration in SoC design flows: tools by different vendors integrate IP-XACT editors and generators and it seems that its adoption will grow over time. In fact, the IP-XACT has been recently adopted as a standard by the IEEE, with the working name of IEEE 1685-2009, IEEE Standard for IP-XACT, Standard Structure for Packaging, Integrating, and Reusing IP within Tools Flows [88].

2.3.2/ REUSABLE IP

The main prerequisite for creating SoC through IP Reuse is the existence a library of IP blocks that support plug-and-play integration (using a component based approach) [89]. An IP library supporting various timing, area, power configurations is the key to SoC success as it allows mix-and-match of different IP blocks. In this way, a SoC integrator can apply the tradeoffs that best suit the needs of the target application. The process of creating a reusable IP blocks, however, differs from the traditional design approach. Typically, it may require five times as much work to generate a reusable IP block compared to a single-use block. Details on the IP design process may be found in a wide variety of sources. However, the most noteworthy reference on the subject is the Reuse Methodology Manual (RMM) [90], which provides a comprehensive set of guidelines on the reusable IP design process. In the sections to follow, we provide an overview of the issues in design issues for reusable IP.

Digital IP blocks are the most popular and ubiquitous form of reusable IP in industry today.
Many of the tools and design methodologies for creating digital IP were already in place when the concepts of reusability emerged [44, 73]. However, there have been wholesale changes in the design flow to fully enable reusable design. In addition, there are many technical issues that need to be addressed, as the IP developer must anticipate all of the applications in which the IP block may be used. The first step includes the generation of suitable documentation for the IP block. The second step includes code design, synthesis, and design for test. Somewhat surprisingly, the second step of implementation is only a small part of the reusable IP design process [91]. In fact, depending on the size and type of the IP, the third step of verification may take up to 50% of the total time. Since the IP may be reused many times in a variety of unanticipated applications, design errors within the block cannot be tolerated. The goal of verification is to achieve 100% code coverage and close to 100% functional coverage to ensure the IP block works correctly.

### 2.3.3 Classes of IPs

The actual form of a reusable IP core can vary depending on the way in which the IP developer/vendor chooses to provide the core to the system designer. There are three main categories: soft, firm, and hard. These forms are described below and their relationships and tradeoffs are depicted in Figure 2.7 and described as follows:

- **Soft IP blocks**: Usually specified using RTL or higher level descriptions. They are more suitable for digital cores, since a hardware description language (HDL) is process-independent and can be synthesized to the gate level. This form has the advantage of flexibility, portability, and reusability, with the drawback of not having guaranteed timing or power characteristics, since implementation in different processes and applications produces variations in performance.

- **Hard IP blocks**: They have fixed layouts and are highly optimized for a given application in a specific process. They have the advantage of having predictable perfor-
formance. This, however, comes with additional effort and cost, and lack of portability that may greatly limit the areas of application. This form of IP is usually pre-qualified, meaning the provider has tested it in silicon. This adds some assurance to its correctness.

- **Firm IP blocks**: These blocks are provided as parameterized circuit descriptions so that designers can optimize cores for their specific design needs. The flexible parameters allow the designers to make the performance more predictable. Firm IP offers a compromise between soft and hard, being more flexible and portable than hard IP, yet more predictable than soft IP.

Until very recently, most digital IP blocks came in the form of hard IP. For example, ARM and MIPS core vendors would provide behavioural models and black-box layouts of the processors for use during design and verification, and then drop in the hard IP at the foundry facility before fabrication. This afforded the vendor some level of IP protection while allowing the customer to carry out designs using the IP. More recently, soft IP has become the preferred handoff level, specifically in the area of Reconfigurable Logic and Reconfigurable computing, where companies offer IP solutions along their logic and electronic platforms [11,92].

Typical soft IP include interface blocks (USB, UART, PCI), encryption blocks (DES, AES), multimedia blocks (JPEG, MPEG 2/4), networking blocks (Ethernet), and micro-controllers (Xilinx PicoBlaze, MicroBlaze or Leon). The RTL descriptions usually are configurable in the sense that certain parameters are user-definable to tailor the block to the needs of the customer. This allows selective inclusion or exclusion of distinguishing features which can impact the final implementation performance, cost, and power. In the case of a processor core, parameters such as the bus width, number of registers, cache sizes, and instruction set may vary from customer to customer, so the flexibility of soft IP allows for their modification before synthesis. Other IPs, for instance video controller, might support multiple interfaces or standards which do not need to be synthesized and implemented on the FPGA or ASIC fabric) and thus, a customization mechanism through constraints must be used at the deployment level.

### 2.3.4 The IP Reuse Cycle

In the previous section, we have discussed some of the most important concepts on IP reuse. We have also provided a very general IP taxonomy, based mainly upon on their degree of flexibility regarding parameterization. However, when using a hardware description language such as VHDL, usually all the IPs are reused in the same manner, by following a reuse cycle methodology [93], which consists of four main steps, as depicted in Figure 2.8.
• **Retrieval (a):** An IP block is selected corresponding to the respective specifications. This selection can be made manually or automatically.

• **Instantiation (b):** If an IP has been selected, the necessary designs are instantiated. This implies the interconnection of the IPs, their parameterization and in some instances, customization via controlling parameters. This instantiation can be performed at several levels of abstraction, depending on the intended flow.

• **Design (c):** Once the design or top-level netlist has been obtained, a design flow is applied. This means that a target technology has to be chosen in order to obtain a synthesized description, optimized for the chosen back-end.

• **Retain (d):** In some instances, a design can be reused in the form of a hierarchical component. Then, its specification must be generalized (for reuse-relevant parameters and creating and interface wrapper for plug and play, are two examples). Moreover, a design flow (in the flow of tool specific parameters, directives or options) must be associated before it is stored in the library.

This reuse cycle flow can then be applied to any methodology, being a conventional VHDL-based approach or through high-level synthesis techniques, (e.g. platform-based design, MDE), if certain conditions are met and by taking the following steps [94]:

• The standardization and analysis of specifications (steps a,d on Figure 2.8). This implies applying constraints in the way the IPs are coded, the use of common interfaces and synthesis procedures, and on the other hand, the analysis of the specification with regard to correctness, the feasibility of synthesis, and reusability. The standardization also applies for the IP parameters specification, which provides
many opportunities for defining automatic procedures during the integration phase, and through graphical user interfaces (GUIs), their parameterization and customization (i.e. soft IPs)

- The design of a platform (at multiple levels of abstraction) by using pre-existing IP blocks from the library (design by reuse, steps a,c, and d). The design of the platform requires the use of heterogeneous IPs, and thus, defining an IP taxonomy becomes a necessity; for instance, IP can be divided in groups such as communication, video processing, mathematical operations, compression, amongst others. Such a classification is reasonable, since each class of IP requires different kind of attributes for its characterization. Then the creation of platform through composition consists, as mentioned before, on instantiating a set of components (adding parameterization information) and in defining their interconnections.

- The development of parameterized procedures (e.g. scripts for steps b,d) for synthesis or compiling associated IP drivers depending, eventually, on other controlling parameters (customizable IPs) through constraints propagation. This information must be associated to the IPs in the library, and used along an appropriate design flow for obtaining the desired results (e.g. logic synthesis, drivers compilation, test-bench generation)

- The development of parameterized data sets (e.g. stimuli) for verification purposes (steps c,d). These data sets can be used for facilitating the IP evaluation, and prove whether the functionality of a piece of IP meets the requirements.

- The design of reusable IPs (design for reuse, step d), for IPs not already in the library [95]. Through the definition of standard coding techniques and common interfaces, the automatic integration of IPs is greatly improved; then, it is important that new IPs undergo similar procedures if they are not suitable in their current form. Making reusable components also encompasses the use of a component-based approach by using well accepted bus interfaces such as IBM's CoreConnect [81] or ARM's AMBA AXI [82], for promoting easy of use plug-and-play methodologies, or in the case of MDE methodologies, for abstracting the complexity of inherent in describing an interface.

- The database design for IP libraries (data management, step d). The use of IP databases and the associated retrieval mechanisms, implemented in many CAD tools, provide means for obtaining parameterized specifications, a hierarchical selection/navigation of the IP information, and support for the creation of GUIs that facilitate creation of complex systems employing design by reuse techniques. However, standardization in the design of the IP and system descriptions need to be attained so that IP reuse and design by reuse can be effectively exploited.
As the last point makes it clear, the standardization of IP interfaces and specifications is not enough, given that the functionalities of the IP and how they are intended to be used cannot always be inferred from the interface and the parameters themselves. Moreover, the way IPs have traditionally been provided by IP vendors (VHDL code or presynthesized netlists) does not promote design by reuse effectively: the IP data has to be extracted by humans, and the interconnection performed manually, which is a very prone to error process (increasing in many cases the productivity gap).

The productivity gain looked after by IP reuse methodologies can be further improved if the processing of IP data (e.g. interfaces, parameters, scripts directives) is automated. To be more precise, a flow and flexible methodologies (supported by CAD tools) are needed that can process multiple IP sources and which can effectively transform their associated data into an SoC platform. This flow and methodology need to address automatic and correct integration of IP blocks, as their parameterization, verification, and synthesis. Automating the processing is important in order to be able to quickly handle updated versions of subsystems and generate consistent outputs.

This problematic will be addressed in the next section, and the ideas discussed in it will serve as a launching pad for introducing the contributions of this thesis work.

2.4/ Metadata-driven SoC IP Reuse and Integration

In the Electronic Design Automation (EDA) domain, the management of data and metadata plays an important role in the context of system-level design [96]. Many design flow methodologies use a pattern which consists on assembling reusable sub-systems and/or Intellectual Proprietary blocks (IP) to construct complex system platforms. This design process relies heavily on metadata. The formalisms used to describe system architectures within this process are often referred to as models of architecture.

Over the last decade, special architecture-oriented languages have been developed in order to support these formalisms; they are known as architecture description languages (ADL) [97]. Many projects such as Colif [98] and OpenFPGA [99] have built the syntax of their ADLs on the XML [100] technology stack, as a means for metadata management and its manipulation. XML has attracted significant attention over the years as a flexible way to define structured information exchange or languages in various domains [101,102].

As one of many mark-up languages, it trades off brevity, readability, and human comprehension for ease of programmatic parsing and use in automate tools and systems. XML is a meta-format from which particular languages or notations can be constructed either using a DTD (Document Type Definition) or XML schema. Therefore, XML can be used for classifying information in electronic databooks, which have been used in many domains, such as in Electronic System Level design [103].
2.4.1/ THE METADATA-DRIVEN COMPONENT COMPOSITION FRAMEWORK

The use of metadata in the context of SoC design has been an active area of research in which tools, globally known as Metamodeling-driven Composition frameworks (MCF) \[104\] have been developed for addressing several issues in SoC development, such as IP reuse and automatic platform composition. These techniques have orthogonal concerns with MDE approaches and Platform-Based Design, and have proven successful in facilitating tasks related to IP reuse, which are described as follows:

- **System requirements specification:** A metadata-based approach lets the designers specify the system requirements as a platform or as an abstract template. These templates facilitate the visualization of data intended for automation, which can be simultaneously modified (for IP parameterization or customization) and then used in subsequent stages of a design flow (i.e. synthesis through model transformations).

- **IP metadata for reuse:** The IP metadata necessary to enable reuse includes compositional characteristics at both the structural (ports, widths, parameters) and the behavioural levels (usually by pointing to the implementation artifacts of the IP, but also the design flow directives used for obtaining synthesizable results). This metadata is mined from the IP library through automated extraction techniques, at multiple levels of abstraction.

- **IP metadata representation:** This meta-information is represented using XML schemas and populated in XML data structures to enable processing through XML parsers and promoting highly effective design automation capabilities to the flow in which they are inserted.

- **IP selection and composition:** Metadata in the XML component description can be used to select IP implementations that structurally and behaviourally match the components in the visually defined platform. This is especially important when exploring multiple system configurations, since it facilitates design space exploration by abstracting low-level details.

In the discussion that follows, we aim at drawing an analogy between the MCF paradigm and those efforts in MDE methodologies for SoC. For both approaches to be of any use, the syntax and semantics of the employed visual composition model must be captured into a metamodel \[105\]. This corresponds to the architecture and deployment models in current MDE methodologies, in which the meta-models can capture the platform information at several levels of abstraction (e.g. TLM, RTL). As explained previously, in MDE approaches, the deployment phase associates the abstract high-level representations of the IPs with those the artifacts used to implement their functionality. Moreover, the deployment models are usually target specific, meaning that from this phase it is possible to generate an executable model as the end product.
These meta-models can be developed using a combination of UML and the Object Constraint Language (OCL) \[106\]. Then, a design environment lets a user/modeler to visually construct a platform conforming to the meta-model underlying restrictions \[107\]. This step is shown in the top block (a) on Figure 2.9, which is labelled as Modeling Front-End. The entities allowed in the Component Composition Model at various levels of abstraction such as RTL and Transaction Level (TL) represent hierarchical descriptions \[108\]. The visual model and the behavioural properties are converted into an internal XML representation (b), XML-IR on the figure) which is used for design automating the selection, instantiation, and parameterization of the IPs that comprise the model, which must conform to a platform metamodel.

The most important feature of an MCF approach for co-design, is the existence of an IP library of RTL or SystemC cores, as depicted on the block c) on Figure 2.9. The reflection mechanism is used to identify, extract, and represent IP-specific meta-data contained in the IP XML structures. For RTL components, the IP reflection extracts two kinds of meta-data: information about ports and interfaces for interconnections, as well as data-types and other parameter values for customization/parameterization, when creating an instance of the component. This meta-data is obtained from mining the IP descriptions or by filling XML structures with information about the IP, manually or automatically \[109\], which also conforms to a metamodel (in this case an IP Block metamodel).

This XML representation of the components, along the system representation, enables IP reuse and facilitates system composition, but the correctness of the selected IPs and of the obtained platform must be ensured. Checkers must be implemented in both phases \[108\], but the IP selection problem can be alleviated by providing ID tags capabilities in the XML component descriptions. The XML intermediate platform representation is known in the literature as an introspective architecture \[110\], which is one that lets the system query its own state and topology. This means that the XML-IR representation can be used

Figure 2.9: Metamodelling-driven component composition framework (MCF) design flow
for parsing the metadata contained in the XMLized IP representations (usually low-level details such as ports and parameters). Along a generator, such a netlister, it helps in the creation a top-level netlist (i.e. RTL) which points to the actual implementation files (for instance, HDL modules). Moreover, EDA information also contained in the XML structure is used for generating the desired target implementation (which depends of the targeted back-end or design flow), such as FPGA netlists. This is accomplished by a generation chain (block d)), which imports the XML-IR and executes a set of programs for producing the desired artifacts.

### 2.4.2 Interoperability Issues

Although metamodeling for SoC has shown great promise during the last decades [51], an important handicap preventing its adoption is the non-standardized nature of the platform XML intermediate representations used in most approaches. Different methodologies target different back-ends, and make use of specialized metamodels for the platform description, leading to XML intermediate representations that might be effective for solving the problem at hand, but which cannot be exploited by other tools or design flows. The lack of support for achieving interoperability has become a major hurdle for promoting the much required productivity gains in the development of complex embedded systems [111]. This is especially true in the context of IP reuse and design by reuse: if each tool or design flow makes use of its own intermediate representation, a major effort is required from the perspective of the different actors in the SoC industry (IP providers, system integrators, CAD tool developers) to make third party IP blocks and their associated representations to work in their own design flows. Furthermore, this lack of standardization makes it more difficult for the academia and the industry to cooperate, since the efforts proposed by the former have been largely ignored by the latter due to the aforementioned issues.

These challenges have been addressed by the academia in recent years, with many efforts looking to promote standard libraries of IPs, such as the OpenFPGA CoreLib [99]. However, it was until the creation of the SPIRIT Consortium [112], and later, the introduction of the SPIRIT Specification, that efforts in the interoperability of IP representations by using metadata began to gain traction, strongly motivated by the EDA companies promoting the endeavour. The efforts of the SPIRIT consortium were brought to fruition by the adoption of the specification into a full-fledged standard, the IEEE Standard for IP-XACT, Standard Structure for Packaging, Integrating, and Reusing IP within Tools Flows [88].

The standard describes a set of XML schemas used to document IP meta-data for SoC integration, in a structured manner. Several industrial cases studies have demonstrated that its adoption facilitates the configuration, integration, and verification in multi-vendor SoC design flows [113][114]. Furthermore, IP-XACT also provides ways to automate the design flows where different tools are used. It is meant to be used by IP providers and system integrators and all major EDA vendors as way to standardize the access to IP
information, as depicted on Figure 2.10, where arrows represent flow of XML/VHDL objects. The IP-XACT standard has been slowly adopted by FPGA vendors as well (in no small part due to the complexity of accommodating procedures, tools and IP representations to operate with the standard) such as Xilinx, with the very recent introduction of the Vivado Tool Suite [115].

The goal of the IP-XACT standard is to provide a standard XML abstraction of hardware components, whatever the language. Hence, by using a standard XML representation, IP and system data can be seamlessly exchanged among the major players of the SoC industry, promoting IP reuse and alleviating the aforementioned interoperability issues. Moreover, the IP-XACT description can also be exploited by customers through specific extensions for tailoring the IP descriptions to their particular needs. Since its original inception by the Spirit Consortium, the IP-XACT standard has gathered enormous interest from the industrial and scientific communities as a means to overcome the complexity of system integration and tool interoperability. A thorough description of the IP-XACT standard is outside scope of this chapter, but the most important notions will be addressed in the next section. Subsequently, full details about the different components of the standard will be provided in the main contribution chapters of this manuscript.

2.4.3/ THE MERGE OF TWO WORLDS: IP-XACT AND MDE

The use of IP-XACT is of particular interest in the development of metadata-driven tools for the conception of System on Chip, both industrial and academic. The use of a common intermediate representation for IP and platform descriptions is then a positive development for the industrial and scientific EDA communities, but also for the ongoing research in System Level Design and MDE for SoC; this is due to the fact that the interest of using IP-XACT has been recognized beyond the industrial circles where it was originally devel-
In recent years, there has been a widespread interest in merging the best from MDE methodologies and metadata IP reuse approaches based on IP-XACT. Initial attempts at coupling UML MARTE with IP-XACT have been gaining traction in recent years, as first presented in a general manner in [117]. Subsequently, an important development towards the integration of IP-XACT in MDE-based methodologies was fully detailed in [118], where one the first metamodels for IP-XACT using UML MARTE were presented. This metamodel has served as a blueprint for providing a front-end for building platform composition frameworks, exploiting the transformation capabilities inherent to MDE in the automatic generation of different back-end platforms from high-levels of abstraction. These efforts will be discussed in more detail in the next chapter, but we outline how the IP-XACT standard was conceived for being integrated into SoC tools in the next section.

As outlined at the end of the previous chapter, in this thesis we propose the use of a component based approach, in which components are assembled from an IP library at high-levels of abstraction, and then through model transformations, a SoC platform is created. Since only Xilinx provides DPR, we make use of the Xilinx XPS tool, which supports IP components making use of CoreConnect and AMBA AXI bus interfaces. In this way, we provide plug-and-play capabilities to our methodology. However, for attaining these goals in the context of an MDE methodology, the IP blocks information needs to be available at high-levels of abstraction (at deployment level, for being able to generate system description) and thus, an IP reflection mechanism must be provided so the IPs metadata can be visualized and exploited in the UML models. Moreover, an intermediate description between the UML models and the back-end must be deployed, and for that, we make use of the MCF paradigm, in which MDE approaches for SoC can be circumscribed. For alleviating the interoperability problems discussed above, the IP-XACT is used as our intermediate representation. The Xilinx specific models can then be obtained from the IP-XACT description through model transformations, using a transformation engine. The rationale behind these choices will be fully detailed in the second part of this thesis.

2.5/ The IEEE 1685 IP-XACT Standard

The objective of this section is to summarize the capabilities of IP-XACT as a method for IP Reuse and Electronic Design Automation (EDA). IP-XACT approach to reusing IP-cores is through a design flow that utilizes metadata exchanged in a design-language neutral format. This enables IP configuration and integration by utilizing metadata exchanged in XML format between tools and SoC design flows [119]. SPIRIT provides the API standards that should be implemented to export the design and configure the actual IPs to create the executable code. However, the designer is required to specify the IP-
explicit meta-information, which is a tedious task and limits the rapid integration. However, this step has been highly automated by several vendors, and it is now possible to obtain up to 60% of the required information of an IP, from sources such as documentation, C header files and VHDL/Verilog descriptions.

IP-XACT is structured around the concept of IP re-use. Electronic Design Intellectual Property, or IP, is a term used in the electronic design community to refer to a reusable collection of design specifications which represent the behaviour, properties, and/or representation of the design in various media. The name IP is partially derived from the common practice of considering a collection of this type to be the intellectual property of one party. Both hardware and software collections are encompassed by this term. In the context of IP-XACT, these collections may include the following:

a) Design objects - These are referred as artifacts in UML, but they can also described other models. Some examples of these can include the following:
1. TLM descriptions: SystemC and SystemVerilog
2. Fixed HDL descriptions: Verilog, VHDL
3. Configurable HDL descriptions (e.g., bus-fabric generators)
4. Design models for RT and transactional simulation (e.g., compiled core models)
5. HDL-specified verification IP (e.g., basic stimulus generators and checkers)

b) IP views - This is a list of different views (levels of description and/or languages) to describe the IP object. In IP-XACT v1.4, these views include:
1. Design view: RTL Verilog or VHDL, flat or hierarchical components
2. Simulation view: model views, targets, simulation directives, etc.

IP-XACT XML meta-data descriptions provide a standardized way of collecting much of the structural information contained in the file sets. IP-XACT also can contain the information that identifies the appropriate files included in a collection to be used for different parts of the design process.

2.5.1/ IP-XACT MODELING OBJECTS

IP-XACT defines four central elements for the description of IPs, which are bus definition, abstraction definition, component, and design. These elements are depicted on the top of Figure 2.11 as well as their interactions in each of the steps of a IP-XACT based design flow. A bus definition describes a bus, such as the PLB, in terms of its most basic properties such as the supported number of masters and slaves. It basically serves as a reference for providing more detailed descriptions of the same bus at different levels of abstraction.
1. An abstraction definition provides a complete description of the set of interfaces of a bus at a specific level of abstraction, e.g., TLM (Transaction Level Model). For this, all interfaces, such as the master and the slave interfaces are described in terms of the respective ports. A port is a distinct interaction point on the bus, which may be a wire port carrying logic values, or a transactional port, typed by a high-level interface. The latter typically refers to a TLM port.

2. A component packages an actual, potentially configurable, IP-core. It may contain multiple views at the core covering different aspects or levels of abstraction. In particular, a component describes the bus interfaces exposed by the core, and the mapping between component ports and the respective ports from the corresponding abstraction definition. In addition, model parameters that enable configuration of IP core itself can be defined, e.g., the actual width of a bus interface.

3. A design describes an actual design as a set of interconnected component instances. These connections are usually made between bus interfaces, but component ports may also be connected directly (ad-hoc connections). Furthermore, the model parameters can be individually configured for each instance. If two components are connected through bus interfaces at different abstraction levels, e.g. one RTL and one TLM, an abstractor can be inserted between the two components to act as an interface adaptor.

4. Finally, the Tight Generator Interface (TGI) enables external tools to perform operations related to an IP-XACT specification such as configuration or model generation. For this, it defines a comprehensive set of SOAP methods for retrieving and modifying all information in a SPIRIT XML file. It is required to be implemented by any IP-XACT conforming design tool.

Figure 2.11: IP-XACT Design Environment and supported XML schemas
2.5.2/ The IP-XACT Design Environment

The second part of Figure 2.11 provides an overview of the IP-XACT approach for SoC design, known as the Design Environment (DE). A design environment enables the designer to work with an IP-XACT design through a coordinated front-end and an IP database. These tools create and manage the top-level meta-description of system design, and may provide two basic types of services: design capture, which is the expression of design configuration by the IP provider and design intent by the IP user; and design build, which is the creation of a design (or design model) to those intentions.

Reusable cores are defined as components in XML and automatically imported into an IP-XACT compliant DE (Packaging). The designer selects IP from the component library and creates complex SoC designs with limited effort (Integration). After composing the design, generator chains are interfaced with third party tools to verify and synthesize the design (Tool Flow). The design approach of IP-XACT has many advantages for a project of the kind of MDE for several reasons. First, it is a standard adopted by the IEEE (IEEE 1685) which means that is expected that IP Providers, IP Integrators and EDA vendor alike will create IP-XACT compatible IPs, which will facilitate enormously the reuse of IPs. However, by creating a design flow that conforms to IP-XACT, tedious tasks like IP wrapping can be highly automated, while still being compliant with tools offered by different vendors.

Moreover, IP-XACT facilitates the interconnection of complex IP using bus definitions defined in XML. An IP-XACT bus definition describes all the ports of a standard bus or IP interconnection scheme. Similarly, bus definitions of standard protocols have been or are being created, which will facilitate the exchange of applications conceived for a system to a new environment in a shorter time and with less effort. Previously, the integration of complex systems has been one of the most complex and prone to error parts of the process, and nowadays this have been completely automated by IP-XACT enabled tools. This capability of IP-XACT has clear advantages in the context of FAMOUS approach, in which very complex SoC systems have to be defined.

However, the system design tool set only defines a DE where the support for conceptual context and management of IP-XACT metadata resides. This means that the IP-XACT specifications make no requirements upon system design tool-architecture or a tool internal data structures. To be considered IP-XACT v1.4 enabled, a system design-tool shall support the import/export of IP expressed with valid IP-XACT v1.4 meta-data for both component IP and designs, and it needs to support the tight generator interface (TGI) for interfacing with external generators (to the DE). This has been done by EDA vendors such as Magillem [120] and Mentor Graphics [121], and we propose to make use of these tools to facilitate the conception of the IP-XACT based Design Deployment Flow.
2.6/ Discussion and Conclusions

From the previous section it must be clear by now that the IP-XACT design environment supports all the features required in metadata-driven component composition frameworks. First, the modeling front-end is represented by the design environment, as depicted on Figure 2.12 a). The XMLized IP-XACT components are obtained through IP meta-data reflection and stored in an IP library, containing both the RTL or TLM implementations and their XML counterparts. These objects are imported into the design environment, in which an introspective architecture can be created by visually instantiating the components from the library and interconnecting them; parameterization can be performed through the use of software APIs supported by the DE, and finally, an executable platform (i.e. described in RTL) can be obtained through generators supported in the standard (interaction shell). It is not the intention of this section to describe in detail how these steps are performed; more information will be provided in the second part of this manuscript. It suffices to say that the creation of the IP-XACT standard has benefited from years of research in both the academia and the industry, and its advantages in the creation of the hardware descriptions of the SoC has been successfully proven.

Nevertheless, the IP-XACT standard, in its current version, does not support all the modeling aspects that approaches such as the MDE look after. Examples of these modeling endeavours are the conception of the application through Models of Computation, Schedulability or Design Space Exploration, and other models such as configuration and state machines for describing the system behavior. However, the inclusion of IP-XACT in an MDE-based design flow can alleviate the interoperability issues of many current methodologies, as discussed in Section 2.4.2, greatly benefiting from the standard nature of the intermediate representation of the IPs and the SoC platform. However, in order to integrate IP-XACT in an MDE methodology, two aspects must be ensured. First
an IP reuse mechanism through IP reflection that permits visualizing IP components at high-levels of abstraction, so a platform can be composed from these IP templates, as depicted on Figure 2.12 b). Secondly, a mechanism for transforming the UML MARTE platform specification (stored as an XMI IR) into its IP-XACT counterpart, a design object description. As discussed in Section 2.2, the model transformations are the central part of any MDE methodology; in the scenario depicted on the figure, a Model Transformation Tool (MTT) would permit the creation of the XMLized component descriptions, and on the other hand, the transformation from the XMI platform representation into an IP-XACT corresponding object. Furthermore, the MTT is also exploited for transforming the IP-XACT design description into the target implementation model, effectively decoupling the high-level models from the intended back-end.

This approach has already gathered attention from the academia, as stated in previous sections, with different purposes. Some of the related works in combining UML/MARTE and IP-XACT would be thoroughly discussed in the next chapter, using the MCF paradigm discussed here as a launching pad. However, none of these approaches takes into account DPR systems nor completely incorporates the IP reuse and design by reuse requirements discussed in this chapter. These are the main contributions of this thesis, as well as the model transformations just described, for supporting a component-based approach using Xilinx Platform Studio, which is the only SoC targeted CAD tool supporting partial reconfiguration. At the end of the next chapter, the complete framework summarizing the discussion of Chapter 1 and Chapter 2 will be provided, and then discussed in detail in the second part of this thesis.
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3.1/ INTRODUCTION

The use of model based approaches for co-design has been thoroughly discussed in different works. Comprehensive overviews can be found in [46] for UML Platform-based Design, as a means for improving the design flow of SoCs in [50], and in a more general framework, for the design of electronic systems in [48]. The approaches vary in terms of the chosen modeling language (UML, SysML), the intended back-ends and purposes (i.e. SystemC for Design Space Exploration) and moreover, the use of specific UML profiles for dealing with the complexity of such endeavours. Nonetheless, the FAMOUS methodology, in which our work is circumscribed, deals with extending the UML MARTE profile with Dynamic Partial Reconfiguration concepts, and furthermore, aims at providing a framework in which the generation of such platforms can be performed from high-level models. Therefore, in the subsections that follow, we focus our attention in methodologies that make use of UML for SoC or UML MARTE; however, it must be noted that the proposed framework could potentially be used in other contexts. The focus of this thesis is to provide these mechanisms to FAMOUS by defining a suitable design flow, and standard intermediate representations for the IPs and the platform, promoting tool interoperability and remaining flow/technology agnostic. By using the IP-XACT standard, an effective decoupling of the platform from the front-end can be achieved, concentrating solely in the desired back-end through model transformations.

The FAMOUS framework differentiates from previous MDE approaches in the sense that the creation DPR systems is its main focus. Nevertheless, the creation of the DPR platform, as mentioned in Chapter 2 is closely related to IP reuse and metamodeling composition frameworks. Therefore, we have taken inspiration from MDE methodologies that make use of UML (in general) or other UML profiles such as MARTE, for the creation of SoC platform models; some of the approaches have different aims, such as design exploration (using SystemC), whereas others, whilst targeting the creation of FPGA SoC platforms, do not make use of standard intermediate representations for the platform model. Moreover, only some approaches have specifically targeted DPR systems, but without explicitly promoting IP reuse.

In the next section we introduce a comparative framework, based on the MCF introduced the previous chapter, for classifying the efforts carried out in recent years in the modelling of SoC platforms using MDE. Then we embark in a description of each of these approaches, and we highlight its advantages and shortcomings; we divide the discussed approaches into two broad categories: Platform Modeling using UML/MARTE Profile using proprietary meta-models (Section 3.3), and secondly, Platform Modeling using UML/MARTE in tandem with the IP-XACT Standard as IR (Section 3.4). This analysis is then used to introduce the contributions of this thesis in terms of IP reuse and Automatic DPR System generation. The chapter ends with a general conclusion, serving as a planning for the rest of the thesis.
3.2/ A FRAMEWORK FOR COMPARING MDE APPROACHES FOR SoC

In this section we present a framework that will be used, as a launching pad, for carrying out a comparative study of the state of the art in the design of SoCs using MDE methodologies. For this purpose, we will make use of a simplified version of the Model Composition Framework first introduced in Section 2.4.1. We have kept the most relevant constituent elements for the comparison, as depicted on Figure 4.14. We proceed at detailing the phases as follows:

![Figure 3.1: A comparison of MDE for the conception of FPGA-oriented SoC](image)

**a) Modeling Front-end:** The FAMOUS approach is based in UML MARTE, but some interesting MDE approaches based solely in UML or UML 2.0 have been proposed. These approaches make use of specialized meta-models and in some instances, their own extensions in the form of profiles for the modeling of real-time embedded systems.

**b) Partial Reconfiguration Support:** The second classification criteria takes into consideration whether or not the proposed methodologies support the modelling of DPR SoCs. Not all the methodologies target the modelling of FPGA-based reconfigurable systems, concentrating more in DSE, but regardless of the chosen abstraction level, the requirements often overlap.

**c) Used Intermediate Representation:** This is the most important aspect that we address in this work. By comparing how the MDE in the past have carried out the meta-modelling of the platform description, we can contrast how much IP-XACT is helping to build new design methodologies that are not only based on a standardized XML-based intermediate representations, but that can also benefit
from the unified API model, and from previous experience in the industry, while promoting IP reuse and tool interoperability.

• **d) Metadata Reflection for IP Reuse:** Many MDE-approaches do not support IP reuse through meta-modelling. Instead, many of those methodologies promote an approach in which the information of the IPs is directly annotated onto the model (often by hand) by using comments. This approach does not take full advantage of the IP meta-data reflection mechanisms described before; therefore, creating a platform at high-levels of abstraction requires analyzing the code (i.e. for parameters), which in our opinion, contravene the very idea of what MDE stands for. Even if IP reuse is promoted through IP meta-model representations, the non-standardized nature of these meta-models does not promote design by reuse. Then, concurrently with the classification criteria c), we discuss which methodologies exploit IP-XACT as an effective means for IP reuse, at several levels of abstraction.

• **e) Supported Back-end(s):** Finally, we classify the discussed methodologies depending upon the targeted back-end. Most of the approaches to be described in the following sections target SystemC, without taking into consideration FPGA implementations of embedded systems. However, these approaches have provided us with some insightful hints into the integration of IP-XACT in our methodology. Nevertheless, some of the discussed approaches target the generation of RTL code, or as in our case, a second intermediate representation used by third-party tools, such as Xilinx, for describing their systems and making more amenable the design process.

### 3.3/ Platform Modeling using UML MARTE

#### 3.3.1/ The MoPCoM Methodology

Several works have tackled the use of UML/MARTE methodologies in SoC design, specifically at the deployment phase. An interesting approach has been carried out by the MoPCoM project [122], which targets the modeling of FPGA based embedded systems, using UML MARTE [123]. In their approach, three models for the system are defined: functional, platform, and allocation. The allocation maps the behaviour onto the platform components, and then HW/SW partition is performed. As depicted on Figure 3.2, they make use of two back-ends: SystemC for simulation purposes, and a VHDL code generation tool to target behavioural modeling. The authors make use of MDA techniques for generating both system representations. As with many other methodologies, they build the platform by using MARTE elements contained in the Hardware Resource Modeling (HRM) sub-profile, and then use the allocation mechanism provided by the standard to map the application onto the platform components.
The authors claim being able to generate both VHDL skeletons from the platform models, and also the generation of the Microprocessor Hardware Specification (MHS), an intermediate representation used by Xilinx tools for creating the top-level system descriptions, which is subsequently transformed for FPGA implementation, as depicted in Figure 3.3. However, in both papers, as with other methodologies, it is not clear how IP reuse is performed in their approach; specifically, no IP library is explicitly used nor an intermediate representation or IP meta-model is defined. Therefore, it is not clear how they link the blocks in the platform model to their low-level (i.e. VHDL) implementation counterparts.

This handicap has been somehow addressed in [124], where the authors managed to add limited IP-reuse capabilities to their approach by creating an ⟨⟨Xilinx IP⟩⟩ stereotype, which enables them to effectively link the UML part instances of the platform model to the low level IP descriptions used by EDK. The Xilinx IP stereotype contains information about the version of the IP block the type of component (e.g. Processor, Bus, Bridge, IP, Peripheral), and permits to add parameterization information to the part instance in UML by defining a ⟨⟨Parameter⟩⟩ data type. Using this information, it is then possible to create the MHS description that contains the components instantiations, with their respective interconnection and parameterization information. However, making a meta-model for Xilinx-oriented platform descriptions ties the methodology to a specific design flow, not promoting interoperability.

Moreover and despite of these efforts, IP reuse information has to be annotated directly in the model, making the process difficult to automate, and promoting IP reuse only partially. This is due to the fact that the parameters of many IPs might be dependent on other parameters or constrains in the design, and therefore, this approach is not suitable for customizable components. Moreover, the profiling mechanisms used in the methodology tie the IP descriptions to a specific technology, making it difficult for targeting other FPGA vendors or generating VHDL code directly, because not enough information is available.
by using few parameters. As we will discuss in the next sub-section, this problem can be addressed by using IP-XACT, which contains rich information about the IP blocks and their implementations, while at the same time, permitting to choose how this data is to be used both at the front and back-ends of a given methodology.

Finally, the works just discussed do not take into account the modeling of complex dynamically reconfigurable IPs. However, some attempts at modeling DPR systems have been introduced in [125], but also lacks IP reuse as in previous efforts.

3.3.2/ **THE GASPARD APPROACH**

Several other works explore embedded system modeling using UML, but only a few explore dynamic and partial reconfiguration capabilities. In [126], authors detail a dynamic reconfigurable system by extending MARTE Profile with specific stereotypes. Their approach is developed in the GASPARD [72, 127] framework, a design environment that provides designers with some of the following means: a formalism for the description of embedded systems at a high abstraction level, a methodology covering all system design steps, and a tool-set that supports the entire design activity. The proposed design framework is referred to as GASPARD (Graphical Array Specification for Parallel and Distributed Computing), and its capabilities in terms of the supported back-ends, are depicted on Figure 3.4.

In GASPARD, the abstract models resulting from the high-level modeling phase are enriched with specific information according to the target technologies. Finally, different automatic refinements from the higher abstraction level are defined, according to the Model-Driven Engineering (MDE) paradigm, towards lower levels for various purposes: simulation at different abstraction levels with SystemC [128, 129], and hardware synthesis with VHDL [130]. They make use of a custom Deployment Meta-model [131], which in fact provides several mechanisms to link low-level implementation (e.g. component...
interfaces, configuration parameters, hardware, and software implementation files) to the high-level models, as shown in Figure 3.5.

For this purpose, they have introduced the concept of Virtual IP as a generic wrapper that captures various implementations of a given elementary component (either software or hardware), independently from the usage context [132]. A Virtual IP is implemented by one or several IPs, each one used to define a specific implementation at a given abstraction level and in a given language. Finally, the concept of CodeFile is used to specify, for a given IP, the file corresponding to the source-code and its required compilation options. The used IP is selected by the SoC designer by linking it to the elementary component through the Implements dependency.

However, authors do not detail the specifics to link the MARTE model to this level nor describe how the meta-model is exploited to move to lower levels of abstraction. More-
over, the proposed meta-model, as in other approaches, it is too methodology dependent, lacking sufficient generalization capabilities to be applied to a variety of design flows and to permit tool interoperability. Furthermore, the approach requires a strong level of expertise as all elements of the DPR design flow need to be modelled. Despite its complexity, in [128] the authors demonstrate how their methodology can be exploited to move from MARTE models to automatic code generation (i.e., VHDL) and in other works, such as in [133], the authors propose future avenues of research in applying UML MARTE in the modeling of DPR systems. However, effective IP reuse or IP-XACT support is still not considered.

3.3.3/ THE MADES APPROACH

Another interesting approach, MADES (Model-based methods and tools for Avionics and surveillance embedded systems) [134] aims at developing the elements of a fully model-driven approach for the design, validation, simulation, and code generation of complex embedded systems to improve the current practice in the field. The project does not target dynamically reconfigurable systems, but it is closer to our approach in the sense that one of the axes of their methodology targets Xilinx Platform Studio as back-end. MADES differentiates itself from similar projects in the way it covers all the phases of the development process: from system specification and design down to code generation, validation and deployment. Design activities exploit a dedicated language developed on top of the OMG standard MARTE, and foster the reuse of components by annotating them with properties and constraints to aid selection and enforce overall consistency.

Code generation addresses both conventional programming languages (e.g., C) and hardware description languages (e.g., VHDL), and uses the novel technique of Compile-Time Virtualisation to smooth the impact of the diverse elements of modern hardware architectures and cope with their increasing complexity. A conceptual model of the different inter-relationships between the various artifacts of the approach is illustrated in Figure 3.6.

![Figure 3.6: Global MADES Methodology and supported artifacts](image)

One of the main characteristics of the MADES approach to software development for em-
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bedded systems is that it is model-driven and transformation-based. From the previous figure, it can be seen that the MADES model-driven approach focuses on the generation of platform specific embedded software from architecturally-neutral software specifications, generation of hardware descriptions of the modelled target architecture, and verification. The platform models are described using a custom meta-model, despite being very recent (they seem not to be aware of IP-XACT), which leads to the aforementioned issues. As with the previous methodologies, the authors do not present how IP reuse is actually achieved; furthermore, the authors claim that other tool chains can be targeted by modifying the annotations in the models, which clearly shows that their IP representations lack generalization capabilities for targeting multiple design flows.

Regarding the supported back-ends, Xilinx MHS descriptions are generated by the MADES tools from an allocated model using a model-to-text transformation. The Xilinx tool Platgen is then used as an underlying HDL generator, as it can take an MHS description and generate a set of synthesizable VHDL files for implementation on an FPGA [135]. The use of MHS files and Xilinx FPGAs is not required by the MADES tool chain, but according to the authors, it is a useful language to work with as it already has robust industrial-quality tool support available.

3.4/ HARDWARE MODELING USING UML AND IP-XACT

3.4.1/ THE SPRINT METHODOLOGY

In [136], the authors have investigated the application of the UML for modelling IP-XACT compatible component and system descriptions by mapping several IP-XACT concepts to corresponding UML concepts. They make use of a full fledged UML profile for IP-XACT that should cover the same amount of information as the corresponding IP-XACT description. This capability should, according to the authors, enable the automated generating of IP-XACT components and design descriptions from respective UML models. Moreover, such an approach would permit the automatic integration (IP reuse) of existing IP within UML. Their approach targets SystemC generation from UML, using IP-XACT as an intermediate representation, as depicted in Figure 3.7a). In their work, they present a series of UML meta-models for representing different concepts of the IP-XACT standard, such as the IP-XACT component description depicted in Figure 3.7b). They present an application targeting a Core Connect based system, but it is oriented to generation of SystemC Transaction-Level Model (TLM) without reporting the integration of RTL components [137].

The SPRINT methodology was one of the initial approaches aiming to merge UML and IP-XACT. Although interesting, we believe that this effort is ill-suited for SoC design using UML, since it tries to make available to the modeller the totality of the meta-data contained
in the IP-XACT descriptions such bus interfaces, components and designs, among other objects defined in the standard. An issue with this approach is that it can make the UML diagrams illegible due to information clutter, and secondly, that does not abstract information that is very low-level. This is especially true with IP-XACT representations, which have been conceived to store as much information as possible, and to be processed by machines.

These handicaps has been recognized by others ongoing efforts, in which only a sub-set of the IP-XACT components description is made available; this approach at integrating IP-XACT in UML makes more sense, since the modeller at high-levels of abstraction does not require to know the full details of the component description. A simple meta-model at the deployment phase should enable to capture the most important information of the IPs (namely, parameters and bus interfaces) to permit the UML designer to build a platform containing enough information for the models transformations phase, in which introspection is used for adding more details for creating an executable model.

3.4.2/ The HELP Approach

A second approach at integrating IP-XACT in UML methodologies for SoC has been carried out by the AOSTE Team at INRIA, in the context of the HELP project [138]. The aims of the project are closely related to those of the SPRINT initiative, namely, providing an UML profile for IP-XACT for integrating IP blocks into high-level models. The main difference between the two approaches lies in the selection of modeling language: the former makes use of pure UML, whilst the latter opts for the UML MARTE profile. Similarly, both approaches tackle the generation of SystemC code for rapid system design exploration; HELP makes use of a tool, SCIPX, for extracting information of SystemC modules to create their component library though reflection [139].
As with the SPRINT methodology, the HELP project makes use of the extension mechanisms provided by UML to create a set of IP-XACT meta-models for the different objects described in the standard, which are presented in [140]. Examples of these meta-models are shown in Figures 3.8(a) and b), which depict the component and design meta-models, respectively. However, contrary to the former approach, the authors present the basic transformation rules necessary to move from a UML MARTE model using these extensions to an IP-XACT design description. These rules have been widely used in ongoing efforts; however, it must be noted that, as with the SPRINT methodology, most of these efforts do not make use of the complete IP-XACT meta-model in UML, but a sub-set of concepts that are sufficient to generate an IP-XACT platform description. This is the approach that we have decided to follow, as will be described in the next chapter.

3.4.3/ THE TUT PROFILE AND METHODOLOGY

In [141] an extension of UML is done defining a new profile, the TUT profile, for the modeling of embedded systems designs. In [142] an UML design flow is defined. The authors define a set of stereotypes to model application tasks and platform. Figure 3.9(a) shows the elements of the TUT profile. An application is composed of application components, which are instantiated as application processes. Next, application processes are grouped into a process group. Correspondingly, a platform is composed of platform components, which are instantiated as platform component instances. Finally, process groups are mapped to platform component instances using platform mapping. Figure 3.9(b) shows the design flow. It is composed of five main phases: Specification and requirements, UML design, UML interface, Architecture Exploration and Physical implementation. Each phase refines the previous one. The main goal is to design an embedded system from an IP library rapidly, allowing design space exploration and software code generation. The platform uses a library to allow performance analysis. The design flow allows software
code generation in C. It has an architecture space exploration tool that back annotates the UML model. This approach supported IP reuse, though the original proposal did not support IP-XACT as the chose meta-model intermediate representation.

The original proposal for the TUT profile has been extended in [143] which maps the TUT UML profile for embedded systems design to IP-XACT meta-data. The hardware components and the associated IP-XACT descriptions are contained in an IP component library, effectively promoting IP Reuse; they are abstracted by corresponding UML2 models that are contained in an UML model library. Subsequently, the top-level IP-XACT design description is represented by the UML HW platform model. This framework enables the designer to carry out the structural design of a HW platform using UML notations, and automatically generating the IP-XACT design descriptions by using a set of transformation rules similar to those presented in the SPRINT and HELP projects. The resulting IP-XACT design flow using UML2 is also presented which allows automatic RTL component integration based on the proposed transformation rules. Subsequently, the authors further demonstrated their approach in [144], adding modeling concepts, to implement a complex MP-SoC. The main phases of the TUT approach are depicted on Figure 3.10; the structure of the platform is modelled in UML2 using the rules and stereotypes defined by the TUT-profile. An UML parsing tool transforms the TUT system models into a custom XML file, called XML System model (XSM). This file contains information shared by different design tools in the TUT framework (i.e. for DSE). This file is further transformed into the top-level IP-XACT design XML file which is fed to a Hardware Platform Configuration Tool (HPCT). This tool integrates the IP components based on IP-XACT meta-data descriptions of the IP blocks. Furthermore, it governs the synthesis tools for their chosen back-end, targeting Altera FPGAs.

This work is one of the first successful attempts at integrating IP-XACT into UML methodologies, but the alleged IP reuse capabilities and automatic IP integration aspects are not
explicitly defined. Furthermore, it targets Altera FPGAs, which do not support full fledged dynamic partial reconfiguration as in Xilinx devices. However, our methodology for IP integration takes some of the ideas presented in this work for creating the IP libraries, which are similar to the schema presented in Figure 3.10. The main difference of our approach is that we make use of the MARTE profile, which is gaining acceptance for modeling SoCs; we have defined extensions that enable us to integrate IP reuse capabilities and IP integration in a similar manner to the TUT methodology, but exploiting IPs that are to be integrated into a DPR design flow, which require specific capabilities.

### 3.4.4 The COMPLEX Approach

An interesting approach merging the UML MARTE profile with the IP-XACT standard is the European project COMPLEX [145], whose aims are mainly directed towards the automatic generation of fast performance executable models. The COMPLEX project is based on an UML MARTE framework supported by a tooling fully integrated in Eclipse, which enables the automatic generation of different intermediate representations. As shown in Figure 3.11, the performance model is generated by means of a set of code generators, relying on intermediate standards formats and languages such as IP-XACT, XML, SystemC and C/C++. In the discussion that follows, we concentrate in the platform generation branch of the approach, since it is this component of this project which is closer to our methodology.

In COMPLEX, an UML/MARTE-based specification methodology supports the capture of the hardware and software architectures, and of the main parameters of the system.
Moreover, the user can specify a design space (roughly, the set of tuneable parameters) where a design exploration tool will look for the optimal implementation solutions. In COMPLEX, the exploration tool relies on SystemC executable platform dependent models (PDMs) at different abstraction levels, which enables DSE loops where performance estimation is done with different accuracy vs simulation speed trade-offs.

The IP-XACT standard is used in this framework as a means to leverage the targeting of the UML MARTE platform dependent model to different simulation infrastructures. A specific front-end plug-in for IP-XACT has been developed to enable another tool, the SCoPE simulation infrastructure, to be able to read the IP-XACT platform description for building a fast executable model for functional validation and performance estimation. The generation of the IP-XACT platform description and its use in the COMPLEX approach is presented in [145], while the transformation rules implemented to obtain the IP-XACT description from the UML MARTE models are presented in [146], where the MARTE to IP-XACT (MARTIX) generator tool used in the COMPLEX framework is introduced.

![Figure 3.11: IP-XACT flow within the performance model generation flow of COMPLEX](image)

This tool produces an IP-XACT description of the HW platform architecture from the COMPLEX UML MARTE models. More specifically, MARTIX reads the architectural and platform views of their framework and produces a top-level IP-XACT design file that contains the components instantiations, and their parameterization and interconnection information. This approach implements and automates the transformation rules already proposed in the HELP project, and shows that is indeed possible to obtain a usable system description in IP-XACT. However, they target the generation of SystemC code for design
space exploration (DSE) and moreover, IP reuse capabilities are not supported, since the models are manually annotated for linking the component instances in the UML models to the underlying IP-XACT component descriptions.

However, in the FAMOUS methodology, we make use of some of the ideas presented in [146] to perform the transformations from UML MARTE to IP-XACT. This phase of our methodology differs from the MARTIX tool in the sense that the input UML models make use of a deployment extension in MARTE which facilitates IP reuse, a feature that will be introduced in the next chapter. Secondly, we make use of the IP-XACT design description not for generating SystemC models, but for obtaining the models used by Xilinx Platform Studio to build the SoC platform.

### 3.5 Discussion and Conclusions

Despite the relatively large number of proposals in the modeling of SoCs using UML MARTE on the one hand, and a combination of UML and IP-XACT on the other, so far there are not methodologies that use a Meta model-based approach for DPR systems, as depicted on Figure 3.12. Moreover, just about half of the approaches described in this chapter target FPGA implementations, and furthermore, they do not provide clear or effective mechanisms for IP reuse, due in large part to the intermediate XML representations for the deployment phase.

<table>
<thead>
<tr>
<th>Comparison Metrics</th>
<th>MDE-based Co-Design Approaches</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MoPCoM</td>
</tr>
<tr>
<td>Modeling Front-end</td>
<td>UML2</td>
</tr>
<tr>
<td>Intermediate Representation</td>
<td>Custom</td>
</tr>
<tr>
<td>IP Reuse Support</td>
<td>No</td>
</tr>
<tr>
<td>Target Back-end</td>
<td>VHDL</td>
</tr>
<tr>
<td>FPGA Implementation</td>
<td>Yes</td>
</tr>
<tr>
<td>DPR Support</td>
<td>Yes</td>
</tr>
</tbody>
</table>

Figure 3.12: Different approaches making use of UML for Co-design

These XML IRs usually are not oriented for the description of SoC platforms, and thus have failed to attract the interest of the industry. Other approaches target the generation of SystemC code, but are more aligned to the aims of this thesis and we have gathered some inspiration from them, in particular from the Complex project. We believe that the combination of UML MARTE and IP-XACT can improve the applicability of the model-driven approaches to the development of FPGA-based SoC platforms, and in particular, facilitate the conception of DPR systems. This can be achieved by combining a component-based
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approach (for which IP-XACT was conceived) and a well fixed IP taxonomy for easily associating different blocks in the UML MARTE models to their IP-XACT (and PRM, partitions and DPR wrappers counterparts). However, targeting pure VHDL generation might be counter-intuitive, since it does not lend itself to further IP reuse; it is thus preferable to exploit the capabilities of IP-XACT as a standard intermediate representation (for both IP blocks and the platforms they compose) for generating the desired back-end representations. We have proceeded in this manner: we use IP-XACT for promoting IP reuse (IP reflection from the Xilinx XPS library) and design by reuse for generating the XPS platform representation from IP-XACT. In both cases, the model transformations enable this passage seamlessly, without compromising the necessary abstraction in UML MARTE and the flow agnostic philosophy of IP-XACT regarding the target back-end.

As discussed at the end of Chapter 2, an MCF methodology requires the use of a Modeling Front-end and of a platform generation shell. In the case of IP-XACT, both functions are carried out by the so-called Design Environment (through the Design Capture and Design build phases), while the MDE methodologies discussed in the previous sections use UML MARTE and the associated tools as the modeling front-end. On the other hand, the generation phase, through model transformations, takes place in other tools, usually based on the Eclipse Framework. In the FAMOUS framework, we make use of Sodius MDWorkbench, an industrial tool developed by one of the partners of the FAMOUS consortium, which enables the development of metamodels, the import of models conforming to these metamodels, and the definition and application of transformation rules for performing transformations between these models. MDWorkbench is at the heart of the FAMOUS framework, and federates the FAMOUS compilation chain; thus, the diagram depicted on Figure 3.13 shows only the hardware components of the complete methodology.

As depicted on the diagram, the use of MDWorkbench (2) represents an intermediate step between the high-level models in UML MARTE (1) and the low-level Xilinx Platform Studio (3) representations, and its eventual use in Xilinx PlanAhead (4) in the form of synthesized netlists. The tool has been used to create a set of metamodels, first for all the objects defined in the IP-XACT standard (e.g. bus and abstract definitions, components and designs, amongst others), but also for the models used by Xilinx Platform Studio for describing the IP and the platform. A set of transformation rules have been proposed to move from this Xilinx XPSF models to IP-XACT components (for promoting IP reuse), which can be imported into modeling tools such as Papyrus in the form of XML templates for composing the SoC platform. The UML platform description obtained in this manner is then imported into MDWorkbench in the form of an XMI file and transformed into an IP-XACT design (and analogous of the design capture capabilities of the design environment). Then, model transformations from IP-XACT to XPS are used for obtaining a description used by Xilinx tools to obtain the complete VHDL platform description automatically. As discussed before, proceeding in this manner effectively promotes an
MDE philosophy in which a high-level user only deals with abstract concepts, while the metamodeler defines the transformations rules required for moving to different back-ends. The reminder of this thesis manuscript deals with the contributions of this thesis for implementing the compilation chain shown on the figure. First, in Chapter 4 we describe in detail how Xilinx Platform Studio is embedded in the creation of SoC and DPR systems, the modeling of the different Xilinx XPS IPs and their back-end representation. Then, in Chapter 5, the metamodels and transformation rules used to move from these IP models to IP-XACT components and subsequently to UML templates, for creating the reusable IP library, are thoroughly described. Finally, the composition of DPR platforms from this library and the required deployment metamodels are introduced in Chapter 6, as well as the used transformation rules.

Figure 3.13: Tool support for the proposed DPR system flow
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4.1/ Introduction

Metadata-driven composition frameworks have been introduced in order to cope with the complexity of the different aspects involved in the creation of complex systems. Applications in many areas have been demonstrated, such as in CAD tools for mechanical design, avionics, and in the conception of electronic systems. In the context of System-on-Chip, the use of MDE has raised increased interest, but only recently this paradigm has coalesced with efforts such as IP-XACT. As described before in Chapter 2, IP reuse and design by reuse are two of the problems that can be efficiently solved by combining the MDE and MCF paradigms. In particular, from the previous part of this manuscript, it must be clear by now that the composition of the DPR systems, and the configuration of the different reconfigurable modules (the design entry phase), is essentially a design by reuse problem. Design by reuse methodologies advocate for the use of well-defined interfaces, generic coding standards leading to well-documented IPs (information about parameters, and design flow specific information) that can help to facilitate the creation of complex systems. This is especially true in the context of Systems-on-Chip (SoC) and Networks-on-Chip (NoC), where many efforts at defining standard bus interfaces have been carried out during several decades. This is due to the fact that the IP ecosystem requires of common interfaces and programming models to boost IP reuse by companies developing new products.

Therefore, IP providers and EDA tool vendors have proposed several bus topologies over the years, such as AMBA [82], and CoreConnect [81]; competition among these players in the SoC industry has lead to an ecosystem in which IP integrators face the issue of having to stick to a given design flow in order to find support for the chosen bus topologies. The same applies to FPGA vendors aiming at providing tools for facilitating the creation of FPGA-based SoC systems, such as Xilinx Platform Studio and Altera SoC Builder; for instance, Xilinx have made agreements with IBM for being able to use CoreConnect and AXI interfaces within their tools, which offers the final user a larger range of IPs to choose from, but which also limits the applicability of the so obtained (or created) IP blocks to design flows that support these standards. Academic endeavours have aimed at defining bus standards that facilitate the exchange of IP blocks without the burden of using expensive tools, but many of these efforts, such as OCP-IP [85] and Wishbone [147] haven’t gained enough traction.

Another advantage of using standard interfaces is that the IP integrator deals with a reduced set of interconnection information: instead of dealing with virtually hundreds of different interfaces, IP blocks (e.g. hardware accelerators, communication IPs, video IPs) are wrapped with a logic interface that copes with the bus transactions, exposing the user with a restrained set of interfaces. Moreover, communication with the IP blocks is simplified, since they become task that can be accessed by the processor through an API. Furthermore, by bundling all the master and slave signals together, the interconnection
between IPs becomes simpler and more effective, reducing the burden of interconnecting hundreds of different signals. The parameters of the IPs attached to the logic interface can then be associated with the IP wrapper, facilitating the overall IP reuse cycle.

However, standard bus interfaces alone do not completely solve the IP reuse problem. The ports comprising the IP wrapper interfaces still require a great deal of effort to interconnect if the work has to be performed manually. Moreover, hardware IPs are often complex modules which are highly parametrisable and in some instances, support functionality customization; these parameters can affect the behaviour of the interfaces (e.g. data and address widths), internal functions or the inclusion of functionalities into the IP block depending on other parameters (e.g. flow or technology dependent). This information, as mentioned previously, is considered meta-data about the IP, and current practices by many IP integrators consist in analyzing the IP blocks behaviour via complicated datasheets and then parameterizing the blocks through generics in the hardware instances of a top-level description.

In order to cope with this problem, EDA tool and FPGA vendors alike have developed proprietary meta-models that aim at abstracting the IP low-level implementations. These meta-models have lead to the creation of Metamodeling-driven Component Composition Frameworks for facilitating the interconnection and parameterization of IPs deploying sophisticated EDA techniques. For instance, Xilinx Platform Studio makes use of a set of proprietary meta-models for describing the IP blocks (the Microprocessor Peripheral Definition, MPD) and the top-level platform (the so called Microprocessor Hardware Specification, MHS); these two descriptions, whose role will be explained in more detail in the next section, represent an improvement over a purely VHDL descriptions. This is due to the use of a formal semantic, which enables their use as machine readable formats for design automation purposes. These two meta-models greatly facilitate the reuse of Xilinx IP blocks and their interconnections, moreover, through the use of Xilinx tools, a top-level HDL description can be obtained automatically.

Furthermore, the FAMOUS methodology aims at the creation of DPR SoC systems. Currently, only Xilinx supports full Dynamic Partial Reconfiguration capabilities, and therefore, we concentrate our efforts in the design for reuse of Xilinx IP cores supporting CoreConnect bus interfaces. This is due to the fact that we aim at interfacing our methodology to the creation of Xilinx Platform Studio SoC designs; as it will be explained in the next section, by using IPs with a fixed interface and a well defined programming model, we can constrain the problem of having a plethora of heterogeneous IPs with a set of different interfaces. Moreover, Xilinx provides many EDA mechanisms to abstract the low-level implementation details, making it easier to couple with a high-level methodology for the creation of a Metamodeling-driven Component Composition Framework. Nevertheless, it must be noted at this point that we decouple the FAMOUS front-end from the Xilinx Platform Studio back-end through the use of the IP-XACT standard for describing the components and their interfaces, along the obtained by composition system description.
4.2/ COMPONENT-BASED APPROACHES FOR SoC DESIGN: A HARDWARE PERSPECTIVE

The interface of the reconfigurable socket is a critical system-level design decision. Since this interface is fixed with the design of the static system, it must be flexible enough to allow any anticipated applications to be implemented inside the reconfigurable region. For systems where the static design must support a set of reconfigurable modules designed for a particular application, this can be done relatively easily. However, in order to implement an application-independent static design and to enable reuse of the socket IP core, a generic interface must be chosen.

The simplest approach (beyond a strict point-to-point interface) is to provide a bus interface. Architecting this interface around a standard bus protocol, such as the IBM CoreConnect processor local bus (PLB), provides this flexibility and promotes IP reuse via a component based approach. Most currently available Xilinx IP are based on an FPGA-optimized variant of version 4.6 of this specification, as depicted on Figure 4.1.a. The processor(s) and memory controller(s) connect to the bus via a standard bus interface. The bus interface is specific to the particular bus, but at the simplest level consists of address, data, read/write requests, and acknowledgment signals. The bus also includes a bus arbiter, which controls access to the bus. When a core needs to communicate with another core on the bus, it issues its request for access to the bus. Based on the current state of the bus, the arbiter will either grant access or deny access, causing the core to reissue its request. A core that can request access to the bus is considered a bus master. Not all cores need to be bus masters; in fact, many custom cores are created as bus slaves, which only respond to bus transactions. A bus on an FPGA is implemented within the configurable logic, making it a soft core. For example, Xilinx uses IBM CoreConnect library of buses, arbiters, and bridges, and a large set of IP components developed around the bus standard interface. By using a well defined bus interface, the designer of an IP needs only to interface the internal static interface to the reconfigurable partition (implemented using partition pins), effectively componentizing the functionalities to be mapped to the so-called IP wrapper (or static placeholders). This approach also fosters a component based approach in which the IP block obtained in this manner becomes a mere black-box to be instantiated into a DPR SoC platform along other PLB-wrapped static IP blocks.

However, using this standard protocol directly is very complex. One difficulty is the large number of signals that are required to implement an arbitrary PLB slave (if the entire socket was to be used as a Partially Reconfigurable Module), including up to 128 data signals each way, 64 address signals, plus a large number of additional control signals. In total, this requires over 300 signals to be passed across partition pins, even though most systems are unlikely to implement 128-bit wide slaves. A second difficulty is that some of
the widths of the bus control signals depend on the number of masters and slaves. This makes modifying the system difficult, since each signal must be given explicit placement constraints.

In order to simplify the process of attaching a user core to a CoreConnect bus, the user can make use of a portable, pre-designed bus interface (called the IP Interface, IPIF) that takes care of the bus interface signals, bus protocol, and other interface issues. The IPIF presents an interface to the user logic called the IP InterConnect (IPIC), as depicted on Figure 4.1(b). The user component part of the IP is logic that has been designed with an IPIC interface to make use of the IPIF bus attachment and other services. The user logic that is designed with an IPIC has the advantage that it is portable and can be easily reused on different processor buses by changing the IPIF to which it is to be attached.

### 4.2.1 The Intellectual Property Interface Wrapper

The PLB IPIF module, depicted on Figure 4.1, simplifies the number of signals and the complexity of the handshaking required to connect a custom core to the PLB bus. The PLB IPIF is designed to provide an IP developer with a quick method to implement a highly adaptable interface between the CoreConnect PLB bus logic and the User IP core. Through the use of VHDL generics, the design provides various services and features that can be optioned in or out, depending on the developer requirements. The back end-interface standard, the Xilinx IPIC (IP interconnect), exposes the interface between the IPIF logic and the user created logic. The most basic user logic contains a set of software registers that can be accessed by the processor and that are mapped to the system memory. The registers provide a simple interface to exchange data and control signals.

![Figure 4.1: a) A typical DPR architecture based on the PLB bus b) Xilinx PLB Intellectual Property Interface(IPIF)](image)
between the processor and the attached IP block.

In its current version, the PLB IPIF provides nine services for the IP developer of which, seven can be optioned in or out (shown in dashed squares on the figure). The base element of the design is the Slave Attachment. This block provides the basic functionality for PLB Slave operation. It implements the protocol and timing translation between the PLB Bus and the IPIC. Optionally, the Slave Attachment can be enhanced with burst transfer support. This feature provides higher data transfer rates for PLB Cache line accesses and enables the transfer protocol for PLB fixed sized burst operations.

In addition, the IP developer may option in a software Reset service. This service allows the system microprocessor to perform a local reset of the IP by writing a data key value to the User assigned address space for the Reset Service. This Reset Service is in addition to the hardware reset provided by the PLB Reset input. When activated by the write, a reset pulse is generated that is sent to the User IP and the various internal IPIF elements (excluding the Slave Attachment which has to complete the write timing). Moreover, an Interrupt Service is provided in the PLB IPIF; this module collects interrupts from the IP and internal IPIF interrupt sources. It then coalesces them into a single interrupt output signal that is available for connection to a system interrupt controller or the microprocessor. The block contains user accessible capture registers and enable/disable registers.

Furthermore, the IPIF module provides read and write FIFO Services. They may be independently optioned in or out of the IPIF implementation. These FIFOs are synchronous to the PLB clock and have user parameterized depth, width, and packet support features. Moreover, the IPIF provides an optional Direct Memory Access (DMA) Service. This service automates the movement of large amounts of data between the IP or IPIF FIFOs and other PLB peripherals (such as System Memory or a Bridge device). The inclusion of the DMA Service automatically includes the Master Attachment Service. The DMA Service requires access to the PLB as a Master device. The DMA Service may be optionally enhanced with Scatter/Gather mechanization that allows the User to automate DMA operations via Buffer Descriptors stored in System Memory.

The IPIF module is responsible for interfacing with the PLB and generating the appropriate IPIC signals. The IPIC signals are a much simpler set of bus interface signals, abstracting the complex bus signals away from the designer.

### 4.2.2 Advantages of Component-Based Design

The Xilinx EDK includes a large repository of prebuilt, customizable soft cores and wrappers that provide an interface for instantiating hard cores. These cores range from UARTs to buses to memory controllers and even soft processor cores. IBM CoreConnect adds to this repository by providing soft core versions of the already widely used buses, bridges,
and arbiters that have been configured for use with the Xilinx FPGA devices. By using these cores it is possible to build a processor-memory system and then add custom cores to implement specific, user defined, functionalities (such as Hardware Accelerators).

Most providers of the IP blocks pre-verify their designs, thus, helping the downstream system designers save additional verification effort. For IP blocks with a large number of underlying logic design and interfaces, this design time savings can be extremely valuable. Sharing a common IP catalog and a standard interface ensures that the software and hardware design teams can build sub-systems and integrate them into larger systems. It also means that updates to any of the IP cores or the sub-systems can be readily assimilated into existing as well as new system designs. Xilinx design tools such as Xilinx Platform Studio (XPS) are designed to automate the assembly of IP blocks and interconnect with the PLB interface into a system. XPS provides a graphical system assembly tool for connecting blocks of IPs together using interface level connections to implement systems, with or without processors. XPS provides native support for PLB Interconnect IP, allowing designers to explore and tailor system topologies to their application requirements.

4.3/ SIMPLIFYING DPR IP MANAGEMENT THROUGH COMPONENTIZING

In this section, we describe how the wrapping of DPR components can facilitate the mapping of heterogeneous Partially Reconfigurable Modules (PRMs) into FPGA-based SoC platforms. We make use of the Intellectual Property Interface (IPIF) module introduced in the previous section, but this approach can be deployed to any other wrapper architecture, such as AXI, also used by recent Xilinx families, or even the Open Core Protocol (OCP-IP), which has been gaining traction in recent years to improve reusability of hardware components among IP providers and integrators.

4.3.1/ WRAPPER-BASED DESIGN FOR DPR IPs

As with any piece of IP, the DPR design flow can be benefited by incorporating reconfigurable functionalities into DPR placeholders which are nothing more than mere prebuilt black-boxes which can be easily instantiated into a top-level description, through the use of standard external (top-level) bus interfaces. The basic idea to map any hardware accelerator in these placeholders (wrappers or containers), not in the design entry phase, but at run time after the system has been implemented. In order to do so, the placeholders need to be architected in such a way that they internally contain a reference to a customizable black-box definition, which in fact represents a Reconfigurable Partition (RP), and to which any number of Partially Reconfigurable Modules can be linked at the floor-
planning phase of the DPR flow. As discussed in Chapter 1, one of the main constraints of the current design flow, and which is unlikely to change in the future, is the necessity of a static interface between the Reconfigurable Partition instance and the static logic (represented on the figure by the IPIF services and the glue logic required to attach it to the eventual PRMs to be mapped onto the RP). This interface is labelled DPR Interface in the figure, and requires undergoing a standardization process so that different hardware accelerators (HWAcc, or other user defined functionalities) can be mapped to it. This means that all HWAcc to be used in a given DPR application (e.g. such as DCT or FFT blocks) need to be created in such a way that their functionalities (communication and control protocols) conform to this predefined interface.

This approach can seem as a handicap at a first glance, but as with many other methodologies, it can foster IP reuse and an eventual agreement in common interfaces for DPR hardware IPs. In the context of the FAMOUS framework, it further promotes a second degree of component-based design, in the sense that not only the static and DPR IP placeholders can be easily attached to the top-level SoC platform, but also DPR tasks (PRM modules) can be easily associated to these containers, through a plug-and-play approach. As components can be seen merely as black-boxes with a set of interfaces to be connected, and parameters to be set by the designer (in the form of metadata), the implementation details are hidden by the use of a top-level description (the IPIF wrapper). Hence, they can easily be abstracted by metamodels (i.e., the MPD file, which is created automatically by the XPS tools when defining the functions of the wrapper, through a set of GUIs) and used at high-levels of abstraction using the IP metadata reflection mechanisms introduced in Chapter 2, and which will be discussed in-depth in the next chapter.

In recent years, there has been plenty of research in the area of interface-based design

Figure 4.2: A generic model for DPR Wrapper Design
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for DPR IPs [148][149]. It is not the goal of this thesis manuscript to engage in a thorough
description of such approaches, but to use what has been learned from them in order to
incorporate such advances into a MDE-based methodology. As discussed in the intro-
duction, other works in the FAMOUS project deal with the architecture of such DPR IPs,
and in the sub-sections that follow, we discuss the interaction between those endeavours
and the intended flow for hardware generation presented here.

4.3.2/ IP WRAPPERS DEPLOYED IN THE FAMOUS FRAMEWORK

In this sub-section, we introduce the two types of hardware IPIF-based wrappers used
in the FAMOUS framework. As mentioned in the previous section, the rationale behind
the use of wrappers is to abstract the low level details of the hardware block through a
componentizing process: similarly to the other, non-DPR IPs in the platform, the partially
reconfigurable placeholders need to be attached to the bus logic through the use of the
Intellectual Property interface, as depicted on Figure 4.3 a). In the FAMOUS framework,
we make use of two types of DPR wrappers, depicted on Figure 4.3 b): Wrappers with
and without Context Services Support. We discuss the rationale behind each kind of DPR
Wrapper as follows.

Traditionally, Dynamic Partial Reconfiguration has been deployed in systems or appli-
cations in which different configurations of a given block can be swap in of out of the
reconfigurable fabric, as explained in Chapter 1. These systems make no assumptions
about the internal workings of the PRMs placed in the FPGA: the high-level application
only requires to know at what time the task can be placed (e.g. triggered by an external
event, for instance), and the time it requires to me mapped (the reconfiguration time for a
chosen Partially Reconfigurable Area) and the amount of time necessary for performing
the function (which can be stopped by an interruption, external event or be application de-
pendent). This scenario works well in most current applications, but in recent years, there
has been an increasing interest in the creation of Extensible Embedded DPR Platforms,
in which an Operating System can take care of the complete application, and wherein
the PRMs are seen as mere services (hardware virtualization), which can be stopped
and taken out of the reconfigurable region to leave place to other, probably more urgent
task. When the second task has been completed, the original task can be resumed, and
the context (the internal state of the PRM before it was swapped out) needs to be rein-
serted. These applications require an entirely different design methodology, and that is
the reason we have decided to provide two types of DPR wrappers, so that a designer at
high-levels of abstraction can choose which approach undertake.

As depicted on Figure 4.3 b), both wrappers differ mostly in the hardware support for the
Reconfiguration Partition (Glue Logic), but the IPIF wrappers contain different function-
alities, mainly in the control and protocol signalling. However, it is not the intent of this
thesis work to engage in a detailed description of each of the wrappers, for more details,
the reader is directed to previous work [40], and the work of other FAMOUS partners [39], respectively. In this work, we are mainly interested in promoting IP reuse capabilities to the FAMOUS framework and therefore, we mostly deal with the modeling of the IPs at multiple levels of abstraction, in terms of the standardization of the static, DPR wrappers, and PRMs to be used in the methodology. Componentizing each of these heterogeneous blocks permits to associate set of metadata, which can then be exploited for different purposes in a design methodology; as mentioned before, the packaging of this metadata is better facilitated by encapsulation the blocks functionalities into standard IP descriptions (with common interfaces, standard coding techniques, but also the associated metadata representations and underlying metamodels).

The packaging of the IP permits to use it as a plug-and-play block to be integrated/attached to the system bus fabric, thus facilitating its use for building the top-level, static system description of the DPR system. However, the PRMs to be hold by these containers also must be standardized, especially regarding the interface between the static area (the wrapper) and the functionality of the PRM itself. Essentially, the hardware blocks to be used in DPR applications need to be created to be compatible with the corresponding DPR wrapper, depending on the needs of the intended applications, and therefore, the underlying glue logic, as depicted on Figure 4.4. Therefore, the PRMs to be assigned to the Reconfigurable Partition must conform to the corresponding interface. The wrapper depicted on Figure 4.4 represents a module in which no context awareness is supported: only a datapath and the corresponding Finite State Machine to control the write and read operations are provided, leading to a relatively simple interface. On the other hand, a context aware wrapper must support additional features: apart from the datapath for injecting and retrieving data from the HWAcc, the glue logic must support modules for handling the context data internal to the HWAcc, and the associated FSM
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Figure 4.4: a) Placeholder wrapper for IPs without context saving. b) DPR wrapper model integrating reconfiguration services

control machine for the datapath and, in addition, for controlling the states in which the IP might be stopped or not. The DPR wrappers, as will be soon described, require very less parameterization information, which facilitates their use in the flow.

In the sections that follow we describe each of the components in terms that serve the discussion in subsequent sections and chapters. More details of the packaging will be provided in Chapter 5, and the use of the packaged components to build DPR platform will be detailed in chapter 6. Nonetheless, at the end of this chapter we will describe how the components wrapped by the IPIF module are exploited by Xilinx Platform Studio, and furthermore, the way in which we integrate these capabilities into our MDE-based DPR design methodology.

4.3.2.1/ DPR WRAPPER WITHOUT CONTEXT SAVING SERVICES

As mentioned before, most applications do not require context saving capabilities. For instance, an application might have several implementations of video front and back-ends, which are implemented into the FPGA fabric depending on the type of video signal. These applications do not require saving any state data: the interface and associated logic is simply modified. The same applies to many current applications of partial reconfiguration, which in general consist in mission change scenarios. Therefore, using a DPR Wrapper that contains context saving capabilities might be very costly in terms of the additional hardware resources (e.g. BRAM used for storing the intermediate computation values in a pipeline) required to implement it. Moreover, a Context Wrapper requires many more I/Os in the DPR Interface, which will lead to the use of more partition pins (and therefore, to more LUTs used for implementing them). If this wrapper had to be added to all the reconfigurable slots in a typical DPR application, the benefits of partial reconfiguration, in terms of resources utilization would be severely diminished. There-
Therefore, for IPs that require very less interaction with the processor, we provide a very simple interface, as depicted in Figure 4.5, which basically consists on Read and Write Interfaces for interacting with the HWAcc, and a Control Interface that is used for managing these transactions. The interfaces can be configured for single and burst transmissions, through top-level parameterization.

As mentioned before, the datapath needs to be configured as well. Typically, this requires parameterizing the data width for the input and output interfaces. This parameter is in fact dependent in the types of data used for the PRMs to be allocated into the reconfigurable partitions. As we have described in Chapter 1, the interface to the reconfigurable partition must be accommodated in such a way that can handle the different PRMs (in the design partitioning stage of the design entry phase); in our methodology, we provide means to retrieve the interface width information of the different PRMs to be deployed into a Reconfigurable Partition, which is instantiated with a parameters corresponding to the largest width scenario. Furthermore, the PRM descriptions contain latency information that is used for configuring the counters in the FSM Control logic, and this must be taken into account by the application to initialize the corresponding registers after loading a PRM into the FPGA. Such parameters are included as generics in the top-level VHDL description of the module, along other generics for configuring the IPIF logic.

4.3.2.2/ DPR Wrapper Supporting Context Saving Services

The second kind of wrapper utilized in the FAMOUS methodology is the so-called membrane, developed co-jointly by the Lab-STIC partner of the FAMOUS project. The membrane represents in fact the glue logic necessary to interact with context-aware HwACC (IPs for which managing the context is crucial during the run-time of an application). Thus the membrane is composed, apart from the datapath of the conventional DPR Wrapper,
of backup and data context change services, in the form of sub-components attached to the IPIF logic, as depicted on Figure 4.6.

The command controller is in charge of interacting with the application running in the main processor of the application (and reconfiguration controller), decoding different orders and controlling the internal state of the membrane and of the associated HwAcc running at any given time. After receiving an order from the external configuration controller, the command controller makes a demand to the cache controller to check if the necessary IP (and eventually a particular context) are present. In case of cache miss, it will request it to the cache repository in the main system memory.

The membrane model integrates a cache memory able to store a parametric number of contexts, or cache size, which is configured via generics when the DPR Wrapper is instantiated. When this memory is full, contexts are moved to the global memory. This mechanism increases the performance significantly, in terms of reconfiguration time overhead (dependently on the application). The length of a line of memory depends on the needs of the application, and it is also configurable via generics; it should be the maximum size of the largest context width (i.e. PRMs with different context widths, which might be different from the data I/O width). In the case that contexts have important sizes (e.g. Image processing), the designer can define a context which is composed of variables ID and stored data addresses. In that case the context content is stored in the global memory to avoid bulky local memories in the membranes. The main reconfiguration controller writes or retrieves the context of a HwAcc by reading or writing data to the cache memory, but the access to the cache data (for loading, restoring or retrieving the IP context) is determined by the membrane FSM controller, which takes the decoded orders from the Membrane Controller.

This tightly coupled Finite State Machine (FSM) swap controller transits different states (e.g. run, init context, stop, backup context, read context) related to behaviour of the con-
The main advantages of this FSM are its genericity, as it is common to all components, and therefore IPs designers follow certain guidelines when creating hardware accelerators that are to be compatible with the wrapper, as shown on Figure 4.6b. As depicted on the figure, the HWAcc (or reconfigurable modules), the IP modules incorporate an internal FSM that controls the inner functionality of the IP, which interacts with the main FSM of the membrane to determine in which moment the IP can be initialized/stopped and taken in or out of the reconfigurable logic. In addition, the reconfigurable modules must contain a coder/decoder module that is in charge of packing/unpacking the state and context data and delivering to the correct interface.

As with the non context-aware DPR Wrapper, the glue logic in this model is encapsulated by using the IPIF module, which has been customized so that the processor can interact (perform write/read operations) with the different components of the membrane. In this manner, the IP can be easily integrated into the SoC platform, but interconnecting the bus interfaces and setting the parameters described above (cache size, context width).

As with the previous wrapper, the ports encompassing the IPIF2RP interface are to be configured by controlling parameters extracted from the PRM to be mapped to the Reconfigurable Partition. In this case, the data I/O width and the context data with can be customized (the width of the State interface, as mentioned before remains the same for all IPs). This information is entered in the PRMs configuration (along specific information for the particular HWAcc) and then retrieved during the platform generation phase to configure the RP in the DPR Wrapper.

### 4.3.3 Relationship of the Wrapped DPR Components and the Design Flow

In the previous section, we have described how the different constituent blocks in the DPR Wrappers, along the corresponding Partially Reconfigurable modules have been created to facilitate the integration of heterogeneous FPGA-based SoC platforms. The IPIF module provided by Xilinx tools is used to encapsulate the static and wrappers low-level implementation details, leading to a scenario in which IP blocks become mere functions that can be used by the processor through read/write operations to registers contained in the IP description, abstracting the low-level eccentricities of the hardware implementation. However, the motivation of this thesis work, as stated in Chapter 1, is to facilitate the creation of the hardware platform in the design entry phase of the Xilinx Partition Based Partial Reconfiguration design flow, through a component-based approach. As described in that chapter, the design entry phase of the flow begins with the design partitioning phase, in which the static logic functionalities are defined, and the functions susceptible to be dynamically reconfigured are assembled together into a Reconfigurable Partition, whose interface must accommodate those of the different configurations of a given functionality (Partially Reconfigurable Modules). In a traditional design approach, the designer of such
an application would have to deal with the instantiation of a plethora of components, each of them making use of different interfaces and comprising a great amount of parameters for configuring the underlying IP implementations; furthermore, the interconnection between these components is a very prone to error process. In parallel, the designer needs to create the Reconfigurable Partitions, gathering interface and parameters information of the PRMs to be mapped to the reconfigurable sections of the design. This has the effect of further complicating the creation of complex DPR systems.

In our approach, we simplify the design entry phase by providing a set of pre-created components with standard interfaces, making use of a reduced set of parameters. These blocks represent different blocks: various static IPs and two kinds of DPR wrappers, which can be associated to any PRM created to target such a placeholder (i.e. context-aware DPR wrapper). As described in Chapter 2, the use of component-based approaches facilitates the integration of complex SoC platforms. This is done by dealing with simpler block representations, which can be associated with metadata descriptions (easing their instantiation and parameterization aided by CAD tools). Xilinx Platform Studio provides such EDA capabilities, being the subject of the next section. Here, however, we intend to shed some light on how the componentizing described in the previous sections leads to a simplified approach for the design entry phase of the DPR flow, and in fact, all along the design implementation process.

As depicted on Figure 4.7 a), the design entry phase usually implies the use of an IP library. In the context of the FAMOUS framework, the flow is divided into three branches. The left branch represents the top-level design description, comprised by a set of component instances; in a traditional design flow, this description must be created manually. In the FAMOUS framework, the complete top-level architecture is created from model

Figure 4.7: Relationship between a DPR IP Wrapper and the underlying implementation.
transformations from high-level platform model, and the retrieval of the components, as well as their instantiation, integration and parameterization is done automatically. Among the component instances in the top-level descriptions are the static components (i.e. the ICAP controller) and the DPR wrappers, which are synthesized along the top-level description (second branch) and represent the totality of the static design implementation netlists. These netlists are imported into PlanAhead and the configured Reconfigurable Partitions in the DPR Wrappers are detected as Black Boxes to which some PRM netlists must be mapped.

The PRM netlists are obtained through the third branch of the design entry phase; in fact, the PRM interface descriptions (i.e. I/O data width information) are used for configuring the generics of the DPR wrappers in the top-level description. The PRMs are individually synthesized, and they need to be associated to the correct Black Boxes in PlanAhead, given that the interface information must be correctly inferred, as depicted in the top box of Figure 4.7 b). In the bottom of the figure, the implementation of the different components can be observed: the Reconfigurable Partition corresponds to the Partially Reconfigurable Region that is to be defined during the floorplanning phase of the DPR flow; the PRR is unequivocally associated to a static wrapper (containing or not context management services, depending on the top-level specification, via an IP-XACT ID value), which in fact facilitates the modeling at high-levels of abstraction, since the PRMs to be associated to the DPR Wrapper are automatically associated to the PRR (or Physical Block using PlanAhead jargon). Then, one of the objectives of the FAMOUS framework is to depart from a relatively high-level description of the DPR platform (a set of models) and to obtain a synthesizable description of the system, which serves to obtain to abstract the eccentricities of the flow and the tools involved.

4.3.4/ An IP Taxonomy for the Hardware Branch of the FAMOUS Approach

The goal of this section is to summarize the concepts discussed in the previous sections, and to provide an IP taxonomy that will serve as a launching pad for the rest of this thesis manuscript, providing the modeling framework and classification used in the next chapters. In the previous sections, we have discussed how the different components to be used in Xilinx Platform Studio must be wrapped by the Intellectual Property Interface module; these modules comprise the top-level, static section of a DPR SoC platform, as depicted on Figure 4.8 (modules in blue). Among these components are the DPR Wrappers, depicted on the right side of the figure, which act as placeholders for the Partially Reconfigurable Modules and that are mapped to Reconfigurable Partitions contained in the wrappers. The different components in the FAMOUS framework are described as follows.
**Non-DPR (Static IPs):** These IPs correspond to those modules that are not expected to change during the execution of the application. They can be Xilinx IP such as memory controllers, communication or video controllers, both in soft and hard versions; the difference lies mainly in their interconnection and parameterization: hard IPs do not allow any customization, but only to be integrated into the system. A second category are IP created by third party IP providers or specifically for the application, which have to be imported into the XPS library, incorporating in the process the IPIF logic layer, as depicted on Figure 4.8 a).

Most of the IPs in the context of this thesis work are soft IPs. This kind of core might provide a wide range of parameterization and customization capabilities, which are controlled through high-level parameters on the component instance, and propagated through the synthesis phase. In this manner, dependent features are integrated into the generated netlist or not, making easy to retarget an IP for different applications. These aspects make part of the standardized coding techniques described in Chapter 2, which facilitate the reuse of IPs by providing a reduced set of configuration capabilities, along simplified interconnection mechanisms, and the abstraction of the blocks implementation by handling only a single, top-level component.

**DPR Wrapper IPs:** The second kind of IPs are place-holder containers that enable us to incorporate the DPR hardware support aspects in the platform. These modules have been conceived in such a way that glue logic is fully integrated and connected to the IPIF core, thus enabling its interaction with the application via a
processor such as the MicroBlaze. On the other hand, the wrapper contains a fully parametrisable instance of a generic Reconfigurable Partition (RP), that has been designed in a manner that permits to easily plug the PRMs in the execution phase of the application. We have defined two types of DPR wrappers, which have a much reduced set of configuration parameters (as expected for a plug-and-play approach to be used in a high-level methodology).

In both cases (Figures 4.8 c) and d)), the parameterization of the interface to the Reconfigurable Partition (IP2PR IF) is achieved through controlling parameters (contained in the top-level wrapper description) which are resolved from a combination of the interface information of all the PRMs to be mapped to the RP (interfaces IF1 and IF2 on Figure 4.8 b)). This information is stored in IP-XACT component descriptions and retrieved during the system generation phase (achieved through model transformations from the high-level models in UML MARTE), and then used for setting the correct values in the top-level component instance of the corresponding wrapper.

It must be noted that the logic of the IPIF and the associated glue logic belong to the static part of the design (therefore is coloured in blue), whilst the Reconfigurable partition corresponds to the area of the design to be assigned to a Partially Reconfigurable Region later on the design flow. Ensuring that only the PRMs with the correct IP2PR interfaces are associated to the corresponding DPR Wrappers is mandatory, to avoid any communication/interface mismatches. This is done through the ID capabilities provided by IP-XACT to label all the objects described in the standard (thus each interface in a component can be associated to a predefined bus protocol).

• **Hardware Tasks IPs:** These IPs represent the functionalities to be exploited at run time, along the software tasks implemented in the processor, components in the application model in UML MARTE. In a sense, they can be seen as virtual tasks to be used by the processor to accelerate the computation of a particular task. Therefore, by making this distinction, we separate the real platform components (the static system IPs described in the previous two points) from the blocks that carry out the actual system behaviour. The Tasks IP blocks represent in fact the Partially Reconfigurable Modules in the DPR design flow.

As explained previously, each PRM to be mapped in a RP must have the same interface for successive configurations, as depicted in Figure 4.8 a). We make it easier for the conception of DPR application by providing a standard interface between the Hardware Tasks and the DPR wrappers, thus enabling plug and play capabilities. The interface information of each PRM is extracted in the system generation phase and used to configure the interface between the placeholder and the RP.
4.3.5/ IP REUSE AND DESIGN BY REUSE IN A COMPONENT-BASED DESIGN METHODOLOGY

Using the IP taxonomy presented above facilitates the modeling of the IPs at high-levels of abstraction, as well as their deployment (association of the high-level component instances to their underlying implementation artifacts). As with any other IP reuse methodology, classifying IPs into well defined, meaningful groups facilitates their retrieval from the IP library, as depicted on Figure 4.9, which revisits the IP Reuse Design Flow introduced in Chapter 2. However, the classification of the IP alone does not suffice: automatic retrieval mechanisms must be put in place so that the designer of an IP reuse tool can easily select the correct IP. Furthermore, we have discussed the strategies necessary to promote IP reuse mechanisms to design by reuse (or component-based) methodologies, namely the standardization of the IP interfaces and its packaging by well-established bus wrapper interfaces (such as the CoreConnect IPIF), coding and parameterization procedures for facilitating its integration and customization in the intended platform, and the association to parameterized procedures (i.e. scripts) for back-end generation purposes. Nonetheless, all these efforts are useless if, in order to obtain the applicable results of the figure, the user has to deal with the low-level specifics of the component during the instantiation process (as with typical VHDL-based design flows); in an RTL-based flow, the designer of a top-level VHDL architecture has to look at the code of each of the selected components, determine how the ports are to be connected (and to insert signals to this effect), manually access the documentation of the IP for determining the characteristics of the parameters, and furthermore, launch each of back-end generation procedures either manually or via custom scripts.

Figure 4.9: Typical IP Reuse Methodology (Revisited)
Therefore, CAD tool vendors have developed Metadata-based Composition Frameworks in order to deal with the design by reuse most tedious and prone to error steps. As discussed in Chapter 2, this is archived by the definition of metamodels for the IP descriptions and the intended back-end platform; the metamodels permit the creation of models that contain metadata that can be exploited for performing the retrieval, selection, and instantiation (parameterization and interconnection) of the IP blocks in an automatic manner. This process is depicted on Figure 4.10. In order to make this possible, the first step is to create a library of reusable IP components with standardized interfaces and parameters (i.e. wrapped IP blocks, VHDL library in the figure) which is exploited, through a data-mining process (IP reflection) to create an IP Metadata Library. This library contains a rich set of metadata used by the CAD tool to perform the tasks described above. The typical process implies the selection of the IP blocks from the library, which are instantiated in the form of IP templates onto an intermediate platform description (conforming to a predefined metamodel); the CAD tool used this platform description through Graphical User Interfaces (GUIs) or other means, to parameterize and interconnect the component instances. The introspective architecture is then used for gathering any dependent parameters, ports and bus interfaces (parsing the IPs detailed metadata), and using a netlist generator, to produce the back-end platform description. This back-end platform description points at the IP implementation files contained in the VHDL library, so the Applicable Results (i.e. FPGA netlists) can be obtained by applying the corresponding design flow and scripts for controlling the desired generator (i.e. synthesis tool).

In the FAMOUS methodology, we have decided to make use of Xilinx Platform Studio (XPS), which is a CAD tool created by Xilinx to perform many of the aforementioned tasks. The rational behind this decision is that currently only Xilinx supports full-fledged Dynamic Partial Reconfiguration, and XPS aids in the creation of FPGA-based Systems-on-Chip, where the hardware and software aspects of a co-design methodology can be integrated seamlessly. This implies that the proposed flow, which departs from a high-level of abstraction in UML MARTE, has to interact with the Xilinx XPS IP and platform metamodels; this means that mechanisms must be provided for passing from UML MARTE to a Xilinx XPS model (i.e. model transformations). However, we have chosen not to plug the UML MARTE generation approach directly to the Xilinx XPS metamodels given that, as discussed before, we aim at using flow-agnostic intermediate IP and system representations, and thus, we make use of the IP-XACT standard. Moreover, we have to emphasize that the use of CoreConnect-based wrappers does not attach our methodology to XPS, since this bus protocol is used by many other SoC vendors; the flow can then be re-targeted to other design flows by choosing the correct back-end metadata information, an IP-XACT capability. These aspects will be discussed in more detail in the following sections, but before, we analyze how Xilinx Platform Studio implements the EDA capabilities depicted on Figure 4.10.
4.3.6/ **The EDK Framework for the Creation of FPGA-based SoC Platforms**

The FAMOUS methodology makes use of component-based approach. The modeler must be able to compose a system using a set of high-level component descriptions in MARTE, making implicit the use of a library containing the IPs to be deployed at lower levels of abstraction. At the so-called deployment level, the model components must contain enough information for parameterization (subsequently used for generation) and, at the same time, provide a link to the actual implementation of the IPs. However, a question arises: how to link the components in the implementation library in such a way that enables their parameterization and customization? Furthermore, if the library is composed solely of the HDL (for an RTL based design flow), how to extract information about the IP from a description that is not intended to do so?

The VHDL description of an IP contains only information about the in/out ports, and in the best case, generics allowing the designer to parameterize and customize it. If the VHDL implementation had to be associated with a high-level description (typically containing parameters and bus interfaces), there will not be an easy and automatic way to determine which ports of the IP belong to a bus interface, and to use additional information important for the design flow. Xilinx solves the aforementioned problems by providing an
intermediate representation layer, the Microprocessor Peripheral Description (MPD) file, as depicted in Figure 4.11, which corresponds to the IP Metadata Library described in the previous section. The MPD file contains rich metadata of the underlying IP VHDL/Verilog implementations (generics, ports), adding flow dependent attributes to the parameters and ports, used for configuration. The ports can be bundled together using bus interfaces, allowing the designer to customize the use of certain interfaces by setting a reduced set of attributes. Similarly, parameters and options can be made dependent on other parameters, and attached to specific groups (e.g. parameters that affect certain interfaces but not others, parameters that are only used when another feature have been chosen by the user, etc). An important aspect of the MPD file is that it allows adding information about the IP that is tool/technology specific, which facilitates the configuration of the IP in different scenarios, customizing their behaviour. Moreover, the targeted FPGA family of specific device determines the usability of certain features of the IP; the inclusion or not of these features is controlled via dependent parameters that are enabled only when they are supported by the target FPGA.

In a pure VHDL design flow, the description of the individual components of a platform remains in an IP library. Then, the designer composes a platform by choosing components from it and instantiating; this parameterization and interconnection process of the IPs produces the so-called top level description, which is subsequently used to obtain the netlists used by the FPGA vendor tools to implement the design. The usage of the MPD file in an EDK flow abstracts the low level implementation details, and facilitates the configuration of the IPs, since the tools interact with a machine readable component representation. However, as with the VHDL case, these IP representations need to be parameterized at a higher level; this is done through the components instantiation in the
Microprocessor Hardware Specification (MHS) file. The MHS file represents the Intro-
spective Architecture in the MCF flow of Figure 4.10, and it is created through Xilinx XPS
GUIs that allow the designer to create a basic platform, to which other IP blocks can be
added from a richer IP library. The Xilinx Platform metamodels as described in the Xilinx
Platform Specification Reference Manual [42]: the metamodels are encoded using a set
of ASCII commands, and stored in a textual manner. The metamodel describes a set of
objects related to the top-level platform description; the first being a set of external ports,
those that encompass the top-level design interface. Subsequently, the components in-
stances are listed one by one; each of them contains a list of parameters, a list of bus
interfaces and the signals used to connect to other instances in the platform (bundling
complex interface signals together facilitates their connection), and a list of ad-doc ports,
that can be connected to other instances in the design or to external pins. As with pa-
rameters, the presence of individual ports and bus interfaces can be made dependent on
the values of parameters in the top-level MHS description, typically used for customizing
the IP core functionality (by adding features such as sub-component and their related
parameters, ports and bus interfaces).

The MHS and MPD files comprise the hardware branch metamodels of a System-on-
Chip design flow. However, EDK is used for implementing processor-based SoCs, where
a software component needs to be specified as well. Xilinx divides the design flow for
processor based systems in two branches, the Software and Embedded Hardware flows
(making use of Xilinx Platform Studio for the hardware generation phase). Since we are
discussing the hardware platform generation aspects of the FAMOUS flow, we concen-
trate in the latter in the discussion that follows. As shown in Figure 4.11, Platgen reads
the MHS file as its primary design input. Platgen also reads various processors IP blocks
hardware description files (MPD) from the EDK library and any user IP repository refer-
enced in the MHS file. Platgen produces the top-level HDL design file for the embedded
system that stitches together all the instances of parameterized cores contained in the
system. In the process, it resolves all the high-level bus connections in the MHS into the
actual signals required to interconnect the processors, peripherals and on-chip memo-
ries. It also invokes the XST (Xilinx Synthesis Technology) compiler to synthesize each of
the instantiated IP blocks. (The system-level HDL netlist produced by Platgen is used as
part of the FPGA implementation process). In this sense, Platgen acts both as the Netlist
Generator and the Back-End Batch of the general MCF flow presented in the previous
section. After the netlists of the platform and the IP are obtained, they are used by the
MAP and PAR Xilinx tools to map, and subsequently, place and route the design.

The Xilinx XPS intermediate descriptions, based in the MHS and MPD file metamodels,
represent an improvement over a purely VHDL description, since the textual representa-
tion has a formal semantic, and can be parsed and processed by automated tools.
Therefore, being able to handle such Xilinx platform models would enable their trans-
formation to other, high-level models, and more importantly, to integrate them with a
platform-independent standard such as IP-XACT. The rationale behind the use of Xilinx Platform Studio into a Dynamic Partial Reconfiguration design flow has been briefly delineated before: since all the components in the FAMOUS Framework have undergone a wrapping process, they are all (static and DPR wrappers) associated to their corresponding MPD models, which are then used for automatic integration into a XPS-based SoC platform. The Partially Reconfigurable Modules are similarly exploited in the flow; the only difference is that they do not require being instantiated: they are parameterized and the interface information is passed as a constraint for the top-level specification, but they are independently synthesized, using scripts stored in their associated metadata representation.

In the next section, we will delineate how Xilinx Platform Studio and the proposed IPs are integrated into our Model-Driven Engineering framework. The discussion in this section will then serve as a launching pad for the next two chapters, where all the modeling and generation steps are thoroughly described.

### 4.4/ FAMOUS Metadata-driven DPR Composition Framework

In this section, we intend to summarize what we have discussed in the previous sections, by bringing together the Xilinx Platform Studio platform creation philosophy, and the paradigms the MDE and MCF paradigms analyzed in Chapter 2. Moreover, we will shed some light on how the IP-XACT standard is used to glue the entire FAMOUS MDE framework, particularly in the sense of providing a standard intermediate representation that can be used to federate the entire compilation chain. In order to do so, we will make use of a modified version of the MCF design flow, which encompasses the different components of our methodology: front-end (UML MARTE), intermediate representation (IP-XACT) and back-end (Xilinx Platform Studio), and which is depicted on Figure 4.12.

First of all, the componentized HDL IP blocks (wrapped by the IPIF module) are stored into the Xilinx XPS library, along their corresponding MPD descriptions (d)). These descriptions could be used directly for composing a platform at high-levels of abstraction but, as described previously, we make use of IP-XACT in order to obtain an intermediate and flow-agnostic (but extended with XPS design flow specific metadata) description; thus, a first IP reflection mechanism has been implemented in order to generate a third level IP library with XMLized IP-XACT component descriptions. This IP library contains the detailed metadata information in the IP Metadata Library of Figure 4.10, and it is used for back-end generation purposes. However, the IP-XACT descriptions are still very rich in terms of metadata and low-level to be handled at high-levels of abstraction; therefore, we have decided to perform a second IP reflection process in order to obtain a library of abstract UML MARTE templates that provide a visual front-end for the designer at high-
The IP reflection process in both cases is performed through model transformations, as will be described shortly.

Once the multi-level library has been created, the designer can compose (instantiate and interconnect) a MARTE platform description from the components in the high-level library. The platform obtained in this manner is stored in a non-standard XMI representation (i.e. from a modeler such as Papyrus) and therefore has to be transformed into a standard XML-IR, represented by an IP-XACT design object (through a model transformation from MARTE to IP-XACT). The IP-XACT design object represents the introspective architecture (encompassed by a set of controlling parameters) which is used to parse the detailed IP metadata in the MPD files, generating the MHS platform description, as described in the previous sections. Then, the MHS is fed to Xilinx Platform Studio, in which the top-level VHDL description is generated and synthesized. The PRM VHDL files are retrieved from the UML MARTE models and synthesized independently from this flow, as required by the Xilinx Partition Based DPR design flow.

In order to carry out the totality of the hardware generation phase of the FAMOUS DPR framework, we make use of MDWorkbench, an industrial tool developed by our partner Sodius, which enables the development of metamodels, the import of models conforming to these metamodels, and the definition and application of transformation rules for performing transformation between these models. MDWorkbench is at the heart of the FAMOUS framework, and federates the FAMOUS compilation chain; thus, the diagram depicted on Figure 4.13 shows only the hardware components of the complete methodology.

As depicted on the diagram, the MDWorkbench represents an intermediate step between the high-level models in UML MARTE and the low-level Xilinx Platform Studio representations (and its eventual use in Xilinx PlanAhead in the form of synthesized netlists). The tool has been used to create a set of metamodels, first for all the objects defined in the
IP-XACT standard (e.g., bus and abstract definitions, components and designs, amongst others), but also for the models used by Xilinx Platform Studio for describing the IP and the platform. A set of transformation rules have been proposed to move from this Xilinx XPSF models to IP-XACT components (for promoting IP reuse), which can be imported into modeling tools such as Papyrus in the form of XML templates for composing the SoC platform. In this manner, we provide the IP metadata reflection mechanisms described before, leading to an IP reuse approach. The modeler at high-levels of abstraction only needs to import the component templates into the platform model and associate the component instances in the UML MARTE diagrams to their IP-XACT counterparts, using an ID mechanism defined by the IP-XACT standard to unequivocally classify all the components in the library. Parameterization and interconnection ensue, using a set of abstract ports and parameters definitions that are propagated to the rest of the compilation chain; of course, this customization and parameterization only applies for configurable IPs.

The UML platform description obtained in this manner is then imported into MDWorkbench in the form of an XMI file and transformed into an IP-XACT design (and analogous of the design capture capabilities of an IP-XACT design environment). Then, model transformations from IP-XACT to XPS MHS are used for obtaining a description used by Xilinx tools to obtain the complete VHDL platform description automatically. As discussed before, proceeding in this manner effectively promotes an MDE philosophy in which a high-level user only deals with abstract concepts, while the metamodeler defines the transformations rules required for moving to different back-ends. The eccentricities of the design tools and the implementation details of the components are hidden to the high-level modeler, and the back-end can be retargeted by changing a small set of attributes and the utilized model transformations.
4.5/ Proposed Metadata Driven Composition Framework for DPR Systems

In this section we introduce the hardware component of the FAMOUS MDE framework sketched on Figure 1.14 at the end of Chapter 1. As explained previously, in this work we concentrate in the generation of the DPR platform from a set of components stored in an IP library, along configuration services in the form of DPR Wrapper IPs, to which the Hardware Tasks IP can be mapped. Figure 4.14(a) depicts the hardware MDE branch of the FAMOUS methodology, in terms of model transformations. We propose the use of a double Y-schema, in which in a first stage, through the allocation operation, elements in the application are mapped to components in the platform. Using the same modeling diagram, the designer of a platform performs a deployment operation, in which the elements in both the application and architecture models are associated to their implementation counterparts (in the form of IP-XACT components that make reference to the HDL implementation files). This is the rational behind the use of the two libraries at the combined Deployed Allocation level; it must be noted that the Task IPs in the figure can denote software code to be run on processors, or hardware IPs to be mapped in the DPR Wrapper IPs. However, as we deal with the DPR design entry phase, in the discussion that follows we concentrate purely in the hardware branch of the methodology. In Figure 4.14(b) we depict again the Xilinx design flow for DPR systems, to contrast how the proposed methodology interacts in the creation of DPR platforms.

The Deployed Allocation phase produces a model in which all the information of the com-

---

**Figure 4.14:** Comparison of the proposed MDE approach (a) and its interactions with the DPR design flow (b)
ponents (Static, DPR Wrappers and Hardware Tasks) is readily available and linked to IP-XACT components (and the referenced underlying MPD/VHDL descriptions) that need to be configured. A ⟨Deployed⟩ model, containing this information, along their interconnections (in the case of Static and DPR Wrappers) and parameterization information, can be used at this phase for creating an executable model, effectively generating the outputs of the Xilinx DPR design entry phase. In order to make this possible, the ⟨Deployed⟩ model is fed to a Model Transformation engine, containing a set of metamodels and transformations rules, as described in the previous section. In this context, the Deployed model and the modeling environment can be seen as a Metamodeling-driven Component Composition Framework (MCF) targeting the generation of a variety of proprietary models in its back-end. As described in [40], we target the generation of the proprietary Xilinx Platform Studio [42] models for representing the platform; this facilitates the creation of a framework in which the hardware and software components of a DPR SoC can be jointly developed. Thus, through model transformations, we convert the ⟨Deployed⟩ model, first into an IP-XACT design description (providing a flow-agnostic intermediate representation to our approach) and then the Microprocessor Hardware Specification (MHS) model, which is used by the Xilinx tools to create the VHDL top-level description. In parallel, the Hardware Tasks IPs are synthesized using information contained in their corresponding IP-XACT component descriptions; in particular, the information about the interfaces is used to configure the connection to the membrane contained in the DPR Wrapper. In this manner, we provide a means to generate the outputs of the design entry phase: the complete platform netlist, along the constituent IPs netlists (static blocks, DPR Wrappers containing the associated Reconfigurable Partitions), and in parallel, the netlists for the reconfigurable modules, which are to be used in PlanAhead for generating the configuration bitstreams.

The second Y-schema is outside of the scope of this thesis and it is the matter of future work. However, we can say it aims at allocating the Hardware DPR IPs to partially reconfigurable regions (PRRs) while abstracting this process (for instance, an expert could provide this information as input in he form of an User Constraint File or UCF, where this information is saved by Xilinx tools). In this manner, a complete generation of the DPR platform can be achieved.

4.6 / Discussion and Conclusions

In this chapter, we have provided a framework for the reuse of IP blocks into the FAMOUS MDE-based for the modeling and generation of DPR systems. First, we have described how the different IP blocks have been wrapped by the Xilinx IPIF module so they can be exploited by a component-based approach. This component-based approach is based on the MCF framework, in which component models are processed by machines in an
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Figure 4.15: FAMOUS Design Methodology in terms of model transformations and levels of abstraction

abstract and automatic manner via the use of metamodels associated to the components low-level implementations. In order to facilitate the task of the designer using UML MARTE, we make use of the Xilinx Platform Studio formalism, which represents itself an MCF; however, plugging the FAMOUS methodology to XPS would make the framework difficult to retarget or to evolve, and therefore, we propose the use of the IP-XACT standard as an intermediate representation for both the IP and the system descriptions. We have delineated which are the requirements of such an approach, both in terms of the models and of the model transformations that need to be put in place for its implementation. The different aspects of the FAMOUS hardware branch are depicted on Figure 4.15.

As described in this chapter, the first step for putting in practice a MCF methodology is the creation of library at multiple levels of abstraction. This is facilitated through the use of a component-based approach built over the Xilinx Platform Studio IP representation of the IP blocks. The metadata associated with the Microprocessor Peripheral Definition specifications can be reflected to high-levels of abstraction by defining the corresponding MPD metamodel, along the IP-XACT component and UML MARTE IP Deployment metamodels, to create a multi-level IP library. This is attained by importing the totality of the MPD IP descriptions into Sodius MDWorkbench, and using a set of model transformations (MPD2IP-XACT and IP-XACT2MARTE) to populate the different libraries used in our approach. The creation of the multi-level IP library is the subject of Chapter 5,
where the different metamodels will be discussed in detail, along the proposed model transformations.

The use of the multi-level IP library enables the designer to handle IP blocks in UML MARTE without being exposed to the low-level details of the flow, and provides a means for configuring the low-level implementations of the IPs through the use of an introspective architecture, which is created by assembling components from the IP library, and parameterizing the associated configurable elements. The high-level description is encompassed by a set of models, each of them describing different aspects (views or separation of concerns) of the DPR platform: interconnections, parameterization, the different system configurations or modes, etc. The models corresponding to the DPR platform are imported into Sodius MDWorkbench, and through model transformations (and a set of transformation rules), used for generating the IP-XACT design (introspective architecture) that is exploited, along the corresponding IP-XACT component library, to generate the back-end MHS representation. The generation flow, along the different metamodels and transformation rules are the object of Chapter 6.
5.1/ Introduction

As mentioned in Chapter 2, modern CAD IP reuse and design by reuse methodologies make use of IP-block metadata for a variety of purposes. Many CAD tool vendors have created their own IP databooks, which are used for automating procedures related with their own flow-specific needs. However, these endeavours have lead to an ecosystem in which IP reuse cannot be fully exploited due to the inherent interoperability issues arising from such metadata representations. The IP-XACT standard has been conceived for exchanging IP descriptions among CAD tools, while providing means for their tailoring to the specific needs of the flows wherein these components are to be used. Thus, commonly used metadata, such as parameters, bus interfaces and ports information can be exploited by tools for tasks such as the automatic instantiation of IP components (i.e. interconnection and parameterization) at a given level of abstraction (i.e. RTL), by using a well established IP metadata standard. This approach has proven itself successful in many SoC-based design flows, where tedious tasks including the integration of IP components to complex bus fabrics (consisting on dozens of signals), their customization, and the computation of the associated map addresses (for Hds APIs), have been all highly automated.

Furthermore, in addition to purely functional, parameterization and interconnection metadata, IP-XACT provides EDA capabilities through the packaging of implementation and tool usage information. This implies that an IP-XACT component description also contains metadata about the design artifacts used for implementing the functionalities of the IP, along how these implementation files are intended to use within a tool flow. For instance, a component description typically contains a set of implementation files written in VHDL or Verilog, along drivers in the form of .H and .C files for communicating with the block from a software perspective. This information (e.g. location in an IP library, dependencies, and possible customizations), can then be stored in the IP metadata description, along point tools information for obtaining concrete results (e.g. synthesis and compilation directives, predefined TCL files). Therefore, assembling all this metadata provides a great degree flexibility for the automation (and eventual creation) of design tools, which is one of the main goals behind the standard. These efforts have fostered a great deal of research in the academia, as discussed in Chapters 2 and 3, with different efforts targeting several domains and back-ends.

In the FAMOUS methodology, we aim at the creation of DPR SoC platforms, following a component-based approach in which the Xilinx Platform Studio tool plays a central role. This tool makes use of its own IP metadata representation, encoded in the Microprocessor Peripheral Definition (MPD) file; such representations work well in the context of Xilinx-based tools, where many of the burdensome tasks for creating a SoC platform have been highly automated. However, plugging an MDE-based methodology to a particular back-end would limit its adaptability to future changes in the FPGA vendors technolo-
gies, and then we have opted for an approach in which IP-XACT component descriptions package the information contained in the MPD files. In this manner, the Xilinx XPS tool specific information is encoded as a part of the IP-XACT component description, while extensions can be added to the IP metadata without compromising the flow-agnostic philosophy of the standard. Furthermore, it enables to add DPR concepts that are typically not exploited in the Xilinx SoC tools, as described in the previous chapter.

Then, by using and XMLized description of the IPs, we provide to our methodology with IP reuse capabilities through IP reflection, by following the MCF paradigm discussed in Chapter 2, and which is shown again on Figure 5.1 albeit in a simplified manner. By reflecting the IP metadata contained in the Xilinx MPD files to IP-XACT component descriptions, we provide a means for visually importing metadata templates into a modeling environment. These IP templates can be converted into visual objects through the use of a UML MARTE metamodel, one of the contributions of this work. A visual representation aids the designer of a SoC platform at high-levels of abstraction at instantiating and parameterizing IP components (thus composing a platform) that otherwise would require a high level of expertise, both in terms of the underlying implementation languages and the used tools to create the SoC platform.

The so-obtained introspective architecture (to be discussed in the second part of this chapter) can be used for creating the intended back-end system representation through model transformations. We will focus our attention on modeling of the platform performed in UML MARTE, and how this description in converted into our chosen XML intermediate representation (an IP-XACT design description object). This IP-XACT description is used with two purposes: parsing the IP component descriptions in the IP library for obtaining relevant configuration and interconnection information and, once this information is available, for generating the back-end platform description (e.g. RTL or Xilinx Platform Studio MHS file). Of course, the Partial Reconfiguration Support must be taken into account as well during the modeling phase, but being this a component-based approach, this requirement does not impact the way the platform is created, but

![Figure 5.1: Metadata Reflection for IP reuse phase of the FAMOUS Methodology](image-url)
the generation phase.

This chapter is then divided in two parts. First, we engage in a thorough description of the IP reflection mechanisms, from MPD to IP-XACT and from IP-XACT to UML MARTE. Then, we describe how the obtained platform is transformed into an IP-XACT design and subsequently into the Platform Studio MHS file, which is fed to the tool to obtain the synthesizable description of the design.

### 5.2/ Xilinx Platform Studio Back-end IP Representation

As mentioned at the end of the previous chapter; the Microprocessor Peripheral Definition (MPD) file is used by Platform Studio to store IP components information (in terms of parameters, bus interfaces, ports, IO interfaces and finally, design flow/technological options). This information is used to abstract the low-level implementation details contained in the VHDL files, and at the same time, to allow the underlying tools (e.g. PlatGen, using parsers and generators) to retrieve metadata for configuring the aforementioned elements, adding EDA capabilities to the processing of the IP cores. The metadata in this model is structurally encoded in a textual manner (based on ASCII), defining a syntax. This kind of structured textual format can be easily understandable by computers by defining a parser; in this way, Xilinx tools can process the information contained both in the MPD files and the MHS model, which are intimately related. In fact, the MHS, as briefly described in the previous chapter, is encompassed by a set of component instances, each referencing an MPD description (and thus, the underlying VHDL description), as depicted on Figure 5.2.

![Figure 5.2: Role of the MPD file in the Xilinx Platform Studio Back-end](image)
The MPD file contains rich information (metadata) of the underlying IP VHDL/Verilog implementations (generics, ports), adding flow dependent attributes to the parameters and ports. The ports can be bundled together using bus interfaces, allowing the designer to customize the use of certain interfaces by setting attributes such as DataType, isValid, Permit, etc. Similarly, parameters and options can be made dependent on other parameters, and attached to specific groups (e.g. parameters that affect certain interfaces but not others, parameters that are only used when another feature have been chosen by the user, etc). An important aspect of the MPD file is that it can contain IP metadata that is tool/technology specific, facilitating the customization of the IP in different scenarios. Moreover, the targeted FPGA family of specific device determine the usability of certain features of the IP; the inclusion or not of these features is controlled via dependent parameters that are enabled only when they are supported by the target FPGA.

An example of this feature is shown as well in Figure 5.3. In fact, the controlling parameters are commonly used in the code, along generate VHDL directives for enabling the inclusion of chosen features in the final synthesized netlist. As with a pure VHDL code, this is achieved through the use of top-level generics that are set in the component instance; in Xilinx XPS, this is done on the MHS file, which is used as input to the Platgen tool. This tool in charge of configuring and generating the netlists for each of the components in a top-level MHS description; parsers run by PlatGen analyze the metadata contained in the MPD file to seek for any parameters, bus interfaces or ports that depend upon the top-level generic. Then, the MHS file is created in such a way that the underlying IP VHDL implementation is synthesized accordingly to the user requirements. These features will be explored in more detail in second part of this chapter, when addressing the system generation phase.
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5.3/ CREATING THE REUSABLE IP LIBRARY THROUGH METADATA REFLECTION

The EDK intermediate description, based in the MHS and MPD file (among others), represents an improvement over a purely VHDL description, since the textual representation has a formal semantic, and it could be used directly as the intermediate IP and platform representation in the FAMOUS framework. However, we believe that such approach (used in frameworks such as MoPCoM) would severally tie the FAMOUS approach to a set of models that are susceptible to change, especially considering the move of many SoC and CAD vendors to IP-XACT-based representations. We prefer then to foster an approach in which the metadata contained in the MPD files is reflected first to an XMLized IP-XACT standard representation (and IP-XACT component object) and then, through certain features selection, to an UML MARTE XMI template for reusing MDP/VHDL components at high-levels of abstraction. This method decouples the FAMOUS methodology from the chosen back-end, since IP-XACT enables to store multiple views (back-end related metadata) into an IP-XACT component object; then, a particular back-end representation can be obtained by selecting the corresponding view (and the associated generators/model transformations).

5.3.1/ MDE-BASED METADATA REFLECTION APPROACH

The FAMOUS methodology is a Model Driven Engineering methodology for the modeling and generation of heterogeneous DPR systems. This thesis work deals with the design entry phase of the DPR flow, which as described in Chapter 1, it is basically a bottom-up approach in which IP components are gathered from an component library to build a platform composed of static and partially reconfigurable modules. As discussed in the previous chapter, we have decided to follow a component-based approach for the creation of DPR Systems-on-Chip, which in the SoC industry is known as IP reuse. Such a methodology assumes the existence of a library of plug-and-play components, with standard interfaces and associated metadata information for automating their instantiation into a top-level description (design by reuse). As discussed in the previous chapter, this is achieved by abstracting the components implementations through the use of well-defined bus wrappers (based on bus standards such as CoreConnect or AXI) for both static and dynamic IPs. In this manner, the IP components become mere building blocks which can be used in by Xilinx Platform Studio to build complex FPGA-based SoC platforms.

However, the philosophy behind the MDE paradigm is to abstract as much as possible the implementation details of the deployed components, as well as the eccentricities of the implementation tools. This can be achieved through the use of a standard intermediate such as IP-XACT, which additionally enables tool interoperability and the creation of flow
agnostic IP and systems descriptions. We have already discussed the benefits of pairing UML MARTE and IP-XACT in the theoretical section of this thesis; however, in order to link the low-level implementation details to their high-level counterparts, the IP metadata needs to be made available at the deployment phase of our MDE approach. Typically, in a purely VHDL flow, this will require to extract metadata from a set of files related to the IP implementation, such VHDL legacy code and documentation files; however, the intermediate models provided by Xilinx Platform Studio make this task simpler, since they already contain a great amount of the required metadata. Thus, we only need to reflect this metadata into a much more amenable and standard IP-XACT component description, whose purpose overlaps with those of the MPD file. The advantage of doing so is that the IP-XACT component description can be made retargeatable by changing the design flow information, while the common elements for instantiation remain unchanged.

As discussed in Chapter 3, many modern MDE methodologies make use of UML MARTE and a modeling front-end for composing platform based on IP-XACT components; in order to do so, the metadata contained in the IP-XACT components has to be available at high-levels of abstraction. However, unlike previous methodologies, we perform this second metadata reflection in such a way that the designer in UML MARTE does not have to deal with the eccentricities of IP-XACT, which contains plethora of low-level metadata. Instead, just the minimum amount of information for instantiating the IPs is imported into a set of UML MARTE templates. In fact, the basic idea is the creation of a multi-level IP library, as depicted on Figure 5.4. At the lowest level, the VHDL component descriptions are already abstracted by their corresponding MPD files; therefore, what the UML modeler is actually dealing with is with the creation of a Xilinx Platform Studio platform description. However, since the MPD metadata has been reflected into IP-XACT and UML MARTE components, the creator of a high-level model is only concerned with very abstract representations of the IP blocks. The IP-XACT component descriptions contain the same information of the MPD files, but FAMOUS-specific metadata is added to the models for targeting different back-ends (e.g. purely VHDL flows forgoing Xilinx XPS); furthermore, the IP-XACT component are better fit for developing compilation chains that are independent from the chosen-back end, which can enable the creation of CAD tools which IP representations can be exchanged, fostering the collaboration in the SoC research community.

In order to perform the IP reflection mechanisms described above, we made use of Sodius MDWorkbench, a tool that was briefly introduced in the previous chapter, and that enabled us to create the metamodels for each of the models in the multi-level library (MPD, IP-XACT component, UML MARTE templates). Then, the corresponding models conforming to these metamodels can be easily imported into the tool, and through model transformations (using a set of transformation rules) each library in the figure has been created. The departure point is a library of static and DPR components with their associated MPD models, which are transformed into IP-XACT components; these IP-XACT components are
compliant with the standard and can be therefore imported into other compliant design environments, meaning that non-MDE approaches can also benefit from them. Nevertheless, these IP-XACT components are subsequently transformed into UML MARTE abstract components for its use in an UML Modeler containing the associated metamodels as part of an extension to the MARTE standard.

The creation of a platform from the IP library is the subject of the next section. Here, we will first discuss how the IP-XACT component descriptions are used to package the information of the MPD files, as well as the required extensions in the description to make this possible. Then, we will introduce the metamodels and model transformations in great detail. Finally, we will demonstrate how the IP models presented in the previous chapter are actually represented in UML MARTE.

5.3.2/ IP-XACT REPRESENTATION OF THE IP COMPONENTS

An IP-XACT component is the central placeholder for the objects meta-data. Components are used to describe cores (processors, co-processors, DSPs), peripherals (memories, DMA controllers, timers, UART), and buses (simple buses, multi-layer buses, cross bars, network on chip). An IP-XACT component can be of two kinds: static or configurable. An IP-XACT compliant design tool cannot modify a static component. A configurable (or parameterized) component has configurable elements (such as parameters) that can
be configured by the design environment and these elements may also configure the underlying RTL or TLM models.

An IP-XACT component can be a hierarchical object or a leaf object. Leaf components do not contain other IP-XACT components, while hierarchical components contain other IP-XACT sub-components. This can be recursive by having hierarchical components that contain hierarchical components - leading to the concept of hierarchy depth. The IP being described may have a completely different hierarchical arrangement in terms of its implementation in RTL or TLM to that of its IP-XACT description. Thus, a description of a large IP component may be made up of many levels of hierarchy, but its IP-XACT description needs only to be a leaf object as that completely describes the IP. On the other hand, some IP cannot be described in terms of a hierarchical IP-XACT description, no matter what the arrangement of the implementation hierarchy.

![Figure 5.5: Elements of the IP-XACT component description](image)

The IP-XACT XML schemas for the component objects have been conceived in such a way that they cover as much ground as possible, since IP blocks, as mentioned above, can be very heterogeneous. Therefore, many elements with associated metadata sub-elements have been defined, as depicted on Figure 5.5, which shows the first level of the component schema hierarchy. The elements in the figure can be roughly classified in three groups, which have be highlighted (the elements have been rearranged for clarity purposes as well): elements for instantiation and interconnection (busInterfaces),

```xml
<busInterfaces>
  <!-- Elements for instantiation and interconnection -->
</busInterfaces>
```
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⟨channels⟩, ⟨choices⟩, ⟨parameters⟩), elements for HdS related procedures (⟨cpus⟩, ⟨remapStates⟩, ⟨addressSpaces⟩, ⟨memoryMaps⟩) and elements for storing implementation information and promoting EDA (⟨model⟩, ⟨fileSets⟩, ⟨componentGenerators⟩).

Nonetheless, it is important to note that the standard defines most of these items as optional, given that not all concepts might be required in a particular tool/methodology; defining which elements are to be used, and how they will be exploited in design flow (along eventual vendorExtensions) are the tasks of the CAD tool developer. There are, however, certain concepts that are common (and mandatory) in certain flows; for instance, IP blocks to be used in SoC description written in HDL languages require, at minimum, metadata related to the bus interfaces used by the IP, the associated ports and parameterization information.

Figure 5.6: IP-XACT component block representation showing the main concepts for modeling

In this work, our main goal it to provide IP and design by reuse capabilities to the MDE-based FAMOUS methodology. Specifically, we are interested in providing a usable flow for easing the design entry phase of the DPR design flow that deals mostly with the instantiation of static and partially reconfigurable hardware components. Therefore, we mostly forgo the HdS aspects of the IP-XACT component descriptions to concentrate in their instantiation and interconnection elements, along EDA capabilities, as depicted on Figure 5.6, in order to enable the generation of Xilinx Platform Studio compatible IP cores and system representations. In the sections that follow, we introduce in some depth how these IP-XACT elements (and several sub-elements) are used, along FAMOUS vendor extensions, to build a library of reusable IP components. We shed new light on the discussion of the previous chapter regarding the modeling of the different IP blocks in Xilinx Platform Studio, and how these concepts are stored into the IP-XACT component databooks for distinguishing between static and dynamic IP blocks, along task IPs. Furthermore, we address the modeling of the different IP-XACT component elements, with the goal
of facilitating its reflection into higher levels of abstraction (UML MARTE templates) by following several design strategies.

5.3.3/ GENERIC MODEL OF A XILINX PLATFORM STUDIO IP COMPONENT

Before engaging in a detailed description of how the IP-XACT objects and the associated schema sub-elements that are used for encapsulating the Xilinx XPS core metadata, we will provide a launching pad for this discussion. In the previous chapter we have discussed the Xilinx Platform Studio philosophy behind the creation of IP components, and furthermore, we have provided an IP taxonomy based on those concepts; as with many other component-based SoC design approaches, wrapping an IP using a set of well-defined bus interfaces eases the instantiation of such components into a complex design, as depicted on Figure 5.7.

Instead of dealing with a plethora of heterogeneous blocks (and several communication mechanisms), the designer of a platform sees the components as plug-and-play building blocks, wherein interconnection and parameterization are greatly simplified. Apart from conventional bus interfaces, a component might contain individual ad-hoc and hierarchical ports, along external interfaces (DVI, VGA, USB, etc); the information of these interfaces must also be inferred automatically, notably any constraints (timing, pin assignments) for facilitating the integration of the IP into the desired platform (i.e. FPGA platform). In Xilinx Platform Studio, the information about parameters, bus interfaces and ports is stored in the MPD description, and as explained in the previous section, it must be packaged into the IP-XACT component description for obtaining a flow-agnostic IP description.

Moreover, by making use of the Xilinx XPS component-based methodology, a single top-level component wrapped by the Intellectual Property Interface (IPIF component) is obtained, simplifying its management in terms of implementation details (by abstracting how the IP core is composed, in some cases containing hundreds of VHDL files). Furthermore, the design flow deals with the configuration of a single entity, propagating the IP top-level parameters to the sub-elements in the component description. Different configurations of an IP can then be easily referenced and retrieved from the IP library, instead of dealing with heterogeneous configurations.

In the previous chapter we have introduced an IP taxonomy for static and Partially Reconfigurable IPs, in which several wrapper designs abstract the low-level eccentricities of the IP implementations (for DPR IPs, by separating conventional reconfigurable IP of context-aware components). This is attained by isolating the IP wrapper from the USER LOGIC section of the Xilinx IP VHDL description, and defining a standard interface for the IP tasks to be mapped to a Reconfigurable Partition. The user logic becomes then a sort of black-box for users at high-levels of abstraction, which only need to assign the desired functionalities to the DPR placeholders; in the case of static or non-DPR IPs, the
Figure 5.7: Generic Xilinx core and IP-XACT main concepts for a component description

approach is similar, the only difference being that no special care needs to be taken during the synthesis phase. All this heterogeneous implementation information is stored well in the IP-XACT component descriptions, as briefly introduced in the previous section.

Summarizing, the goal of the following sections is to describe in detail how the different IP blocks metadata has been packaged into IP-XACT components, since this aspect has a significant impact in how the IPs are to be deployed at high-levels of abstraction (UML MARTE). As mentioned before, we concentrate only in the hardware related aspects of the IP-XACT component descriptions, with two main purposes. First, the instantiation information ($\langle$busInterfaces$\rangle$, $\langle$choices$\rangle$ and $\langle$parameters$\rangle$) is used for providing a means to compose a top-level description using a design by reuse approach (by gathering components from an abstract IP library). Then, the implementation and EDA information (mainly $\langle$model$\rangle$ and $\langle$fileSets$\rangle$) is used for automating the generation of the desired back-end representation (a Xilinx XPS MHS file). We have decided not to dedicate a separate section for the $\langle$busDefinition$\rangle$ and $\langle$abstractDefinition$\rangle$ objects of the IP-XACT standard, but to described them in terms of their relationship to the component bus interfaces.

5.3.4/ REQUIREMENTS ON UML MARTE MODELING OF THE PLATFORM

In Chapter 2, we discussed in great detail how SoC Co-design methodologies make use of IP reuse and design by reuse in order to facilitate the development of complex embedded systems. Then, we introduced the Model Driven Engineering paradigm, which makes use of metamodels, models and model transformations for the generation of artifacts such
as code and the system implementation netlist; this is achieved at the deployment level
of an MDE approach, in which elements in the UML MARTE models are associated with
components of an IP library. Before the introduction of the IP-XACT standard, many
MDE-based methodologies lacked the means for an effective IP reuse and design by
reuse, especially regarding the interoperability of the used intermediate representations
for the IP and platform descriptions. By using the IP-XACT standard, in tandem with a
component-based approach (in which the interfaces and parameterization information of
the IP blocks are homogenized), these problems can be greatly alleviated.

In this section, we intend to shed new light into the problematic discussed in Section
2.2.3 regarding the requirements of the IP reuse capabilities that must be provided by the
deployment level, in particular in the context of the FAMOUS framework. We will address
this issue by showing how the IP-XACT standard and the metadata reflection mechanisms
introduced in this chapter, provide the required IP capabilities to our methodology. As
discussed previously, the basic requirements for the deployment level are:

1. **Associating IP with properties:** The IP representation at the deployment level must
provide the modeler with basic IP properties. In the context of design by reuse, such
properties are related to the instantiation of the components, thus the first requirement is
the availability of parameterization information. This information is readily available in the
IP-XACT component models, and can be easily reflected through parsing the component
description; however, not all parameters need to be available to the designer. Some
components might not be configurable, and as such, the reflection mechanism must only
provide the designer with parameters that must absolutely be set in order to obtain a
usable version of the IP. This is attained through the classification of the parameters in
the IP-XACT component description into well defined groups, as will be discussed in
the section. The second requirement for instantiating an IP block is the availability of
interconnection information; the modeler in UML needs to interconnect IP blocks in a
relatively abstract manner, without being exposed to the low-level implementation details
of the interface.

2. **Component re-utilization:** The modeler in UML MARTE must be able to associate
(i.e. deploy) an instance in the UML platform model to an IP in the component library.
MDE methodologies have traditionally performed this mapping by providing the path to
the implementation files (i.e. pointing where the code artifacts are stored); however, this
approach does not promote component reutilization at all, since it assumes that the com-
ponents are ready to use, without undergoing a parameterization phase. Most compo-
nents in SoC platforms provide high degrees of customization, both in terms of the desired
functionalities and in the way they can be interconnected. As discussed before, the IP-
XACT standard provides a means for unequivocally identifying an IP in the component
library, the VLNV value; by associating an UML MARTE instance to a VLNV, the correct
IP information can be make available to the designer.
3. **Abstraction of associated functionality:** IP-XACT supports the concept of implementation view for supporting multiple back-end generation scenarios. For instance, a component might have several implementations (e.g. for different back-ends, different power consumption or the offered services) at the same abstraction level (RTL). On the other hand, an IP can be described using RTL and SystemC, and the user of the IP model must be able to choose the view that suits him best for the intentions of the model. IP-XACT abstracts the associated functionality of a view by hiding the implementation details (fileSets and buildCommand metadata) away from the user; thus, when a modeler in UML selects a particular view, the back-end information is automatically used for generating the associated functionalities.

4. **System Composition and Generation:** As mentioned in the first point, the IP deployment must provide mechanisms for instantiating IP components at high-levels of abstraction. This is analogous to a component declaration and instantiation in a VHDL top-level architecture. The main difference is that in UML MARTE, the information available to the modeler is much more abstract; the implementation details are gathered in a subsequent stage, when the introspective architecture obtained though composing the platform, along the component deployment information, is imported into an IP-XACT compliant design environment. As discussed before, this is attained though transforming the MARTE XMI system representation into an IP-XACT design; this is analogous to the design capture capabilities provided by IP-XACT compliant CAD tools, which enable to import IP-XACT component descriptions for system integration.

In order to provide these capabilities to UML MARTE, the metadata from the IP-XACT components must be reflected into a set of UML MARTE templates. These templates are described using an IP Deployment metamodel, which represents a much reduced sub-set of the elements in the IP-XACT component description. These templates are obtained by a model transformation between the IP-XACT components obtained from the MPD library, by a second metadata reflection stage, as depicted on Figure 5.4. In order to do so, an IP deployment metamodel must be defined. This approach has the advantage of hiding the eccentricities of the IP-XACT component schema to the user at high-level of abstraction, in contrast to some of the approaches analyzed in Chapter 3, which made use of complete IP-XACT metamodels. The IP Deployment Metamodel will be therefore described in the next section, showing how the IP reuse requirements described in this section are met, improving at the same time the high-level modeling process.

### 5.4/ Meta-models for each of the level in the library

The rational behind this packaging is then to be able to create a minimal metamodel for representing the IP-XACT components in UML MARTE, for providing the modeler at high-levels of abstraction with just the enough information about the IP in order to instantiate...
it in a very abstract manner. This implies, as discussed previously, its retrieval from an abstract UML library, its instantiation (interconnection and parameterization) with the goal of obtaining an abstract representation of the SoC DPR platform. Given that the abstract components contains references to the bus interfaces, ports and parameters of the underlying IP-XACT component descriptions, the so-obtained introspective architecture can then be used for the back-end system generation.

5.4.1/ Microprocessor Peripheral Definition metamodel

However, if these modes are to be integrated into an MDE methodology, the definition of the corresponding metamodel is a necessity; this is attained by defining the relationships between these elements using an UML modeler, and then importing the UML model of the MPD metamodel into Sodius MDWorkbench. The tool can, as mentioned in the previous section, import models that conform to the different metamodels used in the FAMOUS framework for model transformations purposes.

The Ecore formalization of this metamodel was not available, and thus, the MPD metamodel has been created using the Rhapsody UML Modeler and imported into MDWorkbench. The so-obtained metamodel is depicted on Figure 5.8; as shown, a set of Platform Elements can be present in a SoC platform; these platform elements are labelled as Peripherals (actually, any IP connected to processor sub-system via a bus interface). Each Platform Element in a Peripheral Definition contains a set of attributes (Parameters, Bus Interfaces, Ports, Options and IO Interfaces) which encompass as well a chain of commands (a Value:Name pair, separated by commas). These commands are EDA metadata used in the processing of each of the elements in the MDP description by the Xilinx CAD tools, as will be briefly detailed soon after. However, before doing so, we provide an example of how the MPD looks like on Figure 5.3.

Then, we proceed to describe how the elements in the MPD file are used to store information of the IP, for a variety of tasks in the Xilinx XPS design flow. This discussion is not intended to be exhaustive, given the complexity of the Xilinx IP representation and its use in the XPS design flow. The main goal of this section is to provide glimpse in how this metadata is used, and then in the subsequent sections, how it is packaged into IP-XACT components. For a complete description of the MPD file, the reader is directed to the corresponding chapter in the Xilinx Platform Specification Format Reference Manual [42].

Bus interfaces: This concept provides an abstraction used to bundle a set of signals that belong to a predefined bus standard. This is similar to the ⟨busType⟩ element in the IP-XACT component description. The basic principle is the bus interface can then be applied as a classification label to the PORTS description section of the MPD file. As with the ⟨busType⟩ element, the BUS INTERFACES elements in the MPD description provide a high-level abstraction for the ports that encompass it. When Xilinx XPS processes an IP
Figure 5.8: UML Model of Xilinx PSF Metamodel - Microprocessor Peripheral Definition (MPD)

MDP description, it looks for which interfaces the component contains, and generates a VHDL wrapper in the top-level SoC RTL description accordingly. Some of the commands used for the BUS INTERFACE are BUS (for naming the interface), BUS_STD (for associating the interface with a predefined bus definitions, such as DCR, MLM, PLB, FSL, AXI, etc), among others. On command of particular interest is the ISVALID tag, which can be also associated to PORTS and PARAMETERS and whose function is to provide a means for customization of the IP. This command defines the validity of the associated elements of an expression; if the expression evaluates true, the related element (in this case, as BUSIF) is included in the list of valid elements of the IP implementation. This can be used for selecting different kind of interfaces depending on the demands of the application.

**IO Interface:** These elements are similar to bus interfaces, in the sense that are used to bundle a set of signals into a single entity. Furthermore, the set of signals the interface describe do not belong to a predefined bus standard, but to predefined input/output interface, typically to off-chip devices. Examples of these interfaces are the IO signals to the TFT Controller, the DDR memory, the TEMAC Ethernet controller, etc. IO INTERFACES contain only two commands IO_IF (a user defined name for the external interface) and IO_TYPE, which is a label stored in the Xilinx Board Definition (whose intent in otside of the sope of this manuscript, but represents a sort of top-level component description for a chose FPGA board). As with BUS INTERFACES, the IO_IF can then be applied to the PORTS in the MPD description for categorizing them into predefined, meaningful groups for EDA purposes.

**Parameters:** Define values used by the tools to configure the IP. The commands for the PARAMETERS are manifold, and as such, we will describe which we consider the most important. First, the Xilinx tools need to know how to process a parameter; for this purpose,
the ASSIGNMENT command classifies the PARAMETERS into four groups: constant, optional, require and update. The first two classifications imply that the user does not need to take care of the values of the parameters (in the first case, the parameters is propagated automatically, while in the second scenario, a default value can be used). Regarding the other two types of assignments, they correspond to configurable PARAMETERS, the first by the user and the second by batch tools, respectively.

The DT (DataType) command specifies the type of the value hold by the PARAMETER value; examples of DT are bit, integer, string, std_logic, and std_logic_vector. Related commands are MIN_SIZE, RANGE and VALUES, which define the minimum value, the range the value hand hold (defined as a vector) and an enumerated list of choices, respectively.

A third major classification of commands is the PERMIT and ISVALID pair. The ISVALID command acts in the same way as described before for BUS INTERFACES (and is also used for PORTS), and enables the inclusion of a PARAMETER in top-level instance depending on the value of other, controlling parameters in the MPD description. Typically, Xilinx tools will parse the MPD file looking for these dependent PARAMETERS, evaluating the expression contained in the value part of the command and including those that are valid into the top-level instance in the MHS. More details about this process will be provided in the second part of this chapter. Finally, the PERMIT command specifies PARAMETERS whose values can be modified using Xilinx GUIs; these are typically the controlling parameters used in the ISVALID expressions and thus are essential in the configuration/customization of the underlying IP component.

Other commands can be attached with the PARAMETER elements, such as BUS, IO_IF and IO_IS tags for specifying that the parameters are associated with to those elements and must be processed along. This is usually helpful for deciding whether or not a PARAMETER is included in the top-level component instance; for example, if a PARAMETER is associated with a given BUS INTERFACE and this one is not used in the design, then the corresponding PARAMETERS are ignored when parsing the MPD file.

**Ports:** These elements describe the ports of an IP and its characteristics in an individual basis. Many of the commands used for PARAMETERS and BUS INTERFACES are used as well for PORTS (ASSIGNMENT, BUS, IO_IF, IO_IS, PERMIT, and ISVALID) for the same reasons explained above (ports classification and enabling IP customization). However, many PORTS cannot be bundled to BUS INTERFACES and IO INTERFACES (such as clock, interrupt and reset signals); this is due to the heterogeneous nature of a port properties. Therefore, metadata that cannot be captured in VHDL is associated to each PORT depending on its type; for instance, for a CLK port, commands such as CLK_FACTOR and CLK_PHASE are used for providing additional information about the clock properties. The classification of the PORTS is done via the SIGIS command, which can take the following values: CLK, INTERRUPT, and RST; depending on the SIGIS
value, the aforementioned additional commands are attached to each class of port. The same applies for PORTS belonging to BUS and IO interfaces: depending on its type, the associated commands are created.

**Options:** Options are similar to parameters. The main different is that options deal more specifically with flow or technology depending aspects related with the IP. These OPTIONS are used by Xilinx tool to process the MPD files and the underlying IP implementations, and represent specific Xilinx XPS EDA information.

In the next section, we will introduce how the IP-XACT component description is used to accomplish a similar task to the Microprocessor Peripheral Definition. The creation of the IP-XACT components from the MPD descriptions (IP metadata reflection or packaging in IP-XACT jargon) is achieved through and MDP2IP-XACT model transformation; the transformation rules describing the mapping of the concepts discussed above, and those of the IP-XACT component description will be described in the next section, where more insight will be provided on how the MPD commands are used for providing EDA capabilities to the Xilinx XSP framework.

### 5.4.2/ IP-XACT COMPONENT METAMODEL

As discussed in Chapter 2, the IP-XACT specifications provide a set of XML schemas (.xsd) for representing different concepts in SoC design. Some of these objects are the Bus and abstraction Definitions, the Component object, and the Design description. This set of XML schemas has been processed by the improved XSD/Ecore meta-model importer in MDWorkbench, which leads to a Java/EMF implementation of the IP-XACT meta-model. The different metamodels are used for different purposes, in this chapter; we make use of the IP-XACT component metamodel, along the Xilinx MPD and UML Component Deployment Metamodel, to create the multi-level library. The IP-XACT design metamodel, along the UML Platform and Xilinx MHS metamodels are exploited for generating the system back-end representation, and will be discussed subsequently.

#### 5.4.2.1/ BUS AND ABSTRACT DEFINITIONS

In IP-XACT, a group of ports that together perform a function are described by a set of elements and attributes split across two descriptions, a bus definition and an abstraction definition. These two descriptions are referenced by components in their bus interfaces, via a VLNV unique identifier.

The bus definition description contains the high-level attributes of the interface, including items such as the connection method and indication of addressing. The sub-elements in ⟨busDefinition⟩ are shown in the left side of Figure [5.9](#). As with the BUS DEFINITION elements in the MPD file, this IP-XACT object contains a set of attributes that help to describe
a bus standard; for instance, indicates if the \(<busInterface>\) to which this \(<busDefinition>\) is attached is addressable (to indicate whether or not memory map information can be traced through this interface). Interfaces connected to buses are usually addressable, in the sense that they are used for accessing registers in the IP that are mapped to memory; however, certain external or internal interfaces denote direct connections between components in the systems or to external, off-chip devices, and thus they do not require to be addressable. Other two elements are the maximum number of slaves and masters that can be connected to a bus, \(<maxSlaves>\) and \(<maxMasters>\), respectively.

Then, an abstraction definition object, as depicted on the right side of the Figure 5.9, contains the low-level attributes of an interface, including items such as the name, direction, and width of the ports. This is a list of logical ports that may appear on a bus interface for that bus type, and represents the implementation details of the \(<busDefinition>\); in fact, an \(<abstractionDefinition>\) must be linked to the associated \(<busDefinition>\) via the \(<busType>\) sub-element, which is actually the VLNV reference to the associated bus definition type.

The most important element of the \(<abstractionDefinition>\) object is the \(<ports>\) section. These elements contain information about the abstraction of the interface, by defining a set of ports as being both or either \(<wirePorts>\) (a physical port for an RTL description) or \(<transactionalPort>\) (describing its functionality in terms of the services provided by the port). Since we are dealing with hardware components at the RTL level, we make use of \(<wirePorts>\) exclusively. This sub-element provides enough information for describing the characteristics of a port in a VHDL entity (direction and width), as depicted on Figure 5.10 a). Moreover, the \(<wirePort>\) element can be attached to particular sub-elements of the \(<abstractionDefinition>\) (master, slave or system interface), as depicted in the example.
We further constrain the definition of \(\langle busDefinitions \rangle\) and \(\langle abstractionDefinition \rangle\) to those bus interfaces supported by Xilinx Platform Studio, namely CoreConnect PLB and AXI. Furthermore, we have similarly created bus definitions for other non-bus interfaces used in FPGA platforms, such as DVI (for video output), UART, SystemACE (for external flash memories), among others. However, non-Xilinx interfaces can be defined, if the intended back-end is not to be Xilinx XPS, but a more general RTL generation design flow. In the next section we will discuss how component descriptions make use of \(\langle busDefinitions \rangle\) and \(\langle abstractionDefinitions \rangle\) for abstracting the implementation details of the associated \(\langle busInterfaces \rangle\).

5.4.2.2/ BUS INTERFACES AND PORTS

Each IP core in a SoC system normally identifies one or more bus interfaces. Bus interfaces are, using the IP-XACT jargon, groups of \(\langle ports \rangle\) that belong to an identified bus type (a reference to a \(\langle busType \rangle\), which references itself an \(\langle abstractionType \rangle\), for RTL or TLM). The purpose of the \(\langle busInterface \rangle\) elements is to map the physical ports of the component to the logical ports of the \(\langle abstractDefinition \rangle\). This is achieved through the \(\langle portsMap \rangle\) element of the component description.

Furthermore, \(\langle busInterfaces \rangle\) enable individual ports that belong to a slave or master interface to be grouped together into well-defined data collections; this capability significantly reduces the complexity of connecting an IP component when instantiated in an IP-XACT design object, given that EDA tools deal with interfaces in an abstract manner, leaving the ports low-level details in the abstract definition description. When a particular back-end is chosen during the design build phase, generators access the latter in order to create the top-level design description (for instance, port information in component dec-
larations). Since the FAMOUS methodology targets the generation of Xilinx XPS IP and platform metamodels, this information is already abstracted by the MPD file, making the transformation easier to accomplish.

As mentioned before, we have created \( \langle \text{busDefinitions} \rangle \) and \( \langle \text{abstractDefinitions} \rangle \) for several interfaces in Xilinx IPs. A typical IP contains interfaces not only for bus attachments (slave and master interconnections using bus standards such as PLB or AXI), but also for other communication and processing purposes, as depicted on Figure 5.7. For instance, the IP might be part of an image processing or DSP chain, in which data is received, treated in some way and then sent to the next component in the pipeline (ad-hoc interfaces); thus, interfaces for these purposes must be provided. Hierarchical interfaces can be used as external communication ports, for either internal signals in the FPGA or mapped to external pins.

As an example, Figure 5.12 depicts part of the \( \langle \text{busInterface} \rangle \) of the System ACE memory controller, used for accessing data from an external non-volatile memory. The Figure 5.12 a) depicts a snapshot of the System_ACE \( \langle \text{busInterface} \rangle \) element; since this interface does not correspond to a typical bus interface, we made use of the \( \langle \text{system} \rangle \) group tag (in contrast to \( \langle \text{onMaster} \rangle \) or \( \langle \text{onSlave} \rangle \) for bus standard-based interfaces). As mentioned in previous sections, the IP-XACT standard permits the inclusion of the so-called \( \langle \text{vendorExtensions} \rangle \), that usually correspond to a set of parameters (similar to tagged values in UML) that associated to an IP-XACT element, provide a means for storing additional, flow-specific metadata. In order to facilitate the model transformations in the FAMOUS framework, we have defined several extensions; the first are related to the \( \langle \text{busInterface} \rangle \) element, in which extensions such as INTERFACE_TYPE have been de-
fined. The role of this and other extensions will be clearer in the model transformations section, but it suffices to say that depending on the interface type (bus, ad-hoc, and hierarchical interfaces) different parameters will be parsed during the back-end system generation phase.

The \( \langle \text{ports} \rangle \) elements contained in the bus interfaces descriptions comprise external interface of the IP HDL entity, and in many cases, a core might encompass hundreds of them. IP descriptions with such amounts of ports data make it more difficult for CAD tools to process (and for the user to interconnect). Therefore, component-based methodologies exploit the abstraction capabilities provided by bundling together several ports into a single, more tractable element in order to facilitate the instantiation of the components into large systems. Then, during the netlist generation phase of an IP-XACT based methodology (design build), the \( \langle \text{abstractDefinitions} \rangle \) associated with the components \( \langle \text{busInterfaces} \rangle \) are parsed for retrieving the detailed \( \langle \text{ports} \rangle \) information, as depicted on Figure 5.12 b).

In the context of the FAMOUS methodology, this information is exploited by model transformation tools used to generate the top-level description used by Xilinx Platform Studio, the Microprocessor Hardware Specification file. More details of the packaging of \( \langle \text{ports} \rangle \) will be provided when dealing with the model transformations.

![Figure 5.12: Relationship between a bus Interface in a component description and the associated abstract definition](image)

The packaging (IP metadata reflection) of the bus interfaces and ports (internal and external) is obtained though a model transformation from MPD to an IP-XACT component. This model transformation will be detailed in a subsequent section.
5.4.2.3/ Models and Views

The ⟨model⟩ element describes the ⟨views⟩, ⟨ports⟩ and model-related ⟨parameters⟩ of a component. An IP can contain different ⟨views⟩ such as RTL, TLM, software, and documentation, to name just a few. The ⟨views⟩ elements are used in tandem with ⟨fileSets⟩ and design flow information to enable the automation of component related tasks (such as FPGA synthesis, driver/source code compilation, etc). The ⟨fileSets⟩ and ⟨views⟩ elements of an IP-XACT component are closely related, since a given implementation of the component (⟨view⟩ in IP-XACT jargon) references to a specific implementation files bundle (a ⟨fileSet⟩), as depicted on Figure 5.13 b). This feature can be exploited for targeting different design flows, or for selecting specific features of a component at different levels of abstraction. When a set of components is imported into an IP-XACT compliant design environment, and used to compose a platform through design capture, a RTL or TLM view can be selected; this information is used by generators for accessing the associated metadata and performing a particular task (synthesis, netlist generation for RTL, the compilation of the IP associated software drivers, etc). The ⟨view⟩ element contains a set of ⟨attributes⟩ for unequivocally associating it to the particular design object (⟨fileSet⟩) it refers to; for instance, a ⟨name⟩ is used for categorizing the ⟨view⟩, while the ⟨envIdentifier⟩ and ⟨language⟩ refer to the intended tool and implementation language, respectively. The ⟨language⟩ attribute can refer to VHDL and Verilog (for HDL artifacts) or C and H objects (for software files), among others. The ⟨view⟩ element can contain as well a set of associated ⟨parameters⟩ if additional, design flow information, is required.

In our framework, we make use of the ⟨view⟩ elements for different purposes. Each of these elements refers to a single or a set of artifacts described under the ⟨fileSets⟩ sub-elements of the component description. First, we use a ⟨view⟩ element for referencing to the nature and location of the IP HDL implementation files; this ⟨view⟩, labelled as implementation, references the HDL files used by the IP core. A second ⟨view⟩ refers to Xilinx XPS specific files, labelled as xilinx_xps_data_files, that are used by the tool for a variety of purposes, like retrieving TCL command files and other artifacts. Finally, a ⟨view⟩ called edk_softwareDrivers is used for referencing the associated drivers files in the form of C code.

In the particular RTL-based flow, the ⟨model⟩ element corresponds to the top-level VHDL (or architecture) description of the IP. An IP can reference to several implementations by using different ⟨views⟩ pointing to different implementation files (metadata stored under the ⟨fileSet⟩ elements, as will be described in the next subsection). However, this is only possible when the IPs contain the same external ports, which makes sense given that only the internal implementation details differ among the views. In our methodology, we exploit this capability of the ⟨view⟩ elements for describing components with different purposes but having the same interface. An example will be provided in the next section, when the ⟨model⟩ are described in more detail.
5.4.2.4/ Files and fileSets

The ⟨fileSets⟩ element contains a list of ⟨files⟩ and directories associated with a component, as depicted on Figure 5.13b). These files might include drivers, implementation files (VHDL or Verilog), netlists, and other files related with a particular tool. The ⟨fileSets⟩ elements can be grouped for describing particular functions and purposes (using the ⟨group⟩ and ⟨function⟩ sub-elements), and this capability can greatly improve the EDA capabilities of an encompassing design flow. For instance, as mentioned in the previous section, ⟨files⟩ can be grouped to correspond to the intend of a particular ⟨view⟩. The ⟨files⟩ sub-elements contain as well a set of attributes for automating the tasks associated with the related ⟨view⟩. For instance, the location of the implementation file needs to be indicated to the point tools that access the metadata information during the build phase, along build commands (this information is stored under the ⟨dependency⟩ and ⟨buildCommand⟩ sub-elements, respectively).

As described above, we have separated the Xilinx XPS IP cores ⟨files⟩ in three groups: implementation, xilinx_xps_data_files, and edk_softwareDrivers. The rationale behind this choice is due to the way the Xilinx XPS IPs that we are packaging follow all a well-defined directory structure, depicted on Figure 5.13a). This IP_cores directory structure enables Xilinx tool to automate the access to the IP repositories in an structured manner; even if Xilinx XPS is not to be used, the generators that may eventually access the IP-XACT component implementation information for the design build phase need to know the exact location of these files, along ⟨buildCommands⟩ metadata for executing the associated procedures (e.g. synthesis or compilation, for VHDL or drivers, respectively). It must be noted that this repository organization only applies to Xilinx XPS cores; in the case of the PRM and non-XPS IPs, which are not stored in the Xilinx XPS installation repositories,

Figure 5.13: Relationship between a model, its views and the IP component implementation artifacts
the \textlangle fileSets \textrangle} only reference the \textlangle dependency \textrangle} path, along the required \textlangle buildCommands \textrangle} information.

The packaging of the implementation metadata is done in two manners, depending on the type of IP. For Xilinx XPS IPs, the \textlangle fileSets \textrangle} sub-elements is created from parsing the Peripheral Access Order (PAO) file, which as described previously, contains the information of the HDL/Verilog files used by an IP, and the required order of synthesis. For non-XPS IPs, this information has been performed manually, but commercial tools could be exploited for this purpose. The role of the \textlangle fileSets \textrangle} elements of the IP-XACT component description will be described in depth later on, when addressing the system composition and generation of the SoC Platform.

\subsection*{5.4.2.5/ Parameters and Choices}

The last elements in the component description needed for an IP reuse and design by reuse methodology are the parameters and choices. The \textlangle parameters \textrangle} and \textlangle choices \textrangle} sub-elements in a component description permit the configuration of the associated IP core, and enable to automate the parameterization of an IP within a tool flow, along some tangible results, such the generation of a synthesized netlist (i.e. in an RTL flow). As with any other design by reuse methodologies, parameters are normally set at the platform level, using an IP-XACT object know as \textlangle design \textrangle}, where a set of component instances encompassing the configuration and interconnection information of the underlying IP core are assembled in a top-level description model. We have already discussed \textlangle busInterfaces \textrangle} and \textlangle ports \textrangle} store the metadata required for assembling the IPs; in this subsection, we address the parameterization information of the IP, which is stored in one of the two elements introduced above.

The sub-schema of the \textlangle parameters \textrangle} element in an IP-XACT component description is depicted on Figure \ref{fig:parameters}. The \textlangle parameter \textrangle} sub-element contains itself a set of elements used to characterize it; for instance, a \textlangle dataType \textrangle} element defines the type of values the parameter can hold (e.g., integer, float, or string). Secondly, parameters can be bundled together into well-defined groups using the \textlangle nameGroupString \textrangle}, for design automation purposes (parameters might be treated in a different manner during the design configuration phase, depending upon the configuration phase). We make use of the capability to classify \textlangle parameters \textrangle}, information that is used during the model transformation phase, and which will be introduced in a subsequent section.

Any component contains a set of \textlangle parameters \textrangle} (i.e. generics in VHDL), some of them being static (meaning that they cannot be configured, but they are propagated in the IP description) and other configurable. A configurable \textlangle parameters \textrangle} implies that the \textlangle value \textrangle} of the element can be set differently for each use of the IP description, which allows a single description to be used in many different ways. The value of a config-
urable \( \langle \text{parameter} \rangle \) is customizable in IP-XACT by attaching a set of attributes, contained the so-called \( \langle \text{attributeGroup} \rangle \) and that permits the CAD tool designer to specify how a \( \langle \text{parameter} \rangle \) is to be set within a tool flow. This classification capabilities provide a great degree of flexibility, an important aspect in EDA, by defining a large set of attributes within a group; there are four kinds of attribute groups in IP-XACT, depending on the \( \langle \text{dataType} \rangle \) hold by the \( \langle \text{parameter} \rangle \): boolean, float, long and string. In Figure 5.15, we depict the boolean attribute group, along the attributes it contains. It must be noted however that the other groups contain similar attributes, changing only the associated \( \langle \text{dataType} \rangle \). As with many other elements in the IP-XACT standard, the attributes described here are optional, and we have made use of those highlighted in the figure, for reasons that will be explained as follows.

1. \( \langle \text{format} \rangle \): The first attribute in the groups is the \( \langle \text{format} \rangle \) of the value to be held by the parameter. The type of value is defined upon the used attribute group: boolean, float, long and string. In Figure 5.15, we depict the boolean attribute group, along the attributes it contains. It must be noted however that the other groups contain similar attributes, changing only the associated \( \langle \text{dataType} \rangle \). As with many other elements in the IP-XACT standard, the attributes described here are optional, and we have made use of those highlighted in the figure, for reasons that will be explained as follows.

2. \( \langle \text{id} \rangle \): When a component is instantiated onto a \( \langle \text{design} \rangle \) description using an IP-XACT compliant design environment, a set of the \( \langle \text{parameters} \rangle \) in the IP-XACT component description is available for the user to set. The configuration of the so-called \( \langle \text{configurableElements} \rangle \) is done via a reference to an \( \langle \text{ID} \rangle \) attribute contained in the element, which belongs to the \( \langle \text{attributeGroup} \rangle \) sub-element (and which is stored into an
string). However, not all the ⟨parameters⟩ are directly configurable; many ⟨parameters⟩ are static, and not directly accessible to the user. On the other hand, the value of the configurable ⟨parameters⟩ can be set in different manners.

3. ⟨configGroups⟩: The ⟨parameters⟩ in the component description can be classified into different groups for facilitating their processing by the generators or configuration tools. For instance, a set of ⟨parameters⟩ can be associated to a ⟨busInterface⟩; if this interface is not used in the final implementation (due to customization process), then the ⟨parameters⟩ under that ⟨configGroup⟩ are not used for configuring the component.

4. ⟨minimum⟩, ⟨maximum⟩ attributes are used for delimiting the minimum and maximum allowed values for the associated parameter. Similarly, if the other attributes are not used, the ⟨rangeType⟩ defines maximum allowed range of values for the parameter, and its type (e.g. integer, float, etc.)

5. ⟨resolve⟩: This attribute defines how the value for the containing element is to be configured. The value shall be one from the enumerated list of immediate, user, dependent, or generated. This attribute is probably the most important for the EDA intentions of the IP-XACT standard, since specifies how the parameters it to be used within a tool flow; basically, the resolve element tells the generators (or parser in the case of our approach) how to treat a parameter, as detailed as follows:
- The ⟨immediate⟩ configuration (the default) in the ⟨resolve⟩ attribute indicates the value shall be specified in the containing element. This implies that these elements cannot be changed, and that the default values will immediately resolved (used as is) for any generation purposes. Static ⟨parameters⟩ are typically categorized using this attribute.

- The ⟨user⟩ configuration indicates the value shall be specified by user input and the new value stored in a ⟨componentInstance⟩ (at the platform level or ⟨design⟩ under the ⟨configurableElement⟩ element referenced with the associated ⟨ID⟩)

- The ⟨dependent⟩ configuration indicates the parameter value shall be defined by an XPATH equation defined in the ⟨dependency⟩ attribute. The values assigned to the parameters are inferred (resolved) from the result of the equation.

- ⟨generated⟩ configuration indicates the value shall be set by a generator (written automatically by CAD tools) and the new value stored under the ⟨configurableElement⟩ sub-element of a component instance. Examples of these parameters are the base and high addresses of the IP (the memory range assigned for the registers in an IP), that are only assigned when the total memory map has been computed by the SoC design CAD tools.

- The ⟨dependency⟩ attribute requires the ⟨resolve⟩ attribute to be equal to dependent. It is typically used for describing ⟨parameters⟩ that depend on other, usually top-level parameters (i.e. generics), but it can also be modified by user defined configuration values of other ⟨parameters⟩ in the component description. This equation takes the other parameters ⟨IDs⟩ as operands, and the resolved value is assigned to the corresponding parameter value.

6. The ⟨choiceRef⟩ attribute, though separated from the resolve element in the standard, is very much related to the ⟨dependent⟩ configuration, since the value of a ⟨parameter⟩ might depend on the selection of a value from an enumeration list (defined by the ⟨choices⟩ element of the component description, which has been tied to the ⟨parameters⟩ in this discussion for convenience reasons). For instance, a parameter can take a value from a predefined set of possibilities (i.e. the baud rate values for an UART component); then, the ID is tied to not to a ⟨parameter⟩ but to a ⟨choice⟩, and the values is taken from the available values described in that enumeration. Examples will be provided in a subsequent section, when dealing with the transformation rules between the MPD file and IP-XACT component description.

The packaging of the parameters from the MPD file has been done in such a way the each of them fits in one of the aforementioned categories. In some cases, there is an overlap between the two IP component representations, and when not, some vendor extensions have been introduced in some elements of the schema.
5.4.3/ UML MARTE Proposed IP Deployment Package

In order to promote IP reuse in our approach, we have introduced the Deploy package as an extension to the MARTE Profile at the Deployed Allocation level, in which we use two kinds of UML diagrams. First, we have to identify which elements can be deployed in the logical view (behaviour or structure), and what can serve as a target of a deployment, the physical view (a resource or a service). The stereotype \(\langle\langle\text{deployed}\rangle\rangle\) (which belongs to the extended Deploy package in MARTE) is used for this matter in the Deployed Component diagram (or Platform View). Each elementary component corresponds to an IP implementation in the IP-XACT library. In order to enable this, we have defined a new stereotype, labelled as \(\langle\langle\text{IP}\rangle\rangle\), which makes use of several resources from the Generic Resource Modeling (GRM) package in MARTE.

This stereotype is applied on classes in the Diagram Class of IPs (or Parameterization View), which is the second kind of UML diagram used at this level, and which contains a set of components instances used for configuring top-level parameters, which control the creation of the MHS file from the IP-XACT design. The \(\langle\langle\text{IP}\rangle\rangle\) stereotype contains a set of attributes used to describe basic information of the IP at high-levels of abstraction, as depicted on Figure 5.16. We have decided to keep these attributes to a minimum, since the designer does not need to know all the parameters of the IP. We have defined two \(\langle\langle\text{DataType}\rangle\rangle\) to provide a means to deploy the IP.

Figure 5.16: IP-XACT component block representation showing the main concepts for IP parameterization and configuration

These data types are explained in more detail as follows. The \(\langle\langle\text{IP}_{-}\text{Kind}\rangle\rangle\) enumeration is
used to identify the type of implementation of the IP core. This provides a mechanism for identifying which parameters should be used in the flow, since the kind of implementation determines their configuration. In this work, we assume that all the IPs are implemented as HW components (hence, the IP language attribute should be VHDL or Verilog). However, this can be extended for software implementation functionalities. The flow specific information is obtained from the IP-XACT component description, particularly from the \textlangle View\textrangle element, by assigning a value from the \textlangle envIdentifier\textrangle enumeration (e.g. Xilinx XPS, Pure VHDL, SystemC); in this way, we provide an easy way to select which back-end will be used in the system generation phase.

The ID element types \textlangle identifier\textrangle which is a \textlangle DataType\textrangle in MARTE and contains a set of attributes to link the high-level descriptions to their IP-XACT counterparts. This type provides a means to unequivocally identify a component in the library by associating a \textlangle vlnv\textrangle (Version, Library, Name, and Version) tuple to a component instance in UML MARTE. For Xilinx EDK IPs, the Name and Version values are obtained from the MPD file (Name and HW_Ver). Nonetheless, we have decided to keep the \textlangle filePath\textrangle attribute for cases in which the designer wants to point the location of the implementation files; this information can be retrieved from \textlangle fileSet\textrangle element in the IP-XACT component description, under the \textlangle Dependency\textrangle element.

Finally, the most important aspect of our approach for parameterization (and eventually customization) of a component instance in the hardware platform, is the capability to import the most relevant parameters of the IP-XACT component into the UML MARTE component template. We perform model transformations from the Xilinx MPD files to obtain our IP-XACT library; the components in the library contain a set of elements described in the standard. The \textlangle Model\textrangle element contains, among other features, a description of the \textlangle Parameters\textrangle of the IP, typically implementation dependent information. We store the parameters information from the MPD file into the \textlangle view:Parameters\textrangle section of the component description; we have extended the definition of parameters with Xilinx specific attributes, through vendor extensions. These extensions will be described in more detail in the next section.

In order to illustrate the concepts discussed above, Figure 5.17 a) illustrates a snapshot of a deployed component view diagram in which we make use of stereotypes from MARTE HRM package (e.g. HwComponent) in order to describe the logical architecture. We also use \textlangle deployed\textrangle stereotype from Deploy package to match each component to its respective IP defined in a class diagram. This is the so-called Platform View; using a CSD, the designer is interested in describing the way the system is to be connected, not concerned to the low level aspects of the design. The MARTE extensions discussed in the previous section allow us to import the IP description to generate the views used for parameterization and integration, as depicted in Figure b). We promote IP reuse in our approach by importing important parameters into a \textlangle IP\textrangle instance in MARTE; the creation of both views is done automatically by models transformations.
In order to accomplish this, we need first to define a transformation from MPD to an IP-XACT component description; the transformations are defined in the next section, but the basic principle is to categorize important features in the MPD model into meaningful groups in order to obtain only the required information for the high level models. For instance, parameters can be categorized as \langle visible \rangle, \langle visible\_when\_valid \rangle, \langle optional \rangle, and \langle constant \rangle; these attributes are defined using the \langle config\_Groups \rangle tag under the \langle view:Parameters \rangle elements.

By separating the parameters into different groups, we can define which sets can be imported into the MARTE component description; only \langle visible \rangle and \langle visible\_when\_valid \rangle parameters are imported into MARTE component template by an IP-XACT to MARTE transformation. The reason for this is that \langle optional \rangle and \langle constant \rangle parameters are typically part of the IP description, but not used in the parameterization phase. Another aspect in the reuse of IPs is the customization of different components of the implementation; the VHDL underlying components can be designed in such a way that code templates can be added or removed from in the synthesis phase by controlling parameters in the MPD description. Therefore, these parameters control the inclusion of other parameters, ports and bus interfaces into the final IP description; the \langle visible\_when\_valid \rangle tag is thus applied to all these three groups when converting the MPD description into an IP-XACT description.

When performing the conversion into MARTE models, the parser looks for the \langle visible \rangle and \langle visible\_when\_valid \rangle tags under the \langle parameters \rangle, \langle ports \rangle and \langle bus\_Interfaces \rangle sections of the IP-XACT component description, and creates a MARTE template accordingly. However, dependencies on other parameters are not supported by the current specification of IP-XACT (v1.5.); the standard specifies ways to control the values of certain parameters and choices dependent on equations involving other parameters, but no methods to control the inclusion or not of certain elements in the final generation phase. In order to support this, we have defined \langle vendor\_Extensions \rangle in the aforementioned elements, which are parsed to resolve this attribute. The generation of the structural information of

![Figure 5.17: a) Snapshot of the MARTE architecture view. b) Example of an IP instantiation with parameters](image)
the components is more straightforward: bus interfaces and ports are converted to UML ports and named after the IP-XACT description; similarly as in the case of parameters, only those with the visible and visible when valid tags are used to generate the MARTE component. The components labelled as ⟨⟨deployed⟩⟩ in the deployed architecture diagram, are linked to the ⟨⟨IP⟩⟩ stereotypes in the class diagram of IPs. Each deployed component corresponds to an IP class and stored in the MML MARTE Library as a template that can be subsequently used as the building block of the Platform View, as shown in Figure b). As mentioned before, both views are parsed and used to create an IP-XACT design description exploited for system generation.

5.5/ PROPOSED MODEL TRANSFORMATIONS FOR CREATING THE MULTI-LEVEL IP LIBRARY

In this section will be further describe how the mapping between the Xilinx EDK files and their IP-XACT counterparts is performed. In the previous section we described how the MPD file is composed and the elements of the IP it describes. As mentioned previously, the MPD file contains all the parameters, ports and bus interfaces of an IP; however, the MHS file has precedence over the MPD file. This means that the values set at the top-level change which elements of the MPD/IP core will be implemented.

5.5.1/ MPD → IP-XACT COMPONENT TRANSFORMATION RULES.

We start with the BUS INTERFACES and IO INTERFACES of the IP. This concept exists in IP-XACT in the ⟨busInterfaces⟩ element; however, the nested PARAMETERS of the MPD file are not part of the standard. For this reason, we have decided to store these nested parameters as ⟨vendorExtensions⟩ in each of the ⟨busInterfaces⟩ elements of a component description, as shown in Figure 5.18. We have defined an ⟨attribute⟩, INTERFACE_TYPE, to differentiate normal BUS INTERFACES from IO INTERFACES in the IP-XACT description. Depending on the value of these parameters, the subsequent elements in the interfaces descriptions are used to create the MPD description, if this is the objective of the transformation phase. An important PARAMETER for the bus interfaces description is the IS_VALID option, which controls if the interface is included or not in the design.

The second element of the MPD file to be mapped is the PARAMETERS, which are used for different purposes. IP-XACT provides the possibility to store parameters in different elements of the component description. Since we are targeting Xilinx EDK cores, we have decided to store these parameters in the ⟨parameters⟩ section of a Xilinx XPS ⟨view⟩ element; in this way, the rest of the IP description can be more generic and not tool dependent. Figure 5.18 shows how the PARAMETERS have been mapped to IP-XACT. In
some cases new ⟨parameters⟩ have been created, whereas in others cases the mapping can be performed through already existing concepts.

For the PORTS section of the MPD description, we have used the ports description in the ⟨model⟩ element of the IP-XACT component description. As with the ⟨parameters⟩, setting the configuration of the ⟨ports⟩ in this section, helps in keeping the component description independent of the intended flow. For a VHDL implementation, only the name, direction and size of the port are required; this information is used for generating the entity to be connected in the top-level description.

However, ports in a SoC flow are more complex. For instance, in Xilinx EDK, each of the ports in the MPD description has a set of nested PARAMETERS or attributes. These attributes depend on the port type we are dealing with; we have defined three parameters to identify the type of port: PORT_TYPE (bus signal, external, internal), PORT_GROUP (to associate a port with a bus interface or IO interface), and SIGNAL_TYPE (clk, interrupt, bus, io, three_st). This has been necessary since IP-XACT provides very limited port classification capabilities. Depending on the values of these signals in the MPD file or in the design entry phase, the rest of the PARAMETERS in the port description will be created or parsed, depending on the scenario. The figure also shows these PARAME-
TERS and how certain among them depend on the values of the first three signal types, which are not part of the MPD description.

Finally, the options in the MPD file deal with technological/flow related aspects. We have decided to store these values in the normal *(parameters)* of the component description, since they can be parsed first and affect, in some cases, the *(parameters)* located in other sections of the component description. Examples of these parameters/OPTIONS are Arch_Support (the FPGAs in which certain IPs can be used), CORE_STATE (active, deprecated, development, obsolete), HDL (BOTH, MIXED, VERILOG, VHDL), IMP_NETLIST, IP_GROUP (this parameters can be used as well in the IP-XACT description to improve the way components are searched), IP_TYPE.

### 5.5.2/ IP-XACT → MARTE COMPONENT TRANSFORMATION RULES

Once the IP-XACT component library has been populated, the following step is to perform the creation of the UML MARTE templates library, which have been depicted on Figure 5.17. This IP models conform to the IP Deployment metamodel introduced in the previous section, and the basic idea is to provide the high-level user in MARTE with a sub-set of abstract elements in the IP-XACT component descriptions; in contrast with previous approaches, that have made use of metamodels comprising the totality of the IP-XACT component sub-elements, we have favoured the use of a simpler IP metamodel that allow us to import just the most basic information for the user at high-levels of abstraction. The mappings between the IP-XACT component metamodel and the IP Deployment Metamodel are depicted on Figure 5.19; as described before, the IP deployment template contains an attribute to set the corresponding VLNV value, and thus, this information is directly mapped. The second element to be mapped to the IP template are a list of high-level parameters; these parameters are only applicable for configurable soft IPs, and have been labelled in the IP-XACT description so they belong to the visible *(ConfigGroups)* (top-level configuration parameters) and which need to be set by the defined as *(user)* under the *(resolve)* attribute of the *(parameter)* element, so that a correct kernel of the IP is instantiated, and the corresponding high-level parameters are propagated in the generation phase, serving as the controlling parameters of the introspective architecture.

Then, the ad-Hoc *(ports)* (those not belonging to predefined bus interfaces) are associated to the IP template. These ports need to be connected in the Platform View of the UML MARTE models (using a PortKind = adHoc_Port_Int or adHoc_Port_Ext tag for differentiating between adHoc ports and hierarchical ports ). The bus interfaces are much simpler to map, since they only refer to a PortKind = busIF that require a name (i.e. SPLB for slave interfaces) and a bus type (PLB, FSL, AXI). By providing these simple mechanisms, the IP templates (or kernels) can be instantiated onto the UML MARTE models, and then parameterized and interconnected for obtaining an abstract representation of the hardware component of a SoC platform. This description contains the minimum-required
information necessary for generating an IP-XACT design object, which is used by MD-Workbench for the model transformations in order to obtained enriched models such as the Microprocessor Hardware Specification (MHS) or the top-level VHDL description. This process will be the subject of the next section.

5.6/ DESIGN BY REUSE IN THE FAMOUS METHODOLOGY

In this section, we deal with the second part of a design by reuse methodology: the composition of a SoC platform by reusing IP components from the multi-level library. Furthermore, the system description composed in such a way must be used for performing IP parameterization and the generation of the back-end platform model through metadata introspection. This process, based on the MCF paradigm, is depicted once again on Figure 5.20: we will focus our attention on the dashed square of the figure, which implies how the modeling of the platform in performed in UML MARTE, and how this description in converted into our chosen XML intermediate representation (an IP-XACT design description object). This IP-XACT description is used with two purposes: parsing the IP component descriptions in the IP library for obtaining relevant configuration and interconnection information and, once this information is available, for generating the back-end platform description (e.g. RTL or Xilinx Platform Studio MHS file). Of course, the Partial Reconfiguration Support must be taken into account as well during the modeling phase, but being this a component-based approach, this requirement does not impact the way the platform is created, but the generation phase.

Consequently, we engage in a thoroughly discussion of the platform modeling in UML MARTE and how these concepts are related to their IP-XACT counterparts in the design object description. Some of the UML MARTE extensions are introduced to provide the link between these two levels, as well as the required model transformations to perform their mapping. However, before engaging in a discussion of all the high-level modeling aspects, we first analyze how the Xilinx Platform Studio back-end platform models are

<table>
<thead>
<tr>
<th>IP-XACT</th>
<th>UML MARTE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Component</td>
<td>Class Instance</td>
</tr>
<tr>
<td>spirit: version: library: name: vendor</td>
<td>Id: Identifier</td>
</tr>
<tr>
<td>spirit:businterfaces:businterface:name</td>
<td>Port-BusIF = name</td>
</tr>
<tr>
<td>spirit:Model:ports:port:name</td>
<td>Port-ad-Hoc = name</td>
</tr>
<tr>
<td>(if &lt;user&gt; and &lt;configGroups&gt; = visible)</td>
<td>port kind = ad-hoc port</td>
</tr>
<tr>
<td>spirit:view:Parameters</td>
<td>Parameter_n = name</td>
</tr>
</tbody>
</table>

Figure 5.19: IP-XACT to MARTE templates mappings
used in the context of the flow, and from there, we outline the requirements in terms of the modeling of the encompassing objects at high-levels of abstraction. In this manner, we introduce the proposed transformation rules to move from MARTE to Xilinx XPS, passing through the IP-XACT introspective architecture. We provide several examples of how these concepts have been developed, and some case studies are provided in the next chapter.

5.6.1/ Xilinx Platform Studio Back-end System Generation

In Chapter 4 we have introduced the Xilinx Platform Studio tool, and its use in the conception of complex FPGA-based SoC systems. The SoC hardware platform consists of one or more processors and peripherals connected to the processor buses. The description of these components is expressed via a top-level description, usually in VHDL, which consists in a set of component instances (with the associated generic and ports), and the necessary interconnections to define the desired functionality of the platform. As described in Chapter 2, the user of VHDL does not lend itself very well for IP reuse and design by reuse: VHDL is difficult to parse and usually does not contain design flow information, since it is intended as a flow agnostic HDL, which can be targeted to different back-ends (i.e. synthesis for generating a netlist for a particular FPGA technology). Therefore, metadata driven approaches (making use of intermediate IP and platform representations) have been put into practice by CAD vendors for automating the retrieval, instantiation, parameterization and interconnection of IP (the IP design reuse cycle); as with the IP-XACT standard, the rationale behind these representations is to ease the task of the designer by automating many of the burdensome steps, with the aid of Graphical User Interfaces (GUIs), which make use of the metadata contained in the intermediate representations.

Xilinx Platform Studio deploys the Microprocessor Hardware Specification (MHS) file for capturing the hardware platform description. This intermediate platform description is
Figure 5.21: Role of the MHS file in the Xilinx Platform Studio Back-end

written in an ASCII textual format, with an associated syntax, which helps XPS tools to parse the associated files to mine data corresponding to several elements in underlying IP and platform implementations. Xilinx Platform Studio provides a design environment in which a platform can be created through the use of GUIs that help the designer in accessing the IP metadata in an efficient manner, without actually having to deal with the underlying IP VHDL/Verilog code. The role of the MHS file in the Xilinx Platform Studio design flow is depicted again on Figure 5.21, but here we focus more in the system composition aspects of the design cycle.

As explained in the previous section, the Platgen tool is at the heart of the generation phase of Xilinx Platform Studio. Platgen compiles the intermediate MHS description and those corresponding to the instantiated modules in a processor-based system, and translates them into HDL netlists that can be implemented in a target FPGA device. Some of the tasks performed by Platgen are described as follows.

1. Reads the MHS file as its primary design input.
2. Reads various IP blocks (pcore) hardware description files (MPD, PAO) from the XPS project and any user IP repository.
3. Produces the top-level HDL design file for the embedded system that stitches together all the instances of parameterized pcores contained in the system. In the process, it resolves the high-level bus connections in the MHS into the actual signals required to interconnect the processors, peripherals and on-chip memories. (The system-level HDL netlist produced by Platgen is used as part of the FPGA implementation process.). This process is shown on Figure 5.22, where an instance on the MHS is compared with the underlying component instantiation in the top-level VHDL description.
4. The, Platgen invokes the XST (Xilinx Synthesis Technology) compiler to synthesize each of the instantiated components.
5. Finally, it generates the block RAM Memory Map (BMM) file which contains addresses and configuration of on-chip block RAM memories. This file is used later for initializing the block RAMs with software.

In the subsections that follow, we will discuss the role of the MHS file in more depth. In particular, we are interested in how this intermediate model abstracts the instantiation (parameterization and interconnection) of a set of IPs, and produces and synthesizes automatically a top-level VHDL description. As discussed in the previous chapters, this top-level netlist, along those of the PRM comprise the primary inputs of the Xilinx DPR design flow, hence our interest in generating the MHS file from the UML MARTE. In order to do so, we have already defined an IP reflection mechanism that enables us to access the IPs metadata contained in the MPD files. This metadata is then used for generating the MHS file from UML MARTE models, while abstracting the use of heterogeneous and complex tools for the user.

5.6.2 PLATFORM GENERATION CHAIN: FROM MARTE TO XILINX XPS

In this section, we embark in a brief description of the platform creation branch of the MDE based FAMOUS methodology; a more in-depth discussion of each of the steps will be introduced in subsequent sections. This stage of the FAMOUS flow represents the design by reuse phase of any IP reuse methodology, and in the particular context of the FAMOUS approach, permits the composition of a DPR-based SoC platform in high-levels of abstraction, and its subsequent transformation into a Xilinx Platform Studio platform model. We make special emphasis on how the different tools required for the MDE development of our methodology are integrated into the DPR design flow. Furthermore, we
discuss the role of the platform models at each stage, as well as the associated model transformations. The complete component-based methodology for the generation of DPR platforms is depicted on Figure 5.23. The four libraries created in the first phase, and introduced in the previous chapter are coupled with Sodius MDWorkbench, but their role in this stage differs from Figure 5.4.

Once the IP libraries in different levels have been obtained, the MARTE Model Library (MML) can be used by UML Modeling Environment (which contains the associated MARTE extensions) to enable the creation of a platform using Composite Structure Diagram, in which the deployment phase takes place, as depicted on Figure 5.23 a). The deployed platform model created in the UML Modeling Environment is exported as an XMI file and imported into Sodius MDWorkbench (label b) on the figure). First, the MDE tool parses the XMI files using a model parser, and employing the associated IP deployment metamodel, along the IP-XACT design metamodel, produces a design object through a MARTE2IP-XACT model transformation.

As described in the previous sections, the IP-XACT design description obtained in this manner contains a set of elements (stored in the metadata schema) that completely and unequivocally describes the intended platform. Such elements are the component instances, their parameterized configurable elements, and the interconnections between the components. This is attained by integrating an IP deployment package in MARTE (a

Figure 5.23: Metamodeling-driven approach for the creation of the platform
platform metamodel), which permits to import the minimum required information for composing the platform at high-levels of abstraction, and more prominently for performing the required model transformations. The obtained IP-XACT XML intermediate representation is flow agnostic, and can be used for targeting different back-ends (i.e. purely VHDL, Xilinx EDK). The selection of the desired back-end depends upon on the chosen generators (or in the context of an MDE approach, on the target metamodel); therefore, it is important to be able to select which implementation back-end is to be used. This is achieved in IP-XACT by choosing the adequate \texttt{(view)} in the IP-XACT component description, which allows to access the corresponding \texttt{(modelParameters)} of the instantiated components in the design description; to make this process easier, this selection is done in the UML model and propagated to the IP-XACT design.

Therefore, the design description is used as an introspective architecture in Sodius MD-Workbench to parse the IP-XACT component library. The parser seeks for parameters, ports and bus interfaces that are controlled by the \texttt{(configurableElements)} of the corresponding components instances; the retrieved information is then exploited, in tandem with the MHS meta-model, for generating the MHS file. This Xilinx-specific model invokes the encompassing IPs from the MPD and HDL libraries for their parameterization and integration at the XPS level. A top-level VHDL file is obtained by PlatGen, which retrieves the constituent static IP implementations for synthesis, as described in Section \textsection{5.6.1}. The DPR IP tasks to be mapped in the reconfigurable partitions are retrieved from the VHDL library and synthesized independently (for clarity, this path is not shown in the diagram), as demanded by the Xilinx DPR design flow. For this, the IP classification provided in the previous chapter helps the parser in MDWorkbench which IPs are to be part of the top-level MHS description and which IPs need to be only parameterized and synthesized. Once the top-level and DPR IPs implementation have been synthesized, the obtained netlists are fed to Xilinx PlanAhead to generate the physical implementation of the DPR system, and subsequently the bitstreams necessary to configure the FPGA. A detailed discussion of each of the steps, the associated metamodels, and the implemented model transformations to move from MARTE to Xilinx Platform Studio MHS model will be discussed in the next sections.

\section{Metamodels for Platform Generation}

In this section we discuss the different metamodels used in each of the phases of the FAMOUS system composition and generation flow. We start from the lowest abstract platform description, namely the Microprocessor Hardware Specification (MHS) listing its more important features and how the metamodel has been created and used in our methodology. Then, we analyze more in detail the IP-XACT design description and we delineate its relation with the MHS file. Finally, we introduce some extensions to MARTE
the have been defined to handle the modeling of SoC platform in UML, and how the IP deployment package allows to have all the required information for generating the lowest systems descriptions through model transformations. The latter are which are then discussed in the last section.

5.7.1/ Microprocessor Hardware Definition metamodel

As discussed previously, the MHS file is used by Xilinx XPS to store the information of the platform (in terms of component instances, their parameters, ports and bus interfaces). As with the MPD file, the information is this model is encoded in ASCII. The model is used as a Xilinx specific platform representation, and exploited by Xilinx tools such as Platgen to parse the IP representations to generate the top-level RTL description of the platform (acting as a netlister).

As with the MPD files, the metamodel for the Xilinx platform was not available, and thus, the MHS metamodel has been created using the Rhapsody UML Modeler and imported into MDWorkbench. The so-obtained metamodel is depicted on Figure 5.24. As for the MPD metamodel introduced in the previous chapter, a set of Platform Elements (belonging to a Platform, in this case, a Hardware Specification) can be present in a platform model; in a MHS file, these Platform Elements are labelled as Components (or Component instances). Each Platform Element in a Hardware Specification contains a set of attributes (Parameters, Bus Interfaces and Ports) which contain as well a chain of commands (a Value:Name pair, separated by commas). Similarly, a Platform instance can contain a set of Parameters and Ports (with their respective commands), which typically represent the generics and entity ports of the underlying top-level VHDL architecture.
An example of a section of the MHS file is provided in Figure 5.25, which shows some of the commands associated with a component instance. Xilinx XPS tools provide Graphical User Interfaces (GUIs) that deal with the parameters contained in the component instances, and if any change is performed through the GUIs, the associated tools parse the MPD files searching for dependent parameters, ports and bus interfaces. As mentioned in the previous chapter, the commands in the MPD files are defined in such a way that some parameters, ports and bus interfaces can be made dependent upon the user of other elements in the IP description. If we take again the example of the TFT controller introduced in that chapter, the type of control interface can be customized through the use of the C_DCR_SPLB_SLAVE_IF parameter, while the output interface (VGA or DVI) is controlled via the C_TFT_INTERFACE parameter. The effects of changing these two parameters are then reflected in the MHS file, as depicted on Figures 5.25a and b), in which new parameters and ports are updated depending upon the users choice.

An in-depth description of the MHS commands for each of the aforementioned attributes is outside of the scope of this manuscript (full details can be found in Xilinx Platform Specification Format Reference Manual [42]). However, their role will become more apparent when discussing the IP-XACT design metamodel, and in particular, when discussing how these two models are abstracted in UML MARTE.

In Chapter 4, we have described how Xilinx Platform studio automates the creation of FPGA-based SoC systems through the use of proprietary IP and system intermediate descriptions, the MPD and MHS files, respectively. As mentioned in the previous section, the MHS file abstracts the RTL top-level description of a SoC platform by simplifying the interconnection of relatively complex interfaces (by bundling the several IP ports into bus interfaces) and by providing the user with an easy way to modify IP parameters, which can be propagated during the system generation phase. Therefore, the MHS file represents a top-level platform with a set of IP instances, along with interconnection and parameterization information; this information is sufficient to parse the MPD files of the

Figure 5.25: Two examples of a component instance in an MHS file by modifying controlling parameters
instantiated components and generate a top-level VHDL file that can then be synthesized. Nevertheless, as discussed in Chapter 2, the SoC industry has been fostering the use of flow-agnostic metadata-based IP and system representations, such as IP-XACT. The consortium behind the standard have invested a great deal of work in defining a set of concepts that can be used for almost any purpose in the development of SoC platforms; from the description of the MHS file in the previous section, and of the IP-XACT description, it should be clear by now that the intentions of both descriptions overlap.

The MHS file could be used as the intermediate representation in a MDE-based composition framework for DPR systems by defining a MHS metamodel but, as mentioned in Section 2.4.2 this would severely tie the high-level models to the chosen back-end. We have then opted for an approach that makes use of the IP-XACT design as the intermediate metamodel; using IP-XACT decouples the methodology from the back-end by providing a standard XML representation that can then be used for generating the necessary back-end representation. In our approach, RTL could be generated directly from the IP-XACT description by using a tool such as Magillem Studio, but due to certain methodological constraints (i.e. the use of MDE-based techniques and of Xilinx Platform Studio), we have opted to feed the IP-XACT description to MDWorkbench to, through model transformations, generate the MHS file used by Xilinx XPS. The transformations are relatively straightforward, given that most of the elements in both models are relatively the same; however, this was only possible through the creation of the multi-level library introduced in the previous chapter.

As described before, MDWorkbench contains the metamodels for all the Xilinx XPS and IP-XACT objects. Therefore, it contains as well a metamodel for the IP-XACT design, which will be introduced in the next section. However, the IP-XACT design file, which is a model that conforms to the IP-XACT design metamodel, has to be supplied. This is done by transforming the UML MARTE platform description into the necessary IP-XACT design file; in order to make this possible, a metamodel containing certain extensions must be defined in MARTE, along the necessary transformation rules. In this way, a complete generation chain from UML MARTE to Xilinx XPS is obtained, which will be the subject of the next sections.

### 5.7.2/ IP-XACT Design Metamodel

An IP-XACT design is the central placeholder for the assembly of component objects metadata. As with other schemas in the IP-XACT standard, a design object is stored in an arborescent XML stack, which can be archived in the IP library as an hierarchical IP and referenced via a `<VLANV>` id. A design artifact describes a list of components instances referenced by their `<vlnv>` tags, along configuration information, and their interconnections to each other, as depicted in the schema of Figure 5.26. There are three types of connections in a design: interconnections, ad-hoc connections and hierarchical connections. In
Systems-on-Chip, the sub-elements in a platform are interconnected using bus interfaces (that conform to predefined bus definitions). Interconnections represent a convenient and abstract way of describing the relationship between two component interfaces with a single connection element. On the other hand, ad-hoc connections describe point-to-point links between component instances in a design (e.g. clocks, interrupts), for cases in which such signals cannot be bundled in a bus definition. Finally, hierarchical connections refer to bonds between component instances in the design description and ports/interfaces in the encompassing top-level component. Thus, a hierarchical connection is analogous to the mapping of an internal signal and the top-level port of the encompassing VHDL top-level architecture.

The discussion above clearly shows that a design description represents in fact a schematic of components, as depicted on Figure 5.27. Many P-XACT enabled design tools support visual design capture capabilities. The difference between these tools and the MDE approaches proposed in the literature is that the latter make use of UML MARTE as a modelling front-end and of the IP-XACT design as an intermediate model. This is analogous to the Xilinx Platform Studio use of the MHS file and its somewhat reduced visual composition capabilities, and the underlying top-level VHDL description.

Similarly to the MHS file, the IP-XACT design also contains a set of `componentInstances` (referenced via the VLNV id), as depicted on the sub-schema of Figure 5.28. Each `componentInstance` is accompanied by a set `configurableElements` (a Name:Value pair, which are analogous to parameters in the MHS file and to generics in a VHDL
component) that correspond to certain ⟨modelParameters⟩ in the corresponding IP-XACT component descriptions. As mentioned in the previous chapter, we have classified the ⟨modelParameters⟩ into several ⟨configGroups⟩ in order to facilitate the creation of the IP-XACT design; thus, only those parameters defined as ⟨immediate⟩ in the ⟨view:modelParameters⟩ section of the component description appear in the design XML.

In order to make the connection between the parameters in the MHS file and the ⟨configurableElements⟩ in the design description, Figure 5.29 depicts the component instance for the TFT_Ctrl presented in the previous subsection. However, unlike the MHS file, that defines the interconnections only in terms of labels under the component instances (using ports and bus interfaces), the IP-XACT design separates the different kinds of connections under several elements in the XML stack, as depicted on Figure 5.27. The connections are referenced using the information of the component instances they attach; this facilitates the classification (and subsequent processing of the XML design file during generation) of the connections, given that bus interconnections are inherently different from ad-hoc and hierarchical connections.

As an example, Figure 5.29 shows a design description in the Eclipse IP-XACT Editor, encompassing a set of component instances and their interconnections. As it can be observed, in an IP-XACT description, the component instances are described in a relatively abstract manner, leaving the components low-level details (e.g. signal names, directions, widths) stored in the corresponding IP-XACT descriptions. The component instances contain a set of configurable elements that are propagated as controlling parameters during the design build phase. After the design description has been created during the design capture stage, it is used as an introspective architecture for accessing the components information and, through generators, for creating the chosen back-end

![Figure 5.27: IP-XACT design block representation showing the main concepts](image)
top-level input. For instance, in an RTL or TLM based approach, synthesizable netlists, as depicted on Figure 5.20 can be obtained. If the chosen back-end is an RTL representation, the complete information about the entity ports and generics is retrieved, and a top-level VHDL containing the detailed component instances is created. The signals interconnecting the component instances are obtained from the interconnections section of the design XML file, and used for defining the relations between the component instances in the VHDL file; in this manner, one of the most prone to errors phases of the SoC created can be easily automated.

While a design description describes most of the information for a design, some information is missing, such as the exact port names used by a hierarchical (i.e. external) bus interface. To resolve this, a component description (referred to as a hierarchical com-
component) is used. This component description contains a ⟨view⟩ with a reference to the design description. Together, the component and referenced design description form a complete single-level hierarchical description, as depicted in the envelope of Figure 5.27.

### 5.8/ UML MARTE Proposed Modeling of the Platform

As depicted in Figure 5.23, the designer of a high-level platform imports a set of components from the MARTE Library into the chosen Modeling Environment. This library has been previously populated by transforming the IP-XACT components into MARTE deployment templates, as described in the previous chapter. We make use of the proposed deployment IP metamodel that allows us to perform this mapping and to promote IP reuse in our methodology by linking the high-level components to their IP-XACT counterparts. Moreover, it enables the creation of a Parameterization View, which contains predefined parameters that control the inclusion of ports, bus interfaces and other parameters in the final MHS model (and subsequently in the underlying VHDL IP implementations). Instead of having a complete IP-XACT meta-model in MARTE, our simplified IP meta-model allows us to have a reduced set of elements, which can be easily transformed in both directions, as depicted on Figure 5.30. This fact could be exploited for importing complex platforms which have been created using other tools, which may help the designer in UML to concentrate solely in the allocation of the DPR modules onto the available DPR placeholders, further simplifying the proceedings and promoting design by reuse; in such scenario, the platform to be used does not need to be created, but only reused and imported into UML MARTE.
In this section we provide an in-depth description of the implemented model transformations required to move from the high-level models in UML MARTE (a platform description in a deployment model) to an intermediate representation via an IP-XACT design and, ultimately, to the MHS model used by Xilinx tools to generate the VHDL top-level design of the SoC platform.

5.9.1 MARTE ↔ IP-XACT Transformation Rules.

Once the designer has parameterized and composed its platform in a MARTE-compliant modeling environment, the UML platform model is fed to Sodius MDWorkbench and parsed in order to generate an IP-XACT design description from the Parameterization and Platform views (Figure 5.30). The obtained XML file contains a \( \langle \text{spirit:design} \rangle \) entry, which identifies it as the top level element in a SoC design or hierarchical component. The first UML diagram, the Platform view contains a set of \( \langle \langle \text{parts} \rangle \rangle \), connected to other components via \( \langle \langle \text{ports} \rangle \rangle \) through the so-called \( \langle \langle \text{connectors} \rangle \rangle \).

The UML MARTE extensions introduced in the previous section permit to completely specify the required information for generating the IP-XACT design (e.g. names of the connections, instance names and parameters/choices for configuration); the transformation rules for generating the IP-XACT design are shown in Figure 5.31 and discussed as follows.
For the purpose of clarity, an example is provided on Figure 5.32. As the design file is comprised of four main sections, each one is created sequentially; the first one corresponds to the \langle componentInstances \rangle section, which is mostly inferred from the Parameterization view, as depicted on the left side of the figure. For each \langle deployed\rangle component in the MARTE model, an \langle instanceName \rangle element is created in the \langle spirit:componentInstances \rangle section of the IP-XACT design file, along the corresponding \langle configurableElements \rangle.

On the other hand, the system connectivity information is obtained from the MARTE Platform View diagram, which contains \langle parts \rangle instances with the associated \langle ports \rangle. The ports definitions have been extended in MARTE to classify them into three groups: bus interfaces, internal ports, and external ports; this enables the mapping to the corresponding IP-XACT elements (bus interfaces in the interconnections section, and internal and external ports in the ad-hoc connections section) Thus, \langle connectors \rangle elements in MARTE are mapped to IP-XACT \langle interconnection \rangle or \langle adHocConnection \rangle depending upon the kind of ports they link. Finally, the external pins information is obtained from the \langle ports \rangle labels in the enclosing IP-XACT component description, and written into the

---

**Figure 5.32: MARTE_2_IP-XACT mapping example**
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5.9.2/ IP-XACT ↔ MHS TRANSFORMATION RULES.

The second step in the compilation chain is the generation of the back-end (Xilinx Platform studio) MHS model, as depicted on Figure 5.23. The MHS file is created from an IP-XACT design description; this is achieved via a Model-to-Text transformation using the associated IP-XACT and MHS metamodels in Sodius MDWorkbench and a set of transformation rules (depicted on Figure 5.33), which will be described in the next subsections.

5.9.2.1/ MAPPING OF THE BUS PARAMETERS

The MHS file contains a set of component instances that are linked to the components in the EDK MPD library via two elements: the NAME and the HW_VER tags (i.e. xps_tft and 2.01.a), that are used by Xilinx tools to locate the components implementations in the Xilinx XPS IP core directories. These elements are inferred from the ⟨name:value⟩ pair in the ⟨VLNV⟩ element of the corresponding ⟨componentInstance⟩ in the input design description, as depicted on the top of Figure 5.34. Then, the ⟨configurableElements⟩ in the IP-XACT design are directly converted into PARAMETERS in the component instance of the MHS file. As mentioned previously, some parameters in the component description might depend on these controlling parameters/constraints and therefore, the IP-XACT design is used as an introspective architecture; the referenced IP-XACT components descriptions are parsed for retrieving any dependent ⟨modelParameters⟩, which are then written to the MHS file as PARAMETERS.

<table>
<thead>
<tr>
<th>MHS Command</th>
<th>IP-XACT Design Counterpart</th>
</tr>
</thead>
<tbody>
<tr>
<td>PARAMETERS</td>
<td>CONFIGURABLE ELEMENTS</td>
</tr>
<tr>
<td>INSTANCE</td>
<td>⟨spirit:instanceName⟩</td>
</tr>
<tr>
<td>HW_VER</td>
<td>⟨spirit:componentRef_hardwareVersion⟩</td>
</tr>
<tr>
<td>PARAM_i = VALUE_i</td>
<td>⟨spirit:configurableElementValue⟩</td>
</tr>
<tr>
<td>BUS INTERFACES</td>
<td>ACTIVE INTERFACES (Design:Interconnections)</td>
</tr>
<tr>
<td>BUS INTERFACE</td>
<td>for each(interconnection)</td>
</tr>
<tr>
<td>INTERFACE = bus_std</td>
<td>if (componentRef = &quot;instanceName&quot;)</td>
</tr>
<tr>
<td>PORT_i = VALUE_i</td>
<td>for each(adHocConnection)</td>
</tr>
<tr>
<td>PORT_i = VALUE_i</td>
<td>if (componentRef = &quot;instanceName&quot;)</td>
</tr>
<tr>
<td>PORT_i = VALUE_i</td>
<td>if (componentRef = &quot;instanceName&quot;)</td>
</tr>
</tbody>
</table>

Figure 5.33: IP-XACT to MHS mappings for the top-level hardware description

⟨spirit:adHocConnections⟩ elements attached to an external port reference.
There are two scenarios in which controlling parameters play a crucial role: the first, for parameters which are only visible in the MHS file if the controlling parameter is TRUE and on the other hand, when the value of a parameter depend on the value of another via a logical or algebraic expression, which must be resolved during the parsing phase.

5.9.2.2/ Mapping of the Bus Interfaces

The second kind of element to generate in the component instances section of the MHS file are the bus interfaces information, as depicted on the bottom of Figure 5.34. This is relatively simple due to the use of bus definitions (a name:value pair that abstracts and references the low-level details such as ports, along their direction and width). The bus interfaces information (e.g. master or slave, PLB or AXI) are inferred from the \langle interconnections \rangle elements, using \langle busRef:name \rangle tag for the given interface (and \langle activeInterface \rangle). All the interfaces connected to the same bus will thus have the same name for the bus connection, which is retrieved from the UML MARTE model when creating the IP-XACT design description.

5.9.2.3/ Mapping of the Internal and External Connections and Ports

As mentioned in the previous section, there are two types of point-to-point connections from a component instance in a platform description. The first are connections from/to an internal signal to a component. Examples of these connections are clocks, interrupts and reset signals; this information is written into the MHS file under the component instance section, and retrieved from the \langle adHocConnections \rangle elements of the IP-

Figure 5.34: Example of mapping between parameters and bus interfaces in the MHS file and the IP-XACT description
XACT design file. External connections represent links between internal ports in the component instances, and hierarchical ports in the encompassing top-level architecture; these connections usually represent I/O data signals, input clocks for subsystems in the FPGA fabric, among others. In order to identify internal ad-hoc connections from ad-hoc hierarchical (external point-to-point connections), the parser must check whether or not both an \texttt{⟨internalPortReference⟩} and an \texttt{⟨externalPortReference⟩} are present in the \texttt{⟨adHocConnection⟩} element. If only one label is present, a normal PORT, along the signal that connects to the other component, are written into the MHS file, as depicted on 5.35 a)

On the other hand, if both tags are used, the \texttt{⟨internalPortReference⟩} is written under the component instance as a PORT = NAME pair (where the name represents the label of the ad-hoc connection), while the \texttt{⟨externalPortReference⟩} is written as a separate port on the top of the MHS file (i.e. xps_tft_0_TFT_HSYNC_pin on the figure). These individual ports correspond to those of the encompassing VHDL top-level entity, and correspond to the labels assigned to a given pin in the User Constraint File; the name of the ad-hoc connection corresponds then to the signal used to interconnect the internal port in the component instance and the external port of the platform.

As mentioned before, the IP-XACT design does not contain all the required information of a top-level VHDL design. Metadata such as top-level parameters and ports must be stored into a hierarchical component description that references the underlying design description. For instance, Figure 5.35 b) shows an example of how the information of the top-level PORTS in the MHS is obtained from the IP-XACT component description of the platform; examples of the associated commands for an external PORT in the MHS file are the direction DIR and the width of the port encoded in a vector VEC.
5.9.3/ Role of the Partially Reconfigurable Modules in the Flow

The transformation rules presented in the previous section are used for generating the top-level static design, containing a set of IP blocks wrapped by the IPIF interface, and therefore, leading to a scenario in which they can be seen as black-boxes exposing a set of parameters to be resolved and interfaces to be connected by the designer. These black-boxes are in fact UML templates which are based on deployment extensions introduced in the previous chapter, and that help to map several concepts to elements in the IP-XACT design description, and subsequently, to the Xilinx MHS platform description.

An example for the top-level generation was provided on Figure 5.32; however, that example assumes that all parameters are to be set by the designer (or defined as user in the configuration groups of the IP-XACT component description). Nonetheless, in Chapter 4 we have described how the DPR wrappers (with and without context support) are to be parameterized: the information of the Reconfigurable Partition (RP) interfaces (i.e. data widths, burst support, among other parameters) has to be accessible in the component instance as with all the other top-level components.

The manual configuration of the interface width information is not a very effective method: a RP can hold many PRMs, containing many different widths, whose UML representations (as it will be illustrated in the next chapter) are split in several diagrams. Therefore, the configuration of the DPR Wrappers RP interfaces is done automatically by retrieving the interface information of the PRMs (tasks IPs) from the IP-XACT component library and using it to customize the interface of the DPR wrapper, as depicted on Figure 5.36 b) and c), where the d_out_width parameter for two different PRM configurations are retrieved for setting the corresponding element in the DPR_Wrapper_Membrane. The configured

Figure 5.36: The role of the PRM metadata in the system generation flow
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DPR Wrapper, along the rest of the static components is used for generating the top-level IP-XACT \langle design \rangle ; the membrane dependent parameters just described are converted into \langle configurableElements \rangle (which have been classified with a \langle generated \rangle attribute under the \langle configGroups \rangle of the associated element, indicating that such parameters are set by external generators) under the corresponding \langle componentInstance \rangle, as depicted on Figure 5.36 a). As described in the IP-XACT to MHS transformation section, the \langle configurableElements \rangle are transformed into PARAMETERS in the MHS description (as depicted on the figure as well), which represent generics associated with the RP in the underlying DPR Wrapper HDL implementation.

As mentioned before, the goal of this thesis work was to foster IP reuse and design by reuse capabilities to the FAMOUS framework, whilst providing a means to facilitate the design entry phase of the Xilinx DPR design flow. As depicted on Figure 5.37 a), the top-level description, containing static modules and DPR wrappers (encompassing customizable Reconfigurable Partitions) is obtained from the UML MARTE deployment level, which is converted into an IP-XACT description and subsequently into an Xilinx XPS MHS file. The advantage of using IP-XACT as and XMI-IR are manifold, but in this context, enables to generate a handful of back-end representations; then, the HDL top-level description could be generated directly from the IP-XACT description, since it already contains all the necessary information (e.g. generics, ports, file paths and build commands information, among others). This branch of the design flow generates an ensemble of modules that are converted into netlists/bitstreams through synthesis and the DPR flow in PlanAhead, respectively (as depicted on the top of Figure 5.37 b)). The static modules are obtained
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Figure 5.37: Relationship between the proposed flow (a) and the DPR system implementation (b)
from the left branch of the flow (i.e. MHS). In parallel, and as described in detail in Chapter 2, the Partially Reconfigurable Modules (PRMs) are synthesized independently and fed to PlanAhead (once more, by using the file path information stored in the XML description), in which they are assigned to Partially Reconfigurable Regions (PRRs), corresponding to the RPs defined in the logical description. However, before synthesizing the DPR Wrappers, their interfaces and other parameters must be configured in advance by retrieving metadata from the PRM IP-XACT component descriptions, which are used for setting the configurable elements in the corresponding component instances in the IP-XACT design description. These tasks have been automated by generators in MDWorkbench, as described previously, easing one of the most prone to errors phases of the DPR design flow and overall facilitating the design process.

5.10/ Discussion and Conclusions

In this chapter we have described in detail our approach for providing IP reuse capabilities to the FAMOUS framework, a feature lacking in many MDE-based methodologies, and which is attained by reflecting IP metadata from Xilinx XPS Peripheral Descriptions into UML MARTE templates. The rationales behind this strategy are manifold. First, since we have made use of a component-based approach, the entire IP functionality is encompassed by a single, top-level IP description, in which the information of the ports is abstracted by bus interfaces, and the (eventual) configuration of the IP is contained in few configurable parameters, that are propagated during the compilation chain without the intervention of the high-level modeler. This is only possible due to the way the IP blocks have been coded, as introduced in the previous chapter, making them as modular and generic as possible. This schema enables to reflect a reduced set of features into the UML MARTE XML templates; thus, the proposed IP Deployment metamodel provides the designer at high-levels of abstraction with a visual front-end in which the low-level features of the components (e.g. parameters and connectivity information) are deployed in a very abstract manner. The use of IP-XACT as an intermediate representation has been already discussed in great detail: enables IP and system representation tool interoperability, fostering the research in the SoC community; moreover, having such standard XML-IR permits to easily adapt the metadata reflection mechanisms (for targeting new front or back-end), by solely modifying the transformation rules.

Furthermore, the IP-XACT component description contains rich information about the IP implementation artifacts, and the associated build commands for obtaining concrete results in a given design flow. This feature provides two benefits: the first one being able to easily associate an UML component instance to a very often complex IP implementation (i.e. a DDR controller code can be comprised of hundreds of HDL files). Second, the rich EDA information contained within a single IP-XACT component description enables
the creation of tool chains, which can target multiple back-ends; once again, this can be
customized by using a different set of generators (e.g. transformation rules in MDE). This
capability abstracts the eccentricities of the IP implementation, the design tools and the
tools flow options away from the designer. This is in fact one of the contributions of this
work: facilitating the design entry phase of DPR design flow. This aspect will be discussed
in more detail subsequently, when addressing the design by reuse (system composition
and generation) components of this work.

Subsequently, in the second part of this chapter we have described in great detail the sec-
ond step in a component-based design methodology for SoC: the design by reuse stage,
in which IP components are retrieved from the library and instantiated in a top-level de-
scription. This instantiation step implies the interconnection of the components and basic
parameterization for the configurable (usually soft) IPs. As with other Computer-Aided
Design approaches, this step done at a high-level of abstraction, dealing not with the low-
level component implementations, but with an abstract representation more amenable
for being processed automatically by a machine, through a metamodel. At this level,
a high-level platform representation containing enough information for creating the so-
called introspective architecture is obtained through a MARTE to IP-XACT model trans-
formation. Then, this introspective architecture (an IP-XACT design object) is used for
parsing the IP-XACT component descriptions, seeking for dependent parameters, ports
and bus interfaces, which if valid, are used along those contained in the design descrip-
tion for generating the Xilinx-specific Microprocessor Hardware Specification (MHS) file.
This representation parses the MPD files (gathering the underlying HDL representations),
for generating the top-level system description.

Nonetheless, we must emphasize an important point: the proposed methodology is not
only valid for Xilinx tools. We have decided to tackle this particular IP representation
since the tool enables the creation of complex embedded systems in which the hardware
and software components of the SoC platform can be jointly developed. In order to plug
the FAMOUS framework with Xilinx Platform Studio, the definition of the corresponding
MHS and MPD metamodels and transformation rules was a necessity. For any MDE
approach to be applicable, most of the modeling must be technologic independent: but
this is only true before the deployment level. The work presented in this manuscript
address this modeling phase, in which the high-level models are allocated to back-end
specific artifacts (i.e. the IP components in VHDL) with design flow EDA information (e.g.
a tool flow and its associated metadata). Regardless of the chosen back-end, an IP-
XACT design is created from UML MARTE, and the back-end generation phase depends
only on the used generators (i.e. in MDE, model transformations); this is achieved by
storing IP-XACT components with back-end views and the associated parameters and
vendor extensions, which are only parsed on the context of a particular phase. Thus,
the FAMOUS approach should be easily adapted to other design flows which make use
or pure VHDL representations, and where the C code to be run on the processor is
generated independently.

Until now, we have only discussed the generation of the top-level, static architecture. This is because the DPR Wrappers IPs introduced in Chapter 4 are stored and processed as any other component in the library, due to the interface and metadata standardization process they all underwent. However, the dynamicity of the DPR platform, and the configuration of the DPR Wrappers are obtained from the Partially Reconfigurable Modules to be assigned to these IP place-holders, and this information is also in the deployment model. These concepts will be further explored in the next chapter, where a case study will be analyzed. Then, the reader will have a bigger picture of how the concepts discussed in the second part of the manuscript are used for modeling DPR systems. We will also discuss how the proposed MDE design by reuse approach eases the design process, providing design efforts comparisons and implementation results.
# Case Study: DPR Architecture for Image Processing

## Contents

- **6.1 Introduction** ............................................. 188
- **6.2 Used DPR image processing architecture and implemented applications** .......... 189
  - 6.2.1 Utilized System-on-Chip architecture .......... 189
  - 6.2.2 Target applications .................................. 191
- **6.3 Case Study: a DPR image processing architecture** ......................... 193
  - 6.3.1 Modeling of the application and its allocation onto the architecture .......... 193
  - 6.3.2 Modeling of the architecture at the deployment level .................. 194
  - 6.3.3 Assigning configurations to the reconfigurable partitions .......... 197
  - 6.3.4 Parameterization of the application hardware IP blocks .......... 199
  - 6.3.5 Parameterization of the static platform hardware IP blocks .......... 201
  - 6.3.6 Generation of the Xilinx Platform Studio design description .......... 201
- **6.4 Generation and System Implementation Results** .......................... 202
  - 6.4.1 Implementation of the transformation rules and used tools ........ 203
  - 6.4.2 The platform transformation chain and its benefits over the traditional design flow .......... 205
  - 6.4.3 Implementation results in an actual FPGA platform .......... 207
- **6.5 Discussion and Conclusions** .................................. 208
6.1/ INTRODUCTION

In this chapter we intend to provide the reader with a glimpse on how a complete DPR system can be created at high-levels of abstraction by using UML MARTE. As described in Chapters 4 and 5, several components descriptions (i.e. Microprocessor Peripheral Definitions or MPD files) in the Xilinx Platform Studio design suite (e.g. processor, communication and video IPs, among others) have been processed, along those the DPR Wrapper IP containers, in our chosen MDE tool (Sodius MDWorkbench), to produce a multi-level IP library. The most upward library in the stack contains a set of IP templates which provide the user in UML MARTE with a modeling front-end in which information for interconnection and parameterization is readily available (promoting IP reuse); however, this information has been split into two diagrams for facilitating the task of a designer: the interconnection of the components to the bus, using component instances (and seen as black-boxes exposing the encompassing ports) is performed using a composite structural diagram, whereas the parameterization is carried out using a class diagram.

This approach follows the same philosophy of the IP-XACT design schema, in which \( \langle \text{componentInstances} \rangle \) and their \( \langle \text{interconnections} \rangle \) are divided into different sub-elements of a \( \langle \text{design} \rangle \) description. Moreover, such an approach fosters the separation of concerns paradigm looked after by the Model-driven Engineering approach, in which different aspects of a system are clearly separated, either following a purely modeling (and thus model comprehension) reasoning or for facilitating the model transformations. This chapter does not intend to shed any light onto the UML MARTE extensions or packages to create the RecoMARTE profile, since these endeavours have been carried out by other partners in the FAMOUS project; however, more details can be found in [150].

Nonetheless, sufficient elements for understanding the advantages of the proposed approach will be demonstrated through the use of a couple of case studies in which we have created complete DPR platforms from UML MARTE. The main goal of the chapter is then to demonstrate how these UML MARTE platforms are modeled, concentrating our discussion in the hardware aspects of the methodology, since in this work we are mainly interested in providing the MDE-based FAMOUS approach with IP reuse and design by reuse capabilities. Therefore, our main goal is the creation of DPR systems from a component library with abstracted blocks and their use for composing a SoC platform (design by reuse), for constructing a set of models at the deployment level.

These models are generative in the sense that they contain enough information (due to their association to IP-XACT components containing rich metadata about the low-level components) for performing the model transformations described in detail in Chapter 6, namely, the MARTE to IP-XACT Design and the IP-XACT to MHS transformations. Furthermore, the allocation of the hardware modules in the application models onto the DPR Wrappers in the deployed architecture model, only outlined in the previous chapter, are
explained in more detail, and their role in the modeling process are highlighted. When discussing the different modeling aspects and how they relate to the Dynamic Partial Reconfiguration design flow, we will also discuss the advantages of using an MDE framework over the traditional purely HDL or Xilinx EDK-based approaches, both in terms of easiness of use, but also in terms of updatability and scalability, and more importantly, in how they can eventually speed up the design process.

The chapter ends with several implementation details. First, we discuss the hardware implementation of the proposed architectures, in terms of the consumed resources and the number of implementation components and files. These metrics will provide the user with a general picture of the complexity of creating a DPR system by hand, adding the additional effort of performing several repetitive and prone to error modifications, specifically during the design entry phase of the DPR design flow. Subsequently, we provide more information on the implemented model transformations, which where not detailed in the previous chapters, but more importantly, we discuss how the proposed approach speeds up the design process by providing several metrics (in particular, we discuss the design effort required to build the DPR platform, but also for configuring and generating the static and PRM netlists). In the discussion section, we analyze how this work is to be integrated with the rest of the FAMOUS framework, specifically regarding the application and reconfiguration control generation chains, but also with the reconfiguration services described in the previous chapters.

6.2/ Used DPR image processing architecture and implemented applications

In this section, we present a couple of system implementations to demonstrate how the hardware branch of a DPR system can be created using the IP reuse and design by reuse capabilities introduced in the second part of this thesis manuscript. First, we will introduce the base DPR system, in terms of the encompassing hardware components, and then we present two relatively simple applications, which have been developed to demonstrate the approach without compromising the comprehensibility of the modeling concepts discussed in a subsequent section. Both applications are based on image processing IP tasks, which have been designed in such a way that the reconfiguration process can be observed during the application execution.

6.2.1/ Utilized System-on-Chip architecture

In order to validate the correctness of the proposed approach, but also the feasibility of the FAMOUS framework as a whole, we made use of a common platform, depicted on Figure 6.1. The platform represents an on-demand DPR system, in which different Partially
Reconfigurable Regions can be reconfigured via external commands (i.e. user inputs provided by the hyperterminal and UART controller) and monitored by a soft-processor. The architecture is based on a MicroBlaze embedded soft-processor and it has been implemented in a set of platforms, targeting Virtex 5 and 6 FPGAs, but here we concentrate on the former. The introduction of an embedded processor in the DPR design responds to two reasons. Firstly, the DPR design flow produces the static configuration file and several partial bitstreams. The static design is programmed in the FPGA during the initialization of the board, but the partial bitstreams have to be loaded on run time and the inclusion of a processor enables the system with a mechanism to efficiently perform this task. Secondly, the processor facilitates the creation of systems in which the dynamic reconfiguration process is performed on-demand. This means that the user can program the processor to perform the reconfiguration under certain predefined circumstances.

In the proposed architecture, the static design consists of a MicroBlaze processor and its associated data and program memories (BRAM modules), connected to a series of IP peripherals via the PLB bus. These peripherals give support to several of the tasks of the system. We have divided the modules for clarity reasons; first, the processor, along the SystemACE and ICAP controllers, encompass the Partial Reconfiguration specific modules of the system. The System ACE controller manages the read operations from the non-volatile flash external memory, and charges the full configuration and the partial bitstreams (the static in the form of an ACE configuration file which is automatically loaded onto the FPGA at power-on). The ICAP controller module receives the partial bitstreams...
(corresponding to each Partial Reconfiguration Module or PRM) from memory (via an IPIF wrapper) and uses this configuration data to modify the behaviour of the PRR by means of partial reconfiguration.

The modules in darker blue represent the set of static components used for supporting the proposed applications. The Multi-Port Memory Controller (MPMC) manages the read/write operations of an external DDR2 memory; it is in this memory where the modified partial bitstreams are stored to speed up the reconfiguration process, but also to store intermediate results in the video processing applications presented here, and from where the TFT controller module can read pixel information, gathered by the Video Acquisition IP, and then feed this pixel data to the external chip that managed the video output. As mentioned previously, an UART module provides a means of communication between the application running in the embedded processor and the user, via the hyper-terminal.

6.2.2/ Target applications

Having shown the proposed architecture, in this section we proceed to describe which reconfigurability scenarios have been implemented for validating the generation approach from UML MARTE. As discussed in the previous section, two Partially Reconfigurable Regions (PRRs) have been used in the architecture for this case study, in which a set of simple image processing IPs are mapped during the DPR floorplanning phase, and onto which the partial bitstreams implement the specified functionalities. We concentrate
this case study in video streaming applications, as depicted on Figure 6.2, in which the
PRRs form part of a video pipeline between the image acquisition module and the TFT
controller, passing by the MPMC, which manages the access to the memory to write the
incoming video stream and the output video data to be displayed by the TFT controller.
Furthermore, we have implemented a system in which the video camera is substituted by
a set of images stored in the SD flash memory along the partial bitstreams, making for a
more portable version. In the first case, the video image goes through the video pipelines,
while the IPIF attachment are only used for setting registers in charge of fixing the height
of the image allocated to each PRR; in the second case, the PRMs are fed with image
data, which is written into the DDR after it has been processed, and finally, displayed in a
continuous manner by the TFT controller.

As depicted on the figure, several bitstreams can be mapped to each of the reconfigurable
regions; for the example presented in the rest of the chapter, the partially reconfigurable
modules correspond to single pixel image processing operations (inversion, binarization,
gray-scale reduction and pass through) which are loaded on the FPGA on-demand. In
order to show the dynamicity of the application, each PRM processes only a part of
the incoming image (for instance, half of the image, as depicted on Figure 6.3 a)): in this
manner, we can show the reconfiguration process for one of the modules while the second
maintains the same functionality. The partial bitstreams are loaded onto the FPGA via an
external command provided by the user, which is presented with a menu describing which
operations can be performed, and to which part of the incoming stream they can affect. A
second architecture, not described in full details in this chapter, has been implemented: it
basically carries out the same functionalities, with the added capability of readjusting the
image resolution in parallel with the image processing operations.

The rest of the chapter demonstrates how the hardware component system (netlists be-
fore implementation) has been created from a set of UML MARTE models. We have
purposely targeted a simple application (and architecture) to make it easier for the reader
to understand the modeling concepts presented from here onwards.

Figure 6.3: Examples of implemented PRMs in the case study: a) Pixel image processing
operators b) Scaling and image processing
6.3/ Case Study: A DPR image processing architecture

In this section, we demonstrate how the system architecture introduced in the previous section has been modeled using UML MARTE. Then, we show how the hardware tasks to be allocated to the reconfigurable regions are used for describing the dynamic aspects of the application, and in general, how these models are then used as input to the proposed compilation chain to obtain the static top-level design on one hand, and the netlists for the PRMs on the other, in a parallel branch of the generation phase.

6.3.1/ Modeling of the application and its allocation onto the architecture

The objective of an ⟨⟨application⟩⟩ model in UML MARTE is to define the functionalities (tasks) of a system, along the communication mechanisms used to express the overall system behaviour. In the particular context of this thesis work, we do not concentrate on the models of computation and the communication aspects of the application (which are described using separate models and metamodels), but purely in the allocation of hardware tasks into architecture, and on their subsequent deployment (IP reuse for system generation), in order to generate the input netlists of the Xilinx Partition Partial Reconfiguration flow. Therefore, in the discussion that follows, we concentrate on those modules that represent HW Task IPs to be executed by the DPR Wrappers. As discussed all along this manuscript, they represent functions to be used by the application dynamically, and at the lowest level, they are seen as partial bitstreams to be obtained from a set of synthesized PRMs, allocated to the Reconfigurable Partitions of the static architecture.

In fact, the application diagram created in this manner expresses all the possible configurations of a given module. For instance, a video distribution system could have multiple implementations of the front-end and back-ends, for processing various types of video inputs and display resolutions, respectively. Therefore, the application would require having two main placeholders, in which multiple implementations of the task are to be assigned using a different diagram, which combined with a state machine diagram, express the actual dynamicity of the application (a configuration diagram, controlled by a set of state machines, which are to be described in a subsequent section). In this sense, the reconfigurable tasks are analogous to the reconfigurable partitions (RP) to be defined in the top-level HDL code in the design entry phase, with the difference that the designer in UML MARTE is not concerned about the low-level implementation details: the blocks in the application model represent simple containers which can host different HW tasks seamlessly (due to the standardization process applied upon the PRM IPs). In the two examples presented here, we make use of two sets of image processing tasks, which are represented by the blocks Task1 and Task2 on Figure 6.4.
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These blocks are to be allocated to DRP Wrappers in a subsequent stage of the FAMOUS design process but first, the logical architecture to express the construction of the system depicted on Figure 6.1 needs to be defined. This is done via the construction of an architecture diagram using a Composite Structure Diagram, as depicted on Figure 6.5, the difference of this platform description with the deployment description counterpart, examples of which have been used before, is that the logical architecture diagram represents the first step of a co-design methodology (using the Y-chart), before the association and deployment phases. Therefore, at this stage, the blocks in the model do not represent specific IP blocks or any particular back-end technology, but the intention of the designer in terms of elementary components such as processors, memories, and IO devices for communications, and in the case of our case study, video input and output devices. The DPR Wrappers, at this stage, are not yet explicitly defined as such, given that the tasks in the application can be implemented as software functions, and then allocated to processors; it is only during the deployed allocation phase (an extension to the MARTE profile proposed [150]) that tasks in the application diagram, allocated to processing units in the architecture diagram (pu1 and pu2 on Figure 6.5) are deployed (linked to their actual hardware implementations) as DPR Wrappers of certain kind (with or without context saving services). The rest of the components in the ⟨⟨logicalArchitecture⟩⟩, being static components, need merely to be linked to their actual implementation IPs, as it will be described in a subsequent section.

6.3.2/ MODELING OF THE ARCHITECTURE AT THE DEPLOYMENT LEVEL

The deployed allocation level contains a set of views for executable models generation; in this thesis we deal with the generation of the logical/architectural netlist of the top-level of a given platform specification, and of the IP descriptions that compose it (static and dynamically reconfigurable). As mentioned before, the objective is the generation of the structural and functional information that is used as input for the DPR design flow. Thus,
Figure 6.6 shows the modeling phase of a reconfigurable SoC platform, targeted to an embedded architecture to be exploited by the Xilinx Platform Studio tool. This diagram represents a \(<\text{deployed}\>) logical architecture where each elementary component (gathered from the IP library and instantiated into the diagram) is labeled as \(<\text{HwComponent}\>) and \(<\text{deployed}\>); the first one is used to define the component as hardware module from MARTE HRM package, while \(<\text{deployed}\>) stereotype belongs the Deploy package, and implies that each elementary component is to be associated with a component class in the Parameterization view for carrying out its configuration.

The \(<\text{deployed}\>) stereotype functions in fact as a means to enable the FAMOUS methodology with the requirements of the deployment level discussed extensively in Chapters 2 and 5 (associating the IP with properties, Component re-utilization, abstraction of the associated functionality, and system composition and generation). As discussed in the latter chapter, this is attained by linking the UML MARTE templates to IP-XACT components, which contain rich information about the IP (for parameterization, re-use, interconnection and design by reuse).

The diagram depicted on Figure 6.5 the so-called Platform View; using a CSD, the designer is interested in describing the way the system is to be connected, not concerned to the low level aspects of the design. However, and as described in Chapter 5, each of the ports in the elementary component corresponds to a port, bus interface or IO interface in the underlying IP-XACT and MPD descriptions; therefore, the ports carry name and port type information for distinguishing among the types of connections, information which is subsequently used for transformation purposes. Similarly, the connection between ports (using UML connectors) is to be associated with \(<\text{interconnections}\>) and \(<\text{adHocConnections}\>) in the generated IP-XACT design description, just as described in the previous chapter.
The elementary components on the figure correspond with those in the schematic system description of Figure 6.6. The DPR Wrappers (labelled on the figure as pu1 and pu2, standing for processing units) need to be associated with tasks in the \( \langle \text{application} \rangle \) model, showing the different configurations (or modes) that they can implement. However, as with all the other components in the \( \langle \text{deployedArchitecture} \rangle \) model, they are converted to simple component instances in the IP-XACT design description, and propagated in the transformation chain (e.g. MHS and top-level HDL description), as static components.

Regarding the correctness of the so-obtained platform description, this is ensured by the fact that the port descriptions contain information about the name and type of the interface (i.e. PLB, VGA), so checkers can be implemented to verify the consistency of the interconnection performed by the user before proceeding to the generation of the back-end models; the same applies for the external ports (labelled as \( \langle \text{HwEndpoints} \rangle \) on the figure) which are assigned to IO interfaces in the hierarchical component associated with the design description, and which corresponds to the encompassing ports of the static top-level system description (and thus assigned to external FPGA pins).
6.3.3/ Assigning configurations to the reconfigurable partitions

Once the model for the \textit{deployedArchitecture} has been created from the IP library, the next step is to actually define which tasks in the \textit{application} are to be allocated onto the DPR Wrappers (processing units in UML MARTE jargon). As described in Chapter 4, the DPR wrappers have been architected in such a way that they contain the Reconfigurable Partitions (RP) to accommodate the different configurations of the Partially Reconfigurable Modules (PRMs); the parameters information of the PRMs customize the RP internal interfaces through dependent parameters. This process is analogous to the PRM allocation in the design entry phase: however, unlike the typical DPR design flow, in which this step is completely manual, in the case of our methodology, this allocation is entirely specified in a model and derived automatically though model transformations. Furthermore, in the typical design flow, the task of manually modifying the PRMs to have the same interface of the RP is carried manually in an individual basis, as well as the synthesis of each PRM, for which a Xilinx ISE project must be created. In order to exemplify how the FAMOUS approach eases this task, let us consider the simple image processing IPs allocated to a non-context aware DPR Wrapper depicted on Figure 6.7 a); the DPR wrapper can hold different PRMs (although we have only chosen two for simplicity reasons) as depicted on Figure 6.7 b): image binarization and inversion.

The architecture of our example contains two DPR wrappers, which can hold both configurations of the IP for treating a part of the incoming image. Therefore, the chosen tasks must be \textit{deployed} individually onto each of the wrappers using a separate \textit{configuration} MARTE block, as depicted on Figure 6.8. Each \textit{configuration} block corresponds to the mode of a reconfigurable region (the physical counterparts of the reconfigurable partitions when the system is implemented and running on the FPGA) defined in the \textit{application} model; as can be seen on the figure, the type of allocation (as discussed before, a combined deployed allocation) is defined as \textit{logical}, using the

![Figure 6.7: a) DPR Wrapper IP containing the customizable reconfigurable partition. b) The different task IPs allocated to each partition (binarization, inversion)](image-url)
The <<deployKind>> attribute, which unequivocally specifies the allocation of a task in the application onto a component in the <<logicalArchitecture>> model. This attribute is used in order to differentiate it from the physical deployment of a DPR wrapper onto a reconfigurable region of the FPGA that will be described shortly after.

The <<modes>> of the reconfigurable wrappers are controlled by state machines defining the application behavior, which are described using a different model, as depicted on Figure 6.9. These state machines are used, along other models, to obtain a correct by construction Reconfiguration Controller, another axis of the FAMOUS project, as described in [151].

The use of different modeling diagrams for the configurations and the mode behaviour has several advantages. By independently modifying those models, completely new applications can be created from the same architecture, a feature the many DPR methodologies foster for scenarios in which hardware tasks virtualization is a necessity. In this manner, the co-design of DPR platform is significantly leveraged, even if new static modules are
added to the static architecture; if new DPR wrappers are added to the system, the modularization nature of the configurations and state machine models enables to easily update and scale the application, and the model transformations remain unchanged. Therefore, the remaining work consists on re-defining the application code to run on the processor, a task that can be greatly simplified by using a component-based approach in tandem with an operating system.

6.3.4/ Parameterization of the Application Hardware IP Blocks

As described in the previous sections, each \langle\langle deployed\rangle\rangle component, both in the \langle\langle logicalArchitecture\rangle\rangle and in the \langle\langle configurations\rangle\rangle models corresponds to a class instances in the Parameterization view. As discussed in Chapter 5, the UML MARTE components have been classified into two groups, by using the \langle\langle deployedEndKind\rangle\rangle attribute in the deployment package extension in the RecoMARTE profile; therefore, hardware components in the \langle\langle configurations\rangle\rangle model become \langle\langle deployed\rangle\rangle components with the \{kind=application\} attribute in the Parameterization view, whereas those in the \langle\langle logicalArchitecture\rangle\rangle are associated with components whose attribute is \{kind=executionPlatform\}. This classification has important implications in the FAMOUS chain generation, given that they are processed in a different manner to produce the PRM netlists and the top-level description, respectively.

As an example, Figure 6.10 shows a snapshot of the Parameterization view for the reconfigurable modules (HW IP tasks, as defined in our IP taxonomy); it must be noted that each PRM might need to be configured independently, but in certain applications (such as large scalable systems) in which several copies of the same reconfigurable are used, the model could be compacted by using OCL constraints. However, this discussion is outside of the scope of this thesis, since it corresponds more to modeling strategies in UML MARTE, and not directly to the hardware generation of the PRMs. Nonetheless, if the same PRM is to be used for several DPR wrappers, the consistency in the interfaces

![Figure 6.10: A snapshot of the parameterization view containing the configuration for the PMRs to be assigned to one of the DPR Wrappers](image)
enables to map the same netlist to multiple Partially Reconfigurable Regions (e.g. for applications such as bitstream relocation or in hardware virtualization).

As described in Chapter 2, PRM modules usually require to be parameterized to meet the requirements of the application. This configuration can be performed automatically or manually by the designer; for instance, the threshold of the binarization IP module can be set to different values, as well as the data_in_width. The data_out_width, however, does not need to be configured, given that a binarization module produces an output of only one bit; nonetheless, the information of the interface needs to be present in the model given that it is to be used to configure the interfaces of the DPR Wrappers, as discussed in the previous chapter. Regarding the inversion IP module, no configuration parameters are defined apart from those of the interfaces; as described in Chapter 5, the (parameters) to be configured by the user are tagged in the IP-XACT component description, and imported on the UML MARTE template when defined as (user) attribute under the (resolve) element of the (parameter) description.

The second role of the deployment of the PRM modules is associating the abstract blocks with the underlying HDL implementations. This is seamlessly achieved by first linking the UML MARTE template with an IP-XACT component description of the IP implementation. As discussed in Chapter 5, this approach has many advantages for building SoC platforms, but in the case of the PRMs, this binding has a different purpose, since the reconfigurable modules are not in fact directly integrated in the platform. Nonetheless, the IP-XACT component descriptions of the PRMs, which are retrieved by associating the (deployed) MARTE component with an IP-XACT (vlnv) value, are used for two purposes: automatically retrieving the interface information for configuring the RP interface and executing the synthesis procedures on the HDL files specified in the IP-XACT component description. In this manner, all the netlists for the PRMs can be automatically

Figure 6.11: A snapshot of the parameterization view containing the configuration for several of the static IP blocks in the platform
obtained from the UML MARTE modules, without dealing directly with the Xilinx tools.

6.3.5/ **PARAMETERIZATION OF THE STATIC PLATFORM HARDWARE IP BLOCKS**

The discussion in the previous section for the reconfigurable modules applies in a very similar vein for those deployed components whose attribute is \( \text{kind} = \text{executionPlatform} \). The main difference lies in their role in the FAMOUS flow, as described before: the parameterization information is used for generating the IP-XACT \( \langle \text{design} \rangle \) description, in which they are transformed into \( \langle \text{configurableElements} \rangle \) under each \( \langle \text{componentInstance} \rangle \). In this context, their role is in many instances that one of controlling configuration attributes for the inclusion of dependent parameters, ports and interfaces in the underlying MHS, and therefore, top-level HDL description of the static platform. Many of the components in the static platform need to be configured, while others (such as the ICAP component) are used as black-boxes hardware-wise. Figure 6.11 shows some of the static components of the implemented DPR image processing architecture, namely the UART component, and the DDR2 and TFT controllers, along one of the DPR Wrappers.

6.3.6/ **GENERATION OF THE XILINX PLATFORM STUDIO DESIGN DESCRIPTION**

The \( \langle \text{deployed} \rangle \) components in those diagrams are used, as described in Chapter 6, for obtaining the IP-XACT design description, from which the top-level static platform is obtained. For reasons explained in detail in previous chapters, we target the creation of the Xilinx Platform Studio system hardware specification, encoded in the MHS file, which is obtained from an IP-XACT to MHS model-to-text transformation. The so-obtained MHS file is used by MDWorkbench, along a set of scripts for generating a system which can be

![Figure 6.12: A snapshot of the obtained Xilinx Platform Studio SoC description](image-url)
used in Xilinx EDK for creating the application code and for testing purposes, as depicted on Figure 6.12. As with any other design approach, this intermediate hardware platform can be used for testing the non-DPR functionalities of the system, or alternatively, a non-DPR system containing the intended functionalities can be created first, adding subsequently the DPR wrappers for generating the system with the Reconfigurable Partitions which can be synthesized, but not placed and routed by the conventional FPGA design flow.

Once the non-DPR system has been validated, the synthesis procedures can be executed for generating the netlists to be fed to PlanAhead for implementing the DPR system and obtaining the total and partial bitstreams for configuring the FPGA. Figure 6.13 shows the floorplanning phase of the system in PlanAhead.

6.4/ Generation and System Implementation Results

In this section we embark in a succinct discussion of the implementation details of the compilation chain used to generate the top-level and DPR netlists for the design entry of the DPR flow from the UML MARTE models described in the previous section. First, we describe how we have created the different models (e.g. used tools and golden models) and then briefly describe the transformations rules. Then, we analyze the use of the compilation chain in the context of the design entry phase of the DPR design flow, and how can facilitate the creation of such systems for non-experts, or simply by abstracting the use of several complex tools away from the designer at high-levels of abstraction. Furthermore, we discuss some preliminary experiences in design effort, mostly in a qualitative
manner, given that we do not count with many design examples to carry out an extensive study in this regard. Finally, we provide implementations results of the proposed architecture and of an extension and we outline future work.

### 6.4.1 Implementation of the Transformation Rules and Used Tools

As depicted on Figure [6.14](#), the different models in the FAMOUS framework were specified using the Papyrus Modeling Framework, whereas the Xilinx Platform Studio metamodels where created using Rhapsody and then imported to MDWorkbench. The MDWorkbench model-driven platform has been specifically designed to support the creation of meta-models from various formats, and includes several post-processing tools to improve the Ecore formalization of non-ecore meta-models. We make use of the Sodius MDWorkbench as a means of developing meta-models specifications for the different models in our design chain. Furthermore, the tool also provides means to describe transformation rules and to perform model transformations; this implies the use of the tool as a backbone for federating the heterogeneous data manipulated in our design flow.

As discussed in Chapters 2 and 5, we use IP-XACT as a means to share the same information between all the actors, using a common way to describe this information, and to automate the generation of multiple formats depending on the task needs and to perform checks between steps. We also promote IP reuse by providing IP descriptions that remain interchangeable regardless of the added vendor extensions. The IP-XACT specifications provide a set of XML schemas (.xsd) for representing different concepts in SoC design. This set of XML schemas has been processed by the improved XSD/Ecore meta-model importer in MDWorkbench, which leads to a Java/EMF implementation of the IP-XACT meta-model. An example, Figure [6.15](#) shows a snapshot of the design meta-model in MDWorkbench.

Before performing the MPD to IP-XACT and IP-XACT to UML MARTE model transformations, a set of IP-XACT components where created using the Eclipse IP-XACT editor, which helped us in creating a set of golden IP-XACT models for testing the validity of
the proposed transformations. The IP-XACT editor also provided support for creating IP-XACT designs, so we could also test the design by reuse branch of the flow, and therefore, the UML to IP-XACT model transformations. The MHS files were first obtained by creating several simple Xilinx Platform Studio designs; then, the same systems have been created using the proposed UML MARTE composition models, and fed to Sodius MDWorkbench to obtain the corresponding MHS file, which it is used for creating a XSP project from scratch by running some scripts.

The rules sets for all the transformation were specified using the Model Query Language (MQL). The transformations were implemented in Sodius Workbench using Java, Figure 6.14(b) shows a summary of the implemented transformations, the number of code lines taken per each one and the purpose in the flow.

The transformations have been defined as a set of services which can take UML MARTE and IP-XACT designs as inputs (in the case that the latter was available from another party) and to produce the MHS files, as depicted on Figure 6.17. These services can of course be defined as a compilation chain, in which the input is a UML MARTE model and the output is a complete Xilinx Platform Studio project containing an VHDL sub-folder and a netlist sub-directory. These files are obtained from scripts provided by Xilinx tools.

<table>
<thead>
<tr>
<th>File Type</th>
<th>Nb of Lines</th>
<th>Exec. time</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>XMI</td>
<td>654</td>
<td>50 sec</td>
<td>MARTE model in XMI for transformation purposes into IP-XACT in MDE Workbench</td>
</tr>
<tr>
<td>IP-XACT Design XML</td>
<td>998</td>
<td>30 sec</td>
<td>Intermediate model used in the transformation phase to obtain the MHS file</td>
</tr>
<tr>
<td>MHS File Top Level</td>
<td>455</td>
<td>20 sec</td>
<td>This file is used by EDK to instantiating the IP blocks, parameterisation and interconnection</td>
</tr>
<tr>
<td>VHDL Top Level</td>
<td>7986</td>
<td>30 sec</td>
<td>HDL description of the system. Obtained by feeding Xilinx Platgen with the MHS and MPD files</td>
</tr>
<tr>
<td>Netlist Top Level</td>
<td>N/A</td>
<td>12 min</td>
<td>The system VHDL top level file is used to obtain a NGC for the static part of the platform</td>
</tr>
</tbody>
</table>

Figure 6.16: Lines and execution times per transformation
and could enable the generation of a complete non-DPR platform from UML MARTE to the total bitstream generation. This can be useful, for instance, when a non-DPR system needs to be created for validating some static functionalities, and then to produce the DPR top-level netlist with the corresponding black-boxes.

### 6.4.2 The Platform Transformation Chain and Its Benefits Over the Traditional Design Flow

In this sub-section we elaborate on the design effort required to implement the system detailed in Figure 6.1, especially if we compare it with a purely VHDL approach and, as in the case of the generation back end of this methodology, using Xilinx Platform Studio. Let us consider for instance the obtained VHDL top level design, which is generated in around 30 seconds by PlatGen, as depicted on Figure 6.16; the top-level VHDL description contains 7986 lines of code, and mainly contains components instantiation, parameterization and signals declarations for interconnection. The system presented in this case study is relatively simple and yet, its creation would represent a sheer amount of work if had to be performed manually; in contrast, by using the proposed approach, the system designer in UML MARTE can create the platform in a much more straightforward manner, and obtain a synthesizable RTL description automatically. The figure below presents the number of lines per each intermediate system representation (in order to provide a glimpse of the complexity of the models), and the amount of time required to obtain the top-level netlists (the PRMs netlist generation time is not detailed, but represents a fraction of the total time).

![Example of the compilation chain in Sodius MDWorkbench](image-url)
Regarding the actual design effort to create the platform, it is evident that manually instantiating and integrating the components of such a design (composed dozens of components, and multiple sub-components) would take not only hours, but days, in a very prone to errors process, as depicted in Figure 6.18. Xilinx XPS, using the Platform Specification Format (PFS, notably MHS and MPD files), makes the design process more amenable: the designer can start creating a design through an easy to use Graphical User Interface (GUI), and then parameterize the design by choosing different options through IP specific TCL files and GUIs. These changes are automatically updated in the MHS files by parsing the corresponding MPD file and checking for any dependencies on parameters. However, the creation of the platform in XPS is not completely automated, and a lot of steps still need to be performed manually; for instance, importing IPs into the platform, their interconnection and parameterization.

All these steps require a great deal of design effort and expertise of the tools and this is precisely one of the advantages of used the proposed MDE methodology: by using a high-level description, the designer does not to know all the specifics of the used tools, which often are difficult to grasp by people who are not proficient into FPGA design and VHDL. The DPR aspects of the flow further complicate the proceedings, since more tools need to be used for generating the DPR design. For instance, the design has to be generated in XPS, with black boxes for the reconfigurable modules (PRMs); the PRMs need to be synthesized as independent projects, in Xilinx ISE, and then imported along the top level into PlanAhead.

A comparison of the generation PRM netlists is also provided on the figure. The typical design approach would require manually inserting (and configuring) the black boxes in the reconfigurable partitions of the PRM HDL descriptions, and in parallel, to synthesize each of the IPs to be mapped in these reconfigurable partitions; the same applies for an EDK based approach. If we consider the number of files to be integrated, as shown on the table, it can be observed how rapidly the design effort can explode. In our approach,
these descriptions are available in the library, and their synthesis is automated through TCL scripts that access the IP-XACT components description, and stores the netlists in a new project folder. Along with the top-level netlist, they comprise the necessary inputs for the DPR floorplanning phase.

Further advantages of using UML and MARTE is the maintainability and improved updatability of the models; this means that, contrarily to purely VHDL or EDK flows, a change in the platform requires much less effort: since every step of the design flow is automated, the designer does not even need to make use Xilinx EDK or ISE. The IP-XACT descriptions also facilitate the updatability of the approach by changing the vendor extensions or the target meta-models, but not the implementation files. It must be noted that we consider design capture times by non experts.

In Figure 6.19 we provide a summary of the number of files used for the implementation of the platform, note that an IP block can be composed by a few or even hundreds (260 VHDL files for the Multi-Port Memory Controller) of implementation files. The figure shows the implementation details for the system originally presented in the case study, but also for its extension outlined in the last section of the first section of this chapter. Here, we would like to emphasize that the capability of linking the UML MARTE with IP-XACT components which contain the complete implementation information, significantly reducing information clutter in the deployment models: previous approaches would write the complete file dependency path into a comment, which in our opinion is not very efficient, since it leads to poor IP reuse strategies and makes it more difficult for the designer to adapt the models to new IPs or changing environments.

### 6.4.3/ Implementation results in an actual FPGA platform

In this sub-section we briefly discuss the implementation details of the case study, both in its original and enlarged versions. Both architectures were implemented in Virtex 5 FPGAs (ML501 and ML505 platforms). The implementations results are shown on Figures 6.20 a) -c). The first table shows the implementation results for the static components

<table>
<thead>
<tr>
<th>File type</th>
<th>Number of files per system</th>
<th>Architecture 1</th>
<th>Architecture 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Comp IP-XACT</td>
<td>21</td>
<td>24</td>
<td></td>
</tr>
<tr>
<td>MPD</td>
<td>21</td>
<td>24</td>
<td></td>
</tr>
<tr>
<td>VHDL</td>
<td>21 (top-level IP)</td>
<td>24 (top-level IP)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>700 (sub-components)</td>
<td>1200 (sub-components)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2 DPR wrappers w/o ctx support</td>
<td>2 DPR wrappers w/o ctx support</td>
<td></td>
</tr>
<tr>
<td>Netlist</td>
<td>1 Top Level</td>
<td>1 Top Level</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2 DPR Modules (x4)</td>
<td>2 DPR Modules (x3)</td>
<td></td>
</tr>
</tbody>
</table>

Figure 6.19: Number of IP-XACT, MPD and VHDL files used per architecture
of the architectures, which are very much the same, apart from the video acquisition IP, which has not been used in the first example.

The Table b) shows the implementation results for the inversion/binarization IP cores, which consume the same resources due to the simplicity of the performed operations. The second part of the table (Bitstream metrics) shows the results of the resulting bitstreams, which are identical due to the size of the PRR. The same applies for the PRMs for the second application detailed on Table c). The two applications are shown on Figures 6.21 a) and b).

### 6.5 Discussion and Conclusions

In this chapter, we have presented a case study that demonstrates how the proposed IP reuse and design by reuse methodology is exploited for composing DPR SoC platforms at high-levels of abstraction, and then generating the inputs of the Xilinx Partition Partial Reconfiguration Design flow (or the outputs of the design entry phase in the form of...
netlists for the static and PRM modules). The chosen application is simple enough to understand the different modeling requirements and complex enough to be scalable and adaptable to different applications, as demonstrated by the implementation of a second system.

We must emphasize that we have not showed an example with context saving capabilities due to the fact that the such application is still under development; nonetheless, in this thesis we focus on the hardware aspects of the FAMOUS methodology, and the modeling concepts presented in this chapter apply as well to the creation of the hardware platform of context-aware DPR systems. This is possible again thanks to the use of a component-based approach, in which the DPR Wrappers with context saving capabilities become mere black-boxes onto which context-ready HW IP tasks in the application model can be allocated. Thus, the creation of the hardware platform for such a system would follow the same guidelines described in this chapter, but other model would be required to model an application with context saving (and possibly, operating system) capabilities.

The case study has also enabled us to engage in a thorough discussion of the required design effort when creating a DPR platform, using a purely VHDL approach, Xilinx Platform Studio, and the proposed methodology. We have shown that, even if the proposed framework does not significantly speed up the composition and parameterization of DPR SoC platforms, it facilitates the design entry phase of the flow (as other aspects of the FAMOUS framework aim at facilitating the configuration control, and the physical floor-planning, among others). This is due to the fact that a modeling front-end facilitates the integration and configuration of the encompassing static and DPR IPs, which along with the generation capabilities provided by the tools (i.e. MDWorkbench) enables to move from the initial specification to the SoC platform generation while avoiding many low-level details, including the necessary tools for generating the netlists.

However, as discussed before, the MCF approach proposed here belongs to an MDE-based framework, which fosters methodologies in which models can be reused and easily updated, and in which the separation of concerns permits to seamlessly modify the application. Nonetheless, another cause use could be envisaged: complete pre-created platforms could be imported via an inverse transformation; this is, from MHS to MARTE, leaving to the designer the task of allocating the DPR tasks in the available reconfigurable partitions, further easing the task of the modeler in UML MARTE and the overall design process.
III

General Conclusion, Perspectives and Scientific Publications
During the last decade, DPR has been widely studied as a research topic. Despite its intuitive appeal, the technique had eluded widespread adoption, particularly in industrial applications. This is due to the inherent complexity of the provided design flow and the in-depth knowledge of many low level aspects of FPGA technologies used to implement DPR systems. However, with recent developments in FPGA technologies and with the automation of many of the burdensome steps in the design flow, this trend is expected to change, and some exciting new products have already been demonstrated.

In this thesis, we have concentrated our efforts in the creation of the structural description of the system that is used as an input to the DPR design flow to facilitate the design entry phase of the DPR design flow. The presented approach is based on two widely used standards, UML MARTE and IP-XACT that until recent years had been developed in parallel. A great deal of research has been carried out to unify both standards, given the opportunities offered by the IP-XACT standard for interchanging IP descriptions among EDA tools. However, as it has been exposed in this paper, IP-XACT can also be exploited as a means for providing and intermediate system description that can be used to pass from UML MARTE models to HDL code generation. An IP-XACT compliant design environment facilitates the configuration and interconnection of complex systems, and provides mechanisms for EDA that can be used to automate many of the burdensome tasks in SoC design flows.

We have shown how IP-XACT can be used to generate the top level HDL description of the system, along with the necessary reconfigurable IPs that are gathered from a component library. We made this by separating the target back-end models from the high-level descriptions. The presented IP-XACT component descriptions contain vendor extensions that allow us to integrate our methodology in the Xilinx design ecosystem for DPR systems, but in such a ways that it does not to impact the interchangeability of the models. Therefore, the IP-XACT models can be extended for targeting different back-ends, allowing to easily evolve the methodology to changing requirements or to adapt it to other vendors. Moreover, we have presented a deployment extension to the MARTE profile that enable us to import relevant information to the UML models that are subsequently used for system generation purposes, facilitating IP reuse in the process. Then, we introduced the model transformations necessary to move from UML MARTE to IP-XACT, and from the utilized Xilinx PSF models to generate the EDK platform, our targeted back-end. Furthermore, we have demonstrated our methodology through a case study in which an
image processing IP is integrated into MicroBlaze based SoC design. Using MARTE and IP-XACT makes the design or DPR more amenable, and at the same time, helps in decoupling the high-level models from the intended back-end. This is achieved through the use of a generic IP deployment meta-model, which does not make particular assumptions on the nature of the low-level implementation details.

Compared to the relatively large number of proposals in the modeling of SoCs using UML MARTE on the one hand, and a combination of UML and IP-XACT on the other, to the best of our knowledge, approaches that use both in the specification and generation of DPR systems have not been presented by the scientific community. Moreover, just about half of the approaches described in the related works chapter target FPGA implementations. Furthermore, these methodologies do not provide clear or effective mechanisms for IP reuse, due in large part to the intermediate XML representations for the deployment phase. These XML IRs usually are not oriented for the description of SoC platforms, and thus have failed to attract the interest of the industry. We have demonstrated how the combination of UML MARTE and IP-XACT can improve the applicability of the model-driven approaches to the development of FPGA-based SoC platforms, and in particular, facilitate the conception of DPR systems. This has been achieved by combining a component-based approach and a well fixed IP taxonomy for easily associating different blocks in the UML MARTE models to their IP-XACT. However, targeting pure VHDL generation might be counter-intuitive, since it does not lend itself to further IP reuse; it is thus preferable to exploit the capabilities of IP-XACT as a standard intermediate representation for generating the desired back-end representations. We have proceeded in this manner: we use IP-XACT for promoting IP reuse (through IP reflection) and design by reuse by generation the XPS platform representation from IP-XACT. In both cases, the model transformations enable this passage seamlessly, without compromising the necessary abstraction in UML MARTE and the flow agnostic philosophy of IP-XACT regarding the target back-end.

Nonetheless, we must emphasize an important point: the proposed methodology is not only valid for Xilinx tools; for any MDE approach to be applicable, most of the modeling must be technologic independent, but only before the deployment level. The works presented in this manuscript address this modeling phase, in which the high-level models are allocated to back-end specific artifacts (i.e. the IP components in VHDL) with design flow EDA information (e.g. a tool flow and its associated metadata). Regardless of the chosen back-end, an IP-XACT design is created from UML MARTE, and the back-end generation phase depends only on the used generators (i.e. in MDE, model transformations); this is achieved by storing IP-XACT components with back-end views and the associated parameters and vendor extensions, which are only parsed on the context of a particular phase. Thus, the FAMOUS approach should be easily adapted to design flows which make use or pure VHDL representations, and where the C code to be run on the processor is generated independently.
PERSPECTIVES

The research in dynamic partial reconfiguration is not bounded to the development of applications developed using the traditional design flow, which despite the enormous advantages that presents to the SoC and Reconfigurable Computing communities, still suffers from lack of the complexity of systems that can be created by the traditional DPR flow. Many works have been proposed during the last decade that aim at extending the capabilities of the technology for creating more complex applications, some examples being the Replica approach. Furthermore, DPR applications cannot only be based on bus interfaces such as CoreConnect or AXI, but must include other efforts introduced by the academy and the industry, such as the Wishbone and OCP-IP protocols, or even in DPR dedicated bus architectures. Thus, the work presented in this thesis manuscript can be continued in several directions:

1. Exploring other wrapping interfaces. In this work, we have concentrated in wrapping the static and DPR placeholders around the CoreConnect IPIF interface. However, through the use of IP-XACT, bus and abstraction definitions for other bus protocols can be easily defined. This can prove particularly helpful in decoupling the FAMOUS framework from the Xilinx Platform Studio IP descriptions, leading to a more general ecosystem. Another possibility in this direction is to explore the IO blocks with the OCP-IP protocol, which has been gaining traction in the SoC community in recent years, and that can be seen as an orthogonal effort to those carried by the Spirit Consortium with the standardization of IP-XACT: OCP-IP wrappers can be deployed to further foster IP reuse and exchange by providing a common infrastructure for heterogeneous IPs with various bus protocol interfaces. Furthermore, the IP-XACT design description of such systems, which represents a standard XML-IP system representation, would facilitate its exchange among different tools, promoting the collaboration in the academia, not only in the SoC domain, but in the Reconfigurable Computing community.

The main difference between the approach proposed in this manuscript, and the extensions described above, would lie in the automatic generation of the top-level RTL description of the hardware SoC platform, without passing through the Xilinx XPS (or any other) intermediate metadata description. However, more research needs to be carried out in the wrapping the DPR wrapper IPs and the PRM tasks, which might lead to well accepted interfaces that can be used by the Reconfigurable Computing community, fostering the development of partially reconfigurable systems and standard IPs.

2. Extensions to support other DPR back-ends. In the FAMOUS approach, we have tackled the modeling and automatic generation of artifacts (static and PRM netlists, C code for the application and reconfiguration controller) that support directly the Xilinx Partition-based Partial Reconfiguration design flow. In the particular context of this thesis, we have targeted the generation of the design entry output artifacts (which serve as
inputs to the Xilinx PlanAhead tool for implementing the DPR system). Other works in the FAMOUS map those artifacts to a physical model at high-levels of abstraction, in order to automate the rest of the flow; this has been possible to the componentizing (i.e. IP taxonomy) and interface standardization introduced in this work.

Nonetheless, other Partial Reconfiguration design flows, making in many cases of Xilinx tools, exist. Some examples of these flows, developed very recently are OpenPR [155] and GoAhead [156]. Along tools such as the RapidSmith [157] framework, they have been used in recent years for overcoming several limitations inherent to the traditional Xilinx PR flow, such as the incapacity to relocate a single bitstream in multiple PRRs in the FPGA, a very important feature in applications such as fault-detection and migration or task virtualization. It must be noted, however, that all these approaches depart from a bottom-up design approach for the specification of the DPR system (the design entry phase profusely discussed in this thesis manuscript) which is not very dissimilar from what we have proposed here.

In most of these approaches, IP blocks are wrapped using well defined PRM interfaces, such as the Recobus [158] PR wrapper and design flow, upon which the GoAhead tool has been developed [159]. Making use of homogeneous and scalable bus interfaces, a set of advanced features are provided to the user, such as the capability to control the granularity of the PRMs to be placed in the FPGA, and to relocate modules in different areas of the device. These features can be coupled with the efforts carried in the FAMOUS framework on context saving for creating complex OS-like DPR applications, in which PRM effectively become services used by the application, while at the same time reducing the memory footprint required to store the partial bitstreams [160]. Furthermore, RapidSmith make use of hard macro IPs along the soft IPs discussed in this work in order to accelerate the system implementation times [161], but also to provide a framework for other DPR tools to enable capabilities not supported by the Xilinx flow. RapidSmith also departs from a design entry specification, in which hard and soft IPs are instantiated in a top-level design and compiled using a set of directives embedded in the tool.

These methodologies could be easily integrated to the FAMOUS framework, which is based on IP-XACT components, necessitating only vendor extensions and a modification in the generators used for the back-end compilation chain, which can be stored in the IP XML representation. In this manner, more complex applications can be created using the hardware branch of the FAMOUS MDE framework, proposed in this work. The use of UML MARTE would accomplish the separation of concerns in the development of the application and reconfiguration control, while at the same time, abstracting the specifics of tools that still require a great deal of expertise. However, further extensions in the UML MARTE profile, which represents one of the axes of the FAMOUS endeavour, would be required, since currently only traditional DPR platforms are supported. However, from a purely hardware perspective, the ideas discussed in this manuscript could be directly exploited to generate the artifacts (typically netlists) required by those tools.
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Abstract:

The main contribution of this thesis consists on the proposition and development a Model-driven Engineering (MDE) framework, in tandem with a component-based approach, for facilitating the design and implementation of Dynamic Partially Reconfigurable (DPR) Systems-on-Chip. The proposed methodology has been constructed around the Metadata-based Composition Framework paradigm, and based on common standards such as UML MARTE and the IEEE IP-XACT standard, an XML representation used for storing metadata about the IPs to be reused and of the platforms to be obtained at high-levels of abstraction. In fact, a componentizing process enables us to reuse the IP blocks, in UML MARTE, by wrapping them with PLB (static IPs) and proprietary (DPR blocks) interfaces. This is attained by reflecting the associated IP metadata to IP-XACT descriptions, and then to UML MARTE templates (IP reuse). Subsequently, these IP templates are used for composing a DPR model that can be exploited to create a Xilinx Platform Studio FPGA-design, through model transformations. The IP reflection and system generation chains were developed using Sodius MDWorkbench, an MDE tool conceived for the creation and manipulation of models and their meta-models, as well as the definition and execution of the associated transformation rules.

Résumé :

La principale contribution de cette thèse porte sur la proposition et le développement d’une approche d’Ingénierie Dirigée par les Modèles (IDM), liée à une méthodologie basée sur des composants, pour faciliter la conception, design et implantation des Systèmes Dynamiquement Reconfigurables sur puce (FPGA). La méthodologie proposée repose sur l’utilisation du paradigme Metadata-based Composition Framework, et fortement basée sur des standards, tels qu’UML MARTE et, en particulier, l’IEEE IP-XACT, qui est exploité comme représentation intermédiaire pour les IPs utilisés et pour la plateforme matérielle composé aux hauts-niveaux d’abstraction. Un procès de emballage permet la réutilisation des blocs IP, qui ont été enveloppés par des interfaces PLB (IP statiques) et propriétaires (IP dynamiques). Subséquemment, la libraire est utilisée pour la composition d’un modèle de plateforme en UML, mais qui étant générative, permet la création d’une description cible de la composant matérielle de la plateforme, dans la forme d’un model spécifique à Xilinx Platform Studio, obtenu par des transformations des modèles. Les chaines de transformations pour la création de la libraire et de la plateforme, respectivement, ont été développées et implantées en utilisant Sodius MDWorkbench, un outil IDM conçu pour la création et manipulation des modèles et leur méta-modèles, ainsi que la définition et exécution des transformations des modèles associées.