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Introduction

Failure Analysis for electronics components is nowadays a very important step during the conception and

development of new electronic devices. When a component is found to be defective, it is very important

to understand the causes of the malfunction so that corrective measures can be put into practice. In this

way it is possible to prevent the same problem from repeating itself, and save huge amounts of money

which would have been spent on the customer returns of defective systems. It is in fact a lot cheaper

for the electronic industry to identify the defective devices as early as possible in design, qualification

and production process in order to avoid field return. After that, the components are assembled and sold

to the customers: the cost linked to the failures during all this process increases constantly. Sometimes,

as in the avionics electronics industry, or in space applications, it is of fundamental importance that the

maximum reliability possible is obtained, as once the defect manifests itself it will be too late.

One of the most complex steps of Failure Analysis is the defect localization: this is necessary to

pinpoint the exact spot in the device where the failure occurred. By doing so, it is possible to understand

the root cause of the failure and therefore think of possible countermeasures to apply. As foreseen by

Moore [1], the number of transistors inside a microchip doubles every year (this rate has then be adjusted,

first to 18 months and then to 2 years). With a constant area of the chip, the size of each transistor is

destined to keep shrinking more and more. The techniques for failure localization used during the years

had to adapt and evolve in order to be able to keep up with this trend. While in the past the failure analyst

worked with transistors of the size of hundreds of micrometers, nowadays he or she has to face the big

challenge of localizing defects in a structure presenting transistors measuring tens of nanometers.

Still, with the physical limits of the transistors size quickly approaching, new ways of increasing

the capabilities of the circuits have been found. This time, instead of trying to increase the number of

transistors inside the single die, a number of ways to interconnect multiple dies inside the same package

were developed. With the arrival of these new technologies it has become extremely complicated to

perform a Failure Analysis (FA) process. The new packages have gone ’vertical’ [2], as was foreseen

by the More than Moore paradigm [3]. However, all the standard techniques for failure localization

are only suitable for bi-dimensional packages: as soon as the third dimension brought by the stacking

of different dies is taken under consideration, it becomes impossible to precisely localize the defect
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without proceeding to deprocess the component. Yet whenever the components are de-packaged, there

is a high risk of destroying the defect and therefore losing all the relevant information. That is why, with

the increase of System in Package use in industry, the need for non-destructive techniques for failure

localization has quickly arisen.

This work was carried out in a collaboration between the IMS Laboratory, in the Bordeaux University,

and the French Space Agency, CNES, in Toulouse. As three-dimensional components are more and more

used for space applications (and it has been foreseen that their presence will even increase in the future),

the CNES needs to be well aware of the difficulties that this type of technologies can bring to the failure

analyst. Therefore the necessity of starting a thorough investigation of the techniques which could help

to analyse these components arose.

In the present work some new developments on localization techniques for three-dimensional elec-

tronic components are shown. These are performed through the introduction of simulations for an already

existing technique: Magnetic Microscopy (MM). The results obtained constitute one of the first steps to

solve the failure localization problem in the direction of the More than Moore’s world.

This document has been divided into four main parts. In the first part, a state of the art of new

three-dimensional components assembly is described. It is then followed by an up to date FA process

description, while keeping it as general as possible. A description of the devices reliability, in function

of the time of usage of such devices is shown, allowing the reader to understand why the need of Failure

Analysis has arisen in the first place. The whole process of failure analysis is then described in a general

way, starting from the electrical characterization of the defect, to the final results. Understanding the

process flow is of fundamental importance in order to understand why and when to use the different

techniques. Furthermore, most of the techniques are complementary to each other, and only a deep

and meticulous study of a single case can tell which techniques will be more appropriate. Localization

techniques, which are the main topic of this entire work, are therefore explained in more detail. The

most used techniques will be described in relation to their potential application to three-dimensional

components.

A second part will then explain in a deeper detail the Magnetic Microscopy technique. To understand

it, a short reminder of the physical laws which govern magnetic fields is needed. Therefore an introduc-

tion of the magnetic fields theory will bring the reader from the basic simplified Maxwell equations to

the Biot-Savart’s law, which governs the generation of the magnetic field from a arbitrary distribution of

the current density. Understanding this passage is needed as the following chapter of this part will be

dedicated to the opposite process: the magnetic microscopy technique is in fact used to reconstruct the

current density once the magnetic field is given. This problem is referred to as the inversion problem

for the magnetic field, and as it will be shown, it has no unique solution unless a certain number of con-

straints are applied. Finally, the MCI technique, which involves applying the inversion algorithm from

the measurement of the z component of the magnetic field above the sample is described.
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The third part of this work will be dedicated to the Simulation Approach (SA): a new methodology

developed to extend the capabilities of Magnetic Microscopy techniques. The basic principle is that of

comparing magnetic simulation generated by hypothetical current distributions to the magnetic acquisi-

tions of the real current distribution. The evaluation of the correlation between the two will then give a

measurement of the distance between them. Therefore, a magnetic simulator, based on the generation of

the magnetic field from the Biot-Savart law, has been developed. As the simulation needs to be fast (to

generate a vast set of different hypotheses) and accurate, a linear model was developed and programmed

under the Scilab environment. As the most commonly used magnetic sensors can pick up only the z com-

ponent of the magnetic field, by using these it is not possible to generate a map of the vertical currents:

the currents flowing on the z axis do not give any contribution to the vertical component of the magnetic

field. The methodology proposed in this work is that of performing a tilt of the sample. This will allow

the measurement of the other components of the magnetic field, and therefore give additional information

needed to localize vertical currents. This approach is then implemented in the simulation model. A last

section will describe the possibility of applying the Simulation Approach on a bi-dimensional current

distribution. It is in fact impossible, with the standard inversion algorithm, to generate a map of currents

flowing inside a plane, as it happens on the ground planes or in the substrate of the electronic compo-

nents. The proposed solution is still related to the simulations: the bi-dimensional current is discretized

into a set of mono-dimensional currents as a resistor network, and then simulated.

Finally, in the fourth part a set of case studies will be shown along with the results obtained from

this approach. The validity of the simulation methodology will be proven on different types of defects

in different components. Starting from standard bi-dimensional components up to full three-dimensional

multi-dies packages, this new approach is shown to be working on all types of samples.

There has been a skyrocketing increase in the evolution of three-dimensional structures in micro-

electronics in recent years: defect localization in such structures is a very important topic, and this work

explains how this problem can be solved by using a novel approach based on Magnetic Microscopy anal-

ysis.
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Part I

Failure Analysis: State of the art
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CHAPTER I.1

New needs: 3D packaging

As far back as 1965, Gordon Moore, by looking at the trends of Integrated Circuits of the time, firstly

understood what was going to be called later the Moore’s Law: the number of transistors inside an Inte-

grated Circuit (IC) would double every year [1]. This trend has been respected, with a few adjustments in

the time slots, up to now. However, as the transistors move more and more into the nanoelectronics do-

main, the limitations of such scaling trend are not too far to be reached. Furthermore, the size of today’s

transistors is such that a number of new physical phenomena are being seen, which need to be studied in

order to find a way to a solution. Consequently, the reliability of new ICs is constantly challenged: deep

sub-micron technologies pay the price of high performances with the loss of yield, decrease in lifetime

and reliability [4]. The easiest solution of this dilemma has therefore been the 3D: instead of, or even

together with, decreasing the size of a single component, the industry started to move to the integration

of more ICs inside the same package. Two other reasons for this type of integration are the new needs

for so-called nomad applications, which need to be light and small, and cost related factors.

The need for heterogeneous functions in nomadic applications led to the invention of the System on

Chip (SoC) technologies: having the possibility of mixing different technologies in the same substrate

(for example, digital and analog) seemed to be the right way to overcome the limitations of standard

ICs. However, the SoC solution presents a number of drawbacks: it still needs to follow Moore’s law to

increase its performances, and its reliability is still much lower than the standard ICs, as the integration

of multiple technologies is not always straightforward [5][6].
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I.1.1 More than Moore

As the standard ICs, following Moore’s law, are not able to answer all of today’s needs, a new axis of

technology has been developed: what has been called the More than Moore (MtM) axis [3].

Figure I.1.1: More Moore and More than Moore

In the end, the combination of the two axes will give the best results in terms of performances, weight

and size.

The More than Moore axis leads to the development and integration of different heterogeneous de-

vices inside the same package. The resulting three-dimensional component, which has theoretically all

included in one package, is the so called System in Package (SiP). The More than Moore market has

been constantly growing during the last 10 years, and it is expected to keep growing due to the new

applications on portable products [7][8].

I.1.2 SiP advantages

By using 3D technologies for the packaging, a set of advantages can be achieved [9]. The most visible

ones are of course the size and weight of the package, which are extremely reduced with respect to the

use of single packaged components.

As transistor sizes decrease more and more over time, the number of transistors on the same die

increases exponentially. Therefore, a most limiting problem is the use of several metal layers. The
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interconnections in this way become longer and longer. It is now clear that they limit IC performances

due to parasitic resistances and capacities [5]. Reduction of the interconnections by simply putting the

different dies closer to each other, as in multi chip solutions, increases the component performances in

terms of speed, noise and power consumption.

I.1.3 3D technologies

There is a wide set of SiP technologies, with different naming. In this section, a short review of the most

common is given. A full bibliography on the different techniques for stacking ICs would be out of the

scope for this document: the reader will be directed to the given references to get a deeper understanding

of them.

I.1.3.1 Multi Chip Modules (MCM)

Figure I.1.2: Example of Multi Chip Module

MCMs were the first components to include a whole system inside one package. Even though there

is more than one die in the package, the different dies are not stacked, but connected in the package on

the same vertical layer. In comparison to 3D technologies, MCM are easier to build, and present a much

higher yield: however, performances attainable with such components are not the same as those for SiPs,
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as the interconnections are much longer, and the silicon area wasted is much larger [10]. An example of

Multi Chip Module can be seen in figure I.1.2.

I.1.3.2 Package on Package (PoP)

B. Stacked Package 
3D stacked package integration enables a new era of 

technology convergence between on-chip interconnects and 
packaging, addressing at the same time circuit performance 
and functionality for a wide range of applications. Although 
the stacked chip package can integrate more functions in 
ultra-thin space, and even can contain one or more SoC, in 
some cases, the rate of good product or the quantity of KGD 
(kind good die) can affect the whole 3D package’s 
performance, i.e. if one stacked chip is invalid, the effect can 
destroy the whole package. In order to avoid this failure 
mode in the package, each chip’s pretest should be 
completed before stacking. Therefore, comparing with the 
chip stacked package, stacked package can introduce a 
pretested solution in a single stack package. In recent years, 
Stacking of device chips in small and thin fine-pitch ball 
grid array packages has evolved into the stacking of 
packages themselves to achieve the same end. There are two 
primary ways to stack packages to achieve such vertical 
integration: PiP (package-in-package) and PoP (package-on- 
package). 

(1) PiP (package-in-package) 
The PiP is a somewhat novel stacked package concept. 

The finished package has the same form, fit, and function as 
a conventional FBGA. Development of the PiP focused on 
meeting the same package thickness and size, package level 
reliability, and board-level reliability as current FBGA 
product offerings. The initial PiP development focused on a 
single mobile SDRAM memory die housed in the ISM 
(Inside Stacked Module) package. The ISM was stacked on 
top of a two-die processor stack (digital and analog devices). 
The structure of the PiP can be seen in Fig 6. The ISM 
usually houses the memory device or device stack that is to 
be integrated with a logic device or device combination in 
the base package. The logic device in the base package can 
be wire-bond or flip-chip type. The ISM can be fully tested 
and burned-in prior to stacking in the base package. In a 
sense, the ISM is a true KGD that can be stacked and wire-
bonded to the base package substrate like a die, but without 
the uncertainty and potential yield loss of stacking a probed 
good memory device or bare KGD [7]. 

 (2) PoP (package-on-package) 
The PoP is one of the 3D stacked package solutions, 

which typically integrates a high-density digital logic 
processor in the bottom package with high capacity memory 
dies in the top package. By adopting PoP packaging 
technology, the packaging and assembly houses can achieve 
a lower cost and faster turn benefits, when these two 
components are sourced from different IC suppliers and 
stacked on the printed circuit board (PCB) without releasing 
confidential IPs. It also allows for burn-in and testing prior 
to assembly in order to mitigate the KGD related issue. 
Thus, PoP has been rapidly used in portable products due to 
its flexibility and testability [8]. 

The structure of the PoP can be seen in Fig 7. The PoP 
has two distinct packages. The bottom package is usually 

reserved for the logic device, which can be wire-bond or 
flip-chip type. The bottom package can support high pin-
count on the bottom surface. The top peripheral surface of 
the bottom PoP is populated with land pads in order to allow 
for the interconnection of the top PoP. The top PoP has 
peripheral balls on the bottom that match the lands on top of 
the bottom PoP. The top PoP is usually reserved for the 
memory device stack, which is well suited for this purpose 
because memory devices are relatively low pin-count (to 
date), and such pin-count can be accommodated in a few 
peripheral rows. The PoP’s typical technology process as 
showed in Fig 8. 
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Figure I.1.3: Example of Package on Package device

The PoP is a solution to stack inside the same package two already packaged [10] devices. It is most

often used for stacking memories together with a processor at the bottom: in figure I.1.3 an example of

PoP is shown. The bottom layer, where the processor lies, has the possibility to have more connections

through the external pins, while in the upper layer are stacked memory chips, needing fewer connections.

I.1.3.3 Package in Package (PiP)

B. Stacked Package 
3D stacked package integration enables a new era of 

technology convergence between on-chip interconnects and 
packaging, addressing at the same time circuit performance 
and functionality for a wide range of applications. Although 
the stacked chip package can integrate more functions in 
ultra-thin space, and even can contain one or more SoC, in 
some cases, the rate of good product or the quantity of KGD 
(kind good die) can affect the whole 3D package’s 
performance, i.e. if one stacked chip is invalid, the effect can 
destroy the whole package. In order to avoid this failure 
mode in the package, each chip’s pretest should be 
completed before stacking. Therefore, comparing with the 
chip stacked package, stacked package can introduce a 
pretested solution in a single stack package. In recent years, 
Stacking of device chips in small and thin fine-pitch ball 
grid array packages has evolved into the stacking of 
packages themselves to achieve the same end. There are two 
primary ways to stack packages to achieve such vertical 
integration: PiP (package-in-package) and PoP (package-on- 
package). 

(1) PiP (package-in-package) 
The PiP is a somewhat novel stacked package concept. 

The finished package has the same form, fit, and function as 
a conventional FBGA. Development of the PiP focused on 
meeting the same package thickness and size, package level 
reliability, and board-level reliability as current FBGA 
product offerings. The initial PiP development focused on a 
single mobile SDRAM memory die housed in the ISM 
(Inside Stacked Module) package. The ISM was stacked on 
top of a two-die processor stack (digital and analog devices). 
The structure of the PiP can be seen in Fig 6. The ISM 
usually houses the memory device or device stack that is to 
be integrated with a logic device or device combination in 
the base package. The logic device in the base package can 
be wire-bond or flip-chip type. The ISM can be fully tested 
and burned-in prior to stacking in the base package. In a 
sense, the ISM is a true KGD that can be stacked and wire-
bonded to the base package substrate like a die, but without 
the uncertainty and potential yield loss of stacking a probed 
good memory device or bare KGD [7]. 

 (2) PoP (package-on-package) 
The PoP is one of the 3D stacked package solutions, 

which typically integrates a high-density digital logic 
processor in the bottom package with high capacity memory 
dies in the top package. By adopting PoP packaging 
technology, the packaging and assembly houses can achieve 
a lower cost and faster turn benefits, when these two 
components are sourced from different IC suppliers and 
stacked on the printed circuit board (PCB) without releasing 
confidential IPs. It also allows for burn-in and testing prior 
to assembly in order to mitigate the KGD related issue. 
Thus, PoP has been rapidly used in portable products due to 
its flexibility and testability [8]. 

The structure of the PoP can be seen in Fig 7. The PoP 
has two distinct packages. The bottom package is usually 

reserved for the logic device, which can be wire-bond or 
flip-chip type. The bottom package can support high pin-
count on the bottom surface. The top peripheral surface of 
the bottom PoP is populated with land pads in order to allow 
for the interconnection of the top PoP. The top PoP has 
peripheral balls on the bottom that match the lands on top of 
the bottom PoP. The top PoP is usually reserved for the 
memory device stack, which is well suited for this purpose 
because memory devices are relatively low pin-count (to 
date), and such pin-count can be accommodated in a few 
peripheral rows. The PoP’s typical technology process as 
showed in Fig 8. 

 
Fig6 PiP structure 

 
Fig.7 PoP structure 

 
Fig. 8 PoP technology process 
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Figure I.1.4: Example of Package in Package device
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PiP technology is very similar to the PoP. The difference is in the higher level of flexibility, so that

more packages can be stacked one on top of each other and bonded together in a bigger package [11][10].

An example of PiP is shown in figure I.1.4.

I.1.3.4 System on Package (SoP)

From a definition given by Tummala [12], a System on Package differs from a SiP device by integrating

not only active dies, but also passive components. However, from the assembly level Failure Analysis,

which is the main subject of this work, the difference between SiP and SoP can be considered of no

importance.

I.1.4 Vertical connections

From the point of view of a failure analyst, it can be very interesting to understand all the different

types of vertical integrations for SiP devices. The number of possibilities for vertical connections is

very wide; furthermore very often more than one connection technology is used in the same package,

as for example in [13]. The way the vertical connections are performed is very important when trying

to reconstruct the current paths flowing between the different layers. Therefore a brief explanation is

needed, mostly regarding the position and type of such connections.

I.1.4.1 Bonding wires
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Abstract 

Cell phones and consumer products like digital cameras, 
PDAs and other wireless devices require maximum functional 
integration in the smallest footprint, lowest profile and low 
cost package. CSPs have minimized the footprint to achieve a 
chip/package area ratio about 80%. 3-D packaging has 
increased that ratio to the impressive level of >200% without 
increasing the thickness or the footprint of the package. 
Integration in the z-direction is achieved by stacking die or 
stacking packages and interconnecting them with wire 
bonding. 3-D packages are assembled using the established 
packaging infrastructure and supply chain which offers design 
flexibility, short time-to-market, low risk and low cost 
product introduction.  

3-D packaging poses two challenges. First the stacking of 
more chips in a thinner package stretches the performance 
envelope of all assembly process, materials and equipment. 
Narrower process margins, thin layer materials, equipment 
with higher precision and flexibility require trade-offs to 
minimize risk and cost without compromising the reliability 
of the package. Second the testing of the final module 
requires that package design allow access to all the chips. 
Integration of complex chips from multiple suppliers in one 
package creates a high value module and increased test 
complexity.  

3-D Package Examples 
Stacked-die CSPs that stack two or more memory chips 

including Flash (NOR or NAND), PSRAM or DRAM are the 
most common types. Four die are stacked and interconnected 
with wire bonding in a typical 10x12mm CSP with 1.4mm 
profile and 145 balls at 0.8mm pitch as shown in figure 1. 

 

 
 
Figure 1. Four die stack with two spacers.  
 
Top die is DRAM with center bond pads and 4.8mm long 

wires. Reverse wire bonding on all die minimizes loop height 
and package profile. 

Stacked-die CSP offers the lowest profile with the 
smallest footprint and lowest packaging cost. Low cost of 
ownership of the module requires that all stacked die are high 
yielding otherwise good die will be wasted if one die of the 
stack is bad. Rework is not an option. The addition of a 
complex or low yielding ASIC to the stack will likely reduce 
final test yields and increase cost of ownership. Stacking of a 
pre-tested packaged memory on top of a pre-tested packaged 
ASIC insures high final test yields without significantly 
increasing footprint, profile or cost of the final module. 
Figure 2 shows a 15x15mm body size, 1.6mm profile, 341 
ball at 0.5mm pitch Package-in-Package (PiP). 

 

 
 
Figure 2.:PiP package construction. 
 
Three memory chips are stacked in an inverted LGA 

stacked on top of an ASIC packaged in a BGA. The packages 
are interconnected with wire bonding and molded into a 
standard CSP.   

In either case of stacked-die or stacked-package the final 
module provides the functional integration in a minimal 
footprint, with low profile and low final cost of ownership 
compared to conventional individual chip packaging 
assembled side-by-side on the product board. The 3-D 
package is proven to meet all required reliability standards 
expected from single-die packages including the board level 
reliability like thermal cycling and drop shock tests. 
Construction of either stacked-die or stacked-package CSP 
with very low profile 1.0-1.6mm requires that all package 
layers are very thin. Typical layers include thin die 75-100 um 
thick, die attach epoxy at 20 um, low loop wire bond at 50 um 
height, low mold cap clearance of 150 um, very thin mold 
cavity at 250 um, thin substrate 130 um 2-layer laminate and 
fine pitch small solder balls at 0.4 pitch 250 um diameter. 
High yield and reliable assembly of thin packages presents 
numerous process, materials and equipment challenges that 
will be discussed briefly in the following sections.    
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Figure I.1.5: Stack of four dies connected with bonding wires
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The oldest and easiest way to connect stacked dies inside the same package is to wire-bond them,

as shown in figure I.1.5. In terms of efficiency, however, this is not the best way, as the presence of the

bonding wires increases all the parasitic variables inside the circuitry. Many different solutions have been

found over the years in order to stack more and more dies on top of each other.

PACKAGING
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Portable wireless communication devices, be
they cell phones, personal digital assistants, or
combinations of the two, are behind the drive
to save yet more space on printed-circuit
boards. In the last few years, a pair of two-

dimensional approaches have emerged for combining
processors, controllers, logic, and memory. One scheme
designs all the components on a single silicon chip, while
its rival squeezes two or more bare die into various kinds
of multichip modules. It’s system-on-a-chip (SoC) versus
system-in-a-package (SiP).

So far, it hasn’t been much of a contest. SoC unit ship-
ments reached 345 million in 1999 and are projected to reach

BY HARRY 
GOLDSTEIN 
Senior Associate 
Editor

Individual package
Package substrate

Solder ball

Die Wire

Stacking different chips in a 
package tucks a complete system
into implantable devices like hear-
ing aids. Cell phones and wearable
computers could be next.

Stacked Chip-Scale Package
More compact are packages that stack bare die and wire-bond them

to pads that connect to the solder balls leads on the substrate. The

package is connected to a circuit board via the solder balls.

Stacked Packages
Packaged memory chips are commonly stacked on top of

each other to supercharge memory in equipment ranging

from cell phones up to high-end computers.

Packages
1.3 billion in 2004, according to Cahners In-Stat Group, of
Scottsdale, Ariz. The SiP market lags well behind: approxi-
mately 84 million SiPs were produced in 2000 and 770 million
will be built in 2003, nearly two-thirds of which will go into
wireless devices, according to Prismark Partners, of Cold Spring
Harbor, N.Y. 

But now, an evolutionary technology could put SiP into
serious contention by exploiting the third dimension. Called
system-in-a-stack, it crams more chips into the same board area
by packaging the bare die in stacks [see illustrations below].
Going upward instead of outward shortens interconnect dis-
tances, in turn reducing delays and capacitance and increasing
speed and/or cutting power requirements. Shorter intercon-
nects also reduce noise, further enhancing performance. 

The idea of stacking chips is nothing new. Sharp Corp.,
Osaka, Japan, led the way in 1998, when it introduced the
first stacked chip-scale package (S-CSP) of bare-die flash and
SRAM for cell phones. Today Fujitsu, Hitachi, Mitsubishi,
NEC, ASE, Toshiba, Dense-Pac Microsystems, and Amkor

IL
L

U
S

T
R

A
T

IO
N

S
: S

T
E

V
E

 S
T

A
N

K
IE

W
IC

Z

Figure I.1.6: Schematic view of a PiP connected internally through bond wires

A diagram of a possible PiP solution is shown in figure I.1.6.

I.1.4.2 Lateral connections

In this type of configuration, all the connections are performed on the sides of the components [2] [14].

Very often, the single dies (either singularly packaged or not) are bonded to a strap layer, often consisting

of a PCB. The PCBs of all the layers are then connected to their sides vertically.

Sometimes, as shown in figure I.1.8, the vertical connection can be established on the external side

through an IC directly connected to the lateral connections.

I.1.4.3 Solder bump interconnections

In some cases, two or more dies can be simply connected to each other through solder bump, in a flip-

chip configuration [15]. Even though this technique does not allow for stacking a huge number of dies,

it is quite widely used as it is reliable and relatively easy to put in place. An example is shown in figure

I.1.9.
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Technology are among the companies producing millions of
different kinds of S-CSPs for portable communication devices. 

In a typical package of this kind, two or three memory chips
are piled on top of each other, separated by a thin layer of die-
attach material and connected by wires to die-bond pads on the
package substrate [see figure below, far left ]. Unit shipments of
these packages reached 100 million in 2000, according to Jan
Vardaman, president of the market research firm, TechSearch
International, in Austin, Texas. She foresees that number dou-
bling in 2001, with a growth rate of 20–30 percent per year
expected for at least the next two years.

The advantages of stacking bare die are not lost on compa-
nies looking to go further and combine memory with digital sig-

together. Tessera pioneered chip-scale packaging in the mid-
1990s with its patented microball grid array (µBGA), and now
has a method for attaching memory chips, and soon ASICs, to
flexible tape and folding the tape over to create low-profile stacks.
Valtronic SA, of Les Charbonnières, Switzerland, already folds
logic, memory, and passive components into a single package for
hearing aids and other low-volume, high-value applications.

On the horizon is a system-in-a-cube based on epoxy-molded
layers of different chips. Developed primarily for military and
space applications by companies such as Irvine Sensors Corp.,
Costa Mesa, Calif., and 3-D Plus, Buc, France, these super stacks
are now found in micro-cameras for satellites, and should make
it possible to build more robust wearable computers. 
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Flexible tape

Bus metal

IC

System-in-a-Cube
The densest package so far relies on a stack of epoxy layers

in which are embedded  different kinds of chips. Metal inter-

connects to the layers run along the sides of the stack.

Folded Package
One of the newer ways for cramming capability into a small

package starts with packaged chips on a flat polyimide tape.

The flexible tape is then folded to yield a small footprint.

nal processors (DSPs), application-specific integrated circuits
(ASICs), and microprocessors. Intel Corp., Santa Clara, Calif.,
plans to start rolling out stacks of three and four memory chips
in the next few months using a new technology from Tessera
Technologies Inc., of San Jose, Calif., with which it could even-
tually achieve a system-in-a-stack by folding memory and logic

The case for stacking

In early April 2001, an aggressive roadmap for 3-D stacked
bare-chip packages was announced by Amkor Technology Inc.,
in West Chester, Pa. One of the world’s largest contract man-
ufacturers of semiconductor packages and test services, it was
responding to increasing demand among customers for more

Go Vertical

Figure I.1.7: Vertical connection on the external sides of the package
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Fig. 10. Texas Instruments array TAB leads soldered to bumps on a silicon
substrate.

Fig. 11. Vertical interconnection method where a chip is flip bonded to the
side of the stacked MCM’s.

(a) (b)

Fig. 12. (a) Schematic diagram of a PCB solder to TSOP’s and (b) a cross
sectional view of the upper schematic.

method is used by Mitsubishi in designing high density
memories [40].

5) Folded Flex Circuits: In the folded flex circuits, bare
dice are mounted and interconnected on a flex type material,
then folded to form a 3-D stack [41] as shown in Fig. 13.
This method is reported by General Electric, Harris, and
MicroModule Systems.

6) Wire Bonded Stacked Chips:The “wire bonded stacked
chips” method uses a wire bonding technique for the vertical
interconnections. There are two variants for this approach:

a) Wire bonded to an MCM substrate directly:In this
approach, stacked chips are wire bonded to a planar
MCM substrate using wire bonding technology as shown
in Fig. 14. This approach was used by Matra Marconi
Space for a high density solid state recorder [42] and by

Fig. 13. Schematic diagram showing how IC’s are stacked and intercon-
nected using a flex type material.

Fig. 14. Vertical interconnection approach using wire bonding techniques.

(a)

(b)

Fig. 15. (a) Schematic diagram of two chips stacked and interconnected
using wire bonding and (b) a top view of the upper schematic diagram.

Chip in the design of high density memory modules
[43].

b) Wire bonded to a substrate through an IC:In this ap-
proach, there is a mother and a daughter chip. The
mother chip will act as a substrate for the daughter
chip, where interconnections from the daughter chip go
to pads on the surface of the mother chip substrate as
shown in Fig. 15. Voltonic USA has used this technology
in some medical applications [44].

B. Area Interconnection Between Stacked ICs

An area interconnection is a method where vertical inter-
connections are not bonded to the periphery of the stacked
elements, as will be illustrated by the following variant of this
method.

Figure I.1.8: Vertical connection through an additional vertical die

process is established for the micro bump interconnects. The 
assembled Si die stacked modules subjected to JEDEC 
package level reliability tests in terms of TC, HTS, MST L1, 
MST L3 and uHAST. All the samples passed JEDEC 
reliability tests with out failure. Failure analysis was carried 
out in terms of CSAM, X-ray and cross-sectioning to check 
the underfill delamination and the micro bump interconnects 
before and after reliability test. 

2. Experimental  

2. 1 Test vehicle design 
Test dies for mother die and daughter die were designed 

with daisy chain test structures to access the reliability of the 
3D stack module. Daughter die of 2.9 mm X 4.9 mm size is 
designed with 50 I/Os at 100 µm pitch as shown in Figure 
1(a). Two daisy chains are designed on daughter die one at 
the top side of the die and the other at the bottom side of the 
die to check the micro bump interconnect integration after 
assembly and to monitor the electrical contact resistance 
during package level reliability of 3D stacked module. Mother 
die of 7.9 mm X 6.2 mm size is designed with 44 CSP I/Os at 
400 µm pitch and bond pads of 50 µm at 100 µm pitch for 
micro bump stack assembly of daughter die as shown in 
Figure 1(b). One daisy chain is designed on mother die by 
connecting all interconnects from mother die to board through 
daughter die micro bump interconnects. Schematic of 
complete 3D die stack cross-section is shown in Figure 2. 

      
Figure 1: Test dies design (a) Mother die and (b) Daughter die 

 
Figure 2: Schematic of 3D silicon chip stack module 

2.2 Electrical and Mechanical Simulations 
Electrical simulations were carried out to obtain the RLC 

parameters of micro bump interconnect from the mother die 
pad to daughter die pad as shown in Figure 3, and the 
complete interconnection from daughter die to substrate 
through micro bump and CSP bump interconnects. Daughter 
die pads passivation opening is 30 µm as micro bump 

diameter is only 50 µm, so wafer probing on such a small pad 
openings will be difficult for testing. Hence electrical 
simulations are also carried out to obtain the effect of extra 
probe pads of different sizes on RLC parameters of micro 
bump interconnects. The material properties used in electrical 
simulations are shown in Table 1 

 
Table 1: Material properties used in electrical simulations 

 
Figure 3: Micro bump interconnect model for RLC 
parameters simulation 

 
The mechanical stresses and strains (i.e., creep strain 

energy density per temperature cycle) in the solder joints and 
the mechanical stresses at the redistribution layer due to the 
global and local thermal expansion mismatches under the 
most common environmental stress condition (i.e., 
temperature cycling with -40 to +1250C, one hour per cycle) 
were simulated using 3-D finite element model. FE model 
was constructed for a diagonal strip from center to a corner of 
package as shown in Figure 4. ANSYS code is used for the 
modeling and analyses.  The material properties used in FEM 
analysis are shown in Table 2. Parametric study was carried 
out on five parameters, including substrate thickness (2-layers 
substrate 125 µm thick and 4-layers substrate 200 µm thick), 
and material properties (BT and Flex), mother die thickness, 
daughter die thickness and underfill to asses the effect of 

Material Dielectric
Constant

Conductivity Thickness 
(m) 

Remarks 

Aluminium  3.8e7 S/m    

Copper  5.8e7 S/m 17.5  

Nickel  1.45e7 S/m    

Sn97Ag3  7.5e6 S/m    Resistivity:: 
  7.5 m/mm2 [4] 

Sn63Pb37  6.9e6 S/m   Resistivity:  
 14.5 -cm [5] 

Silicon  10 S/m   Resistivity:  
  8-12 -cm 

SiO2 4.0     

SiN 7.0      

Polyimide 3.65   25 (4 layer) 
50 (2 layer) 

 

R/flex 2001 3.2   25  

Solder mask 3.5       

Daughter Die 

Micro Bump Interconnect 
of SnAg solder 

Sn63Pb37 Solder

Passivation 

Mother Die 

Pad (daughter die) 

Pad (mother die) 

BumpUBM 

15 m 

15 m

(a) 
(b) 
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Figure I.1.9: Vertical connection through solder bumps



16 CHAPTER I.1. NEW NEEDS: 3D PACKAGING

I.1.4.4 Through Silicon Vias (TSV)

The 3D packaging technology [3] can be divided

into three categories, i.e., packaging-technology based

stacking [4–10], wafer stacking [11–13], and chip stack-

ing by through-vias [14,15].

Packaging-technology based stacking is well known

for stacking chips in one package or stacking thin

packages. It is possible to share a common outline with

existing packages and to develop them in a short term

because they are generally based on conventional pack-

aging technologies such as die bonding, wire bonding

and molding. However, because of the long wiring due

to structural problems such as package level fan-out,

applications to high-speed LSI are considered difficult.

Wafer stacking technology is based on wafer fabrica-

tion and bonding technologies. It can minimize the in-

terconnect length between devices because of the short

wiring with very small interconnection dimensions, and

enables ultrafine-pitch interconnections thanks to the

sophisticated equipment. However, the total yield of the

stacked wafer strongly depends on the yield of each

wafer. In the design of wafer stacking, the size of each

wafer and chip must be the same so that the chips of

each layer should be aligned.

The 3D technology with chip through-vias was pro-

posed more than 20 years ago [16,17]. Since the latter

half of the 90s, when important process technologies

such as deep silicon etching [18,19], wafer thinning [20–

22] and chip stacking were developed, stacking of LSI

wafers, chips and packages have become one of the most

promising technologies for enabling high-density and

high-speed signal transmission between chips.

Our approach to ultra-high-density 3D LSI stacking

is chip stacking [23] using conventional device-ready

wafers. After the conventional wafer manufacturing

process, 10-lm-square vias filled with Cu, which realize

high-speed interchip signal transmission, are fabricated

on a wafer. Then the wafer is thinned down to 50 lm.

After dicing, the chips are stacked using flip–chip

bonding. The stacked chip structure has the feature of

short wiring between devices, similar to that in the

case of wafer stacking. Unlike wafer stacking, tested

dies are stacked on top of each other, which promises

higher module yield. The most advantageous point is

that it is easy to mix different types and sizes of devices,

such as memory, logic, and analog devices, compound

semiconductors, and even components. Therefore, this

technology enables easy realization of high-density pack-

aging and the high-speed transmission 3D system-

in-a-package (SiP).

The ultrafine-pitch interconnection is an essential

technology also for future SiPs [24]. The signal delay of a

large-scale system-on-a-chip (SoC) is predicted to be-

come the performance bottleneck and thus SiP tech-

nology is expected to be a technical candidate for global

interconnection [25].

We have worked on the 20-lm-pitch interconnection,

although the conventional connection pitch was 40 lm
at most. Minute electrodes on the device decrease the

unproductive area in the active circuit. Moreover, fine

interconnections reduce the chip area, which leads to a

reduction in cost and a shortened electrical path in the

plane. Fig. 2 shows the cross-section of the 3D stacked

chip LSI structure under development at ASET. The

exposed electrodes are arranged with 20 lm pitch on the

back surface of the each device, and the copper elec-

trodes are formed through the 50-lm-thick Si devices.

The goal of the ultra-high-density 3D LSI chip inte-

gration is to develop 3D chip-stacking technology as

well as ultrafine-pitch interconnection technology. We

have almost completed the development of individual

processes, such as through-via fabrication into Si chips

[26], wafer thinning down to 50 lm, fabrication of

double-sided bumping [27] and 20-lm-pitch intercon-

nection processes (Fig. 3).

In this paper, the details of the 20-lm-pitch in-

terconnection technology concerning reliability, low-

temperature interconnection with ultrasonic flip–chip

bonding, low-temperature bonding with Cu bumps, and

investigation of the formation of bumps less than 10 lm
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Fig. 2. 3D LSI chip stacking structure.
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Figure I.1.10: Vertical connection with Through Silicon Vias

The latest technique used for vertical connections is the Through Silicon Via [16][17]. An example

from [18] is shown in figure I.1.10. The silicon dies are pierced through their substrate, and filled

with metal [19]. Then direct vertical connections are possible by aligning dies directly on top of each

other, only divided by a small insulating spacer. There are plenty of different techniques to build such

connections, and the precise description of all of them would be off topic in this work. What is interesting

here are the common added values of such technology, as it allows for the best performances: the length

of the interconnections is minimized, together with the parasitic resistances and capacities. Therefore,

speed and frequency are considerably increased.

At this stage of development the main drawbacks are yield and reliability. These problems have not

yet been fully resolved.

I.1.5 Conclusion

The list of technologies showed in this chapter is not exhaustive. The aim was to show how three-

dimensional components are possible today. Almost every manufacturer has its own technique for stack-

ing dies, and a full set of different names are used. The result is that a study of different technologies is

needed to better understand the needs in terms of Failure Analysis and reliability, which is the subject of

this document. In fact, the Failure Analysis of 3D components is challenged by a large range f different

technologies used to create the packages, and each of them chould be considered separately; an example

of the problems that can be expectes is shown in [20].

Before moving on to the specific Failure Analysis challenges posed by 3D devices, it is mandatory to

look at the general FA process, and at those techniques which could have an application in this domain,

in order to determine what is lacking and hence needs to be developped.



CHAPTER I.2

Failure analysis and reliability

An electronic component can manifest a defect during its entire life: whenever this happens, a precise

Failure Analysis needs to be performed. During the design stage, for example, it is needed in order to

debug any possible design mistake or technological issue. In this scenario, the understanding of the root

cause of the defect is necessary to make the right modifications and get a functional device.

As it is easily understandable, even the components which are already released on the market can fail

due to defects: they are generally divided in "early stage", "random" and "end of life" failures [21]. In

figure I.2.1 the qualitative curves for the failure rates due to the three different factors is shown.
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Figure I.2.1: Failure rates
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Early stage failures are those which are usually referred to as infant mortality, as they appear in the

very first moments of the life of the product. Their failure rate is therefore very high in the beginning,

and quickly decreases after that, as shown by the blue curve of figure I.2.1. They are mostly due to failed

processes or assembly. It is in fact possible to reduce the rate of these failures by increasing the design

tolerances, or by decreasing the product specifications. This type of failure has to be avoided, as it results

in the customer receiving an already defective part. It is possible therefore to apply a "screening" process

and ageing the parts up to the point where the failure rate is low enough.

Random failures, shown in green in figure I.2.1, are not avoidable. They can arise from a large

number of different factors which cannot be controlled.

Finally, the failures represented in figure I.2.1 with a red curve are due to the end of life of the

product: in fact they occur more frequently with time, and become significant after the device reaches its

End of Life (EoL).

The sum of the three curves explained above gives the total failure rate of the component. It is usually

referred to as the "Bathtub curve", and is shown in figure I.2.2.
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Figure I.2.2: Bathtub Curve

The figure shows how the higher failure rate occurs in the areas representing the early stage and the

end of life; the component is then most reliable in the middle part of the curve, which therefore represents

the period of its usefulness.
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I.2.1 Failure Analysis outcomes

When a failure occurs, it is necessary to analyze it in order to understand its cause, and therefore increase

the reliability of future products. Starting from the results of a successful Failure Analysis, it is possible

to plan a corrective action which in turn can result in [22]:

• Correcting design errors

• Shortening product development

• Increasing yield

• Reducing the failure rate

Therefore the aim of the analyses is to increase the overall reliability, e.g., move downwards the

curve of figure I.2.2.

I.2.2 Failure Analysis process flow

A good analysis always starts with the understanding of the problem: the failure mechanisms which

intervene also depend on the zone of the Bathtub curve in which the component is situated [23]. There is

an infinite set of possible failure modes which are due to a very broad range of possible defects. Finding

the right solution to the particular problem is not a simple task: there is no right process which can be

repeatedly applied for each case study. As explained by Ferrier in [24], there is not a single process flow

which can be applied every time, but more a general scientific method metaprocess which in turn can

generate the right particular process for the case under study.

For the purpose of clarification, however, it is not impossible to illustrate an example of process flow

which is abstract enough to be applicable to a wide set of analyses. It will be shown here to define

the different steps and the different techniques most widely used by failure analysts. In figure I.2.3 an

example of process flow is shown.

Once an electronic component is found to be defective, the first step is that of reproducing the failure

in the FA laboratory. To do that, a more or less extensive electrical test is performed. The electrical

characterization is needed for different reasons: first of all, the failure has to manifest itself on the

analysis site. Furthermore, the electrical signature of the defect gives relevant information regarding the

failure itself. More precisely, it is possible to understand if the defect is logical, short or open circuit. In

many cases the abnormal behavior of the device manifests itself only in a determinate bias mode: this

information is vital then for using localization techniques in the right way.



20 CHAPTER I.2. FAILURE ANALYSIS AND RELIABILITY

Failure

Detected
Electrical 

Diagnosis

SEM Analysis

Failure root 

cause

Visual 

Observation

X-Ray 

Acquisition

I-V  Curves

Electrical Test

Failure Mode 

Bias

Magnetic 

Microscopy

TDR

Acoustic 

Microscopy

Lock-in 

Thermography

Component 

Depackaging

Visual 

Observation

Laser 

Techniques

Light Emission 

Techniques

Magnetic 

Microscopy

Lock-in 

Thermography

Precise 

Localization

Microsection FIB cut (Lamella)

TEM Analysis

Figure I.2.3: Failure Analysis Process Flow



I.2.2. FAILURE ANALYSIS PROCESS FLOW 21

An optical inspection then is performed, followed by an X-Ray acquisition. The optical inspection

gives information about the shape of the sample, so that the right de-packaging technique can be used

later on in the process. The pictures taken in this step will also be used coupled together with some

localization techniques. The X-ray acquisition is a fundamental part of the initial process of examining

the internal structure of the sample, as for example the shape of the lead frame, the number of dies or the

position of the dies. In case a decapsulation technique needs to be used, this acquisition is also needed

to know how to proceed with the de-packaging process.

The next step is to perform the actual defect localization. For this purpose, a wide range of techniques

can be used. They will be explained in more detail in the next chapter. The first step of failure localization

is performed by using one or more of the techniques which do not require any sample de-processing, so

that any defect at assembly level is not lost.

Component de-packaging is therefore performed by keeping in mind the first results obtained by

localization techniques. The part can be opened either on frontside or on backside. The backside analysis

allows for a better application of some localization techniques, but is more complex to perform. The X-

Ray acquisition previously obtained also gives the information relevant to the die position, and therefore

to the right de-processing steps to apply. Following this, a further visual observation is used to gather

information about the surface of the die.

In this phase, one face of the bare die is exposed, and more precise localization techniques, such as

laser or light emission, can be used. Also the same techniques used before, such as thermal or magnetic

techniques, can be re-used now to get a better spatial resolution.

At this point, the defect is precisely localized. In order to verify the localization, the die has to be

de-processed. Two different possibilities are available: a simple cross section, followed by a Scanning

Electron Microscope (SEM) analysis, or a FIB (Focused Ions Beam) cut used to extract a lamella, which

in turn will be analyzed with a Transmission Electron Microscope (TEM) to get a better resolution. This

final inspection will contribute to the understanding of the root cause of the failure, which is the main

goal of the failure analyst.

So far, the big challenge of defect localization has been outlined, as well as the complexity of inter-

connections in three-dimensional packages. The next step is to look at possible techniques, which are

usually applied at package level, and which have been adapted to 3D defect localization.
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CHAPTER I.3

Defect localization techniques

Failure Analysis for electronic technologies can be a very complex task. It has to take into account a huge

number of parameters, like, for example, transistor sizes and voltage levels, in order to adapt to find the

right solution for the right failure. This means that every case is unique, and has to be treated accordingly.

That is why, depending on the type of failure and on the type of circuit, a number of techniques has been

developed.

There are different types of localization techniques, which use different physical phenomena in order

to extract information from the defective device. The techniques can be classified in several different

ways by taking into account different parameters. A classification example could be that of separating

them into those directly linked to the electrical behavior of the device, and those which are not. Or, they

can be divided into non-destructive, semi-invasive and destructive techniques. For the purpose of this

document, the decision was taken to separate the techniques according to the possibility to apply them to

three-dimensional components. In this chapter a brief description of the most commonly used techniques

for three-dimensional components will be given. For the other techniques, the reader can find plenty of

literature elsewhere. A good and complete collection of documentation for Failure Analysis techniques

can be found in [25].

The techniques described in this chapter are those related to package level defect localization which

can be applied to three-dimensional devices. If the defect is located at die level, it is possible to go back

to a more standard process, as described in the previous chapter.

23



24 CHAPTER I.3. DEFECT LOCALIZATION TECHNIQUES

I.3.1 Scanning Acoustic Microscopy

The Scanning Acoustic Microscope (SAM) is used for non-destructive detection of cracks and delamina-

tions at package and assembly level [26]. It can be used for various types of assembly techniques, from

wafer bonding to flip-chip. It uses the acoustic waves to image the materials inside the packages. The

ultrasounds can in fact be transmitted through materials when light cannot. To do that, a piezoelectric

transducer is used in order to transform an electric signal into a mechanical wave. In order to couple the

transducer itself and the Device Under Test (DUT), the sample is immersed inside de-ionized water. The

piezoelectric transducer is then coupled with a spherical lens which is used to focus the waves in one

single spot, as shown in figure I.3.1. The best attainable resolution with this technique has been reported

[27] to be in the order of the tens of nanometers.

I.3.1.1 SAM setup

In the simplest setup, the transducer is also a sensor for the waves: for the microelectronics applications,

the used frequencies are in the range of 15−300MHz. The ultrasonic energy is emitted as a short duration

pulse, which presents an infinite spectre of frequencies distributed in a Gaussian shape [28]. There are

three different setups which can be established for the use of the acoustic microscope: A-scans, B-scans

and C-scans. The three of them can be used in the same analysis to obtain more information.

A-scan

The A-scan, shown in figure I.3.2, consists in placing the transducer on top of a fixed point of the Device

Under Test (DUT). The emitted signal is partly reflected and partly transmitted on the internal surfaces

of the circuit. The acquisition of the reflected waves at the transducer level gives the information of the

depth of the surfaces, once the wave velocity is known. It is therefore possible in this way to measure

the thicknesses and to set the transducer focus.

B-scan

The B-Scan is a virtual cross-section of the DUT. It is performed by plotting together a series of A-Scans

on a line by using gray scale imaging, as shown in figure I.3.3. This scan is very effective to reveal die

tilts, or to determine whether some defects on the surface of the sample are interfering with the acoustic

signals.

C-scan

Finally, the C-Scan is used to obtain information about a single horizontal plane inside the sample, as

shown in figure I.3.4. The basic idea is that of filtering in the time domain just one part of the signal
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frequency is dependant upon package construction and 
materials. Typically, a single acoustic transducer is 
mechanically scanned to form a C-scan image, and the sample 
and transducer are acoustically coupled by de-ionized water. 
Broad-band acoustic pulses are focused to a point within the 
IC package (Fig. 2). The pulse repetition rate is typically 
limited to 10 KHz due to decay of the reverberations that 
occur between the transducer and sample. The transducer is 
precisely scanned in a plane parallel to the plane of the 
package for microscopic imaging. At internal interfaces, a 
fraction of the incident acoustic energy is reflected and 
detected by the same piezoelectric transducer and converted 
back to an electrical signal. The amount of incident acoustic 
energy that is reflected depends on many factors including the 
materials in contact at the interface, the mechanical properties 
of the interface, absorption, and the size and orientation of the 
interface. The echo signal is analyzed and characteristics of 
the signal are used to form images of internal structures and 
defects. Sophisticated signal analysis techniques are used to 
extract characteristics from the echo signal such as amplitude, 
phase and depth. Because sound is a matter wave, the 
technique is sensitive even to cracks that are invisible to x-ray 
radiography.[1] 
 

 
 
Figure 2: The inspection of IC packages with pulse-echo 
acoustic microscopy. 
 
Use of reflected signals for acquisition of SAM images is 
commonly referred to as reflection mode or pulse-echo mode 
imaging. C-mode SAM and “C-scan” automatically infer the 
use of pulse-echo analysis. This analysis mode is the dominant 
method used for package inspection due to the ability to 
identify in many package types the exact interface at which a 
defect occurs, in addition to the wealth of information 
contained in the reflected signal as previously discussed. 
However, imaging by use of the transmitted acoustic signal is 
also frequently performed for IC package inspection. Use of 
the transmitted signal is referred to as through-transmission 
imaging.  Pulse-echo mode and through-transmission mode 
methods of scanning acoustic microscopy can be abbreviated 
as PE-SAM and TT-SAM, respectively.  
 

The use of TT-SAM has gained popularity due to the 
emergence of packages with multiple thin layers, including 
Ball Grid Array (BGA) packages and thin chip-scale packages 
(CSPs), which often are 1 mm or less in thickness. The echoes 
from thin layers can overlap and constructively or 
destructively interfere with each other. An “interference” 
image made using such echoes can provide extremely 
misleading information, although the image appears 
convincing.[54,55] A pre-analysis assessment of whether 
interfering echoes are a concern is not always possible due to 
lack of information regarding the package materials and 
construction. For these package types, TT-SAM is often 
employed as the primary means of acoustic inspection for 
suspected defects (rapid screening), and PE-SAM is used as 
an optional follow-up to verify defects and pinpoint their 
location.  The use of TT-SAM as a screening tool is discussed 
further later in this chapter. 
 
Types of Reflected Signal Analysis Modes: 
For time-domain analysis of the reflected acoustic signal, 
there exist 3 main types of analysis modes for PE-SAM 
analysis, and they are designated simply as A-scans, B-scans, 
and C-scans. Each one provides a different perspective of the 
sample and accomplishes specific functions. These analysis 
modes are discussed here in the typical order in which they 
are applied. 
 
The A-scan is the simplest time-domain analysis of an echo 
signal and provides critical information that allows one to 
properly set the transducer focus, measure thicknesses, and 
provides the first glimpse into the acoustic characteristics of 
the sample. To obtain an A-scan, the transducer is placed over 
the sample at a specific x-y location, and the reflected signal is 
captured at that x-y location as a function of the time-of-flight 
of the signal (x-axis) vs. the signal amplitude (y-axis). This is 
illustrated in Fig. 3. Since the A-scan is used to establish 
proper focus, it is essential that the transducer be positioned 
over the sample at the x-y location of interest. For example, 
the transducer would be placed towards the edge of the 
package if trying to focus on the lead frame, or over the center 
of the package if trying to focus on the die surface. 
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Figure 3: An A-scan displays echo amplitude information at a 
single x-y location of the sample as a function of the echo 
return time.  
 
The A-scan is an essential component to understanding and 
interpreting SAM images. If any question arises as to the 
nature of a feature in a SAM image, A-scans obtained over the 

Figure I.3.1: Scanning Acoustic Microscopy setup
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Figure 3: An A-scan displays echo amplitude information at a 

single x-y location of the sample as a function of the echo 

return time.  

 

The A-scan is an essential component to understanding and 

interpreting SAM images. If any question arises as to the 

nature of a feature in a SAM image, A-scans obtained over the 
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Figure I.3.2: Setup for A-Scan [26]: the wave reflected at each interface is acquired so that the depth of
each surface is evaluated
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feature in question, as well as from over a “normal” area, can 

provide extremely useful information. It enables assessments 

such as whether the sample was imaged in focus, whether the 

data gate was positioned properly, whether the transducer had 

sufficient resolution to separate echoes of interest, whether a 

phase inversion truly occurs, and at what depth a feature 

occurs. 

 

A C-scan is typically the type of analysis that is performed to 

produce the PE-SAM images that often frequent failure 

analysis reports. As shown in Fig. 4, a C-scan image is 

obtained by gating an echo at a specific depth from within the 

A-scan, scanning the transducer across the sample in both x 

and y axes while acquiring the signal from within the gate, 

and converting the amplitude of the gated signals to grayscale 

values, which then are plotted in relation to their x-y location. 

Ideally, this produces an image of the sample representing a 

single plane within the sample that is perpendicular to the 

direction of the incident acoustic pulse.  
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Figure 4: By gating a specific A-scan echo in the time domain 

(A) and scanning the transducer over the entire X-Y sample 

area of interest (B), a C-scan image is obtained (C).  

The B-scan is often referred to as a “virtual cross-section”. 

Figure 5 shows that the B-scan is simply a grayscale 

representation of a series of A-scans plotted one after another 

(Fig. 5(A)), with depth as the vertical axis and position along 

the single line scan as the horizontal axis in the image (Fig. 

5(B)).  In the B-scan image, the plane of the image is parallel 

to the direction of the incident acoustic pulses.  The typical B-

scan image described here is made with a single line scan, but 

can also be made with a series of repetitive scans along the 

same line in the x-y plane with different z positions of the 

transducer to optimize the focus as a function of depth within 

the sample. B-scans are frequently used for visualization of 

depth information within a sample and are effective for 

revealing package defects such as die tilt. They are also a 

good way to evaluate whether features from the top surface of 

the sample are interfering with signals deeper inside (example: 

a scratch or air bubble on the surface will cause disturbances 

to all subsequent echo signals at the same x-y location).  Most 

acoustic microscope software is written so that a C-scan must 

be acquired before a B-scan can be performed. Once a C-scan 

is obtained, an area from the C-scan is selected to indicate the 

area of the sample to be analyzed in B-scan mode.   
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Figure 5: A B-scan is a series of A-scans from a line scan (A) 

converted to grayscale values and plotted along a single x or 

y axis. The end result is a “virtual cross-section” of the 

sample (B). 

 

Combined and properly used, the A-scan, B-scan and C-scan 

offer powerful ways to understand the nature of a sample’s 

interior, rapidly and non-destructively. 

 

Polarity Analysis of Reflected Signals  

Information about delamination at internal interfaces in 

plastic-packaged ICs is assisted by applying polarity analysis 

to the acoustic echo signals. Polarity analysis is helpful, 

because not all delaminations result in an amplitude change. 

Thus, delaminations can be missed if relying solely on 

amplitude information. This is especially true, for example, 

when evaluating the interface between package lead frames 

and mold compound (see Fig. 6).  

 

Delamination
 

 

Figure 6: C-scan images of the mold compound to die paddle 

and lead frame interface of a 68PLCC, obtained with a 50 

MHz transducer. (A) The peak amplitude image shows a 

range of grayscale variation, but delamination locations are 

not obvious. (B) The phase inversion image clearly reveals the 

delaminations. 
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Figure I.3.3: Setup for B-Scan [26]: it consists of a sequence of A-Scans performed on a line of points
on top of the sample. The reconstructed image is a virtual cross-section.

obtained by the A-Scan. The gated time then represents a specific surface at a certain depth. The scan is

performed on an x-y surface in order to obtain a bi-dimensional map of the desired object.

I.3.1.2 SAM applications

This technique is used for localizing mostly packaging defects. It is principally used for the verification

of the different connection for the presence of voids or delaminations. It can therefore be used to study

the adherence of the different materials on the die, and to verify the characteristics of the materials,

like elasticity and homogeneity. In figure I.3.5 an example of the application of Scanning Acoustic

Microscopy for the localization of delaminations is shown.

I.3.1.3 Picosecond SAM

When a laser beam pulse is directed at the surface of an Integrated Circuit, several different phenomena

appear. The most common ones are the photo-electric and the thermic carrier generation, which are used

by a number of localization techniques at die level. Furthermore, the interaction of the semiconductor

with the beam also leads to a secondary effect: an acoustic pulse is produced. The precise characteristics

of the wave depend on the physical parameters of the matter and on the laser pulse. The acoustic wave
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phase inversion truly occurs, and at what depth a feature 
occurs. 
 
A C-scan is typically the type of analysis that is performed to 
produce the PE-SAM images that often frequent failure 
analysis reports. As shown in Fig. 4, a C-scan image is 
obtained by gating an echo at a specific depth from within the 
A-scan, scanning the transducer across the sample in both x 
and y axes while acquiring the signal from within the gate, 
and converting the amplitude of the gated signals to grayscale 
values, which then are plotted in relation to their x-y location. 
Ideally, this produces an image of the sample representing a 
single plane within the sample that is perpendicular to the 
direction of the incident acoustic pulse.  
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Figure 4: By gating a specific A-scan echo in the time domain 
(A) and scanning the transducer over the entire X-Y sample 
area of interest (B), a C-scan image is obtained (C).  
The B-scan is often referred to as a “virtual cross-section”. 
Figure 5 shows that the B-scan is simply a grayscale 
representation of a series of A-scans plotted one after another 
(Fig. 5(A)), with depth as the vertical axis and position along 
the single line scan as the horizontal axis in the image (Fig. 
5(B)).  In the B-scan image, the plane of the image is parallel 
to the direction of the incident acoustic pulses.  The typical B-
scan image described here is made with a single line scan, but 
can also be made with a series of repetitive scans along the 
same line in the x-y plane with different z positions of the 
transducer to optimize the focus as a function of depth within 
the sample. B-scans are frequently used for visualization of 
depth information within a sample and are effective for 
revealing package defects such as die tilt. They are also a 
good way to evaluate whether features from the top surface of 
the sample are interfering with signals deeper inside (example: 
a scratch or air bubble on the surface will cause disturbances 
to all subsequent echo signals at the same x-y location).  Most 
acoustic microscope software is written so that a C-scan must 

be acquired before a B-scan can be performed. Once a C-scan 
is obtained, an area from the C-scan is selected to indicate the 
area of the sample to be analyzed in B-scan mode.   
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Figure 5: A B-scan is a series of A-scans from a line scan (A) 
converted to grayscale values and plotted along a single x or 
y axis. The end result is a “virtual cross-section” of the 
sample (B). 
 
Combined and properly used, the A-scan, B-scan and C-scan 
offer powerful ways to understand the nature of a sample’s 
interior, rapidly and non-destructively. 
 
Polarity Analysis of Reflected Signals  
Information about delamination at internal interfaces in 
plastic-packaged ICs is assisted by applying polarity analysis 
to the acoustic echo signals. Polarity analysis is helpful, 
because not all delaminations result in an amplitude change. 
Thus, delaminations can be missed if relying solely on 
amplitude information. This is especially true, for example, 
when evaluating the interface between package lead frames 
and mold compound (see Fig. 6).  
 

Delamination  
 
Figure 6: C-scan images of the mold compound to die paddle 
and lead frame interface of a 68PLCC, obtained with a 50 
MHz transducer. (A) The peak amplitude image shows a 
range of grayscale variation, but delamination locations are 
not obvious. (B) The phase inversion image clearly reveals the 
delaminations. 

Figure I.3.4: Setup for C-Scan [26]: a sequence of acquisitions is performed on an x-y plane on top of
the sample. The acquisitions are then filtered in time so that only one surface is plotted.

Figure I.3.5: SAM analysis of a microchip [27]
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propagates as usual in the IC, and is partially reflected at the interfaces. The acoustic wave is able to alter

the optical characteristics of the materials locally, so that the optical reflectivity on the surface changes.

This variation can be measured by sending a second laser pulse, working in probe mode. The reflected

wave of this second pulse is measured with the use of a photodetector [29].

The wavelength of the acoustic wave is in this case in the order of the picoseconds, which allows for

a much higher spatial resolution. However, the penetration depth is not significant enough to be able to

perform full 3D analyses.

Therefore, one of the big limitations of acoustic microscopy is the trade-off between resolution and

absorbtion. High frequency scans give the accuracy needed for 3D (TSV), which is approximately 10µm

in all directions (x, y and z), but it also results in higher absorption, making the analysis of thick 3D

systems impossible.

I.3.2 X-Ray Microscopy

One of the most powerful imaging systems for Failure Analysis is X-Ray microscopy. This kind of

equipment, which is widely used in other fields (like medicine), is very useful to visualize the internal

structure of the sample.

I.3.2.1 Physical principles
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Since its discovery, the ability of x rays to “see” through 
material has been exploited extensively for non-invasive and 
non-destructive imaging applications in medical and industrial 
applications.  A number of manufacturers have developed 
imaging tools for failure analysis of IC packaging that take 
advantage of the penetrating power of hard x rays with tens to 
hundreds of keV energy.  These tools offer about 1 um 
resolution and provide very easy sample mounting 
mechanisms and multi-axis motion control to allow an 
operator to translate, zoom, and tilt the sample with a joystick 
while observing the image in real time.  These systems are 
widely deployed in packaging failure analysis labs.  With the 
trend of shrinking feature size in modern packaging, IC 
manufacturers are pushing the tool requirement towards higher 
resolution of below 1 um.  Furthermore, with the rapid 
increase in feature density and complexity, 2D x-ray 
micrographs tend to contain too much overlapping information 
for the operators to interpret, necessitating the inclusion of 
quantitative 3D imaging capability in FA tools.  Many x-ray 
inspection tool manufacturers have developed systems to meet 
these needs.  We will provide a brief overview of these x-ray 
inspection tools developed for high-resolution packaging FA 
and their practical applications. 
 

 

 
 

1. Imaging System Overview 
 
We first look at the basic properties of the imaging systems for 
packaging FA.  Current commercial tools are arranged in a 
relatively simple projection geometry (see Fig. 1), in which 
the radiation produced by an x-ray source penetrates the 
sample, and the transmitted radiation is recorded by the 
detector.  With this setup, the geometrical magnification of the 
system is: 

s

ds

L
LLM +

= , (1) 

where, sL is the source to sample distance and the dL  is the 
sample to detector distance.  We can then derive from a 
geometric argument that the achievable resolution of this 
system is: 
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where s is the size of the x-ray source spot, and detδ  is the 
detector resolution.  From this simple relationship, we see that 
in order to achieve high resolution, one could make M close to 
1.  Then the sample plane overlaps the detector plane, and we 
arrive at a geometry of proximity mode, where the system 
resolution is dependent entirely on that of the detector.  
Traditional film-based radiography operates in this mode to 
take advantage of the high-resolution of the recording 
medium.  Recently the film has been replaced by high-

 

 
Figure 2.  Illustration of the x-ray generation volume in a
Tungsten target when bombarded with an 150 keV electron
beam with infinitesimal focal point.  With a solid target,
the effective volume blooms to about 5 um due to multiple
scattering.  With a thin film target, however, the scattering
is greatly reduced and the effective x-ray source size can
reduced to about 1 um with about 50% loss in efficiency. 

 
Figure 1.  Illustration of a typical projection imaging
system.  The radiation produced by a x-ray source first
reaches the sample, and the transmitted radiation is
recorded by a detector system which typically consists of a
scintillator screen, CCD camera and optical coupling. 

Figure I.3.6: Typical X-Ray System [30]

In figure I.3.6 a typical projection imaging system is shown. The X-Ray radiation is produced by the

source and transmitted through the sample. The radiation is projected to a detecting system, typically

composed of a scintillator screen, an optical coupling and a CCD camera. The X-Ray source, typically a
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tungsten bar, is bombarded with high energy electrons. The tungsten core therefore generates a radiation

in the wavelength of the nanometer.

The resolution which can be achieved with this technique depends on two main factors: the X-Ray

source spot and the detector resolution. As explained by Wang in [30], two different geometrical setups

are possible. In the proximity mode, the sample is placed as close as possible to the X-Ray source, there

is no optical magnification, and the resolution depends entirely on detector resolution. This approach is

the one used for film based radiography, as the recording medium has very high resolution. The problem

for this approach is that for Failure Analysis an energy of approximately 50KeV is usually needed for

the X-Rays to penetrate the packaging materials. In order to get a good detector resolution, the efficiency

is usually very low, in the order of 10%.

The other approach, the projection mode, does not need to have a good detector resolution, as the

projected image is highly magnified. Therefore, the detector can achieve a high level of efficiency.

However, the source spot size needs to be very small. This is the most commonly used mode for most

FA commercial tools, and allows for a resolution of smaller than 1µm.

I.3.2.2 Field of application

(a) (b) (c)

Figure I.3.7: Examples of X-Ray applications [31]

The possible applications of X-Ray imaging techniques for Failure Analysis are multiple. They are

most frequently used to inspect the sample for any packaging defect. In figure I.3.7 some examples are

shown. Figure I.3.7a shows a die attach defect, figure I.3.7b a ball-bonding defect, and figure I.3.7c a

wire-bonding one. A wide range of further assembly defects can be detected with this technique.

I.3.2.3 Die level X-Ray

In more recent times, X-Ray systems have been developed to increase the imaging resolution up to

30 − 60nm, allowing its use not only for the failure analysis at package level, but also for detecting

defects in the die [32]. Even though the X-Ray analysis cannot reach the high resolution of the SEM/TEM
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analyses, it has various advantages. The X-rays have in fact a large penetration length, so that no de-

processing is needed to visualize the internal structure of the die. Furthermore, the fluorescence emission

varies much between different elements, so that it is possible to use this information to obtain high

sensitive material analysis.

I.3.2.4 X-Ray Tomography

This application of X-Ray imaging was firstly developed for medical purposes. As X-Rays can penetrate

most of the materials, it is straightforward to use this peculiarity to generate a 3D reconstruction of the

sample structures. To do that, the sample needs to be imaged at different tilt angles, and a computing

algorithm is used to reconstruct the sample. This technology is very useful both to inspect the sample

once the defect area is approximately localized, or understand the internal structure of a sample when the

CAD information is missing. However, the downside is that the whole process is widely time-consuming:

several hours are needed to analyze even a small sample.

Once the three-dimensional structure is built by the software, it will be possible to create virtual

cross-sections, or sample delayering in a non-destructive way. An example of a cross-section is shown

in figure I.3.8.

to identify individual structures and defects.  Tilting the 
sample makes certain features easier to observe, but does not 
help reduce the complexity (Fig. 4b).  A tomographic 
reconstruction, shown Fig. 5, however, is able to resolve the 
structures in depth.  In the reconstruction, the µBGA, copper 
lines, plated through-holes, and solder contacts are shown 
clearly.  The full tomographic reconstruction contains a series 
of such sections that can be assembled into a 3D data set 
representing the 3D x-ray attenuation map of the sample.  
Different materials such as copper, molding material, and 
solder can usually be identified from the attenuation 
properties. 
 

 
 
The image in Fig. 5 is very similar to what one would obtain 
from cross-sectioning the sample.  Tomography in effect 
provides the ability of “virtual cross-sectioning” that allows 
one to image the internal structure without physically cutting 
the sample.  With the 3D data, one can easily look through the 

3D image in any desired plane to find potential defects.  One 
example is shown in Fig. 6.  One µBGA ball containing small 
voids can be identified in Fig. 6(a) along a cross-sectional 
plane.  This defect can be positively verified by looking along 
the chip plane as shown in Fig 6(b). 
 

 
 
Compared with a 2D system, the ability to quantitatively 
resolve the package structures in 3D greatly increase the 
ability to positively identify, verify and characterize defect in 
a packaging, most particularly when investigating small 
defects in a package with complex multi-layer structures.  In 
many cases, some defects invisible in 2D images can be 
unmistakably identified from the 3D data because the 
overlapping features are separated by the tomographic 
reconstruction.  Most tool manufacturers have incorporated 
3D imaging modes into their systems and have automated the 
data acquisition and reconstruction process so that operator 
attention is required only during sample mounting and data 
analysis.  They have also developed x-ray sources with a 
conical shaped head to allow the sample to tilt up to 45º 
without contacting the tube housing, while enabling close-to-
focus inspection.  Using this technology, the sample stays 
close to the focal spot even when tilted, while the detector 
remains unchanged in its position and captures the maximum 
X-ray intensity from the center of the beam cone.  Most CT 
tools also include a comprehensive 3D data analysis software 
package that allows the user to generate a volume rendering 
and “virtually” slice through the volume in arbitrary directions 
to view the structures of a sample at a preferred angle (Fig. 7).  
This feature is extremely valuable in understanding a sample’s 
3D structure and identifying hidden faults in a complex 
circuitry.  For quantitative analysis, most software packages 

Figure 7.  Volume rendering software allows the user to
virtually slice through the data in arbitrary direction to
reveal the accurate 3D structure. 

 
Figure 6. Tomographic imaging provides the ability of
“virtual cross-sectioning” that allows one to view the
3D internal structure without physically sectioning the
sample.  One microBGA ball containing small trapped
particles can be identified in the cross-section view.
This defect can be verified by looking along the chip
plane as shown in layer view.

Figure I.3.8: Virtual cross section of a three-dimensional die stack [30]

In this way it is also possible to visualize in three dimensions many assembly defects like voids or

shorts in soldering joints, as shown in figure I.3.9
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This technique is applicable to 3D defects, but one of the big challenges is where to start looking

for them. If a complex SiP contains tens of thousands of interconnections (balls, TSVs, ...) it becomes

impossible to locate the defect related to the abnormal electrical behaviour. This is why there is a need for

defect localization techniques able to link the physical defect position in the three-dimensional structure

and the abnormal electrical behaviour of the analyzed defect.

I.3.3 Time Domain Reflectometry (TDR)

The most common effects of defects are short and open circuits. Time Domain Reflectometry is a pow-

erful technique able to localize them at package level by sending an electric pulse to the sample and

reading the resulting reflected wave. It was firstly developed to localize defects inside long cables. It has

since been adapted to find defects on electronic devices.

A TDR system is composed of a pulse generator, a probing or fixturing setup, an analysis software

and a very large band oscilloscope. In order to localize the defect with better resolution, the electrical

setup needs to be adjusted so that every part is of very high quality. The usual TDR instrument is an

oscilloscope which can generate a pulse with a very short rising time.

I.3.3.1 Physical principle

The typical TDR setup is shown in figure I.3.10. The TDR instrument is connected through adapted

cables and probes/fixtures to the DUT. In order not to filter the higher frequencies of the high frequency

pulse, cables and connectors need to be of very high quality. The step waveform sent to the DUT partly

propagates through the system and partly is reflected at each impedance discontinuity. The signal which

will be measured by the oscilloscope will be the superposition of all the reflected waves.

The electrical diagram of figure I.3.11 represents the equivalent circuit for a TDR system. The cables

used to connect the DUT need to be adapted to the internal resistance of the oscilloscope: they both

have a 50Ω impedance. In this way the reflected wave at the cable/DUT interface is minimized, and it

is therefore easier to discriminate the wanted signal. As the internal impedance of the DUT is unknown,

and mostly varies at several intersections, there will always be a first reflected wave at the cable/DUT

interface. Its amplitude will be half that of the incident wave, while its duration will be that of the time

the wave takes to go to the end of the cable and back, as it is shown in figure I.3.12. Then, depending

on the impedance of the DUT, the rest of the wave can be reflected back (open circuit), or there could

theoretically be no other reflected wave (short circuit). In reality, there is a wide range of possibilities,

and the reflected wave amplitude can vary between 0V and the amplitude of the incident wave.
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Figure I.3.9: X-Ray tomography reconstruction of solder balls [33]

A direct electrical contact between the TDR instrument and 

the DUT is required to perform the measurement. In addition, 

not only the signal, but also the ground contact must be 

provided in order for the TDR signal to provide meaningful 

information about the DUT. Without a good ground contact, 

the TDR signal will not have a good current ground return 

path, and the TDR picture will be extremely hard to interpret.  

TDR

Instrument

TDR probe with

signal and ground

connections

Cables

Figure 3: TDR is connected to the DUT via cables, probes 

and fixtures. A direct electrical contact to the DUT is required 

for both signal and ground pins of the TDR probe. 

Because of the wide bandwidth of the oscilloscope, and to 

ensure that this bandwidth and fast rise time can be delivered 

to the DUT, one must use high-quality cables, probes, and 

fixtures, since these cables, probes and fixtures can 

significantly degrade the rise time of the instrument, reduce 

the resolution, and decrease the impedance measurement 

accuracy.

A typical TDR oscilloscope block diagram is shown in Figure 

4 below. The fast-step-stimulus waveform is delivered to the 

DUT via electrical cable, probe, and fixture interconnects. One 

way to think of the incident TDR step is as a wave front 

propagating through the interconnect and reflecting back from 

the discontinuities. The superposition of all the wave fronts, 

reflected from all discontinuities, is what is displayed on a 

TDR oscilloscope. 
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Figure 4: TDR oscilloscope equivalent circuit 

The waveform reflected from the DUT is delayed by two 

electrical lengths of the interconnect between the DUT to the 

TDR oscilloscope, and superimposed with the incident 

waveform at the TDR sampling head (Figure 5). The incident 

waveform amplitude at the DUT is typically half the original 

stimulus amplitude (V) at the TDR source. The smaller DUT 

incident waveform amplitude is due to the resistive divider 

effect between the 50 Ohm resistance of the source and 50 

Ohm impedance of the coaxial cables connecting the TDR 

sampling head and the DUT. 
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Figure 5: The incident waveform is delayed by twice the 

length of the interconnect between the DUT and the TDR 

oscilloscope, and is divided in half by the resistor divider 

effect between resistance of the TDR source and resistance of 

the interconnect to the DUT 

Equivalent resistance of the TDR source Rsource defines the 

characteristic impedance of the measurement system. Since 

Rsource is 50 Ohm for high-performance TDR instruments 

available today, using non-50 Ohm cables and probes can 

produce confusing results. Unlike with a regular oscilloscope, 

no active probes or resistor divider probes are allowed for use 

with TDR. 

TDR does not provide an optical image of the package, but 

rather an electrical signature of the trace in the package. 

Because of the nature of the information that TDR provides, it 

is important to be aware of typical TDR signatures that 

correspond to simple package failures, such as a short or an 

open connection (Figure 6). 
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Figure 6: Open and short connection TDR and impedance 

profile signatures. V is the full voltage amplitude of the TDR 

step source; tcable is the electrical length of the cable and 

probe interconnecting the TDR oscilloscope and the DUT 

Note that everything in TDR is round trip delay. This applies 

not only to the cable, probe and fixture interconnecting the 

TDR oscilloscope to the DUT, but also to all delay 

measurements on the DUT itself. In order to obtain an 

accurate delay readout, the designer has to divide the 

measured delay by 2. 

After the round trip delay of the cable, the voltage reflected 

from the DUT arrives back to the oscilloscope and is added to 

the incident voltage on the oscilloscope to produce the 

measured voltage values. The oscilloscope then converts these 

voltage values into the values for reflection coefficient and 

impedance. It is the impedance and delay that the failure 

analyst is most interested in, and the accuracy and resolution 

of the impedance and delay measurements is what determines 

the accuracy of fault isolation.   
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Figure I.3.10: Example of a TDR electrical setup [34]

A direct electrical contact between the TDR instrument and 

the DUT is required to perform the measurement. In addition, 

not only the signal, but also the ground contact must be 

provided in order for the TDR signal to provide meaningful 

information about the DUT. Without a good ground contact, 

the TDR signal will not have a good current ground return 

path, and the TDR picture will be extremely hard to interpret.  
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Figure 3: TDR is connected to the DUT via cables, probes 

and fixtures. A direct electrical contact to the DUT is required 

for both signal and ground pins of the TDR probe. 

Because of the wide bandwidth of the oscilloscope, and to 

ensure that this bandwidth and fast rise time can be delivered 

to the DUT, one must use high-quality cables, probes, and 

fixtures, since these cables, probes and fixtures can 

significantly degrade the rise time of the instrument, reduce 

the resolution, and decrease the impedance measurement 

accuracy.

A typical TDR oscilloscope block diagram is shown in Figure 

4 below. The fast-step-stimulus waveform is delivered to the 

DUT via electrical cable, probe, and fixture interconnects. One 

way to think of the incident TDR step is as a wave front 

propagating through the interconnect and reflecting back from 

the discontinuities. The superposition of all the wave fronts, 

reflected from all discontinuities, is what is displayed on a 

TDR oscilloscope. 
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The waveform reflected from the DUT is delayed by two 

electrical lengths of the interconnect between the DUT to the 

TDR oscilloscope, and superimposed with the incident 

waveform at the TDR sampling head (Figure 5). The incident 

waveform amplitude at the DUT is typically half the original 

stimulus amplitude (V) at the TDR source. The smaller DUT 

incident waveform amplitude is due to the resistive divider 

effect between the 50 Ohm resistance of the source and 50 

Ohm impedance of the coaxial cables connecting the TDR 

sampling head and the DUT. 
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Figure 5: The incident waveform is delayed by twice the 

length of the interconnect between the DUT and the TDR 

oscilloscope, and is divided in half by the resistor divider 

effect between resistance of the TDR source and resistance of 

the interconnect to the DUT 

Equivalent resistance of the TDR source Rsource defines the 

characteristic impedance of the measurement system. Since 

Rsource is 50 Ohm for high-performance TDR instruments 

available today, using non-50 Ohm cables and probes can 

produce confusing results. Unlike with a regular oscilloscope, 

no active probes or resistor divider probes are allowed for use 

with TDR. 

TDR does not provide an optical image of the package, but 

rather an electrical signature of the trace in the package. 

Because of the nature of the information that TDR provides, it 

is important to be aware of typical TDR signatures that 

correspond to simple package failures, such as a short or an 

open connection (Figure 6). 
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Figure 6: Open and short connection TDR and impedance 

profile signatures. V is the full voltage amplitude of the TDR 

step source; tcable is the electrical length of the cable and 

probe interconnecting the TDR oscilloscope and the DUT 

Note that everything in TDR is round trip delay. This applies 

not only to the cable, probe and fixture interconnecting the 

TDR oscilloscope to the DUT, but also to all delay 

measurements on the DUT itself. In order to obtain an 

accurate delay readout, the designer has to divide the 

measured delay by 2. 

After the round trip delay of the cable, the voltage reflected 

from the DUT arrives back to the oscilloscope and is added to 

the incident voltage on the oscilloscope to produce the 

measured voltage values. The oscilloscope then converts these 

voltage values into the values for reflection coefficient and 

impedance. It is the impedance and delay that the failure 

analyst is most interested in, and the accuracy and resolution 

of the impedance and delay measurements is what determines 

the accuracy of fault isolation.   
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Figure I.3.11: Equivalent circuit of a typical TDR electrical setup [34]

A direct electrical contact between the TDR instrument and 

the DUT is required to perform the measurement. In addition, 

not only the signal, but also the ground contact must be 

provided in order for the TDR signal to provide meaningful 

information about the DUT. Without a good ground contact, 

the TDR signal will not have a good current ground return 

path, and the TDR picture will be extremely hard to interpret.  
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Figure 3: TDR is connected to the DUT via cables, probes 

and fixtures. A direct electrical contact to the DUT is required 

for both signal and ground pins of the TDR probe. 

Because of the wide bandwidth of the oscilloscope, and to 

ensure that this bandwidth and fast rise time can be delivered 

to the DUT, one must use high-quality cables, probes, and 

fixtures, since these cables, probes and fixtures can 

significantly degrade the rise time of the instrument, reduce 

the resolution, and decrease the impedance measurement 

accuracy.

A typical TDR oscilloscope block diagram is shown in Figure 

4 below. The fast-step-stimulus waveform is delivered to the 

DUT via electrical cable, probe, and fixture interconnects. One 

way to think of the incident TDR step is as a wave front 

propagating through the interconnect and reflecting back from 

the discontinuities. The superposition of all the wave fronts, 

reflected from all discontinuities, is what is displayed on a 

TDR oscilloscope. 
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Figure 4: TDR oscilloscope equivalent circuit 

The waveform reflected from the DUT is delayed by two 

electrical lengths of the interconnect between the DUT to the 

TDR oscilloscope, and superimposed with the incident 

waveform at the TDR sampling head (Figure 5). The incident 

waveform amplitude at the DUT is typically half the original 

stimulus amplitude (V) at the TDR source. The smaller DUT 

incident waveform amplitude is due to the resistive divider 

effect between the 50 Ohm resistance of the source and 50 

Ohm impedance of the coaxial cables connecting the TDR 

sampling head and the DUT. 
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Figure 5: The incident waveform is delayed by twice the 

length of the interconnect between the DUT and the TDR 

oscilloscope, and is divided in half by the resistor divider 

effect between resistance of the TDR source and resistance of 

the interconnect to the DUT 

Equivalent resistance of the TDR source Rsource defines the 

characteristic impedance of the measurement system. Since 

Rsource is 50 Ohm for high-performance TDR instruments 

available today, using non-50 Ohm cables and probes can 

produce confusing results. Unlike with a regular oscilloscope, 

no active probes or resistor divider probes are allowed for use 

with TDR. 

TDR does not provide an optical image of the package, but 

rather an electrical signature of the trace in the package. 

Because of the nature of the information that TDR provides, it 

is important to be aware of typical TDR signatures that 

correspond to simple package failures, such as a short or an 

open connection (Figure 6). 
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Figure 6: Open and short connection TDR and impedance 

profile signatures. V is the full voltage amplitude of the TDR 

step source; tcable is the electrical length of the cable and 

probe interconnecting the TDR oscilloscope and the DUT 

Note that everything in TDR is round trip delay. This applies 

not only to the cable, probe and fixture interconnecting the 

TDR oscilloscope to the DUT, but also to all delay 

measurements on the DUT itself. In order to obtain an 

accurate delay readout, the designer has to divide the 

measured delay by 2. 

After the round trip delay of the cable, the voltage reflected 

from the DUT arrives back to the oscilloscope and is added to 

the incident voltage on the oscilloscope to produce the 

measured voltage values. The oscilloscope then converts these 

voltage values into the values for reflection coefficient and 

impedance. It is the impedance and delay that the failure 

analyst is most interested in, and the accuracy and resolution 

of the impedance and delay measurements is what determines 

the accuracy of fault isolation.   
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Figure I.3.12: TDR signatures for an open and a short circuit [34]
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Once the signal arrives to the oscilloscope, it is converted from a voltage wave to impedance and

delay values. These are the important parameters which are used to extract the information about the

defect location, and therefore they influence the resolution of the technique.

I.3.3.2 Interconnect analysis

The faster the rise time that the TDR interconnect can deliver 

to the package under test, the smaller the size of the 

discontinuities that can be resolved with a TDR oscilloscope. 

Available TDR instrumentation provides very fast rise times; 

reflected signal rise times of the order of 25-35 ps can be 

observed at the TDR oscilloscope. However, poor quality 

cabling and fixturing can quickly degrade the TDR 

instrumentation rise time and decrease the instrument 

resolution.  

It is important to wear good personal ESD protection when 

working with high-performance TDR oscilloscopes. TDR 

instruments are ESD-sensitive, high-precision and high 

frequency instruments. Personal ESD protection (e.g., anti-

static strap connected to the instrument) will protect the 

instrument while maintaining its performance. Add-on ESD 

modules in the signal path will degrade the rise time of the 

instrument and degrade its resolution. It is also important to 

discharge possible charge accumulated on your probe or cable 

before making the connection to the DUT.   

In addition to measuring impedance, the TDR oscilloscope is 

capable of providing L, C and R signatures for the DUT. For 

example, an experienced TDR user can, without difficulty, 

recognize a “dip” in a TDR waveform as a shunt capacitance, 

and a “spike” as a series inductance. Any L and C 

combination can also be represented as shown in Figure 7.
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TDR

A series C or a shunt L, however, will represent a high-pass 

filter for the TDR signal, and the resulting reflection from the 

elements beyond such series C or shunt L can not be 

interpreted without prior knowledge of the DUT topology. 

Additional information about TDR measurement technology 

and TDR oscilloscopes can be found in references [6] through 

[8]. 

TDR Multiple Reflection Effects 

One of the limitations of TDR is the effect of multiple 

reflections, which is present in multi-segment interconnect 

structures, such as an electrical package. The accuracy of the 

DUT signature observed at the TDR oscilloscope is dependent 

on the assumption that at each point in the DUT, the incident 

signal amplitude equals the original signal amplitude at the 

probe-to-DUT interface. In reality, however, at each 

impedance discontinuity, a portion of the TDR incident signal 

propagating through the DUT is reflected back, and only a 

portion of this signal is transmitted to the next discontinuity in 

the DUT. In addition, the signal reflected back to the scope 

may re-reflect and again arrive at the next discontinuity at the 

DUT.  These so called “ghost” reflections are illustrated on the 

lattice diagram in Figure 8.
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    t0 Vreflected1(2)
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Figure 8: Lattice diagram of TDR waveform propagating 

through a DUT with multiple impedance discontinuities 

As a result of these re-reflections, the signature of the DUT 

becomes less clear, and additional processing is required using 

the impedance deconvolution algorithm ([9] and [10]), which 

is currently not available in TDR oscilloscopes. The 

impedance deconvolution algorithm deconvolves the multiple 

reflections from the TDR waveform and provides the true-

impedance-profile for the DUT, significantly improving the 

clarity of the DUT signature and simplifying further analysis 

of the TDR data.  

For example, if a failure analysis technician were looking for 

an open failure in an electrical package, TDR data by itself 

would not have been sufficient to locate the position of the 

failure (Figure 9) as there appears to be multiple potential 

fault locations. The true-impedance-profile provides an exact 

location of the open in the DUT whereas the TDR waveform 
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The faster the rise time that the TDR interconnect can deliver 

to the package under test, the smaller the size of the 

discontinuities that can be resolved with a TDR oscilloscope. 

Available TDR instrumentation provides very fast rise times; 

reflected signal rise times of the order of 25-35 ps can be 

observed at the TDR oscilloscope. However, poor quality 

cabling and fixturing can quickly degrade the TDR 

instrumentation rise time and decrease the instrument 

resolution.  

It is important to wear good personal ESD protection when 

working with high-performance TDR oscilloscopes. TDR 

instruments are ESD-sensitive, high-precision and high 

frequency instruments. Personal ESD protection (e.g., anti-

static strap connected to the instrument) will protect the 

instrument while maintaining its performance. Add-on ESD 

modules in the signal path will degrade the rise time of the 

instrument and degrade its resolution. It is also important to 

discharge possible charge accumulated on your probe or cable 

before making the connection to the DUT.   

In addition to measuring impedance, the TDR oscilloscope is 

capable of providing L, C and R signatures for the DUT. For 

example, an experienced TDR user can, without difficulty, 

recognize a “dip” in a TDR waveform as a shunt capacitance, 

and a “spike” as a series inductance. Any L and C 

combination can also be represented as shown in Figure 7.
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A series C or a shunt L, however, will represent a high-pass 

filter for the TDR signal, and the resulting reflection from the 

elements beyond such series C or shunt L can not be 

interpreted without prior knowledge of the DUT topology. 

Additional information about TDR measurement technology 

and TDR oscilloscopes can be found in references [6] through 

[8]. 

TDR Multiple Reflection Effects 

One of the limitations of TDR is the effect of multiple 

reflections, which is present in multi-segment interconnect 

structures, such as an electrical package. The accuracy of the 

DUT signature observed at the TDR oscilloscope is dependent 

on the assumption that at each point in the DUT, the incident 

signal amplitude equals the original signal amplitude at the 

probe-to-DUT interface. In reality, however, at each 

impedance discontinuity, a portion of the TDR incident signal 

propagating through the DUT is reflected back, and only a 

portion of this signal is transmitted to the next discontinuity in 

the DUT. In addition, the signal reflected back to the scope 

may re-reflect and again arrive at the next discontinuity at the 

DUT.  These so called “ghost” reflections are illustrated on the 

lattice diagram in Figure 8.
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through a DUT with multiple impedance discontinuities 

As a result of these re-reflections, the signature of the DUT 

becomes less clear, and additional processing is required using 

the impedance deconvolution algorithm ([9] and [10]), which 

is currently not available in TDR oscilloscopes. The 

impedance deconvolution algorithm deconvolves the multiple 

reflections from the TDR waveform and provides the true-

impedance-profile for the DUT, significantly improving the 

clarity of the DUT signature and simplifying further analysis 

of the TDR data.  

For example, if a failure analysis technician were looking for 

an open failure in an electrical package, TDR data by itself 

would not have been sufficient to locate the position of the 

failure (Figure 9) as there appears to be multiple potential 

fault locations. The true-impedance-profile provides an exact 

location of the open in the DUT whereas the TDR waveform 
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Figure I.3.13: TDR interconnect analysis [34]

Thanks to the analysis of the reflected wave, it is not only possible to detect shorts and opens, but

also other types of L, R and C signatures. In figure I.3.13 some examples are shown. However, the fact

that the incident signal after the interconnections might be severely filtered has to be taken into account,

and any discontinuity coming after the measured ones are not easily interpreted.

I.3.3.3 Multiple reflections

Once the signal is sent to the DUT, there is no reason for the device not to have multiple impedance dis-

continuities inside. As shown in figure I.3.14, each of the discontinuities generates an incident wave and

a reflected wave. All the reflected waves are then added up, so that the measured signal is a combination

of all the reflected waves. Furthermore, the reflected waves can be treated themselves as incident waves:

when they travel back towards the oscilloscope, they are partly transmitted and partly re-reflected. As a

result, the measured waveform is not of easy interpretation without any data analysis. Up to date TDR

equipment involves a deconvolution algorithm which provides the so called true impedance profile by

separating the single reflected waves from each other.

An example of how the deconvolution algorithm can be very useful to isolate the location of the defect

is shown in figure I.3.15. The example refers to a TDR analysis performed on a BGA packaged device

showing a open circuit defect. The TDR signature is not precise enough to give the precise location of the

open circuit, as more waveforms are added up and confused. However, with the true-impedance-profile

method, it is easy to pinpoint the exact location of the open circuit.
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The faster the rise time that the TDR interconnect can deliver 

to the package under test, the smaller the size of the 

discontinuities that can be resolved with a TDR oscilloscope. 

Available TDR instrumentation provides very fast rise times; 

reflected signal rise times of the order of 25-35 ps can be 

observed at the TDR oscilloscope. However, poor quality 

cabling and fixturing can quickly degrade the TDR 

instrumentation rise time and decrease the instrument 

resolution.  

It is important to wear good personal ESD protection when 

working with high-performance TDR oscilloscopes. TDR 

instruments are ESD-sensitive, high-precision and high 

frequency instruments. Personal ESD protection (e.g., anti-

static strap connected to the instrument) will protect the 

instrument while maintaining its performance. Add-on ESD 

modules in the signal path will degrade the rise time of the 

instrument and degrade its resolution. It is also important to 

discharge possible charge accumulated on your probe or cable 

before making the connection to the DUT.   

In addition to measuring impedance, the TDR oscilloscope is 

capable of providing L, C and R signatures for the DUT. For 

example, an experienced TDR user can, without difficulty, 

recognize a “dip” in a TDR waveform as a shunt capacitance, 

and a “spike” as a series inductance. Any L and C 

combination can also be represented as shown in Figure 7.
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A series C or a shunt L, however, will represent a high-pass 

filter for the TDR signal, and the resulting reflection from the 

elements beyond such series C or shunt L can not be 

interpreted without prior knowledge of the DUT topology. 

Additional information about TDR measurement technology 

and TDR oscilloscopes can be found in references [6] through 

[8]. 

TDR Multiple Reflection Effects 

One of the limitations of TDR is the effect of multiple 

reflections, which is present in multi-segment interconnect 

structures, such as an electrical package. The accuracy of the 

DUT signature observed at the TDR oscilloscope is dependent 

on the assumption that at each point in the DUT, the incident 

signal amplitude equals the original signal amplitude at the 

probe-to-DUT interface. In reality, however, at each 

impedance discontinuity, a portion of the TDR incident signal 

propagating through the DUT is reflected back, and only a 

portion of this signal is transmitted to the next discontinuity in 

the DUT. In addition, the signal reflected back to the scope 

may re-reflect and again arrive at the next discontinuity at the 

DUT.  These so called “ghost” reflections are illustrated on the 

lattice diagram in Figure 8.
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through a DUT with multiple impedance discontinuities 

As a result of these re-reflections, the signature of the DUT 

becomes less clear, and additional processing is required using 

the impedance deconvolution algorithm ([9] and [10]), which 

is currently not available in TDR oscilloscopes. The 

impedance deconvolution algorithm deconvolves the multiple 

reflections from the TDR waveform and provides the true-

impedance-profile for the DUT, significantly improving the 

clarity of the DUT signature and simplifying further analysis 

of the TDR data.  

For example, if a failure analysis technician were looking for 

an open failure in an electrical package, TDR data by itself 

would not have been sufficient to locate the position of the 

failure (Figure 9) as there appears to be multiple potential 

fault locations. The true-impedance-profile provides an exact 

location of the open in the DUT whereas the TDR waveform 
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Figure I.3.14: Multiple discontinuities generate multiple reflections [34]

by itself provides confusing information about the location of 

this open.  In addition, the impedance profile, being an exact 

signature of the DUT, is relatively easy to correlate to 

different layers in a BGA package. Such correlation is 

practically impossible with a TDR waveform alone. 

Figure 9: True-impedance-profile vs. the raw TDR waveform 

for a BGA package. The true-impedance-profile provides 

much more accurate information about the failure location. 

An additional advantage that the true-impedance-profile 

provides is that it is very easy to evaluate capacitance or 

inductance of an impedance profile segment using the 

following equations: 
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The type of discontinuity (inductive or capacitive) that we 

observe in the impedance profile, can also be easily identified 

 “dips” in the impedance profile correspond to the 

capacitive discontinuity, and “peaks” correspond to inductive 

discontinuity. Being able to estimate the value of capacitance 

or inductance for any given segment can be a significant help 

in understanding which package segment is being analyzed 

and in locating the failure more accurately. 

Before discussing package failure analysis techniques using 

TDR in further detail, it is imperative to note the importance 

of obtaining a good quality TDR measurement and a clean 

impedance profile.  Without a good TDR measurement for the 

DUT and the reference, the true-impedance-profile is likely to 

be computed incorrectly, and both TDR data for the DUT and 

the true-impedance-profile will provide a confusing picture. 

TDR Resolution and Rise time 

The issues of TDR resolution are often misunderstood or 

misrepresented, because the TDR resolution is believed to be 

completely governed by the following rule of thumb. Two 

small discontinuities, such as two vias in a PCB, can still be 

resolved as two separate ones, as long as they are separated by 

at least ½ the TDR rise time: 
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Figure 10: TDR resolution rules of thumb

If these two vias are not separated by half the TDR rise time as 

it reaches the vias, they will be shown by TDR as a single 

discontinuity. Assuming we use good cables, probes, fixtures, 

and we can deliver the full 30-40ps rise time of the instrument 

to the discontinuities in question, the minimal physical 

separation between these vias will be 15-20ps. For FR4 board 

material with dielectric constant Er=4, this results in 2.5-3mm 

(0.1”) resolution. Often this number (or other similar 

calculation) is quoted as the TDR resolution limit. 

However, in real-life situation, the designer typically is 

looking to observe or characterize a single discontinuity,

such as a single via, or a single bondwire in a package, rather 

than several of such vias or bondwires! In this case, the above 

rule is totally irrelevant, and TDR can allow the designer to 

observe discontinuities of 1/10 to 1/5 of the TDR rise time, 

bringing the numbers above to 5ps or less than 1mm 

(25milliinches) range (Figure 10b). 

Furthermore, there are well-developed relative TDR 

procedures for observing and characterizing even smaller 

discontinuities, such as the golden device comparisons for 

failure analysis [1-4]. 

In addition, faster TDR modules are available from 

Picosecond Pulse Labs, which makes it easier to resolve some 

of the finer discontinuities and faults. 

Figure 11. Picosecond Pulse Labs fast TDR add-on module
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Figure I.3.15: TDR signature of an open circuit in a BGA package [34]
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I.3.3.4 TDR resolution

TDR resolution depends on many parameters. The most important is the rise time of the incident wave-

form. To isolate two different discontinuities located next to each other, their separation in terms of time

has to be at least half of the rising time. Therefore a rising time of 40ps would give a resolution of ap-

proximately 3mm. However, in most cases it is needed only to localize a single discontinuity inside the

DUT. In this case the time localization can be between 1/10 and 1/5 of the rising time, and a localization

accuracy of less than 1mm, which is not enough for the needed 10µm target, unless terahertz range TDR

is used [35].In addition, TDR only gives the electrical distance (time between echoes and echo shape).

The biggest difficulty is to move from the electrical information to the spatial position of the defect.

I.3.4 Lock-in Thermography (LiT)

Thermography techniques use the basic physical principles of Infrared (IR) radiation to measure the

actual temperature of a sample spot. As silicon is transparent in IR light, this technique is very useful for

detecting hot spots due to a short circuit or a resistive open inside the die.

I.3.4.1 Physical principle

The principle of LiT is that every material has its own emissivity, which is defined as the ratio between the

energy radiated by that material with the energy radiated by a blackbody at the same temperature. More

information about blackbodies radiation can be found in [36]. The spectral radiance of the blackbodies

at temperatures close to the those usually found on electronic components is shown in figure I.3.16.

The peak of the radiance, and therefore that of the emissivity, is in the range of 3µm − 12µm. De-

pending on the temperature range then the right type of camera should be chosen.

When a current flows inside a resistive path, it generates a local heating of the sample which can be

detected with an Infrared Camera. The resolution attainable with this technique, as stated in [36], is of

the order of 15µm.

I.3.4.2 Lock-in Technology

Lock-in Thermography uses the physical principle of lock-in technology. Instead of applying a static

DC voltage to the device, an alternating signal is applied at a so-called lock-in frequency, usually with a

duty cycle of 50%, as explained in [37]. This methodology allows for noise reduction in a very sensible

way, and therefore for an increase of spatial resolution. While the voltage is applied, the infrared camera

acquires images from the sample surface. The images which are acquired are weighed with two different

correlation functions, a sinus and a cosinus one. The total signal will be therefore separated in an in
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phase and an out of phase (with a 90◦ phase shift) signals, which are called respectively S 0◦ and S 90◦ ,

evaluated pixel-wise.

To evaluate the amplitude and the phase signals, the following equations stand:

Amplitude =

√(
S 90◦)2

+
(
S 0◦)2

Phase = arctan
(
S 90◦

S 0◦

) (I.3.1)

These two signals are very useful if compared to the in phase and out of phase ones. The amplitude

phase, in fact, takes into account the difference in the emissivity of the materials due to the change in

temperature. What is of fundamental importance is that, by adding together the two signals, the Signal to

Noise Ratio (SNR) is sensibly increased. The phase signal is therefore noisier; however, as in this case

the two starting signals are divided by each other, the influence of the difference in emissivity for the

different materials is eliminated. Therefore both the amplitude and the phase images are used to obtain

the localization information. An example of application of this technique is shown in figure I.3.18.

From this picture it can be noted that for the amplitude image there is a strong influence of the

emissivity of the different materials which are generating a thermal signal even if they are not locally

heated. This effect is completely avoided in the phase image: here the only visible spot is due to a local

heating of the device. The phase signal represents the time delay of the thermal heating wave. If this

signal is properly studied, it can be used to obtain information about the distance from the hot spot to the

source of the wave. Both amplitude and phase signals can then be used to acquire information about the

location of the defect.

I.3.4.3 Application to the 3D

As explained in [37] and [39], Lock-in Thermography technique can be used to obtain three dimensional

information about the localization of a defect. The thermal source, which is usually a short circuit or a

resistive open, is periodically stimulated with an electrical wave. This wave can then propagate through

the component and through the molding compound, until it reaches its surface. The package is not

usually transparent to the infrared light, but the desired information can be acquired from the diffusion

of the thermal wave.

The thermal wave does not propagate in the same way through every material. Its speed depends on

the thermal diffusion length, which is defined as the length where the thermal wave amplitude drops to

e−1:
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Figure 2 - Spectral radiance of blackbodies at 250 K to 
350 K. 
 
 
INFRARED (IR) THERMOGRAPHY [2-5] 
 

It is evident from figure 2 that the radiation emitted by 
the sample in the 3 µm to 12 µm range must be analyzed to 
measure typical device temperatures.   Most IR 
thermography systems use one of two types of detectors; 
indium antimonide or mercury cadmium telluride.  Indium 
antimonide (InSb) detectors are sensitive in the wavelength 
range 1.5 µm to 5.5 µm.  Mercury cadmium telluride 
(HgCdTe) detectors are sensitive over the range of 8 µm to 
12 µm.  Both detectors offer similar temperature 
sensitivities and ranges, but InSb operates at shorter 
wavelengths and should have somewhat better spatial 
resolution.   

IR thermal imaging systems have excellent potential 
for temperature resolution but they suffer from a 
fundamental limitation on spatial resolution.  In general, 
the spatial resolution of a microscope is limited by the 
wavelength of light.  The relationship between resolution 
and wavelength as given by Lord Rayleigh's criteria can be 
written [6] 

 

Re .
. .
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N A

=
⋅0 61 λ

 

 
where λ is the wavelength of light being imaged and N.A. 
is the numerical aperture of the microscope.  This result 
although very simple, provides a good estimate of the 
resolving power of a microscope system. This relation 
clearly shows that IR thermal systems that gather radiation 

in the 1.5 µm to 12 µm range will not be able to resolve 
sub-micron structures that are found on modern VLSI 
integrated circuit technologies.   

IR thermal systems rely on directly sensing the 
emitted infrared radiation from objects to measure their 
temperature.  In general, there are several ways to 
accomplish this measurement.  The simplest method is 
measure the radiance and, if the emissivity of the material 
is known, directly compute the temperature of the sample.  
Systems of this type use a very simple photovoltaic type 
detector that is sensitive in the IR wavelengths.  Cooled 
InSb photovoltaics are perhaps the most common.  These 
detectors are generally sensitive in the 1.5 µm to 5.5 µm 
range.  

To directly measure the temperature of a sample, the 
radiance is measured first.  The radiance from a sample at 
a given temperature is related to the radiance that would be 
collected from a blackbody at the same temperature by the 
emissivity, or 

R e RT TBB= ⋅  
 

where RT is the radiance from the sample, e is the sample's 
emissivity, and RTBB is the radiance of a blackbody at the 
same temperature.  Ideally, if the sample's emissivity is 
known, its temperature can be calculated if the relationship 
between the radiance collected by a given system from a 
blackbody and its temperature is known. 

In order to increase the accuracy of the temperature 
measurement, the radiance that is reflected by the sample 
must be accounted for.  Thus, the total radiance collected 
by a system from a sample would be 

 
( )R R e RTotal T= + −1 0  

 
where R0 is the radiance emitted by the ambient 
background.  Combining the last two equations, the total 
radiance collected by the system is 
 

( )R e R e RTotal TBB= ⋅ + −1 0 . 
 

If the emissivity is known and the ambient radiance can be 
accounted for, the temperature of the sample can be found.   

Lastly, the spectral response of the system must be 
considered.  In general, the system response will not be 
constant over the spectral range on interest.   The 
introduction of an "effective" blackbody radiance 
representing a convolution of the blackbody radiation 
spectrum and the IR microscope/detector response must be 
known.  This information has usually been characterized 
by the manufacturer and is incorporated into their 
blackbody radiance to temperature conversion algorithm.   

Figure 3 shows a series of example images of an 
integrated circuit test structure taken with an IR thermal 
imaging system.  The structure is an electromigration test 

Figure I.3.16: Spectral radiance of the blackbodies [36]
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Abstract 

The paper deals with demonstration of Lock-in 

Thermography (LIT) as a new key-method for the defect 

localization in modern microelectronic devices. After an 

introduction into the operational principle and recent 

advantages of LIT, three different case studies for defect 

localization at multi-chip, flip-chip, and stacked die 

devices will be presented followed by physical root cause 

analysis, using mechanical cross sectioning and SEM 

investigations.  

Introduction 

Failure analyses of modern system in package devices 

facing more and more the limitations of standard defect 

localization methods like emission microscopy, liquid 

crystal or OBIRCH [1]. For the defect localization of 

thermal active electrical defects the new method of Lock-

in Thermography (LIT) can be used. The increasing 3D 

complexity of modern devices leads to the circumstance 

that defect localization must start on a fully packaged 

device in order to locate the defect at one of the ICs or  on 

the interconnect level,. However, different material layers 

like mould compound or die attach tape are opaque to 

visible and IR light prohibiting a direct access to the 

internal structure. But it could be shown that hundreds of 

micrometer deep buried hot spot can be allocated inside 

fully packaged devices applying thermal propagation to 

the device surface. In addition, because silicon is 

transparent to IR light, backside investigation of the 

device for instance in flip- chip devices can easily be 

done. Nevertheless, LIT enables 3D defect localization in 

stacked die devices like SiP or modern memory devices. 

Due to the fact that heat propagation from the origin 

defect position to the device surface through several 

material layers is a time related process the measurable 

phase shift between electrical stimulation and thermal 

response at the device surface can be used to determine 

the defect depth. This enables a better choice of the 

following preparation steps analysing the defect root 

cause which consequently results in a higher yield of the 

FA process. For defect localization of shorts positioned at 

electrical components inside of logic circuits the defect 

stimulation by 50% duty cycle might not be enabling the 

exact defect behaviour. In fact, a complex setup of the 

device is necessary including initialisation steps and 

defect related testing patterns. Therefore, recent 

developments enable a tester-driven solution where LIT is 

acting as a slave to an Automated Test Equipment (ATE). 

The method is described in detail in [2].   

 This paper will give some case studies applying Lock-

in Thermography for defect localization at multi-chip, flip 

chip and stacked die devices.   

Operational principle of Lock-in Thermography 

LIT works on the principle of detecting heat produced 

by applying a supply voltage to the defective area. LIT 

bases on the principle of thermal imaging combined with 

noise reduction by applying a certain frequency (so called 

lock-in frequency) which triggers the electrical signal 

driving the device under test. The duty cycle is fixed to 

50% which basically switches the device between two 

different voltage states. A high sensitive IR camera is 

imaging the device surface.  

 
Figure 1: Illustration of LIT setup [3] 

 

It can be seen from Figure 1, which illustrates the 

principle setup, that LIT is performed in real time which 

enables a direct analysis of the thermal image. It also 

enables the manual abortion of the measurement at a 

satisfying signal-to-noise ratio, which is, due to the lock-in 

process, continuously increasing during measurement 

time. Pulsing the device under test with a certain lock-in 

frequency and imaging the thermal response at the device 

under test with a higher camera frequency is the base for 

the on-line correlation process, Fig.2. The captured 

frames are weighted by two different correlation functions 

(sin/-cos) resulting in a separation of the part of the 

thermal response which has no phase shift to the 

excitation signal (S
0°

) and the part which is 90° phase 

shifted (S
90

). This so-called two phase correlation process 

is done pixel-wise and enables the calculation of the 

amplitude and the phase signal of the thermal response.  

 
Fig. 2: Sketch of the LIT on-line correlation process [3] 

  
Figure I.3.17: Lock-in signals reconstruction [38]
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Amplitude and phase are calculated by: 
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As an advantage of calculating amplitude and phase image 

instead of using 0° and 90° signal directly, the amplitude 

image shows an increase of the signal-to-noise ratio due to 

the addition of both base signals. It also allows the 

comparison of different thermal emissions to their 

temperature change intensity. However, it still contains 

the emissivity of the device surface as an artefact. In case 

of analysing the phase image, the influence of emissivity 

is fully taken out by division of both signals. As a 

disadvantage, the signal-to-noise ratio is much lower 

compared to the amplitude signal. Therefore, the analysis 

of both images is useful which are generated in parallel 

during one measurement. In addition, the topography 

pattern of the device under test is captured enabling a 

correlation of the determined thermal emission to layout 

of the device. The contrast in a topography image is 

generated by the different emissivity coefficients of each 

material, Figure 3 represents the obtained images of one 

LIT measurement, respectively a device measured at 5V, 

7mA (35mW) and 25 Hz lock-in frequency. The phase 

image shows a weak thermal emission in the upper left of 

the detail image. A correlation to the topography pattern 

can be done directly own to the fact that both images are 

results of the same imaging process. Therefore, a position 

mismatch between both images, like it might occur in 

laser stimulation investigations, can be excluded. 

 

 
Fig.3: Resulting thermal information of one LIT 

investigation. The arrow marks the defect related thermal 

emission.  

LIT investigations at multi-chip modules 

At first, a defective multi-chip device containing two 

chips in one package was investigated. An electrical short 

(dissipation power ~ 1mW) was determined between two 

pins and the failure site should be localized.  

As a first step, LIT was applied at the fully packaged 

device in order to discriminate between chip levels and 

interconnect level. To enable the heat propagation through 

the mould compound (thickness ~800 µm), LIT is 

performed with low lock-in frequencies. Figure 4, upper 

image shows the thermal emission at the device surface. 

From this first measurement in combination with the 

device design a rough positioning to the edge area of the 

right chip can be determined. As a next step, the mould 

compound was thinned down to a few tens of micrometers 

above the upper IC using mechanical grinding which 

allows an increase of the spatial resolution. LIT was 

applied for a second measurement, now allocating the 

defect position clearly to chip level, Figure 4 lower image.   

 

 
Figure 4: upper image: LIT on fully package level shows a 

thermal emission at the edge of the right chip; lower 

image: removing 800 µm mould compound by mechanical 

grinding the hot spot is allocated on chip level 

 

Determining the defect position most precisely, a third 

LIT measurement at high magnification was performed, at 

higher lock in frequency, Figure 5. Because the bond 

wires were cutted during mechanical grinding the 

electrical contacting was enabled by local probing of the 

defect related bond wires. The investigation shows the 

allocation of the defect on the bonding area.  

 

Figure I.3.18: Example of application of Lock-in Thermography [37]

µ =

√
2λ

cp · ρ · 2π · flock−in
=

√
2a

2π · flock−in
(I.3.2)

where λ is the heat conductivity, cp the heat capacity, ρ the density, flock−in the lock-in frequency

and a is the thermal diffusivity. The diffusion length in function of the lock-in frequency for different

materials shows how differently the heat propagates, for a given frequency, inside the materials. In figure

I.3.19 an example for the silicon and the molding compound is shown.

Once the thermal diffusion length, given by equation I.3.2, is known, it can be used to obtain depth

information. The diffusivity affects not only the thermal amplitude, but also the phase. The ratio between

the z value and the phase is given by:

Φ =
z
µ

180
π

(I.3.3)

The resulting phase shift for a given material, in function of the lock-in frequency is then plotted for

both silicon and molding compound in figure I.3.20.
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The fitting of the acquired data on real devices with the theoretical curves gives the precise z distance

from the heat source, which represents the defect, to the surface of the sample.

Even though defect localization in the third dimension is challenging, LiT appears, like terahertz

TDR, to be a potential solution for defect localization. However, it can only be applied to dissipative

defects.

 

 

thermal wave. In simple terms, the longer the distance between 
defect and device surface, the higher the resulting phase shift. 
Reversely, knowing the thermal properties of the material above 
the defect, this allows the determination of an unknown defect 
depth by measuring the phase shift. 

 
Fig. 1.left to right: Resulting amplitude vector and phase shift for an increasing 

distance of the defect position to the device surface.  
 

The parameter which describes the influence of the thermal 
properties of a material layer is so called thermal diffusion 
length (µ) which describes the damping of the thermal wave 
inside the bulk material [6]. It is defined as the characteristic 
length where the amplitude of the thermal wave is dropped 
down to e-1. It can be calculated by the thermal parameters heat 
conductivity (λ in W/m*K), specific heat capacity (cp in J/g*K), 
density (ρ in g/cm³) and the applied lock- in frequency (flock-in in 
Hz). The thermal parameters can be summarized as the thermal 
diffusivity (a in mm²/s).  
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The thermal diffusion length µ (in mm) is characteristic for 
each material propagated by the thermal wave. Fig. 2 shows the 
thermal diffusion length of two examples, mould compound 
(straight line) and silicon (dashed line). It can be observed that 
the thermal diffusion length of mould compound is significant 
shorter compared to silicon. Furthermore it can be seen from Fig. 
2 that the shorter the applied frequency is the deeper propagates 
the thermal wave into the solid material. This explains the fact 
that thermal active defects can be localized even through 
hundreds of microns of mould compound material [7].   

 
 
 Fig. 2. Thermal diffusion length as a function of the applied lock- in frequency 
for silicon and Mould Compound  

Due to the fact that the thermal diffusion length can be seen as 
the damping factor to the thermal wave, it affects not only the 
amplitude but also the resulting phase. A higher lock- in 
frequency results in a higher time delay between excitation 
signal at the defect position and the thermal response at the 
device surface. Therefore, an increase of the phase shift as a 
function of the increased lock- in frequency has to be expected. 
The relationship between Phase and defect depth z is described 
as: 

π/180*
µ
z=Φ

   (4) 
,whereby µ represents the thermal diffusion length. Fig. 3 

shows this relationship for the mould compound and silicon 
material assuming a defect distance to the device surface of 1 
mm. The material layers are assumed as fully opaque to IR light.  

 

 
 Fig. 3. Resulting Phase shift as a function of the applied Lock- in frequency for 

a  assumed defect under a 1 mm material layer  
 
It can be seen from Fig. 3 that in case of the silicon only a 

small phase shift occurs whereas in case of a mould compound 
layer the phase shift is much higher. This behaviour is similar 
for most of the die attach materials inside stacked die devices 
and is the base for the defect depth localization method using 
Lock-in Thermography.   

 
III. DEFECT DEPTH DETERMINATION AT SINGLE CHIP DEVICES 

 
At fully packaged single chip devices the method of LIT can 

be used to determine the defect position inside the mould 
compound, non-destructively and 3-dimensional. Therefore, it 
provides a better control of the physical failure analysis steps, 
like mechanical grinding or chemical etching, which are 
invasive. Based on the theoretical relationship between defect 
depth, applied lock- in frequency and resulting phase shift 
which was described in the previous section, a test structure with 
a defined point heat sources were created in order to investigate 
the relationship, experimentally. The test structures were made 
using single chip device containing a meander of copper 
material. The meander was locally opened using Focused ion 
beam technique (FIB), Fig. 4, upper picture. Then the meander Figure I.3.19: Thermal diffusion length [37]
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that thermal active defects can be localized even through 
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At fully packaged single chip devices the method of LIT can 

be used to determine the defect position inside the mould 
compound, non-destructively and 3-dimensional. Therefore, it 
provides a better control of the physical failure analysis steps, 
like mechanical grinding or chemical etching, which are 
invasive. Based on the theoretical relationship between defect 
depth, applied lock- in frequency and resulting phase shift 
which was described in the previous section, a test structure with 
a defined point heat sources were created in order to investigate 
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using single chip device containing a meander of copper 
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Figure I.3.20: Phase shift in function of the frequency [37]
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I.3.5 Magnetic Microscopy

Magnetic Microscopy is a non-destructive technique for failure isolation and localization [40][41]. It

uses the property of the magnetic fields which is not shielded by any non-ferromagnetic material, so that

useful information can be gathered through both the silicon and the molding compound, without any

need to de-package the component. Furthermore, it is a technique which can be used at different levels:

at board level, it can be used to map the currents flowing in the different tracks. It can then be used at

assembly level, to identify the wrong connections between the die and the lead frame. Finally, it is used

to locate faults on the die itself.

As the main work described in this document is based on MM techniques for defect localization, the

reader is directed to chapters II.3 and III.2 for further details of this technique.

I.3.5.1 Physical principle

Every time a current flows inside an electrical conductor, it generates a magnetic field according to Biot-

Savart’s law. Since this field is not shielded by any material used in standard electronic devices, it can be

measured above the component. The data post-treatment allows for the magnetic field to be transformed

into the map of the magnetic sources. In the case of electronic devices, magnetic sources can be identified

as electrical current flows. The map of the current, then, can be used to localize precisely short circuits

or resistive opens [42].

The main advantages of Magnetic Microscopy are the direct link between the magnetic field and the

current flowing in 3D structures, and the device transparency to the field.

I.3.6 Conclusion

In this chapter, the challenge of defect localization for three-dimensional components has been under-

lined, with reference to a spatial resolution of 10µm on the three axes (x, y and z) for devices that could

be more than 1cm thick. Localization techniques must be able to link the abnormal electrical behaviour

to the physical position of the defect and with the mandatory resolution. Three techniques were therefore

identified: TDR, LiT and MM. From those, Magnetic Microscopy was selected for its higher versatility,

giving a high number of possibilities. In part II, Magnetic Microscopy state of the art related to the 3D

defect localization challenge is shown.



Part II

Magnetic Microscopy: State of the art
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CHAPTER II.1

Magnetic Fields Theory

II.1.1 Maxwell Equations

To understand magnetic fields theory it is necessary to start with Maxwell equations, which are at the

very base of each electromagnetic phenomenon. The two Maxwell equations that refer to the magnetic

field are, in their differential form:

∇ ×H = J +
∂(ε0E)
∂t

(II.1.1)

∇ · µ0H = 0 (II.1.2)

The source of the magnetic field intensity, H, is the current density, J. For the analysis of the study

the case of static magnetic field will be considered, since the electric field is constant during the time.

Furthermore, the case of not magnetizable matter is studied, so that the relation between the magnetic

field H and the magnetic induction B is:

B = µ0H (II.1.3)

Under this hypothesis II.1.1 and II.1.2 become:

∇ × B = µ0J (II.1.4)

∇ · B = 0 (II.1.5)

43
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Equation II.1.4 is usually also referred to as the Ampere’s law. In the case of static magnetic fields,

and in no magnetizable matter, the laws II.1.4 and II.1.5 uniquely determine the magnetic induction field

B. From equation II.1.5, this is solenoidal at all space.

II.1.2 The law of Biot-Savart

One of the ways to find the solution of equation II.1.5 is that of using a potential approach:

B = ∇ × A (II.1.6)

where A is the vector potential. The vector potential is invariable with respect to the sum with a

gradient of any arbitrary function: it is possible to modify the equation II.1.6 as follows:

A′ = A + ∇ψ (II.1.7)

The curl of A is in fact the same as the curl of A′. It has been proven on[43] that to uniquely

specify a vector field both its curl and its divergence must be given. The divergence of A can be chosen

according to the specific needs of the application. It is a convenient convention to make the vector

potential solenoidal:

∇ · A = 0 (II.1.8)

It is possible then, from Ampere’s law, to evaluate A and consequently B. Substituting II.1.6 into

II.1.4 gives:

∇ × (∇ × A) = µ0J (II.1.9)

Since the following identity holds:

∇ × (∇ × A) = ∇(∇ · A) − ∇2A (II.1.10)

then, having fixed the solenoidality of the vector potential, II.1.9 is reduced to the Poisson’s Equation:

∇2A = −µ0J (II.1.11)

The first member of II.1.11 is a vectorial laplacian; thus, each of its cartesian components are scalar

laplacians. Therefore the equation II.1.11 is equivalent to three scalar Poisson’s equations:
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∇2Ax = −µ0Jx

∇2Ay = −µ0Jy

∇2Az = −µ0Jz

(II.1.12)

As an example, the solution of the equation for the z component will be discussed here.

In cartesian coordinates, from the expressions of the divergence and gradient operators, it follows

that:

∂2Az

∂x2 +
∂2Az

∂y2 +
∂2Az

∂z2 = −µ0Jz (II.1.13)

To find the solution of Poisson’s equation for any given current density Jz, the superposition principle

will be used. It is possible to represent the current density Jz as the sum of a number of elementary

contributions. Therefore the cartesian space is divided into elementary volumes dx′ · dy′ · dz′. These

elements will then be the center of the cartesian coordinates (x′, y′, z′), as shown in figure II.1.1.

Figure II.1.1: Different coordinate systems

Thus, considering a generic current distribution:

dAz(r, r′) =
µ0Jz(r′)

4π |r − r′|
dv (II.1.14)

where



46 CHAPTER II.1. MAGNETIC FIELDS THEORY

∣∣∣r − r′
∣∣∣ =

√
(x − x′)2 + (y − y′)2 + (z − z′)2 (II.1.15)

Equation II.1.14 depends on two sets of Cartesian coordinates: (x, y, z), which refers to the point r at

which the potential is evaluated and (x′, y′, z′) which refers to the point r′ at which the elementary current

is positioned. In order to obtain the potential, the differential potential generated by the elementary

currents need to be added together in the (x, y, z) reference system. The sum of the differential potential

becomes a volume integral over the coordinates (x′, y′, z′):

Az =
µ0

4π

∫
V′

Jz(r′)
|r − r′|

dv′ (II.1.16)

The same conclusion can be derived for the other two equations. In order to obtain the complete

vector potential A, then, it is needed to add the three components Ax, Ay and Az, all multiplied by their

respective unitary vector, ix, iy and iz:

A(r) =
µ0

4π

∫
V′

J(r′)
|r − r′|

dv′ (II.1.17)

Once the vector potential has been determined from the superposition integral, the magnetic flux

density follows from an evaluation of the curl of A. The field superposition integral follows by operating

on the vector potential as given by II.1.17 before the integration has been carried out:

B = ∇ × A =
µ0

4π
∇ ×

∫
V′

[ J(r′)
|r − r′|

]
dv′ (II.1.18)

While the integration is with respect to the source coordinates denoted by r′, the curl is applied on the

(x, y, z) coordinates. Therefore it is possible to exchange the order of the curl and integration operations,

so II.1.18 becomes:

B =
µ0

4π

∫
V′
∇ ×

[ J(r′)
|r − r′|

]
dv′ (II.1.19)

The curl is therefore applied to the product of the vector J and the scalar:

ψ =
∣∣∣r − r′

∣∣∣−1 (II.1.20)

The following vectorial identity holds:

∇ × (ψJ) = ψ∇ × J + ∇ψ × J (II.1.21)

Since J is independent from r, the first term of the right member is zero. Thus, II.1.19 becomes:
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B =
µ0

4π

∫
V′
∇

( 1
|r − r′|

)
× Jdv′ (II.1.22)

The best way to evaluate the gradient of II.1.22 is to use spherical coordinates, as the vector r is very

easily represented when the origin of this system is r′:

∇(1/r) = −
1
r2 ir (II.1.23)

being ir is the unit vector. By changing the center of the reference system to the arbitrary location r′,
the distance r in II.1.23 is replaced by |r − r′|. The new unit vector will then be defined as ir′r. In this

case II.1.23 becomes:

∇

( 1
r − r′

)
= −

ir′r
|r − r′|2

(II.1.24)

The combination of the equations II.1.24 and II.1.22 gives the Biot-Savart Law for the magnetic

induction field:

B =
µ0

4π

∫
V′

J(r′) × ir′r
|r − r′|2

dv′ (II.1.25)

which in differential form becomes:

dB =
µ0

4π
J(r′) × ir′r
|r − r′|2

dv′ (II.1.26)

II.1.3 Conclusion

In this chapter the possibility to extract the magnetic field B from the current density J has been demon-

strated. The problem to be addressed now is the opposite: is it possible, by measuring the magnetic field,

to rebuild J? This will be investigated in the next chapter.
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CHAPTER II.2

The inversion of the magnetic induction field

From the theory on magnetic fields it has been proven that, in the quasi-static case, starting from the

knowledge of the current distribution over all the space, it is possible to univocally evaluate the magnetic

induction field. This can be performed through the use of the Biot-Savart law, and it has been referred to

by Roth et al. in [44] as the forward problem. The magnetic inverse problem, on the contrary, involves

obtaining the current distribution starting from the knowledge of the magnetic induction field. The

inverse problem is not of easy solution; it can be proven that its solution is not unique unless a certain

number of hypotheses are taken into account. To perform the inversion, a number of approaches has

been studied, as shown in [45]. The most common application of the magnetic approach is the detection

of flaws in metal layers, such as hidden cracks or corrosion. This technique consists on injecting in the

metal plate some eddy currents; these will vary their distributions depending on the metal geometry, and

so the magnetic field generated by them. The study of the magnetic field can therefore reconstruct the

flows inside the metal layers. The inversion techniques for this type of application take advantage of the

formulation of the Biot-Savart law in terms of the curl of the current distribution as follows:

B(r) =
µ0

4π

∫
S

J(r′) × n̂
|r − r′|

d2r′ +
µ0

4π

∫
V

∇′ × J(r′)
|r − r′|

d3r′ (II.2.1)

where n̂ is the unity vector normal to the surface surrounding the object S , and V is the volume of

the object. With this formulation, in the case of eddy currents, the magnetic induction is divided into two

main contributions: the first one represents the discontinuity of the tangential component of the current

on the surface S , and the second is generated by any curl of the current inside the volume V . This last

component is in fact null for each ohmic current contribution, which can be written as the gradient of its

potential:

49
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J(r) = −σ∇ϕ (II.2.2)

and the curl of any divergence is always null.

The inversion problem which will be treated here is different in the sense that the current to be

mapped is always a DC or AC ohmic current, which therefore has no contribution in the curl component

of equation II.2.1. The inversion technique which is used is called the spatial filtering approach, and it

uses a Fourier approach to solve the problem.

II.2.1 The forward problem

Starting from the Biot-Savart law, it is possible to determine the magnetic induction B once given the

current density J. This will later be referred to as the forward problem. This step is fundamental to

understand how to obtain the current density given the magnetic field.

While the forward problem, once given all the boundary conditions, has a unique solution, it is not the

same for the inverse problem. To make unique the solution of the inverse problem, two hypotheses have

to be taken into account. The first is that the current density J is restricted to a thin layer of thickness

d on the x − y plane. Therefore the current distribution will be approximated to as bi-dimensional.

Furthermore, it will be assumed that the current is quasistatic, and so its divergence is zero:

∇J = 0 (II.2.3)

This last hypothesis will make the Biot-Savart law valid as described in the equation II.1.25. This

can also be formulated as follows:

B(r) =
µ0

4π

$
J(r′) × (r − r′)
|r − r′|3

d3r′ (II.2.4)

The magnetic induction field is generally measured on a x − y plane parallel to the plane of the

currents. In the following calculations, the distance between the two planes will be z0, as it is shown in

figure II.2.1.

The current distribution is therefore approximated to a planar distribution on the plane z′ = 0. It

follows that the Biot-Savart law of equation II.2.4 can be simplified by carrying out the integration on

the z′ axis:
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B(r) =
µ0

4π

∫ +∞

−∞

∫ +∞

−∞

∫ d

0

J(x′, y′) × (x − x′, y − y′, z)
[(x − x′)2 + (y − y′)2 + z2]3/2 dx′dy′dz′

=
µ0

4π

∫ +∞

−∞

∫ +∞

−∞

J(x′, y′) × (x − x′, y − y′, z)
[(x − x′)2 + (y − y′)2 + z2]3/2 dx′dy′

∫ d

0
dz′

=
µ0d
4π

∫ +∞

−∞

∫ +∞

−∞

J(x′, y′) × (x − x′, y − y′, z)
[(x − x′)2 + (y − y′)2 + z2]3/2 dx′dy′

(II.2.5)

From equation II.2.5, the x component of the magnetic induction field is generated by two compo-

nents of the cross product: the scalar product of the z component of r − r′ with the y component of

the current distribution, and the scalar product of the y component of r − r′ with the z component of

the current distribution. However, as stated before, the current distribution has been approximated to a

two-dimensional one, having no z component. Therefore the only remaining term is the first one:

Bx(x, y, z) =
µ0d
4π

z
∫ +∞

−∞

∫ +∞

−∞

Jy(x′, y′)
[(x − x′)2 + (y − y′)2 + z2]3/2 dx′dy′ (II.2.6)

Equation II.2.6 can be seen as the convolution between Jy(x′, y′) and the Green function:

G(x − x′, y − y′, z) =
µ0d
4π

z
1

[(x − x′)2 + (y − y′)2 + z2]3/2 (II.2.7)

To solve the integral of equation II.2.6 it is best to work in the Fourier space. Indeed, from the

convolution theorem, the convolution in the Euclidean space becomes a scalar product in the Fourier

space. Therefore, the following identities holding:

bx(kx, ky, z) = F
{
Bx(x, y, z)

}
(kx, ky)

g(kx, ky, z) = F
{
G(x, y, z)

}
(kx, ky)

jy(kx, ky) = F
{
Jy(x, y)

}
(kx, ky)

(II.2.8)

being bx, g and jy the two-dimensional Fourier transform on the x and y spatial variables of Bx, G

and Jy, the convolution product of equation II.2.6 becomes, in the Fourier space:

bx(kx, ky, z) = g(kx, ky, z) · jy(kx, ky) (II.2.9)

The two spatial frequencies, kx and ky, are the components on x and y of the frequency vector k.

Given the transform of Green’s function:
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g(kx, ky, z) =

∫ −∞

−∞

∫ −∞

−∞

µ0d
4π

z
1

[x2 + y2 + z2]3/2 e−i(kx x+kyy)dxdy =
µ0d
2

e−
√

k2
x+k2

y z (II.2.10)

It is then possible to write the transform of Bx in function of the transform of the current density:

bx(kx, ky, z) =
µ0d
2

e−
√

k2
x+k2

y z jy(kx, ky) (II.2.11)

The same passages can be applied to the y component of B, obtaining:

by(kx, ky, z) = −
µ0d
2

e−
√

k2
x+k2

y z jx(kx, ky) (II.2.12)

For the z component of b, the remaining terms are two; in this case, in fact, Jz does not appear in the

product. The resulting transform is therefore [44]:

bz(kx, ky, z) = −
µ0d
2

e−
√

k2
x+k2

y z

 ky√
k2

x + k2
y

jx(kx, ky) −
kx√

k2
x + k2

y

jy(kx, ky)

 (II.2.13)

The easiest component of the magnetic induction field to measure is the z; most of the magnetic

sensors, in fact, pick up just this component. It can be easily proven that in the quasi-static regime, for

planar current distributions, the z component is enough to reconstruct the current map. For the quasi-

stationarity of the bi-dimensional current, the continuity equation II.2.3 can be rewritten:

∂Jx(x, y, z)
∂x

+
∂Jy(x, y, z)

∂y
= 0 (II.2.14)

In the Fourier space equation II.2.14 becomes:

− ikx jx(kx, ky) − iky jy(kx, ky) = 0 (II.2.15)

The equation system is now complete: for two unknowns, jx(kx, ky) and jy(kx, ky), there are two

equations, II.2.13 and II.2.15. Being the system linear, the solution exists and is unique. The same

applies for the other components of B: each and any of them can give both components of the current

density J.

II.2.2 The Inverse Problem

The inverse problem is just the opposite of the forward problem. The unknown of the problem is the

bi-dimensional current distribution, while the variable which can be measured is the magnetic induction
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field over an x− y plane. From an analytical point of view, this problem is of easy solution. For example,

starting from the measurement of bx, the equation II.2.9 can be inverted:

jy(kx, ky) =
bx(kx, ky, z)
g(kx, ky, z)

(II.2.16)

However, this approach can be used as long as the denominator of equation II.2.16, i.e. the Fourier

transform of the Green function, is not equal to zero, otherwise the solution will diverge. The Green

function can be considered as an inverse filtering function; it is necessary that the filter does not approach

either zero or infinity. A better understanding of the behavior of the filtering function is given by the

relationship between bx and jx. This relationship can be obtained by combining the equation II.2.11 with

the continuity condition given by II.2.15:

jx(kx, ky) =
−2
µ0d

ky

kx
ez
√

k2
x+k2

y bx(kx, ky, z) (II.2.17)

It is interesting to see that, when kx is zero, and therefore the current is uniform on the x direction, bx

will be zero too. Thus, by measuring Bx it is not possible to have a unique solution, as uniform currents

on the x axis will not be detected. The same reasoning applies for By. However, the knowledge of Bz

is enough to obtain a unique solution, given that the current is constrained to an x − y plane and has

therefore no z component. Another thing to be noted in equation II.2.17 is that the solution diverges

when
√

k2
x + k2

y tends towards infinity. This happens when one or both the spatial frequencies diverge;

furthermore, this term appears inside an exponential, meaning that it will diverge much sooner than the

spatial frequencies themselves. The computed current is therefore a high-pass filtered version of the

magnetic induction field.

Due to the low-pass filtering given by the Biot-Savart law, the solution to the inversion problem given

before tends to be unstable, unless the working distance z is very small. In order to prevent equation

II.2.16 from diverging, it is necessary to apply a spatial filtering function to the acquired magnetic field,

therefore cutting all the higher spatial frequencies. One way of doing that is to pull down to zero all the

spatial frequencies k > kmax. In the space domain, this is equivalent to applying a windowing filter f (k)

to the magnetic field. By doing so, the information given by the high spatial frequencies is lost, but in

compensation the solution does not diverge anymore. The trade-off between an high kmax and a stable

inversion is what prevents the possibility of having a good spatial resolution when the working distance

increases. In addition to this, the measurement of B contains a certain amount of noise, which increases

with z. It therefore becomes impossible to obtain good resolutions at long working distances.

A very interesting conclusion is that it is possible to evaluate both components of the current distri-

bution by using only the knowledge of bz. This is due to the continuity conditions given by the equation
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II.2.15. Therefore, the two components of the current distribution in the Fourier space, once applied the

already mentioned filter, become:

jx(kx, ky) =
−2i
µ0d

ky

k
ekzbz(kx, ky, z) f (k)

jy(kx, ky) =
2i
µ0d

kx

k
ekzbz(kx, ky, z) f (k)

(II.2.18)

II.2.3 The inversion problem for three-dimensional current distributions

In the case of current densities which are distributed over the three-dimensional space, the equation II.2.3

for the continuity of the current in the case of quasi-static fields becomes:

∂Jx(x, y, z)
∂x

+
∂Jy(x, y, z)

∂y
+
∂Jz(x, y, z)

∂z
= 0 (II.2.19)

In the Fourier space this equation becomes:

− ikx jx(kx, ky, z) − iky jy(kx, ky, z) +
∂jx(kx, ky, z)

∂z
= 0 (II.2.20)

It has to be noted that the Fourier transform has been applied only on the x and y axes as the mea-

surement of B is performed only on a plane of constant z. The number of equations needed to solve this

problem are now therefore three, as the z component of the current distribution has been added. At the

same time, the equations regulating the z component of the magnetic induction field are modified by the

presence of a vertical current Jz. The resulting equation, obtained by processing the Biot-Savart law of

equation II.1.25, is the following:

Bz(x, y, z) =
µ0

4π

∫ +∞

−∞

∫ +∞

−∞

∫ +∞

−∞

(y − y′)Jx(x′, y′, z′) − (x − x′)Jy(x′, y′, z′)
[(x − x′)2 + (y − y′)2 + (z − z′)2]3/2 dx′dy′dz′ (II.2.21)

There are two direct consequences of this equation. The z component of B does not carry any infor-

mation about the vertical currents. This is due to the fact that currents and magnetic fields are always

perpendicular to each other as B is the result of a vectorial product involving the current. Furthermore,

this equation on its own is not enough to gather information about the current distribution, as the variables

are now three, while only two equations have been studied.

The Fourier transform of Bz can then be obtained from equation II.2.21 by application of the convo-

lution theorem:
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bz(kx, ky, z) =
iµ0

2

∫ +∞

−∞

e−
√

k2
x+k2

y (z−z′)

 ky√
k2

x + k2
y

jx(kx, ky, z′) −
kx√

k2
x + k2

y

jy(kx, ky, z′)

 dz′ (II.2.22)

The problem of this equation is that it cannot be solved for either jx or jy, but it needs to be solved

for the entire integral, so that it would not be possible to separate the components as it was possible for

two-dimensional distributions.

It can be easily proven [44] that different current distributions can generate the same magnetic field

measurement on a plane above the current: in other words, the solution for the three-dimensional problem

is not unique. The only way to be able to reconstruct a full three-dimensional current would be to obtain

the measurement of the magnetic field over the whole space, and mostly at points which are internal

between different magnetic sources, altough this is impossible in practice. This reasoning, however, does

not mean that it is never possible to analytically reconstruct a three-dimensional current map, but that

there will be simply some cases where the solution will not be unique.

By applying a certain number of geometrical and/or electrical constraints to the analytical model,

it is possible to demonstrate that the number of solutions to the inversion problem can be drastically

reduced, until, for the right number of constraints, the solution can be unique. From this starting point,

and knowing that for the real case of failure analysis the possible current paths are not infinite, but depend

on the sample to be analyzed, a new approach based on a simulation model has been developed and will

be shown in the part III.

II.2.3.1 The inward continuation

In a perfect world, where there is no noise involved, it would be possible to measure the magnetic

induction field on a plane parallel to the bi-dimensional current distribution at any distance z and obtain

the same result from the inversion algorithm. This is the consequence of what has been called the inward

continuation [44]. To understand the analytical meaning of this sentence, it is sufficient to study better

equation II.2.13 for two given working distances z1 and z2:

bz(kx, ky, z1) = −
µ0d
2

e−
√

k2
x+k2

y z1

 ky√
k2

x + k2
y

jx(kx, ky) −
kx√

k2
x + k2

y

jy(kx, ky)


bz(kx, ky, z2) = −

µ0d
2

e−
√

k2
x+k2

y z2

 ky√
k2

x + k2
y

jx(kx, ky) −
kx√

k2
x + k2

y

jy(kx, ky)


(II.2.23)
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Therefore, once the value of bz has been measured on a plane z1, it can be analytically evaluated on

any other plane parallel to it: on the plane z2, for example, it is:

bz(kx, ky, z2) = e−
√

k2
x+k2

y (z1−z2)bz(kx, ky, z1) (II.2.24)

From equation II.2.24 it is clear that, from the knowledge of the magnetic field on a plane at constant

z, it is possible to evaluate the magnetic field in any other plane parallel to it, and therefore in the whole

space, on condition that there is no additional source. This means that there is no additional information

that can be gained by measuring the magnetic field on more than one plane. What can be done, however,

is to use this technique to obtain the evaluation of the magnetic field on a plane very close to the sources,

so that the filtering function to be applied to obtain the inverse calculation can use an higher kmax, and

therefore keep in the calculation much higher spatial frequencies. In any case, this technique is always

limited by the noise level at the measurement points: even if it is possible then to evaluate analytically

the magnetic field on a plane closer to the sources given the measurement on a plane further away, the

SNR stays at the level of the measurements, which is obviously higher at higher working distances.

II.2.4 Noise and spatial resolution

In this section the results obtained by [46] will be reported and discussed. It is of fundamental importance

to understand that the best spatial resolution which can be obtained is strongly dependent on the SNR on

the magnetic measurement. There are two different sources of magnetic noise: from the environment, and

from the magnetic sensor itself. In order to perform a complete noise analysis it is therefore necessary to

refer to the actual sensor that is used to acquire the magnetic field. However, there are some assumptions

that can be made independently from the sensor used. The analyses performed in [44] and [45] take

into account the noise produced inside a SQUID sensor. A more generic analysis can be conducted to

understand how the noise in the magnetic acquisition propagates through the inversion algorithm to the

final current map, so that the result is a noisy current distribution. In conclusion, the noise present at the

acquisition limits the spatial resolution achievable by the inversion technique.

II.2.4.1 Current inversion noise

The noise analysis can be performed starting from a simple case of a magnetic field acquisition which is

zero at all points but at the origin, where it contains a noise spike:

Bz(x, y, z) = B0Aδ2(x, y) (II.2.25)
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As the acquisition is performed at a discrete number of points, it is possible to talk about a magnetic

image composed by single pixels. In this case, A is the area of the pixel, and B0 is the root mean square

value of the noise. As the Fourier transform of an impulse is one, bz will be constant at all points and

equal to B0A: the noise spike generates a noise value which is constant at all the spatial frequencies. The

evaluated x component of the current density in the Fourier space is given by the substitution of equation

II.2.25 into the first part of equation II.2.18:

jx(kx, ky) =
−2i
µ0d

ky

k
ekzB0A f (k) (II.2.26)

and its inverse Fourier transform will be the filtered version of the x component of the current distri-

bution generated by the noise spike:

JF
x (x, y) ≈

−1
(2π)2

2i
µ0d

∫ +∞

−∞

∫ +∞

−∞

ky

k
ekzB0Ae−i(kx x+kyy) f (k)dkxdky (II.2.27)

By choosing a windowing filter for f (k) with kw the cut off frequency, equation II.2.27 can be solved

as explained in [46]:

JF
x (x, y) ≈ −

B0A
πµ0d

y
r

J1(kwr)
(
ekwz(kwz − 1) + 1

z2

)
(II.2.28)

and similarly:

JF
y (x, y) = −

B0A
πµ0d

x
r

J1(kwr)
(
ekwz(kwz − 1) + 1

z2

)
(II.2.29)

with J1 the Bessel function of the first kind. The module of the complete current density can be

obtained by adding together the square values of the two components:

∣∣∣JF(x, y)
∣∣∣2 ≈ (

B0A
πµ0d

)2

J2
1(kwr)

(
ekwz(kwz − 1) + 1

z2

)2

(II.2.30)

The approximations in the equations II.2.27,II.2.29 and II.2.30 are valid for kw << 1. If this function

is plotted, as shown in figure II.2.2, it is possible to see how the magnetic impulse at the origin is

generated by a series of circulating currents.

The same reasoning can be applied to a more generic case where the noise is present at every point.

The magnetic field can therefore be rewritten by using the superposition principle:

Bz(x, y, z) =

N∑
i

BiAδ2(x − xi, y − yi) (II.2.31)
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Figure II.2.1: The measuring plane. All the current distribution is limited in the space of thickness d
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Figure II.2.2: Current image generated by a magnetic spike noise
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As equation II.2.31 is a simple superposition of single contributors to the magnetic noise, the same

method can be applied to evaluate the image of the current generated by the noise:

Jx(x, y) =

N∑
i

JF
x (x − xi, y − yi)

Bi

B0
(II.2.32)

and the mean square deviation for the x component will be:

[∆Jx(x, y)]2 =

N∑
i

∣∣∣JF
x (x − xi, y − yi)

∣∣∣2 (
∆B
B0

)
(II.2.33)

and therefore the total mean square deviation:

[∆J(x, y)]2 =

N∑
i

∣∣∣JF(x − xi, y − yi)
∣∣∣2 (

∆B
B0

)
(II.2.34)

The sum can be approximated as an integral if the pixel size is very small compared to the inverse

of the cut off spatial frequency. For an image of area L2 and with nx × ny = N pixels equation II.2.34

becomes:

[∆J(x, y)]2 =

(
∆B
B0

) ∫ L
2

− L
2

∫ L
2

− L
2

∣∣∣JF(x − xi, y − yi)
∣∣∣2 nxny

L2 dx′dy′ (II.2.35)

As the noise distribution is the same all over the image, it can be evaluated at the origin:

[∆J(0, 0)]2 =

(
∆B
B0

)
N
L2

∫ L
2

− L
2

∫ L
2

− L
2

∣∣∣JF(x, y)
∣∣∣2 dxdy =

1
2π

(
∆x∆B
µ0dz

)2 [
e2kwz(2kwz − 1) + 1

]
(II.2.36)

Where the last identity of equation II.2.36 has been evaluated by using Parseval’s theorem. What is

important to see from this last equation is the relationship between the magnetic noise ∆B and the noise

of the current image ∆J. It is possible to see that the noisiness of the current image increases with that

from the magnetic field, as expected; furthermore, the current noise increases with the product kwz, and

the relationship is exponential. In other words, if in the inversion algorithm very high spatial frequencies

are taken into account, or if the working distance increases too much, the current image becomes too

noisy to be of any meaning.
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II.2.4.2 Spatial resolution

In order to understand how the acquisition noise can influence the space resolution, this needs to be first

defined. The spatial resolution is the Full-Width at Half Maximum (FWHM) of the square value of the

current density, as it is represented in figure II.2.3.

s

Figure II.2.3: Definition of the spatial resolution s as the full-width at half-maximum of the square value
of the current profile

To find the relationship between the spatial resolution and the magnetic acquisition noise, a simple

case of an infinite wire carrying a current I and flowing in the y direction, with a thickness d will be

studied.

The two components of the current distribution on the plane are:

Jx(x, y) = 0

Jy(x, y) =

( I
d

)
δ(x)

(II.2.37)

The Fourier transform of the y component of the current is then independent of the space frequencies,

if not for the filtering function:

jy(kx, ky) =
I
d

f (kw) (II.2.38)

If the filter function is a hard cut-off windowing function, the inverse Fourier transform of the current

is:

Jy(x, y) =
I

dπ
sin(kwx)

x
(II.2.39)
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To evaluate the spatial resolution, it is necessary to evaluate the maximum of the square of II.2.39,

which can be rewritten as follows in terms of the sinc function:

J2
y (x, y) =

(
Ikw

dπ

)2 (
sin(kwx)

kwx

)2

=

(
Ikw

dπ

)2

sinc2(kwx) (II.2.40)

The maximum of II.2.40 is at the origin, and its value is:

J2
y (x, y)MAX =

(
Ikw

dπ

)2

(II.2.41)

and therefore to evaluate the FWHM, the following equation needs to be solved:

J2
y (x, y)

J2
y (x, y)MAX

=
1
2
⇒ sinc(kwx) =

1
√

2
(II.2.42)

the two solutions of equation II.2.42 can be found numerically and are for Kwx1,2 = ±1, 391. The

spatial resolution is therefore:

s =
2.782

kw
(II.2.43)

which is inversely proportional to the cut-off spatial frequency kw.

It is now possible to evaluate the signal to noise ratio of a pixel for the previous example by using the

equation II.2.36 for the noise and the equation II.2.40 for x = 0 for the signal:

S NR = 2π

(
µ0Ikwz
π∆x∆B

)2

[
e2kwz(2kwz − 1) + 1

] (II.2.44)

The SNR decreases exponentially with both the working distance z and the cut-off frequency kw.

The equation II.2.44 can be rewritten in terms of the ratio between the working distance and the spatial

resolution by substituting into it equation II.2.43:

S NR = 2π

(
2.782µ0I
π∆x∆B

z
s

)2

[
e5.564 z

s

(
5.564

z
s
− 1

)
+ 1

] (II.2.45)

From this last equation it is clear that the signal to noise ratio is an implicit function of the ratio z/s:

at SNR constant, the increase of the working distance gives a linear decrease of the spatial resolution.
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II.2.5 Conclusion

In this chapter the use of the measurement of Bz to produce the values of Jx and Jy in a bi-dimensional

structure has been shown. Having the current distribution on the plane is enough to determine where

the defect, for instance a short circuit, is located. This technique, Magnetic Current Imaging, can be

achieved using Magnetic Microscopy, which has been studied in this work. Magnetic Current Imaging

will be described further in the next chapter.



CHAPTER II.3

Scanning SQUID Microscopy

Scanning SQUID Microscopy is the technique which links the Magnetic Current Imaging algorithm to

the use of a SQUID sensor. As the SQUID is the most sensitive magnetic sensor known today, it is the

most suitable one for mapping currents which are flowing relatively far away from it. The SQUID sensor

is therefore today the only sensor which can be used to generate current maps in three dimensions. The

Magnetic Microscope used for this work is the Neocera Magma C20[47], and it is shown in figure II.3.1.

Figure II.3.1: Neocera Magma C20
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II.3.1 SQUID system

A Superconducting QUantum Interference Device, or SQUID, needs to be cooled down to its supercon-

ducting state to be working properly [48]. The sensor used in this work is a high temperature SQUID: it

needs to reach a temperature of approximately 80 − 90K, with respect to the low temperature SQUIDS

which need to work at temperatures as low as 4k.

than the Earth’s magnetic field.  SQUIDs for electronic fault 
isolation are typically designed to have sensitivity around 20 
picotesla (10-12 tesla).  This provides capability to image 500 
nA of current at a working distance of 400 µm under typical 
operating conditions.  The best magnetoresistive sensors are 
about 2-5 orders of magnitude less sensitive, but they are 
easier to scale down in size to provide resolution less than 300 
nm. 
 
SQUIDs 
As the name implies, SQUIDs are made from superconducting 
material.  As a result, they need to be cooled to cryogenic 
temperatures of less than 90 K (liquid nitrogen temperatures) 
for high temperature SQUIDs and less than 9 K (liquid helium 
temperatures) for low temperature SQUIDs. 
 
For magnetic current imaging systems, a small (about 30 µm 
wide) high temperature SQUID is used.  This system has been 
designed to keep a high temperature SQUID, made from 
YBa2Cu3O7, cooled below 80K and in vacuum while the 
device under test is at room temperature and in air. 
 
A SQUID consists of two Josephson tunnel junctions that are 
connected together in a superconducting loop (see Figure 5).  
A Josephson junction is formed by two superconducting 

regions that are separated by a thin insulating barrier.  Current 
exists in the junction without any voltage drop, up to a 
maximum value, called the critical current, Io.  When the 
SQUID is biased with a constant current that exceeds the 
critical current of the junction, then changes in the magnetic 
flux, Φ, threading the SQUID loop produce changes in the 
voltage drop across the SQUID (see Figure 5).  Figure 6(a) 
shows the I-V characteristic of a SQUID where ∆V is the 
modulation depth of the SQUID due to external magnetic 
fields.  The voltage across a SQUID is a nonlinear periodic 
function of the applied magnetic field, with a periodicity of 
one flux quantum, Φ0=2.07x10-15 Tm2 (see Figure 6(b)).  In 
order to convert this nonlinear response to a linear response, a 
negative feedback circuit is used to apply a feedback flux to 
the SQUID so as to keep the total flux through the SQUID 
constant.  In such a flux locked loop, the magnitude of this 
feedback flux is proportional to the external magnetic field 
applied to the SQUID.  Further description of the physics of 
SQUIDs and SQUID microscopy can be found elsewhere [6-
8]. 

 
Magnetoresistive Sensors 
The magnetoresistive microscope depends upon a sensor 
which is intrinsically less sensitive to magnetic fields than the 
SQUID, but is more readily miniaturized to the nanoscale. 
These magnetoresistive sensors are routinely fabricated with 
dimensions less than 100 nm. These devices are commonly 
used to sense submicron bits in hard drives, and recent papers 
have demonstrated magnetoresistive-sensor microscopes with 
submicron resolution [9,10]. If such a sensor can be brought 
within about 1 micron of currents to be measured, it has the 
magnetic sensitivity to map out submicron current lines 
carrying about 1 mA or more of current. 
 
Magnetoresistive devices are fabricated from materials whose 
resistance changes significantly in the presence of magnetic 
field.  Before the 1990's these devices were of limited use, 
depending on anisotropic magnetoresistance (AMR) in thin 
ferromagnetic films, which only exhibit resistance changes of 
a few percent.  In the last 15 years, magnetoresistive sensors 
have been revolutionized by the discovery of giant 
magnetoresistance (GMR) in multilayers composed of 
ferromagnetic and non-magnetic materials, with resistance 
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Figure 5: Electrical schematic of a SQUID where Ib is the bias 
current, I0 is the critical current of the SQUID, Φ is the flux 
threading the SQUID and V is the voltage response to that 
flux. 
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Figure 6: a) Plot of current vs. voltage for a SQUID. Upper 
and lower curves correspond to nΦ0 and (n+1/2)Φ0
respectively.  b) Periodic voltage response due to flux through 
a SQUID.  The periodicity is equal to one flux quantum, Φ0. 
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Figure 4: Sensitivities of common magnetic sensors.  Solid 
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represent anticipated performance [4].  (Last updated by NVE 
2004) 

Figure II.3.2: Schematic diagram of a SQUID sensor

The sensor is made up of a superconducting loop interrupted by two Josephson junctions, as in

figure II.3.2. A Josephson junction consists of two superconducting mediums with a thin insulating layer

interposed between them. When kept at low temperature, the voltage drop across the junction is zero up

to a certain value of the current, called the critical current I0.

When the current flowing inside the loop, formed from the two junctions, exceeds the critical current,

the voltage on the junctions is not zero anymore, but becomes dependent on the magnetic flux interjected

in the loop. The current in function of the voltage is shown in figure II.3.3.

∆V is the so-called modulation depth of the SQUID when external fields are applied to the sensor. In

other words, ∆V is the voltage range that can be measured across the loop. The Josephson junctions are

maintained in the normal conducting area by applying to them a bias current Ib[50][51].

Furthermore, the voltage on the loop is a periodic function of the magnetic flux, with the flux quantum

as the period. This relationship is shown in figure II.3.4. In order to keep the working point in the same

period, an external magnetic flux is constantly applied to the SQUID with a negative feedback system,

the flux-locked loop. The applied magnetic flux will therefore be related to the external magnetic field in

a linear way, and will provide the information regarding the measured field.
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operating conditions.  The best magnetoresistive sensors are 
about 2-5 orders of magnitude less sensitive, but they are 
easier to scale down in size to provide resolution less than 300 
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SQUIDs 
As the name implies, SQUIDs are made from superconducting 
material.  As a result, they need to be cooled to cryogenic 
temperatures of less than 90 K (liquid nitrogen temperatures) 
for high temperature SQUIDs and less than 9 K (liquid helium 
temperatures) for low temperature SQUIDs. 
 
For magnetic current imaging systems, a small (about 30 µm 
wide) high temperature SQUID is used.  This system has been 
designed to keep a high temperature SQUID, made from 
YBa2Cu3O7, cooled below 80K and in vacuum while the 
device under test is at room temperature and in air. 
 
A SQUID consists of two Josephson tunnel junctions that are 
connected together in a superconducting loop (see Figure 5).  
A Josephson junction is formed by two superconducting 

regions that are separated by a thin insulating barrier.  Current 
exists in the junction without any voltage drop, up to a 
maximum value, called the critical current, Io.  When the 
SQUID is biased with a constant current that exceeds the 
critical current of the junction, then changes in the magnetic 
flux, Φ, threading the SQUID loop produce changes in the 
voltage drop across the SQUID (see Figure 5).  Figure 6(a) 
shows the I-V characteristic of a SQUID where ∆V is the 
modulation depth of the SQUID due to external magnetic 
fields.  The voltage across a SQUID is a nonlinear periodic 
function of the applied magnetic field, with a periodicity of 
one flux quantum, Φ0=2.07x10-15 Tm2 (see Figure 6(b)).  In 
order to convert this nonlinear response to a linear response, a 
negative feedback circuit is used to apply a feedback flux to 
the SQUID so as to keep the total flux through the SQUID 
constant.  In such a flux locked loop, the magnitude of this 
feedback flux is proportional to the external magnetic field 
applied to the SQUID.  Further description of the physics of 
SQUIDs and SQUID microscopy can be found elsewhere [6-
8]. 

 
Magnetoresistive Sensors 
The magnetoresistive microscope depends upon a sensor 
which is intrinsically less sensitive to magnetic fields than the 
SQUID, but is more readily miniaturized to the nanoscale. 
These magnetoresistive sensors are routinely fabricated with 
dimensions less than 100 nm. These devices are commonly 
used to sense submicron bits in hard drives, and recent papers 
have demonstrated magnetoresistive-sensor microscopes with 
submicron resolution [9,10]. If such a sensor can be brought 
within about 1 micron of currents to be measured, it has the 
magnetic sensitivity to map out submicron current lines 
carrying about 1 mA or more of current. 
 
Magnetoresistive devices are fabricated from materials whose 
resistance changes significantly in the presence of magnetic 
field.  Before the 1990's these devices were of limited use, 
depending on anisotropic magnetoresistance (AMR) in thin 
ferromagnetic films, which only exhibit resistance changes of 
a few percent.  In the last 15 years, magnetoresistive sensors 
have been revolutionized by the discovery of giant 
magnetoresistance (GMR) in multilayers composed of 
ferromagnetic and non-magnetic materials, with resistance 
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Figure 5: Electrical schematic of a SQUID where Ib is the bias 
current, I0 is the critical current of the SQUID, Φ is the flux 
threading the SQUID and V is the voltage response to that 
flux. 
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Figure 6: a) Plot of current vs. voltage for a SQUID. Upper 
and lower curves correspond to nΦ0 and (n+1/2)Φ0
respectively.  b) Periodic voltage response due to flux through 
a SQUID.  The periodicity is equal to one flux quantum, Φ0. 
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Figure II.3.3: Voltage-Current characteristic of a SQUID [49]

than the Earth’s magnetic field.  SQUIDs for electronic fault 
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nA of current at a working distance of 400 µm under typical 
operating conditions.  The best magnetoresistive sensors are 
about 2-5 orders of magnitude less sensitive, but they are 
easier to scale down in size to provide resolution less than 300 
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SQUIDs 
As the name implies, SQUIDs are made from superconducting 
material.  As a result, they need to be cooled to cryogenic 
temperatures of less than 90 K (liquid nitrogen temperatures) 
for high temperature SQUIDs and less than 9 K (liquid helium 
temperatures) for low temperature SQUIDs. 
 
For magnetic current imaging systems, a small (about 30 µm 
wide) high temperature SQUID is used.  This system has been 
designed to keep a high temperature SQUID, made from 
YBa2Cu3O7, cooled below 80K and in vacuum while the 
device under test is at room temperature and in air. 
 
A SQUID consists of two Josephson tunnel junctions that are 
connected together in a superconducting loop (see Figure 5).  
A Josephson junction is formed by two superconducting 

regions that are separated by a thin insulating barrier.  Current 
exists in the junction without any voltage drop, up to a 
maximum value, called the critical current, Io.  When the 
SQUID is biased with a constant current that exceeds the 
critical current of the junction, then changes in the magnetic 
flux, Φ, threading the SQUID loop produce changes in the 
voltage drop across the SQUID (see Figure 5).  Figure 6(a) 
shows the I-V characteristic of a SQUID where ∆V is the 
modulation depth of the SQUID due to external magnetic 
fields.  The voltage across a SQUID is a nonlinear periodic 
function of the applied magnetic field, with a periodicity of 
one flux quantum, Φ0=2.07x10-15 Tm2 (see Figure 6(b)).  In 
order to convert this nonlinear response to a linear response, a 
negative feedback circuit is used to apply a feedback flux to 
the SQUID so as to keep the total flux through the SQUID 
constant.  In such a flux locked loop, the magnitude of this 
feedback flux is proportional to the external magnetic field 
applied to the SQUID.  Further description of the physics of 
SQUIDs and SQUID microscopy can be found elsewhere [6-
8]. 

 
Magnetoresistive Sensors 
The magnetoresistive microscope depends upon a sensor 
which is intrinsically less sensitive to magnetic fields than the 
SQUID, but is more readily miniaturized to the nanoscale. 
These magnetoresistive sensors are routinely fabricated with 
dimensions less than 100 nm. These devices are commonly 
used to sense submicron bits in hard drives, and recent papers 
have demonstrated magnetoresistive-sensor microscopes with 
submicron resolution [9,10]. If such a sensor can be brought 
within about 1 micron of currents to be measured, it has the 
magnetic sensitivity to map out submicron current lines 
carrying about 1 mA or more of current. 
 
Magnetoresistive devices are fabricated from materials whose 
resistance changes significantly in the presence of magnetic 
field.  Before the 1990's these devices were of limited use, 
depending on anisotropic magnetoresistance (AMR) in thin 
ferromagnetic films, which only exhibit resistance changes of 
a few percent.  In the last 15 years, magnetoresistive sensors 
have been revolutionized by the discovery of giant 
magnetoresistance (GMR) in multilayers composed of 
ferromagnetic and non-magnetic materials, with resistance 
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Figure II.3.4: Voltage drop across the SQUID loop in function of the magnetic flux [49]
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II.3.2 Lock-in mode

sensor in close proximity to one another. If the sample 
contains a permanent magnetic field, as in many land grid 
arrays and lead frames, the system will image this constant or 
“DC” magnetic field.  More importantly, current in the device 
produces a magnetic field.  Fields produced by constant 
currents can be imaged along with permanent magnetic 
materials, whereas fields produced by alternating currents can 
be isolated from DC fields and result in a higher signal-to-
noise ratio.  In AC mode, the signal from the magnetic sensor 
is sent through a lock-in amplifier, which detects signals with 
the same frequency and phase as the applied current.  This 
removes the effect of any magnetic materials or magnetic 
fields produced by constant currents.  Interference from 
ambient time-varying magnetic fields is likewise negated.  
Thus, the “AC” magnetic image measures only the field 
produced by the applied alternating current through the part. 
 
In most systems, the magnetic sensor is oriented to detect the  
z-component of the magnetic field, i.e. the component 
perpendicular to the scanning plane.  To understand the image 
generated by the instrument, consider the case of a long 
straight wire carrying a current I (see Figure 2).  As the sensor 
moves over the wire, the z component of the magnetic field 
will be first negative, then zero, then positive, as seen in 
Figure 2.  A two dimensional image of Bz (the 'z' component 
of the magnetic field) for a simple wire is shown in Figure 3.  
The two regions on either side of the wihte line correspond to 
the negative and positive Bz and the white line corresponds to 
the location of the current where Bz = 0. 
 
To best locate a short in a buried layer, however, the magnetic 
field image is converted to a current density image.  The 
resulting current map can then be used to determine the fault 
location either directly or by comparing to a circuit diagram or 
reference part image. 
 

Sensors 
 
Magnetic sensors have been around for a long time.  The 
earliest sensor was a crude compass that used a lodestone, a 
magnetic rock, to sense the earth’s magnetic field for 
navigational purposes.  It is not known when this was first 
done, but there are references to this kind of use as early as the 
12th century.  Since then magnetic sensors have become much 
more sensitive and sophisticated.  Some magnetic sensors of 

today include Hall effect sensors, flux gates, induction coils, 
magnetic force microscope tips, magnetoresistive sensors and 
SQUIDs (superconducting quantum interference devices).  A 
table of the sensitivities of these sensors is shown in Figure 4 
[4].  Of these sensors, only SQUIDs and magnetoresistive 
devices are practical for magnetic current imaging of 
integrated circuits today.  The differences between these 
sensors correspond simply to sensitivity1 and resolution2.  In a 
typical IC failure, currents are often much less than 1 mA and 
the sensor is separated from the sample by a distance greater 
than 150 µm.  The ability to effectively image weak currents 
at a such distances depends on the sensitivity of the magnetic 
sensor.  SQUIDs are the most sensitive magnetic sensors 
known [5].  They can be designed to measure fields as small 
as 1 femtotesla (10-15 tesla), which is 40 billion times smaller 
                                                      
1 Sensitivity for these sensors corresponds to the capability to 
detect weak magnetic fields. 
2 Resolution here corresponds to the ability to spatially 
separate two current paths in a current density image. 

 
Figure 2: Illustration of a magnetic sensor in the magnetic 
field of a long straight wire.  Wire at center is producing 
circular magnetic field.  Large up and down arrows indicate z 
component of magnetic field through sensor. 

 
Figure 3: Two-dimensional false color representation of Bz of 
a long straight wire.  Each side of the white line corresponds
to oppositely directed flux and white corresponds to Bz = 0. 
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Figure 1: Block diagram of a magnetic current imaging 
system. Figure II.3.5: MCI system diagram [49]

In order to obtain the highest Signal-to-Noise Ratio, the DUT is powered up with an AC signal,

which will be synchronized with a lock-in amplifier. The same amplifier will receive the magnetic signal

from the SQUID, as in figure II.3.5, and will filter out all the unwanted frequencies. In this way most of

the magnetic noise, which is either DC or some fixed frequencies, will be filtered out.

II.3.3 MCI sample application

12

Figure II.3.6: Magnetic acquisition of a patch antenna



II.3.3. MCI SAMPLE APPLICATION 67

The magnetic scan for a simple application of the MCI algorithm using the Scanning SQUID Mi-

croscopy is shown in figureII.3.6. This image shows the acquisition performed over a patch antenna.

What is interesting to notice is that in this case a simple look at the map of the magnetic field does not

give any information regarding the currents flowing in the sample. It is clear that there is some magnetic

activity generated from the antenna, but without the application of the MCI algorithm it is impossible to

say where the currents are flowing.

12

Figure II.3.7: Current flowing inside the patch antenna

In figure II.3.7 the result of the MCI algorithm is shown. In this figure the path followed by the

current over the antenna is clearly shown.

Magnetic Current Imaging with a scanning SQUID is therefore a great tool for failure localiza-

tion, as it is able to generate the map of the currents flowing inside a package without the need to

open it [52]. A number of applications, by using both SQUID and other sensors, can be found in

[53][54][55][56][57][58][59][60][61][62][63][64][65][66].
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CHAPTER II.4

Conclusion

In this part the link between the magnetic field and the current density has been shown. Thanks to the

MCI technique, it is possible to rebuild bi-dimensional current maps from the measurement of BZ . The

sensor used for acquiring the magnetic field is the SQUID, chosen for its high sensitivity, allowing the

reconstruction of currents flowing at a large distance from it. The main limitation of the MCI technique

is its inability to work on 3D structures [67]. This is why a specific approach, studied expressly for 3D

currents, was developed. This will be shown in part III.
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Part III

3D Magnetic Microscopy

71





CHAPTER III.1

Introduction

Magnetic Microscopy techniques are very useful to localize buried currents inside non-ferromagnetic

materials. However, as it has been seen in the part II, this technique has a certain number of limitations

due to the intrinsic use of both hardware and software tools. In order to overcome these limitations,

the solution is to adopt a simulation approach: the idea is that the amount of information contained in

the magnetic acquisitions is reduced by the operations needed in order to visualize the current (the MCI

technique). The logical solution is therefore that of avoiding any calculation on the acquired data: the

raw data is used, so that no filtering can reduce the amount of information. In order to fully exploit the

raw data obtained with the acquisitions, the magnetic field generated by the currents flowing inside the

device are simulated and compared to the acquisitions. In this way it is possible to extract more details

about the currents locations, and therefore to increase the localization accuracy.

In chapter II.2 it has been shown how it is possible to generate a bi-dimensional reconstruction of

the currents flowing on an x − y plane from the measurement of the only z component of the magnetic

induction field B. Therefore, all the magnetic microscopy techniques used nowadays are focused on the

measurement of this component, and do not take into account the others. This approach works perfectly

as long as the geometry of the currents is bi-dimensional. However, as soon as the currents flow out of

the chosen x − y plane, the results given by the inversion algorithm are either missing or wrong. As a

simple example a vertical current flowing on the z axis can be taken into account: it does not generate any

contribution to the z component of magnetic field. The only possibility of generating the map of these

currents is that of acquiring the other components of B. The proposed solution is to tilt the sample on both

the x and y axes, as will be explained in the next chapters. A full data acquisition will therefore contain

three separate magnetic acquisitions, one for each component of B. Some examples of the application of

this new methodology will be shown at the end of this document.
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In order to make the simulation process less time-consuming, a new model for generating the mag-

netic field distribution from the current distributions was developed. The simulation model was first

developed to increase the localization accuracy of the standard technique by only using the informa-

tion of the z component of B. By applying the same algorithm, however, it is possible to produce the

simulation of the other components, and obtain all the information needed.

To reduce the simulation time, an hypothesis of filiform currents was made, so that all the currents

are mono-dimensional. This approximation is justified by the fact that the dimensions of the conductors

inside an electronic device are normally very small compared to the distance from the probe to the current

itself. Once the problem was simplified in this way, the analytical evaluation of the magnetic induction

field could be obtained from a particular integration of the Biot-Savart law.



CHAPTER III.2

The simulation model

The main goal of the simulation model is to generate fast and reliable simulations. The simulations which

are performed with a Finite Elements Method (FEM) simulator are too time-consuming, and therefore

cannot be used for more complicated current distributions. From this starting point, a simulation software

based on the analytical simulation model was developed. In this way long and tedious Finite Elements

simulations would be avoided. Furthermore, the results produced are directly related to the magnetic ac-

quisitions, and not to the MCI results; it is therefore possible to evaluate quickly the correlation between

measurements and simulations to localize all the currents.

III.2.1 The fast simulation

The solution found to avoid long simulations was that of using an analytical model: the laws of physics

which govern the generation of the magnetic field are integrated according to specific needs.

III.2.1.1 Linear currents approximation

As stated before, simulated currents are approximated to filiform wires. This approximation is validated

by the fact that the ratio between the working distance, which is the distance between the sensor and the

current, and the current width is very high, as shown in figure III.2.1. For standard SQUID sensors, the z

distance is always above 200µm, while the line width is below 30µm, which is the usual size of a bonding

wire. Furthermore, when considering current lines flowing in the middle layers of a three-dimensional

component, the working distance can easily increase above a few millimeters, and the working distance

to line width ratio increases over 100. In this case, the linear approximation chosen for this study gives

no appreciable error in the final results.
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Figure III.2.1: Definition of the ratio between the working distance and the line width

III.2.1.2 Simplification of Biot-Savart’s law

It has been shown in chapter II.1.2 that when a current flows through a filiform conductor as in fig-

ure III.2.2, it generates a magnetic induction field according to the law of Biot-Savart, which has been

written in the differential form in equation II.1.26. When considering a mono-dimensional current line

approximation, the current distribution can be written as:

Jdv′ = Idl (III.2.1)

Therefore the Biot-Savart law can be simplified as follows:

dB =
µ0I
4π

dl × ir′r
|r − r′|2

(III.2.2)

III.2.1.3 Magnetic field generated by a finite current line

If the case of a current flowing on the x axis is taken into account, the generality of the equation is not

lost as the study can be reduced to a generic current flowing on an arbitrary axis by applying rotation
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matrices. The current is represented in figure III.2.2, where X is the distance along the x axis between

the middle point of the current line and the origin of the cartesian reference. The new reference system is

now centered on the middle point of the current line: the z component of the B vector on the x − y plane

at a distance z from the current line is:

dBz(x, y, z) =
µ0I
4π

y√
[(l − x)2 + y2 + z2]3

dl (III.2.3)

where
√

[(l − x)2 + y2 + z2]3 is the distance between the current element dl and the point P where the

field is evaluated.

The equation III.2.3 must be integrated between −L and L in order to obtain the full contribution of

the current line on the z component of the magnetic induction field:

Bz(x, y, z) =
µ0I
4π

∫ L

−L

y√
[(l − x)2 + y2 + z2]3

dl (III.2.4)

To solve the integral of equation III.2.4, the following substitutions are carried out:

l − x = k ⇒ dl = dk

y2 + z2 = a2
(III.2.5)

so that the integral becomes:

Bz(x, y, z) =
µ0I
4π

∫ L−x

−L−x

y√
[k2 + a2]3

dl (III.2.6)

The solution of the integral of equation III.2.6 is obtained by a further substitution using trigonomet-

rical functions:

k = a tan θ

(k2 + a2)
1
2 =

a
cos θ

dk =
a

cos2 θ
dθ

(III.2.7)

so that:



78 CHAPTER III.2. THE SIMULATION MODEL

k = L − x⇒ θ = tan−1
(L − x

a

)
k = −L − x⇒ θ = tan−1

(
−L − x

a

) (III.2.8)

In this way the induction field can be evaluated as follows:

Bz(x, y, z) =
µ0Iy
4π

∫ tan−1( L−x
a )

tan−1( −L−x
a )

cos3 θ

a3

a
cos θ

dθ =

=
µ0Iy
4πa2

∫ tan−1( L−x
a )

tan−1( −L−x
a )

cos θdθ =

=
µ0Iy
4πa2

[
sin θ

]tan−1( L−x
a )

tan−1( −L−x
a )

=

=
µ0Iy
4πa2

[ L − x√
(L − x)2 + a2

+
L + x√

(L + x)2 + a2

]
=

=
µ0I
4π

y
y2 + z2

[ L − x√
(L − x)2 + y2 + z2

+
L + x√

(L + x)2 + y2 + z2

]

(III.2.9)

where the integral has been solved considering the trigonometrical substitution:

sin θ =
tan θ

√
1 + tan2 θ

(III.2.10)

III.2.1.4 Magnetic field generated by an infinite current line

In some cases it might be interesting to consider the line as an infinite line, which simplifies the whole

calculation. This happens mostly when the current line is sensibly longer than the area of interest where

the magnetic field is evaluated. In this case equation III.2.9 can be modified according to the fact that:

L→ ∞ (III.2.11)

in which case:

L − x√
(L − x)2 + y2 + z2

+
L + x√

(L + x)2 + y2 + z2
→ 2 (III.2.12)

Equation III.2.9 can therefore be simplified as follows:



III.2.1. THE FAST SIMULATION 79

Bz(x, y, z) =
µ0I
2π

y
y2 + z2 (III.2.13)

III.2.1.5 Generation of the simulation plane

In order to simplify the calculations, the current has been considered as flowing on the x axis. This means

that a certain number of transformations to the working space will be needed in order to report the real

current line, which obviously flows on a generic axis, to the real x axis.

The magnetic induction field generated at an arbitrary point P from a current flowing on an arbitrary

direction can be easily evaluated by applying a set of transformations to the working reference system;

the magnetic field of equation III.2.9 is generated from a current flowing on the x axis and evaluated at a

point P(x, y, z). Therefore, to apply this equation, the generic current line needs to be translated to the x

axis, with the consequent transformation of the P point coordinates.

A current flowing on an arbitrary line is considered in figure III.2.3:

It can be noted that the measurement plane (corresponding to the simulation plane) is on a constant z

plane. The current line is represented by the segment P1P2, and is identified by its middle point M and

its direction. The generic point of the simulation plane, noted here as Pi j, has the following coordinates:

Pi j(xi, y j,Z) (III.2.14)

where Z is constant, and xi and y j are the ith and jth place on the x and y axis of the simulation

grid. When lx and ly are the lengths in meters of the measurement grid and nx and ny are the number of

simulation points respectively on the x and y directions, and P0(x0, x0,Z) is the origin of the simulation

grid, the following equations stand:

xi =x0 + i ∗
lx

nx − 1

y j =y0 + j ∗
ly

ny − 1

(III.2.15)

In order to be able to apply the simplified formula III.2.9, valid for a current flowing on the x axis,

used to evaluate the magnetic induction field at a point Pi j of the measurement grid, the segment needs to

be lying on the x axis. Therefore the first transformation needed is a simple translation of the reference

system to the middle point of the current line M. The generic point P′ of the new system becomes

therefore:

P′ = P − M (III.2.16)
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Figure III.2.2: Current through a finite wire

Figure III.2.3: Simulation model
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The resulting system is shown in figure III.2.4.

Figure III.2.4: System translation

The position of one of the extremes of the current segment, for example P′1, gives the angles between

the segment itself and the reference system. A first rotation of an angle θ around the y axis is needed in

order to have a new system where the current is lying on the x − z plane, as shown in figure III.2.5:

Figure III.2.5: Rotation on the y axis

The rotation matrix is therefore the following:
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Qy(θ) =


cos(θ) 0 sin(θ)

0 1 0

−sin(θ) 0 cos(θ)

 (III.2.17)

so that the generic point in the new reference system P′′ is:

P′′ = Qy(θ)P′ = Qy(θ)(P − M) (III.2.18)

The last rotation to be performed is around the z axis, and is needed in order for the segment to lie

only on the x axis, as it is shown in figure III.2.6.

Figure III.2.6: Rotation on the z axis

The angle φ between the x and y axis defines the rotation matrix Qz as follows:

Qz(φ) =


cos(φ) −sin(φ) 0

sin(φ) cos(φ) 0

0 0 1

 (III.2.19)

so that the resulting generic point P′′′ is:

P′′′ = Qz(φ)P′′ = Qz(φ)Qy(θ)P′ = Qz(φ)Qy(θ)(P − M) (III.2.20)

Now, thanks to the transformations of equation III.2.20 it is possible to move from the a particular

reference system, lying on the current, to the reference system of the simulation model, which has the

measurement plane lying on a x − y plane. This methodology can be easily extended to the evaluation
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of the three components of the magnetic field, and not only to its z component. For example, to evaluate

the z component, it is in general sufficient to apply the scalar product between the magnetic field and the

unity vector k̂ = (0, 0, 1):

Bz(x, y, z) = B(x, y, z) · k̂ (III.2.21)

As this product needs to be performed with respect to the initial reference system, the transformations

of equation III.2.20 can be applied to the unity vector k̂ too: the resulting unity vector , k̂′′′, will still have

a modulus of 1, but will have an arbitrary direction in the new system. It will then be multiplied by B′′′,
the transformed version of B in the new system, to obtain the value of Bz. The same logic can be applied

to the other unity vectors î and ĵ.

By applying the equation III.2.20 to each point of the measurement plane in a matricial way, a much

faster evaluation of B is obtained, with the best possible precision, since an analytical calculationwas

used. By using the superposition principle, it is then very easy to generate the resulting B field by adding

together all the single contributions brought by each current line.

III.2.1.6 Simulation methods comparison

In order to verify the usefulness of the simulation model, it was compared to some results obtained on a

Finite Element simulator. The algorithm showed for the simulation model was implemented in an open

source environment named Scilab. This software implements a free platform for numerical computation.

It was chosen because of its versatility and customizability. All the results presented here were obtained

with the use of this software.

The advantage of using an analytical simulator instead of a finite elements one is the amount of time

saved. In order to prove the feasibility of this technique, the first simulations were performed with FEM

software. Even though the results were satisfactory (varying only slightly from those obtained with the

model presented here), the calculation time was much higher. In order to generate a matrix of 100000

points, a number of three-dimensional meshes of the system were performed, each with approximately

1000000 nodes. Each mesh took between 2 and 5 hours to generate, depending on the geometry to be

discretized, while each simulation took between 30 min and 1 hour. The main drawback of this method

is that as soon as the geometry of the current to be simulated changes, the Finite Element software must

re-evaluate the mesh. This adds hours to the calculation time. Therefore just localizing one current with

precision (which with the simulation approach involves the generation of tens of simulations), can take

days if not weeks. The solution presented here does not involve meshes, and is therefore faster than the

FEM simulation by several orders of magnitude. For the simulation model developed for this work, the

calculation time depends on just two parameters: the number of points in the acquisition matrix, and

the number of current lines which need to be simulated. Furthermore this method also allows the direct
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calculation of the correlation to the measurement, giving as an output the correlation curve together with

the exact position of the current. The simulation time with this method, which varies according to the

matrix size, took only a few seconds per line. The time taken for the simulations and the time needed to

evaluate the correlation for each matrix are shown in table III.2.1: the time for evaluating the correlation

is not significant if compared to the time taken for the simulations. All these values were evaluated as

a mean time on a large number of simulations, as the precise simulation time can vary depending on

the computer’s activities at the time. In order to calculate the amount of time taken to evaluate the exact

location of the current, it is enough to multiply the time for each simulation by the number of simulations

needed.

Points Simulation (s) Correlation (s)
68706 2.51565 0.015625
97965 3.664773 0.025568
109998 4.089489 0.029578
130510 4.846591 0.036932
481347 17.680398 0.134943

Table III.2.1: Average time (in seconds) taken by the simulation and the evaluation of the correlation in
function of the number of points

Author's personal copy

single contributions in order to obtain the magnetic field generated
by the whole plane.

An example with a small amount of nodes is shown in Fig. 8.
The advantage of this approach is that if we decide to increase
the number of nodes (in order to increase the technique resolu-
tion), we just need to increase the dimensions of the matrices used
in the solution equations.

4. Results

The algorithm we showed for the simulation model was imple-
mented in an open source environment named Scilab. This soft-
ware implements a free platform for numerical computation. It
was chosen because of its versatility and customizability. All the
results we present were obtained with the use of this software.

4.1. Calculation time

The advantage of using an analytical simulator instead of a fi-
nite elements one is the amount of time saved. In order to prove
the feasibility of this technique, the first simulations were per-
formed with FEM software. Even though the results were satisfac-
tory (varying only slightly from those obtained with our model),
the calculation time was much higher. In order to generate a ma-
trix of 100,000 points, we performed a number of three-dimen-
sional meshes of the system, each with approximately 1,000,000
nodes. Each mesh took between 2 and 5 hours to generate, depend-
ing on the geometry to be discretized, while each simulation took
between 30 min and 1 hour. The main drawback of this method is
that as soon as the geometry of the current to be simulated
changes, the Finite Element software must re-evaluate the mesh.
This adds hours to the calculation time. Therefore just localizing
one current with precision (which with the simulation approach
involves the generation of tens of simulations), can take days if
not weeks.

Our solution does not involve meshes, and is therefore faster
than the FEM simulation by several orders of magnitude. In our
case the calculation time depends on just two parameters: the
number of points in the acquisition matrix, and the number of cur-
rent lines which need to be simulated. Furthermore this method
also allows the direct calculation of the correlation to the measure-
ment, giving as an output the correlation curve together with the
exact position of the current.

The simulation time with our method, which varies according
to the matrix size, took only a few seconds per line. The time taken
for the simulations and the time needed to evaluate the correlation
for each matrix are shown in Table 1. Here we can see that the time
for evaluating the correlation is not significant if compared to the
time taken for the simulations. All these values were evaluated
as a mean time on a large number of simulations, as the precise
simulation time can vary depending on the computer’s activities
at the time. In order to calculate the amount of time taken to eval-
uate the exact location of the current, we need to multiply the time
for each simulation by the number of simulations needed.

We can notice that there is a linear relationship between the
number of points of the acquisition matrix and the simulation
time. This can be seen clearly in Fig. 9.

4.2. Iteration process

In order to evaluate the precise position of the current line, an
iteration process was included in the software. In this way, the
algorithm can look for the maximum of the correlation by moving
the line with an arbitrary step and calculating the correlation.
When the correlation stops increasing, meaning that we have
found a local maximum, we can refine the search by applying a
smaller step in that area and then repeating this process until we
get the desired resolution.

The drawback of this method is that the maximum in the corre-
lation that we find is not always unique. When we find a maxi-
mum, it could be a local one or the absolute one for a different
current line. This would happen, for example, when we have two
parallel lines flowing in the same direction. The algorithm would
find two maximum values for each of the current lines. In this case,
the only way we have to precisely define the current is that of add-
ing constraints to the simulations. We know that currents cannot
flow everywhere inside an electronic component. If we fix the po-
sition of the tracks, we can add sufficient information in order to be
sure that in the range, where we perform our simulations we ob-
tain just a single maximum.

4.3. Ground plane results

In order to validate this approach when applied to the ground
plane, we built a test vehicle, which is shown in Fig. 3. Here we
were not able to visualize the current distribution by using the
MCI technique. We therefore proceeded to generate a set of

Fig. 8. Modelization of the ground plane.

Table 1
Simulation time.

Points Simulation (s) Correlation (s)

68706 2.51565 0.015625
97965 3.664773 0.025568
109998 4.089489 0.029578
130510 4.846591 0.036932
481347 17.680398 0.134943

Fig. 9. Simulation time in function of the number of points.

1704 F. Infante et al. / Microelectronics Reliability 50 (2010) 1700–1705

Figure III.2.7: Simulation time in function of the number of points
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It can be noticed that there is a linear relationship between the number of points of the acquisition

matrix and the simulation time. This can be seen clearly in figure III.2.7.

III.2.2 Localization of the most probable current paths

Once a fast simulation result of the magnetic field can be generated, it needs to be used to evaluate the

correlation with the measured data. In this way it is possible to localize the current precisely. The basic

idea is that, even though the number of possible paths is infinite, by using the knowledge of the internal

structure of the sample (gathered in different ways: from CAD, optical acquisitions or X-Ray, both bi-

dimensional and three-dimensional) it is possible to imagine a set of current path hypotheses. All of

them will be simulated, and the resulting field will be compared to the magnetic acquisitions.
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CHAPTER III.3

Application of the model to a current path localization

The simulation model described in chapter III.2 allows for the generation of the magnetic induction field

in a fast way at any point, generated by any filiform current. The application of this model to current

localization is straightforward: the measurement and the simulation are compared to each other through

a correlation function.

The comparison between the measurements and the simulations can be carried out by using different

methods, as for example the maximization of the likelihood or the minimization of the least square error.

The function to compare the two sets of data which was chosen was a simple correlation one, as it is

faster in terms of computing calculation. This is the function which will be used for all the comparisons

explained in this document, unless expressly stated otherwise. The correlation function is described in

Equation III.3.1:

Corr(M, S ) =
M · S − M · S√(

M2 − M
2
) (

S 2 − S
2
) (III.3.1)

where M is the measurement data, S is the simulation data, and the overline symbol signifies the

mean value of the data set. This function can then be varied to obtain different types of information

regarding the similarity of the two data sets. For example, instead of the standard correlation, which

is applied to the first degree statistical moment, the higher degrees of moments can be used in order to

obtain information about non-linear similarities.

The methodology developed for the localization of the currents comprises a number of transforma-

tions applied to the simulated current lines in order to obtain the highest correlation. This methodology

uses the superposition principle to simplify a complex problem. As the magnetic field generated by all

87
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the currents flowing inside the sample can be evaluated by simulating the single contributions and by

adding them together, the same rule applies to the correlation.

III.3.1 Localization of a current segment

As the magnetic field generated by a complex current path can be generated by using the superposition

principle adding up the single elements, it is possible to consider a current path as a chain of single

current lines. Each of the current lines can be identified by its parameters:

• Start point P1

• End point P2

• Current amplitude

where each point has three coordinates. There are therefore 7 parameters which are needed for the

identification of each line. From this starting point, a number of geometrical transformations can be

applied to the line, in order to obtain the highest possible correlation.

In the next sections, an example of the transformations which were developed in the simulation

software will be shown. For each of them, a step and a range, both positive and negative, need to be

defined, as will be explained in more detail for each of them. All of the examples will use a test vehicle

to show the results obtainable.

III.3.1.1 Horizontal Line Shift

Once the current amplitude is fixed, the only parameters which can be varied are the two points. The most

obvious way to move the line is to shift it horizontally; the line is moved in a direction perpendicular to

itself. Negative and positive ranges can then be chosen together with the simulation step: the simulation

will then be performed for all the lines going from the negative range to the positive one, at intervals

of the step as shown in figure III.3.1. For each of these lines, the magnetic field will be generated and

compared to the magnetic measurements; the resulting correlation will be stored in relation to the line

position.

A typical result for this type of evaluation is shown in figure III.3.2. The final result will be the

position of the current, given by the position of the maximum of the correlation curve.

III.3.1.2 Line rotation

Another transformation of the geometry of the current line is the line rotation. In this case, the negative

and positive ranges are the two angles α and β which are shown in figure III.3.3. The step s is expressed
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Negative 

Range

Positive 

Range

Figure III.3.1: Simulation of the horizontal shift of a line

Figure 2: Superposition of the MCI results with the Optical 

Acquisition 

Figure 3: Correlation between the Simulations and the 

Measurement as a function of the x shift 

Resolution evaluation 

Analysis background 

In order to evaluate the best resolution for the currents 

localizations at different working distances, a set of 

acquisitions were performed at different distances on a simple 

current line. What it could be noticed is that the best resolution 

limitations were due to the hardware imprecision (SQUID to 

camera calibration, motorized micrometric stages resolution) 

for very small working distances, while they were due to the 

small signal to noise ratio for long working distances.  

Performed scans 

A number of Magnetic acquisitions were performed on the 

mentioned current line. The main aim of the analysis was to 

see which was the maximum distance for localizing a current, 

and on the other hand to find a relationship between the 

correlation and the working distance. 

The performed scans were carried out from a distance of 100 

µm to 2cm, as we evaluated this distance as the maximum that 

could be found on a packaged Integrated Circuit. 

Best results obtained 

By working in this way, we were able to increase remarkably 

the resolution of the Magnetic Microscopy technique. In 

Figures 2 and 3 we show an example of the improvements we 

obtained. In Figure 2 an MCI analysis performed on a single 

current line is shown; we can see a superposition of the optical 

acquisition with the result of the current inversion. The 

acquisition is taken from a distance of 320µm for a current 

amplitude of 1mA. The MCI shows an error of 18µm; in 

addition, this error increases exponentially with the working 

distance, so that if we are obliged to scan our object from a 

great distance, our error won’t be acceptable at all. 

Therefore we proceeded to generate a set of simulations of a 

current line, positioned with different shifts on the x axis. The 

results are shown on Figure 3; the maximum of the correlation 

is exactly at the origin of the x axis, corresponding to the 

current track on the optical acquisition, meaning that in this 

particular case we increased by 18 times the resolution of the 

technique.  

Lines displacements 

As previously stated, the scans were performed from a distance 

of 100µm to 2cm. The results of the current localization for a 

set of measurements can be found in Table 1. Here we can see 

that, as the SQUID gets further away from the current, the 

optical acquisition is more and more shifted from the magnetic 

measurement, so that the MCI would soon not be applicable 

anymore. Moreover, we can see that our approach allows us to 

map currents up to 2cm away from the probe; the MCI, on the 

other hand, is not working anymore for working distances 

higher than a few millimeters. 

Working Distance Line Displacement Resolution 

100µm 3µm 1µm 

250µm 10µm 1µm 

320µm 18µm 1µm 

500µm 11µm 1µm 

750µm 5µm 1µm 

1mm 15µm 1µm 

2mm 30µm 5µm 

5mm 50µm 5µm 

7.5mm 30µm 10µm 

1cm 20µm 10µm 

1.2cm 130µm 30µm 

1.4cm 300µm 50µm 

1.6cm 300µm 50µm 

1.8cm -100µm 50µm 

2cm -400µm 50µm 

Table 1: Lines displacement and technique resolution in 

function of the working distances 

In figures 4, 5, 6 and 7 the evaluations of the correlation for 

some of the performed acquisitions are shown. 
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Figure III.3.2: Correlation results for a horizontal shift
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in degrees, so the number of simulations n which will be generated is given by the ratio between the total

range and the step, in degrees, as explained in equation III.3.2:

n =
α + β

s
(III.3.2)

α

β

Figure III.3.3: Simulation of the rotation of a line

The rotation is applied to the line on the x − y plane around its center. A typical result for this type

of transformation is shown in figure III.3.4. As before, the peak of the curve represents the line rotation

with the highest correlation to the measurement, and therefore the most probable direction of the real

current line.

III.3.1.3 Line elongation

Another possible transformation applicable to the current line, still keeping it in the same x − y plane, is

a modification of the line length; to achieve that, both the start and end point can be shifted, either one at

a time or simultaneously.

In figure III.3.5 this type of transformation is shown. The two points P1 and P2 can be moved in the

direction of the line, and at each step a simulation and the consequent correlation with the measurement

are evaluated. In this case the resulting curve of the correlation is not as precise as for the previous ones.

This is due to the very small change in the distribution of the magnetic field for this transformation.

However, as shown in figure III.3.6, there is still a peak representing the best line assumption. To create

the curve of figure III.3.6, both points P1 and P2 were shifted the same length at the same time.

III.3.1.4 Influence of the current amplitude

In general, all transformations to the current lines are possible. What has not been covered in the previous

sections was mostly the variation of the current amplitude and the z depth. These two parameters can be
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Figure III.3.4: Correlation results for a line rotation

P1pos

P1neg

P2pos
P2neg

Figure III.3.5: Simulation of a line elongation
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Figure III.3.6: Correlation results for a line elongation

used to obtain more information from the simulations; however, they need to be handled with care, as

they do not always give the desired solution.

The correlation formula shown in equation III.3.1 of independent from any linear change of the

variables:

Corr(M, kS ) =
M · kS − M · kS√(

M2 − M
2
) (

(kS )2 − kS
2
) =

k(M · S − M · S )√
k2

(
M2 − M

2
) (

S 2 − S
2
) = Corr(M, S ) (III.3.3)

The k parameter of equation III.3.3 can be considered as the current amplitude of the simulated line.

The amplitude of the first simulated current is therefore not important for the correlation value. However,

what is taken into account is the relationship between the different simulated current lines:

Corr(M, k · (k1 · S 1 + k2 · S 1)) = Corr(M, k · k1 · S 1 + k · k2 · S 1) (III.3.4)

Equation III.3.4 shows the usefulness of the correlation function. In fact it only takes into account the

relationship between the different variables which are added together, but is invariable with the amplitude.

This allows for minor calibration error between the measurement of the current applied to the device and
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the amplitude of the simulated magnetic field. However, if there is more than one current flowing inside

the sample, the difference in the amplitudes will be considered.

III.3.1.5 Vertical depth simulation

The simulation of the variation of the vertical depth of the current lines does not always give the desired

results. It is, though, still possible, in some cases, to obtain the z value of the current line by shifting

it vertically in the same way as is done horizontally. This can be explained from the study of equation

III.2.13: a variation of the value of z does not give a high variation of Bz, as a variation of y would. When

considering for example a variation of z of 10% of its value, that is, for equation III.3.5, z2 = 1.1z2:

Bz(x, y, z1) =
µ0I
2π

y
y2 + z2

1

Bz(x, y, z2) =
µ0I
2π

y
y2 + z2

2

=
µ0I
2π

y
y2 + (1.1z1)2

(III.3.5)

The highest value of Bz is obtained for y = z, which also corresponds to the highest variation due to

a variation in z. In this case equation III.3.5 can be simplified as follows:

Bz(x, y, z1) =
µ0I
2π

z1

z2
1 + z2

1

=
µ0I
2π

1
2z1

Bz(x, y, z2) =
µ0I
2π

z1

z2
1 + 1.21z2

1

=
µ0I
2π

1
2.21z1

(III.3.6)

The variation of Bz can then be evaluated as:

∆Bz

Bz
= 2z1

(
1

2z1
−

1
2.21z1

)
≈ 0.05 (III.3.7)

From the above equations, it can be seen that the variation of the magnetic field is more substantial

for a variation of y than for a variation of z. In conclusion, a variation of z usually results in a variation

in Bz too small to obtain meaningful results for a vertical line shift. That is why the solution which was

found was that of using a fitting algorithm in order to obtain the desired z values. This approach can

only be used when there is one current line well separated from the others, so that the Bz curve can be

considered equivalent to the theoretical one. In this case, the curve to be fitted will be:

f (x) = o +
µ0I
2π

x − x0

(x − x0)2 + z2 (III.3.8)
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where the parameters to fit are the offset o, the current amplitude I, the zero value of the curve x0

and the z depth. A good fit, for a low-noise measurement of a single straight current line, can give a very

precise result. What is most important for this type of analysis, is the determination of the z distance. An

example of how to use this information is given in [68].

flowing in the middle of the sample. However, we still do not 
know on which exact z plane the current is flowing. 
Therefore a further magnetic simulation was performed.  
 

  
 
Figure 11: Side view (left) and top view (right) of the 
deprocessed sample. 
 
 

 
Figure 12: MCI results on the top side 
 
To evaluate the z plane on which the current was flowing 
with precision, we generated a magnetic curve fitting. This 
methodology was used in [15] to extract very useful 
parameters such as the z distance and the current amplitude. 
The results of our analysis are shown in figure 13. The red 
curve is the acquisition of the magnetic field on the y axis, 
while the blue curve is our fitting. The two curves are very 
similar, showing that the output parameters of the fitting are 
extremely precise.  
 

 
 
Figure 13: Fitting of the magnetic field. 
The fitting gave a z distance of 834µm from the probe. As the 
package was now already partially deprocessed, we were able 
to acquire an X-Ray image of only the 5th layer. By 
superposition of this image to the simulation it was then 
possible to precisely localize the exact z plane inside the layer 
on which the current was flowing.  
Now that we had found the vertical localization of the 
current, we were able to superpose the X-Ray acquisition of 
that layer to the current layout, as shown in figure 14. This 
figure shows the exact track where the current was flowing.  
 
 

 
 
Figure 14: Superposition of the MCI results to the X-Ray 
acquisition of the 5th layer 
 
Defect Localization 
On the fifth level of the sample, the WE7 pin should not be 
connected to the flex board. However, we can clearly see in 
figure 14 that there is an electrical connection on that pin. In 
order to validate the results, we did a comparison study 
between the 8th and 5th levels of the sample. 

 

Figure III.3.7: Acquisition of the magnetic field (red) and fitted curve (blue)

In figure III.3.7 an example of line fitting is shown. The red curve is the magnetic acquisition above

the current line, in a direction perpendicular to the line itself, while the blue curve is the result of the

fitting algorithm. The resulting z value, in this case, is of 834µm.

III.3.2 Current line localization

The simplest case for the currents localization is that of an infinite current line. For this case, an ex-

tensive study was carried out in order to understand the limitations of the simulation method for current

localization.

In order to evaluate the best resolution for the currents localizations at different working distances, a

set of acquisitions were performed at different distances on a simple current line. What could be noticed
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is that the best resolution limitations were due to hardware imprecision (SQUID to camera calibration,

motorized micrometric stages resolution) for very small working distances, while they were due to the

small signal to noise ratio for long working distances.

A number of magnetic acquisitions were performed on the current line referred to above. The main

aim of the analysis was to see which was the maximum distance for localizing a current, and on the other

hand to find a relationship between the correlation and the working distance. The scans performed were

carried out from distances varying from 100µm to 2cm. 2cm was evaluated as the maximum that could

be found on a packaged three-dimensional Integrated Circuit.

III.3.2.1 Better localization accuracy

By working in this way, it was possible to increase remarkably the resolution of the Magnetic Microscopy

technique, which would not be possible by using the MCI algorithm [69].

Figure 2: Superposition of the MCI results with the Optical 
Acquisition 

Figure 3: Correlation between the Simulations and the 
Measurement as a function of the x shift 

Resolution evaluation 

Analysis background 
In order to evaluate the best resolution for the currents 
localizations at different working distances, a set of 
acquisitions were performed at different distances on a simple 
current line. What it could be noticed is that the best resolution 
limitations were due to the hardware imprecision (SQUID to 
camera calibration, motorized micrometric stages resolution) 
for very small working distances, while they were due to the 
small signal to noise ratio for long working distances.  

Performed scans 
A number of Magnetic acquisitions were performed on the 
mentioned current line. The main aim of the analysis was to 
see which was the maximum distance for localizing a current, 
and on the other hand to find a relationship between the 
correlation and the working distance. 

The performed scans were carried out from a distance of 100 
µm to 2cm, as we evaluated this distance as the maximum that 
could be found on a packaged Integrated Circuit. 

Best results obtained 
By working in this way, we were able to increase remarkably 
the resolution of the Magnetic Microscopy technique. In 
Figures 2 and 3 we show an example of the improvements we 
obtained. In Figure 2 an MCI analysis performed on a single 
current line is shown; we can see a superposition of the optical 
acquisition with the result of the current inversion. The 
acquisition is taken from a distance of 320µm for a current 
amplitude of 1mA. The MCI shows an error of 18µm; in 
addition, this error increases exponentially with the working 
distance, so that if we are obliged to scan our object from a 
great distance, our error won’t be acceptable at all. 
Therefore we proceeded to generate a set of simulations of a 
current line, positioned with different shifts on the x axis. The 
results are shown on Figure 3; the maximum of the correlation 
is exactly at the origin of the x axis, corresponding to the 
current track on the optical acquisition, meaning that in this 
particular case we increased by 18 times the resolution of the 
technique.  

Lines displacements 
As previously stated, the scans were performed from a distance 
of 100µm to 2cm. The results of the current localization for a 
set of measurements can be found in Table 1. Here we can see 
that, as the SQUID gets further away from the current, the 
optical acquisition is more and more shifted from the magnetic 
measurement, so that the MCI would soon not be applicable 
anymore. Moreover, we can see that our approach allows us to 
map currents up to 2cm away from the probe; the MCI, on the 
other hand, is not working anymore for working distances 
higher than a few millimeters. 

Working Distance Line Displacement Resolution 
100µm 3µm 1µm 
250µm 10µm 1µm 
320µm 18µm 1µm 
500µm 11µm 1µm 
750µm 5µm 1µm 
1mm 15µm 1µm 
2mm 30µm 5µm 
5mm 50µm 5µm 

7.5mm 30µm 10µm 
1cm 20µm 10µm 

1.2cm 130µm 30µm 
1.4cm 300µm 50µm 
1.6cm 300µm 50µm 
1.8cm -100µm 50µm 
2cm -400µm 50µm 

Table 1: Lines displacement and technique resolution in 
function of the working distances 

In figures 4, 5, 6 and 7 the evaluations of the correlation for 
some of the performed acquisitions are shown. 
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Figure 2: Superposition of the MCI results with the Optical 
Acquisition 

Figure 3: Correlation between the Simulations and the 
Measurement as a function of the x shift 

Resolution evaluation 

Analysis background 
In order to evaluate the best resolution for the currents 
localizations at different working distances, a set of 
acquisitions were performed at different distances on a simple 
current line. What it could be noticed is that the best resolution 
limitations were due to the hardware imprecision (SQUID to 
camera calibration, motorized micrometric stages resolution) 
for very small working distances, while they were due to the 
small signal to noise ratio for long working distances.  

Performed scans 
A number of Magnetic acquisitions were performed on the 
mentioned current line. The main aim of the analysis was to 
see which was the maximum distance for localizing a current, 
and on the other hand to find a relationship between the 
correlation and the working distance. 

The performed scans were carried out from a distance of 100 
µm to 2cm, as we evaluated this distance as the maximum that 
could be found on a packaged Integrated Circuit. 

Best results obtained 
By working in this way, we were able to increase remarkably 
the resolution of the Magnetic Microscopy technique. In 
Figures 2 and 3 we show an example of the improvements we 
obtained. In Figure 2 an MCI analysis performed on a single 
current line is shown; we can see a superposition of the optical 
acquisition with the result of the current inversion. The 
acquisition is taken from a distance of 320µm for a current 
amplitude of 1mA. The MCI shows an error of 18µm; in 
addition, this error increases exponentially with the working 
distance, so that if we are obliged to scan our object from a 
great distance, our error won’t be acceptable at all. 
Therefore we proceeded to generate a set of simulations of a 
current line, positioned with different shifts on the x axis. The 
results are shown on Figure 3; the maximum of the correlation 
is exactly at the origin of the x axis, corresponding to the 
current track on the optical acquisition, meaning that in this 
particular case we increased by 18 times the resolution of the 
technique.  

Lines displacements 
As previously stated, the scans were performed from a distance 
of 100µm to 2cm. The results of the current localization for a 
set of measurements can be found in Table 1. Here we can see 
that, as the SQUID gets further away from the current, the 
optical acquisition is more and more shifted from the magnetic 
measurement, so that the MCI would soon not be applicable 
anymore. Moreover, we can see that our approach allows us to 
map currents up to 2cm away from the probe; the MCI, on the 
other hand, is not working anymore for working distances 
higher than a few millimeters. 

Working Distance Line Displacement Resolution 
100µm 3µm 1µm 
250µm 10µm 1µm 
320µm 18µm 1µm 
500µm 11µm 1µm 
750µm 5µm 1µm 
1mm 15µm 1µm 
2mm 30µm 5µm 
5mm 50µm 5µm 

7.5mm 30µm 10µm 
1cm 20µm 10µm 

1.2cm 130µm 30µm 
1.4cm 300µm 50µm 
1.6cm 300µm 50µm 
1.8cm -100µm 50µm 
2cm -400µm 50µm 

Table 1: Lines displacement and technique resolution in 
function of the working distances 

In figures 4, 5, 6 and 7 the evaluations of the correlation for 
some of the performed acquisitions are shown. 
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Figure III.3.8: Distance between the MCI result and the current line (left), and simulation results (right)

In figure III.3.8 an example of the improvements obtained is shown. On the left side an MCI analysis

performed on a single current line is shown; the superposition of the optical acquisition with the result

of the current inversion can be seen. The acquisition is taken from a distance of 320µm for a current

amplitude of 1mA. The MCI shows an error of 18µm; in addition, this error increases exponentially

with the working distance, so that if the object needs to be scanned from a great distance, the error will

not be acceptable at all. Therefore a set of simulations of a current line were produced, positioned with

different shifts on the x axis. The results are shown on the right side of figure III.3.8; the maximum of

the correlation is exactly at the origin of the x axis, as this was chosen to be the curve reference. When

this curve is superposed to the optical image of the magnetic acquisition, its maximum (the origin) is
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located precisely on top of the white line, which is the current track. Therefore, in this particular case,

the accuracy of the technique was increased by 18 times.

III.3.2.2 Results

Working distance Lines displacement Localization accuracy
100µm 3µm 1µm
250µm 10µm 1µm
320µm 18µm 1µm
500µm 11µm 1µm
750µm 5µm 1µm
1mm 15µm 1µm
2mm 30µm 5µm
5mm 50µm 5µm

7.5mm 30µm 10µm
1cm 20µm 10µm

1.2cm 130µm 30µm
1.4cm 300µm 50µm
1.6cm 300µm 50µm
1.8cm −100µm 50µm
2cm −400µm 50µm

Table III.3.1: Lines displacement and localization accuracy in function of the working distances

As previously stated, the scans were performed from a distance of 100µm to 2cm. The results of the

current localization for a set of measurements can be found in table III.3.1. It has to be noted that, as

the SQUID gets further away from the current, the optical acquisition is shifted more and more from the

magnetic measurement, so that the MCI would soon not be applicable anymore.

Moreover, the simulation approach allows the mapping of currents up to 2cm away from the SQUID;

the MCI, on the other hand, is not working anymore for working distances higher than a few millimeters.

In the figures III.3.9, III.3.10, III.3.11 and III.3.12, the evaluations of the correlation for some of

the performed acquisitions are shown. The maximum of the curve is always placed on top of the real

current line; however, it can be noted that the distance between the maximum and the origin of the x axis

increases with the working distance. This means that the the difficulty of getting accurate current map

superposed to the samples optical images becomes more and more complex, even though the resolution

of the technique is increased.
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Figure 4: Correlation between the Simulations and the 
Measurement for a 100µm working distance. 

Figure 5: Correlation between the Simulations and the 
Measurement for a 750µm working distance. 

Figure 6: Correlation between the Simulations and the 
Measurement for a 1cm working distance. 

Figure 7: Correlation between the Simulations and the 
Measurement for a 2cm working distance. 

Conclusions 

In this paper we explained the fundamentals on the new 
developments of the magnetic microscopy by means of 
simulation approach methodology. We showed how it can 
strongly ameliorate the MCI technique. The Magnetic Current 
Imaging is still very useful  for currents which are very far 
away; it is in any case necessary to complement the simulation 
approach, and to have a first rough idea of the currents 
position. However, once this is done, if a better resolution is 
needed and it is not possible to scan at short distances, then 
our approach can give a very precise current localization. 
We were able to demonstrate that our approach can be used 
not only as complementary to other FA methods, but as a 
stand-alone and fully explicative way of failure localization. 
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Figure III.3.9: Correlation between simulations and the measurement for a 100µm working distance
Figure 4: Correlation between the Simulations and the 
Measurement for a 100µm working distance. 

Figure 5: Correlation between the Simulations and the 
Measurement for a 750µm working distance. 

Figure 6: Correlation between the Simulations and the 
Measurement for a 1cm working distance. 

Figure 7: Correlation between the Simulations and the 
Measurement for a 2cm working distance. 

Conclusions 

In this paper we explained the fundamentals on the new 
developments of the magnetic microscopy by means of 
simulation approach methodology. We showed how it can 
strongly ameliorate the MCI technique. The Magnetic Current 
Imaging is still very useful  for currents which are very far 
away; it is in any case necessary to complement the simulation 
approach, and to have a first rough idea of the currents 
position. However, once this is done, if a better resolution is 
needed and it is not possible to scan at short distances, then 
our approach can give a very precise current localization. 
We were able to demonstrate that our approach can be used 
not only as complementary to other FA methods, but as a 
stand-alone and fully explicative way of failure localization. 
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Figure III.3.10: Correlation between simulations and the measurement for a 750µm working distance.
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Figure 4: Correlation between the Simulations and the 
Measurement for a 100µm working distance. 

Figure 5: Correlation between the Simulations and the 
Measurement for a 750µm working distance. 

Figure 6: Correlation between the Simulations and the 
Measurement for a 1cm working distance. 

Figure 7: Correlation between the Simulations and the 
Measurement for a 2cm working distance. 

Conclusions 

In this paper we explained the fundamentals on the new 
developments of the magnetic microscopy by means of 
simulation approach methodology. We showed how it can 
strongly ameliorate the MCI technique. The Magnetic Current 
Imaging is still very useful  for currents which are very far 
away; it is in any case necessary to complement the simulation 
approach, and to have a first rough idea of the currents 
position. However, once this is done, if a better resolution is 
needed and it is not possible to scan at short distances, then 
our approach can give a very precise current localization. 
We were able to demonstrate that our approach can be used 
not only as complementary to other FA methods, but as a 
stand-alone and fully explicative way of failure localization. 
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Figure III.3.11: Correlation between simulations and the measurement for a 1cm working distance.

Figure 4: Correlation between the Simulations and the 
Measurement for a 100µm working distance. 

Figure 5: Correlation between the Simulations and the 
Measurement for a 750µm working distance. 

Figure 6: Correlation between the Simulations and the 
Measurement for a 1cm working distance. 

Figure 7: Correlation between the Simulations and the 
Measurement for a 2cm working distance. 

Conclusions 

In this paper we explained the fundamentals on the new 
developments of the magnetic microscopy by means of 
simulation approach methodology. We showed how it can 
strongly ameliorate the MCI technique. The Magnetic Current 
Imaging is still very useful  for currents which are very far 
away; it is in any case necessary to complement the simulation 
approach, and to have a first rough idea of the currents 
position. However, once this is done, if a better resolution is 
needed and it is not possible to scan at short distances, then 
our approach can give a very precise current localization. 
We were able to demonstrate that our approach can be used 
not only as complementary to other FA methods, but as a 
stand-alone and fully explicative way of failure localization. 
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Figure III.3.12: Correlation between simulations and the measurement for 2cm working distance.

III.3.3 Conclusion

It has been shown in the previous sections that the MCI technique has some limitations. Those are

mostly due to the number of operations which are necessarily performed on the magnetic field acquisition
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in order to obtain the desired map of the currents, as explained in II.2. When applying the inversion

algorithm, the magnetic field is filtered of its higher frequencies, which still carry important information

about the position of the sources.

These limitations can be overcome by using the simulation approach, as has been shown. In the next

chapters it will be shown how this new approach can be used not only to improve standard technique

resolution, but also to gather important information to reconstruct three-dimensional current paths.
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CHAPTER III.4

Application to the 3D

In chapter III.3 it has been shown already how the model developed in chapter III.2 can be used to find

some depth information about the current lines. Furthermore, in chapter II.1 it has been shown how

impossible it is to to obtain information about the vertical currents when measuring the z component of

the magnetic field, as they do not give any contribution in z. Finally, in chapter II.2 it was shown how the

inversion problem is of no unique solution for three-dimensional current distributions: there exist more

than one configuration of magnetic sources which generate the same distribution of the magnetic field, if

this is measured above all the sources.

As a result, the first step to map the currents in a three-dimensional way is that of acquiring the

other components of the magnetic field. These are the only ones generated by a current flowing in the

z direction. This is however only a first step, as it is not sufficient to map all the currents, as the MCI

technique is not suitable for the three dimensions.

III.4.1 Tilting the sample

There are a few reasons for which the Magnetic Current Imaging algorithm is not able to map the currents

in three dimensions. The first, and most obvious, is that the acquired z component of the magnetic field

does not carry any information about vertical currents. Moreover, the 3D problem, as explained in chapter

II.2.3, has no unique solution, which means that there is no way to map the currents three-dimensionally.

III.4.1.1 Currents projection

In figure III.4.1 the problem of the three-dimensional nature of the currents is schematized. The currents,

which can be seen from the measurement plane, can be considered as projected to this plane. Further-
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Figure III.4.1: Projection of the current lines on the measurement plane

more, the intensity of the projection decreases with the square value of the distance: the only currents

which will be visualized with the MCI algorithm are only those flowing on the surface. It also has to be

noted that the projection of the vertical currents on the measurement plane is only a point.

III.4.1.2 Projections on the tilted sample

If the sample of figure III.4.1 is tilted, the resulting measurement plane will be moved as in figure III.4.2.

In this case all the currents flowing inside the sample have a projection on the measurement plane.

Furthermore, there are no currents whose projections are overlapped as in the previous example. In this

case, the vertical currents also can be mapped.

It has to be noted, however, that from a general point of view, the currents can be flowing on any

direction on the three axes. In any case, the multiple measurements on three measurement planes, as

it will be described in the next section, assure a full view of all the currents, in each direction. In real

samples, on the other hand, the currents do not usually flow diagonally inside them. The currents are
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Figure III.4.2: Projection of the current lines on the measurement plane for a tilted sample

usually moving on either x or y directions inside a z plane (even if sometimes they might flow in a general

direction in the plane), but most surely they move from z layer to z layer only in the z direction.

III.4.2 Full Magnetic Field acquisition

The SQUID sensor which was used for this study, like all the magnetic sensors normally used for the

purpose of non-destructive studies, is only built to measure the z component of the field. In order to

acquire the other components of B the sample needs to be tilted on two different axes separately, so that

three consecutive acquisitions need to be performed.

III.4.2.1 Acquisition of the z component

To obtain the z component of the magnetic field, a first magnetic scan is performed on the top of the

sample, which is placed flat under the SQUID, as it is shown in figure III.4.3.
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In figure III.4.4 the acquisition of the z component on a real sample is shown. This is a standard

acquisition, which can also be later used to apply the MCI algorithm and obtain some initial information

about the currents flowing on the surface.

III.4.2.2 Acquisition of the x and y components of B

The x and y components of B can be acquired by tilting the sample as shown in the image III.4.5.

The angle that the device will be tilted depends on its geometry. If the sample is very wide, a narrow

angle is preferable to avoid losing resolution due to the increased working distance. For smaller devices

a wider angle can be used to allow for a better filtering of the the unwanted component of the magnetic

induction field.

If, for example, the sample is tilted by an angle Θ on the x axis as shown in figure III.4.6, by applying

the rotation matrices on the x axis, the measured field BM will be:

BM = −By sin Θ + Bz cos Θ (III.4.1)

If the z component has previously been measured, the y component can then be easily extracted:

By =
Bz cos Θ − BM

sin Θ
(III.4.2)

The same equation applies for the x component of the magnetic induction field. If the sample is tilted

by an angle Φ on the y axis as shown in figure III.4.7, the measured field BM will be:

BM = Bx sin Φ + Bz cos Φ (III.4.3)

and therefore the x component of B can be evaluated as follows:

Bx =
−Bz cos Φ + BM

sin Φ
(III.4.4)

In figure III.4.8 the projection of the cube on the y − z plane before and after it is tilted on the x axis

is shown. In this way it is possible to see how the y component of the magnetic induction field can be

extracted when the sample is tilted on the x axis by an angle Θ.

III.4.3 Use of the gathered information

The information which was acquired with the three components of the magnetic field needs then to be put

together. In most of the cases, acquisitions of the three components are not performed exactly at the same

points, even though some data analysis would allow the transfer of such acquisitions to the same points.
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Figure III.4.3: z component of the magnetic field

27

Flat and tilted scans

Figure III.4.4: Image of the SQUID measuring the z component of B
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27

Flat and tilted scans

Figure III.4.5: Image of the SQUID scanning above a tilted sample
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Figure III.4.6: Sample tilt on the x axis
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Figure III.4.7: Sample tilt on the y axis

between the space resolution, the working distance and the cur-
rent amplitude.

The simulator used for this study is called Biot-Savart. It analyt-
ically simulates electric conductors with just one spatial dimension
(lines), and it uses the basic equation of Biot-Savart to evaluate the
field. This kind of simulator was chosen because of its speed and
precision.

3.3. Increased resolution and further limitations

By comparing the measurements with the simulations, we were
able to increase the resolution of the technique by a factor of be-
tween 10 and 20. This new methodology is fully explained and
demonstrated with a case study in [10]. By using this technique
we were able to eliminate the problem of the low resolution
caused by the long working distance. However, with complex 3D
geometries there might be currents buried inside the sample which
are hidden by those flowing on the scanned surface. This phenom-
enon is due to the fact that currents which are closer to the sensor
make a much greater contribution to the magnetic field than cur-
rents which are further away. This might jeopardize the gain in res-
olution obtained by the simulation approach.

3.4. Sample tilt

To map the hidden currents we measured the other compo-
nents of the magnetic field. As the SQUID sensor can only measure
the z component of B, the only way to measure the other compo-
nents was to tilt the sample. The angle that the device will be tilted
depends on its geometry. If the sample is very wide, a narrow angle
is preferable to avoid losing resolution due to the increased work-
ing distance. For smaller devices we can use a wider angle which
allows us to better filter the unwanted component of the magnetic
induction field. If, for example, we tilt the sample by an angle h on
the x axis, by applying the rotation matrices on the x axis, the mea-
sured field BM will be:

BM ¼ �By sin hþ Bz cos h ð6Þ

We can then easily extract the y component if we have previously
measured the z component:

By ¼
Bz cos h� BM

sin h
ð7Þ

The same equation applies for the x component of the magnetic
induction field. If we tilt the sample by an angle / on the y axis
we obtain:

Bx ¼
�Bz cos /þ BM

sin /
ð8Þ

The tilting of the sample is shown in Fig. 3. In Fig. 4 we show the
projection of the cube on the y–z plane before and after it is tilted
on the x axis. We can see how the y component of the magnetic
induction field can be extracted when the sample is tilted on the
x axis by an angle h.

The potential of this approach will be shown by an analysis per-
formed on a test vehicle.

3.5. Methodology flow

As shown in the flowchart in Fig. 5, this new methodology in-
volves a number of key steps. Once the electrical tests show the
presence of a short circuit, we need to know which part of the sam-
ple needs to be scanned. The strong point of this technique is that
only a limited set of simulations needs to be performed because
there are only a few possible current paths inside the circuit.
Therefore, we need to know the internal structure of the device
so that currents can be simulated in the right place.

Information about the circuit layout can be gathered from X-ray
acquisitions. These are very useful, as they can be used to obtain
the position of the tracks, and also to understand the general

Fig. 3. Tilting the sample.

Fig. 4. Projection of the sample on the y–z plane.

Fig. 5. Methodology flowchart.

F. Infante et al. / Microelectronics Reliability 49 (2009) 1169–1174 1171

Figure III.4.8: Projection of the sample on the y − z plane
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The process, from a theoretical point of view, would be quite simple: it is the same as the one used by the

technique called the "Inward Continuation", which has been briefly explained in II.2.3.1. The difference

here is that the plane where the magnetic field is evaluated would not only need to be translated on the

z axis, but also rotated and tilted. In other words, the easiest solution would be that of evaluating bz of

equation II.2.24 at each x, y point with a different z2 value. And still some interpolation adjustment would

be needed to evaluate the field in the exact same x, y positions as the reference acquisition. However,

even if this method would provide a full data set of the magnetic field on a known x − y plane, the

data transformed in this way would not give any additional information about the currents when using a

Simulation Approach: the noise of the measurement would be moved together with the movement itself.

The Simulation Approach can evaluate the same field components of the magnetic acquisition on the

same measurement planes.



CHAPTER III.5

The Ground Plane problem

The MCI technique has proven very useful in the localization of defects on bi-dimensional devices. Its

great potentialities have already been discussed elsewhere in this document. However, in the presence

of large metallic areas where currents are flowing, the MCI shows some strong limitations. This is the

exact case of the presence of ground planes.

Up to now, it is still impossible to localize currents which are flowing inside wide areas such as

leakages in the ground plane. In this case the current density at each point is very small; therefore, the

MCI algorithm cannot be applied, as the overall magnetic induction field generated is not strong enough

compared to noise.

III.5.1 The presence of the ground plane

Any operating electrical system can both emit and be subjected to perturbations, whatever their origin

(electromagnetic, electrical, environmental noise etc.). Electronic and microelectronic components are

no exception to this rule. Ground planes are used to determine the electrical reference of the assembly.

The presence of a ground plane reduces the cross-talk (e.g. the pollution of an electrical signal by the

presence of a second signal), electromagnetic interference and increases noise isolation. In a system with

an analog and a digital part, two different ground planes are expected to provide two different references

and therefore somewhat isolate the two parts. The ground plane, which has a local short circuit, poses a

dramatic problem that can lead to the total destruction of the Integrated Circuit or component.

An example of a multilayer component, presenting a ground plane, is shown in figure III.5.1.
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III.5.2 MCI for ground planes

One of the drawbacks of MCI techniques is the inability to generate cartographies of currents when they

are distributed on a bi-dimensional plane. This happens when there is a current leakage on a ground

plane, either at PCB or SiP level. When a current flows inside a conductor, the amplitude of the current

distribution is inversely proportional to the width of the conductor itself. This means that when the

current flows from a track or bonding wire to a ground plane, the current is widely distributed. Therefore

the magnetic field generated by such a current is widely spread and very weak. When applying the MCI

algorithm, a magnetic field, which is strong enough to visualize the current is needed. This is not the

case for currents flowing inside ground planes. An example of a ground plane current is shown in figure

III.5.2: here the only currents visible, after applying the MCI technique, are those flowing in and out of

the plane. There is no way to visualize the currents inside the plane.

III.5.3 The simulation approach for the Ground Plane

The simulation model which has been developed throughout this document cannot unfortunately be

applied to a ground plane, as it takes into account only current lines and not bi-dimensional current

distributions.

This model is very useful as long as the currents flowing inside the system are all filiform. As soon

as one or more currents leak inside a ground plane, the approximation of the current distribution to a

line is no longer valid. For these cases, a similar approach has been developed, which is based on the

discretization of a bi-dimensional current distribution as a network of resistors. The number of nodes

used depends directly on the degree of precision required and is inversely proportional to the time needed

to evaluate the solution. Once the entry and exit nodes of the net are chosen, Kirchhoff’s circuit laws give

the unique solution, which is the amplitude of the current flowing in each branch. With this information

it is possible then to generate the magnetic field for each line. Then, by using the superposition principle,

all the single contributions are added up in order to obtain the magnetic field generated by the whole

plane.

An example with a small number of nodes is shown in figure III.5.3. Here it can be seen how a

current flow is discretized with one entry and one exit point on a plane. The advantage of this approach

is that to increase the number of nodes (in order to increase the technique resolution), it needs just to

increase the dimensions of the matrices used in the solution equations.
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Figure III.5.1: Example of a multilayer component

Figure III.5.2: Optical view of a ground plane (left) and the MCI results (Right)

Figure III.5.3: Modelization of the Ground Plane
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III.5.4 Wires network model

It is therefore necessary to prove the capability to model a ground plane as a wired network in order to

estimate the leakage currents or short circuits. The starting point of this modeling is to generate a simple

model in order to make the simulations as cheap as possible in terms of time. This model is valid as long

as the wavelength of the signal is not of the same magnitude of the thickness of the tracks.

III.5.4.1 Resolution methods 

 

 

Figure 5.2 – Modélisation par grille de résistance Figure III.5.4: Resistor network

The first step, once the Ground plane has been discretized as a network of resistors, is to evaluate

the current flowing on each branch. To do that, there are two main methods which can be used: the

Mesh Currents and the Node-Voltage. The Mesh Currents method would be the easiest and quickest to

implement, as it would directly give the current values as a result. However, this method cannot take

into consideration three-dimensional structures: in other words, if one of the contact points is a node in

the middle of the network, this method is not applicable anymore. This would be the case of a vertical

connection which short-circuits the ground plane on a generic point in its middle. This scenario can be

taken account in the Node-Voltage analysis, which is therefore the one which will be used.
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III.5.4.2 Node-Voltage Analysis method

A typical ground plane resistors network is shown in figure III.5.4. Then, between two or more points,

a current generator can be applied in order to bias the structure. If there are n nodes, and the exit point

for the current is the node n, the node voltages V1, ... , Vn−1 for the other n − 1 nodes can be evaluated as

follows:


a1,1 a1,2 · · · a1,(n−1)

a2,1 a2,2 · · · a2,(n−1)
...

...
. . .

...

a(n−1),1 a(n−1),2 · · · a(n−1),(n−1)




V1

V2
...

Vn−1


=


b1

b2
...

bn−1


(III.5.1)

where, knowing that the conductance is the inverse of the resistance:

• i = j : ai, j = −
∑

conductances which have one end on the ith node

• i , j : ai, j =
∑

conductances between the ith and jth nodes

• bi = −
∑

current generators which have one end on the ith node

III.5.4.3 Node-Voltage method solution

As the ground plane is made up of just one homogeneous material, the resistors of the network can be

considered as all having the same resistivity R, corresponding to the conductance Y . It is easy then to

recover the values for the ai, j variables, as the number of resistors connected to one node goes from 2 on

the four corners, to 3 on all the sides, up to 4 for all the middle nodes.

By inverting equation III.5.1 it is then possible to obtain the node-voltage values for each node. The

currents flowing on the resistors are then easily evaluated by:

Ii, j =
Vi − V j

R
(III.5.2)

for all the nodes which have a branch in common, and it is zero for the others.

III.5.4.4 Evaluation of the magnetic field

Once the currents, with their physical positions, have been evaluated, they can be inserted in the simula-

tion model developed in chapter III.2. Each current line then generates a magnetic contribution; all the

contributions are then added together using the superposition principle.
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III.5.4.5 Application to the Simulation Approach

This method is used to perform a set of hypotheses on the entry and exit points of the current inside the

Ground plane. All the hypotheses are then simulated using the discretization technique; this process is

quite time consuming, depending on the level of precision which is required by the problem. Once the

hypotheses are simulated, they can be compared to the magnetic acquisitions previously taken on the

sample. The hypothesis with the highest correlation will be the most probable current path.



CHAPTER III.6

The Simulation Approach process

The simulation approach has been explained in the previous chapters: in chapter III.2 it has been shown

how to generate a fast and reliable simulation of the magnetic field, which would comply with both

time and precision constraints given by the defect localization problem. This model can then be used to

localize current lines with high precision, as explained in chapter III.3. It can then be used to overcome

the standard limitations of the MCI technique, which, for the sake of the visualization, is obliged to

omit some of the important information. Furthermore, once the mathematics of the simulation have been

developed, it takes only one step more to use them for three-dimensional current paths. The current

lines which need to be simulated do not necessarily need to have all their points at the same vertical

level. Current lines can be simulated even if flowing in an arbitrary direction. The same possibility

applies to the magnetic components: by multiplying the evaluated field modulus to the right unity vector,

the simulation software is able to generate any component of the magnetic field. The problem of the

measurement of such a field is presented in chapter III.4. The easiest and fastest way for carrying out

the measurement is to tilt the sample and obtain the other components. The drawback of such approach

is that if the sample is very wide, even a small tilt will result in a long working distance in one side of

the surface. In some cases, however, the solution is to perform an acquisition of the field on the sides of

the sample. That is the flexibility given by the Simulation Approach: any and each magnetic scan, either

on top or on the sides, tilted or flat, far from or close to the sample, can be used and can add part of the

information to the global model. The simulation software, in fact, can generate the field on any possible

plane.

In this chapter, the steps to get a full current map will be summarized with the help of two flowcharts.

However, it needs to be understood that a real, precise and complete process flow for such a complex
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problem does not really exist. This is due to the fact that every localization problem is unique in itself,

and will follow its own steps depending on too many parameters.

III.6.1 Defect localization process including the Simulation Approach

The process presented here is close to a typical defect localization application. In part IV some examples

of successful defect localizations will be given: it will be clear then that not all the steps of the process

are performed, but just those which were necessary to reach the goal.

III.6.1.1 First acquisitions

The defect localization problem starts when the electrical test has shown the characterization of the

component malfunctioning. Depending on the test output, the search will address a short circuit, an open

circuit, a resistive open or a general current leak. The first step will be to obtain enough information about

the internal structureof the component. This information can be gathered in different ways: the easiest

is to take some pictures of the sample, and to superpose them to the magnetic acquisitions. This method

is mostly suitable when the component has already been de-packaged, and the electronic die is directly

exposed to the camera. In addition, the user might have useful information about the sample layout. This

can be used later to define the paths where the currents are allowed to flow. Finally, some important

information can be obtained from X-Ray acquisitions, both bi and three-dimensional, as explained in

section I.3.2. The three imaging processes can be used separately or coupled, and need to be realigned

together and to the magnetic field acquisitions.

A first set of magnetic scans is then performed. This step is generally iterated until the desired

precision is reached. Each magnetic scan is followed by the application of the Magnetic Current Imaging

algorithm, which allows the visualization of the currents flowing on the surface of the sample, and which

will be the starting point for the generation of the simulations. In some standard cases, this first set

of MCI applications will lead directly to the localization of the defect. This happens mostly for bi-

dimensional components presenting a complete short circuit, and which do not need a better localization

accuracy as the defects are considerable. These standard cases are however not the topic of this work.

III.6.1.2 Full Magnetic Field acquisition

If it is necessary to apply the Simulation Approach, there will then be a first separation between bi-

dimensional and three-dimensional components. In the first case, the acquisition of the z component

of the magnetic field is usually enough to obtain the desired solution, so that the Simulation Approach

can be directly applied. For the three-dimensional components, it will be necessary to acquire the other

components of the field.
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Figure III.6.1: Process flow for the application of three-dimensional magnetic microscopy
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A first tilt, performed on the x axis (for the sake of simplicity, the case where it is better to first

perform a tilt on the y axis will not be shown: the results are exactly the same, only with the inverted

axes), is followed by a magnetic scan. This scan will give a combination of the z and y components of B.

The tilt angle will be chosen as a compromise between noise level for the measurement and long working

distance. For big angles, in fact, the points of the samples which will be positioned further away from

the x axis, will have a high working distance. For small angles, the ratio between By and Bz will be too

small: the y component will not have a Signal to Noise Ratio high enough. As stated before, this angle

will be chosen depending on the size of the sample.

This first tilt might be enough, in some cases, to obtain the required information. Again, this is strictly

dependent on the chosen sample. For the most complex cases, however, a third and final magnetic scan

will be performed, after a second tilt of the component, this time on the y axis. The Magnetic acquisition

will allow the extraction of the x component of B. Again, the chosen angle will be a compromise, and

depends on the sample geometry.

Finally, when all the magnetic acquisitions are performed, the Simulation Approach will be applied.

III.6.1.3 Localization results

The Simulation Approach, which will be expanded in the next section, gives the path followed by the

current in three dimensions. Very often, this is enough to obtain the precise localization. Sometimes, the

discovered current path will need to be compared to that of a reference working device.

III.6.2 Simulation Approach process flow

As seen in the previous section, for complex defect localization cases, it is necessary to apply the Sim-

ulation Approach described in chapters III.2, III.3 and III.4 to generate a full and reliable current path

reconstruction. This approach is very flexible, and it too depends on the specific device which is being

studied: some of the steps might be entirely bypassed, while some others could be performed more than

once. It is anyway possible to describe the methodology by following the typical process flow which is

shown in figure III.6.2. All the steps will be better explained hereunder.

III.6.2.1 MCI algorithm applied to the top layer

This first step, if not completely necessary, is really useful as it gives, in the case of bi-dimensional

samples, a first layout of the currents flowing in the device. For three-dimensional components, it can

give a more or less precise layout of the currents flowing on the plane which is closer to the sensor. The

information gathered by this step can be used as a first constraint for the simulation model: it is the

starting point from which the simulation can be applied.
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Figure III.6.2: Process flow for the Simulation Approach
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III.6.2.2 Superposition of the acquired images

The first magnetic acquisition followed by a MCI calculation can also be used to overlap the first optical

images to the current layout. This is also the step where all the available images are superposed on each

other to obtain a deeper knowledge of the device. This superposition will be necessary once the points of

the lines to be simulated have been selected. For instance, an X-Ray image, superposed to the magnetic

acquisition, can be used to select the points of the structure which are not visible from the outside, when

the sample is still packaged.

III.6.2.3 Line Simulation

As shown in figure III.6.2, this step can be still divided in sub-steps. The line which is being studied and

therefore mapped can undergo a certain number of transformations, as explained in III.3.1. The steps

proposed in this mini process flow are not necessarily to be applied in the same order. However, the

proposed order is the one which is more suitable for most cases. The first line which will be chosen to be

mapped depends again on the sample geometry; in most cases, the study starts with the currents which

are closest to the sensor.

If the current line which needs to be localized is sufficiently distant from other currents, e.g. there is

at least part of it which does not have much influence from other neighbor current lines, the vertical depth

simulation described in the section III.3.1.5 can be used in order to place the current in the right z plane.

This information can be of fundamental importance as it places the current line under study in the correct

layer of the sample. Following this step, all the transformations can be applied to the current line in

order to maximize the correlation. As the rotation of the current line is usually already known (normally

the current travels on either the x axis or the y axis), the first transformation is usually a line shift (from

section III.3.1.1). With this step the line is precisely placed on top of the metal track. A further rotation,

as explained in section III.3.1.2 could slightly increase the correlation, and can be used to adjust the

current on the precise orientation of the image. In some rare cases, however, currents might be flowing

in a complete arbitrary direction in the plane: in these cases, a first rotation transformation is performed

before the shift. Finally, the current line is adjusted in its length: the two extreme points are moved in

their axes as shown in section III.3.1.3, until a maximum in the correlation is found. These steps can

then be re-performed one by one to readjust the current until a stable solution, which is a compromise of

all the transformations, is found.

III.6.2.4 Simulation of the following current lines

The mini process described in the previous section is then iterated for each current segment flowing inside

the sample. All the current segments which have already been simulated will be taken into account by

adding together all their contributions to the magnetic field. The overall correlation therefore should keep
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increasing until reaching a value close to 1, when the last current line is simulated and its contribution

on the magnetic field has been added to that of the other segments.

III.6.2.5 Full current path reconstruction

The final goal of the Simulation Approach is then reached: the full current path flowing inside the sample

can be reconstructed three-dimensionally. This information can be compared with the internal structure

of the sample given by either the X-Ray acquisition or the CAD layout, or in some cases it can be

compared with the same map produced on a reference device: the difference between the two paths will

give the precise spot of the defect location.
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CHAPTER III.7

Conclusion

In this part the fast Simulation Approach, based on a line approximation of the current flow, has been

developed. The possibility to measure Bx and By with a mono-dimensional sensor, dedicated to the

measurement of Bz, by tilting the sample has been shown. Complex problems, including short circuits

inside ground planes, can also be solved with this technique. The Simulation Approach has thus been

implemented in a full process flow. Its efficiency will be shown in the next part, where it is applied in a

number of case studies, and will be described in detail.
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Part IV

Application of the new techniques to case
studies
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CHAPTER IV.1

Introduction

In order to understand the technique described in part III, some applications to real case studies will be

described here. The goal is not only to illustrate the use of such a technique more clearly, but also to

prove its validity for a wide range of different problems.

Therefore each example chosen here is propaedeutic to its successor, and show the progression from

the standard bi-dimensional magnetic microscopy applied with the inversion technique, to the most ad-

vanced three-dimensional current reconstruction. The first chapter will show the application of the tech-

nique described in chapter III.5 which is used to simulate the bi-dimensional current distributions, such

as those flowing in the ground plane of the circuits; the technique will be validated through the applica-

tion on a test vehicle PCB. In the following chapters, the Simulation Approach will be applied to different

cases, from a planar Integrated Circuit presenting a short circuit, to a real case multilayer defective Sys-

tem in Package from 3D-Plus. In the third example, the Simulation Approach will be applied to a test

vehicle, which was used to show the proof of the ability of the technique to map the currents at very long

working distances in the three dimensions.
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CHAPTER IV.2

Ground Plane current localization on a test vehicle

It has been seen how the localization of bi-dimensional current distributions flowing on the ground planes

are very complicated to map. This is primarily due to the small variation of the magnetic field on such

planes, and of the low SNR value.

In this chapter a test vehicle, comprising a bi-dimensional metallic layer, is built and shown. The

first use of the Simulation Approach on this type of devices is shown.

IV.2.1 Test Vehicle conception

The test vehicle which was built in order to demonstrate the validity of this technique is shown in figure

IV.2.1. It is a multilayer PCB, with one of the layers presenting a square metallic plane, connected

through some metallic tracks to the external pins. The metallic square is visible in transparency in figure

IV.2.1.

IV.2.2 Magnetic Analysis

IV.2.2.1 Electrical setup

Through two of the electrical connections to the metallic plane, an AC voltage of a few mV was applied.

This induced an AC current of a few mA in the plane. The chosen frequency used was of 5kHz: with such

small frequencies, the capacitive behavior of the plane can be neglected, and the plane can be therefore

considered as an impedance network, where all the impedances have only their real value.
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IV.2.2.2 Magnetic Acquisition

The first step, once the device was fed, was to perform an acquisition of the magnetic field generated by

such a plane. The resulting map of the magnetic field is shown in figure IV.2.2: this image shows how

the strongest magnetic signal is acquired on top of the tracks which are carrying the current to the plane,

while the field on the plane itself is of much lower intensity.

IV.2.2.3 MCI algorithm application

The acquired magnetic field of figure IV.2.2 was then transformed according to the MCI algorithm; the

resulting current map is shown in figure IV.2.3. It is clear, from this image, that the MCI algorithm is

only able to produce information about the currents flowing in tracks which are narrow enough. In this

case, only the currents flowing in the tracks are visible: the current distribution on the metallic plane

does not give a big enough contribution to the magnetic field, and therefore cannot be visualized with the

MCI technique.

IV.2.3 The application of the simulations

The simulation of the current flowing on the plane was generated as in chapter III.5: the metallic plane

was discretized as a resistors network, and the current flowing on each branch was evaluated. The

magnetic field generated by such currents was then calculated and compared to the acquisitions.

IV.2.3.1 Ground Plane discretization

A number of choices had to be made in order to generate the network of resistors. They mostly reduced

to the choice of the step, on both x and y, between two successive resistors, in micrometers. The step, in

this case, was of 100µm on both sides, creating a network of n × n resistors. Each simulation could then

take up to 2 hours to perform.

IV.2.3.2 Defect hypotheses

In order to validate the approach, a few defect hypotheses were performed on the entry and exit points

of the current inside the metallic plane. Some of the results obtained are shown in figure IV.2.4. When

the simulated entry point is completely different from the real one, as in the first image on the left,

the correlation is very low. On the other hand, when the simulation which was very similar to the real

current distribution was performed, an increasing correlation was observed, with a maximum of 0.6

corresponding to the exact superposition of the simulation and the real current.
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directement (cf. figure 5.3). 

 
Figure 5.3 – Echantillon avec plan de masse (partie marron) 

Image optique Image optique avec superposition du courant 
Figure IV.2.1: Optical image of the test vehicle

Figure IV.2.2: Image of the magnetic field acquired above the ground plane
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Figure IV.2.3: Current map as a result of the MCI algorithm

Figure IV.2.4: Ground plane currents hypotheses, with the relative correlation results
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IV.2.4 Results

Figure IV.2.4 shows the correlation values for the comparisons between the simulations of the different

current path hypotheses and the magnetic acquisitions. Even if the best correlation found, which was

when the hypothesis perfectly matched the real current path, was far from the best possible value of

1, this was still a very good result. First of all, the highest correlation was shown on the real current,

meaning that there is a correlation between the simulations and the measurements. And secondly, the

correlation might have increased if all the currents had been simulated, not only those present in the

plane: if the currents getting in and out of the plane had been simulated, they would have polarized the

correlation value and therefore the results.
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CHAPTER IV.3

The simulation approach for the defect localization on a bi-dimensional
device

IV.3.1 Introduction

The Failure Analysis performed for this sample was performed with the help of the Simulation Approach

in two dimensions. The failing device was an ST Microelectronics IC which presented a very low re-

sistance (approximately 10 Ohms) between Vdd and Ground. The I/V curve also showed a resistive

behavior of the defect, as it was completely linear. The very small value of the resistance was probably

denoting a short circuit between the two I/Os. When the component was received, other localization

techniques (EMMI, Laser stimulation, OBIRCh) had already been used and were not able to give re-

sults which could localize the defect. These techniques cannot be used on packaged components, unlike

Magnetic Microscopy which can see through non-magnetic materials. Therefore the IC had already been

de-packaged, and it was possible to acquire information by optical and X-Ray inspection.

IV.3.2 Optical and X-Ray Inspection

The pictures taken of the component package showed no sign of defect, as it can be seen in figure IV.3.1.

From this image, there is no evidence of any damage to the component. A further X-Ray inspection is

then shown in figure IV.3.2.

These pictures show that no external damage is visible. To obtain a visual inspection of the die, then,

the component was de-packaged and the molding compound was removed. The die was then attached

on a flexible PCB, as shown in figure IV.3.3
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Figure IV.3.1: Optical inspection of the failed device

Figure IV.3.2: X-Ray images of the failed device

A close optical inspection, which is shown in the two images of figure IV.3.4, shows that there is no

visible damage on the bonding wires or on the die itself which could localize and explain the failure.

From the optical acquisitions, it was possible to verify that the ST Integrated Circuit presented two

metal tracks running in two loops around the component. Part of these loops are shown in figure IV.3.5:

they are the Vdd and GND loops, which carry the power to the whole component.

IV.3.3 Magnetic Scan

The magnetic scan shows that some currents are flowing inside the device, as the shape of the field is such

that already some currents can be hypothesized to be flowing between the two bonding wires. In figure

IV.3.6 the magnetic scan of the defective device is shown. Starting from the knowledge of the magnetic

field, the MCI algorithm was applied in order to obtain a first visualization of the currents layout; the
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Figure IV.3.3: Depackaged component

Figure IV.3.4: Close up pictures of the failing die

superposition of an optical acquisition of the sample to the results of the MCI technique are shown in

figure IV.3.7.
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B. Magnetic Scan 

The Magnetic scan shows that there are some currents flowing 
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Figure IV.3.5: Detail of the Vdd and GND tracks running in a loop around the component

This image shows that it is impossible to localize the defect precisely from the simple MCI applica-

tion, as the resolution is not good enough. However, from this first image it is possible to obtain an initial

approximate idea of its position.

IV.3.4 Magnetic simulations

The next step was to come up with several defect hypotheses: each hypothesis represents a different

possible current path. The pictures previously taken with an optical microscope produced the information

about the two track loops around the component: these were schematized in order to simulate the possible

currents flowing through them. As the short circuit was between the Vdd and the GND tracks, the defect

needed to be at some point between the two loops.
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Figure IV.3.6: Magnetic image of the device
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Figure IV.3.7: Magnetic Current Imaging results

IV.3.4.1 First defect hypothesis

The first hypothesis was to put a short circuit between the two tracks just next to the connection of the

bonding wires. On the left side of figure IV.3.8 a schematical view of the layout of the two loops is

shown: the small black line represents the short circuit which was simulated. The simulation of the

magnetic field shown on the right side of the same image is quite different from the measurement of the

magnetic field.
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Figure IV.3.8: First defect hypothesis: current layout scheme (left) and simulation result (right)

IV.3.4.2 Second defect hypothesis

see through non m
agnetic m

aterials. Therefore the IC
 had 

already been depackaged w
hen w

e received it, so w
e w

ere able 
to acquire inform

ation by optical inspection.  
 

A. O
ptical Inspection 

The ST IC
 presented tw

o m
etal tracks running in tw

o loops 
around the com

ponent. Part of the optical acquisition is show
n 

in Fig. 3. H
ere w

e can see the tw
o m

etal tracks running around 
the com

ponent. Since in this case the device w
as already 

depackaged, w
e neither needed to use the C

A
D

 inform
ation of 

the circuit nor take any X
-R

ay acquisition. Therefore all the 
inform

ation w
e needed to perform

 our analyses w
as available on 

the optical acquisition. 
Fig.4 M

agnetic Scan of the defective device 

 B. M
agnetic Scan 

The M
agnetic scan show

s that there are som
e currents flow

ing 
in the V

dd and G
nd tracks. In Fig. 4 the M

agnetic Scan of the 
defective device is show

n. In Fig. 5 the superposition of the 
optical acquisition w

ith the M
C

I im
age is show

n. B
y view

ing 
these im

ages it becom
es clear w

hy it w
as not possible to localize 

the defect, but only obtain an approxim
ate idea of its position: 

the resolution is not good enough. 
 C

. M
agnetic Sim

ulations 
A

t this point several defect hypotheses w
ere m

ade, and their 
respective sim

ulations w
ere carried out. In Fig. 6 a sam

ple of the 
sim

ulations, w
here w

e placed the defect on different zones of 
the device, is show

n. The black cross represents a short circuit 
betw

een tw
o different tracks, and the yellow

 arrow
s represent 

the currents circulating around it. In Fig. 7 the short circuits 
sim

ulated in Fig.6 are presented schem
atically. H

ere w
e can 

easily distinguish betw
een the ground and V

dd tracks. 

Fig.5 Superposition of the optical acquisition w
ith the M

C
I  

The 
sim

ulation 
w

ith 
the 

m
axim

um
 

correlation 
to 

the 
m

easurem
ent is represented by the central im

age  of Fig. 6 and 
Fig. 7. 

G
round Track

Vdd
Track

G
round Track

Vdd
Track

Fig.6 M
agnetic Sim

ulation of three different failure hypotheses 

Fig.3 Part of the optical acquisition show
ing V

dd and G
nd tracks 

Fig.7 Short C
ircuit hypotheses schem

es  

9781-4244-3912-6/09/$25.00 ©
2009 IEEE                                 210                           IEEE Proceedings of 16

th IPFA
 - 2009, C

hina 

Figure IV.3.9: Second defect hypothesis: current layout scheme (left) and simulation result (right)

From both the magnetic image of figure IV.3.6 and the MCI result of figure IV.3.7 it is clear that

there is a passage of current from the external ring to the internal one on the bottom side of the images;

therefore the proposed simulations were performed on hypotheses which took into account short circuits

on this part of the device. In figure IV.3.9 the second defect hypothesis is shown. In this case, there

are two main current flows, running through the Vdd loop. The result of the simulation is shown in the

image on the right.

IV.3.4.3 Third defect hypothesis

The third hypothesis shown here is still a short circuit between Vdd and GND on the bottom side of the

images. However, the defect is placed in a different position with respect to the second hypothesis.
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Figure IV.3.10: Third defect hypothesis: current layout scheme (left) and simulation result (right)

IV.3.4.4 First rough result

The three simulations shown above were then compared to the magnetic field acquired on the device as

in figure IV.3.6. The simulation with the maximum correlation to the measurement is the second one; it

was possible, just by comparing the two magnetic images, to see the affinity between them. The higher

value of the correlation then gave the correct result in terms of position of the short circuit.

The Simulation Approach applied here was sufficient to identify the area of the circuit where the

defect was situated. However its precise location had still not been found.

IV.3.4.5 Finer localization

 
D. Increased resolution 
The simulations shown earlier were sufficient to identify the 

area of the circuit where the defect was situated. However its 
precise location had still not been found. To do that, a second set 
of simulations had to be performed. On the simulations we 
swept the position of the short circuit shown in the central image 
of Fig. 6 and Fig. 7 with a step of 1µm. This process is presented 
schematically in Fig. 8. The results of the correlation with the 
second set of simulations gave us the precise location of the 
short circuit. Fig. 9 shows the variation of the correlation in 
function of the short circuit displacement. This figure shows that 
a variation of the position of the simulated short circuit 
corresponds to a regular variation of the evaluated correlation.  
The maximum of the correlation corresponds to the exact spot 
where we decided the short circuit would be found. 

 
Fig.9 Correlation in function of the displacement E. Results 

The results of the analysis on the ST device permitted us to 
validate the new methodology. In the end the short circuit was 
found between the positive and the ground tracks; after 
cross-sectioning the circuit, the defect was validated by 
scanning electronic microscopy inspection, as shown in Fig. 10. 

The results of the cross-sectioning show that the metal track 
(the one in the middle) had completely melted, making a net 
contact with two different lines (located on the left and on the 
right at the bottom of the picture). 
 

V. CONCLUSIONS 
 

In this paper we have explained the new developments of this 
methodology and we have shown how it can greatly improve 
MCI. This new way of using the Magnetic Microscopy 
technique allows us to finally localize defects at package and IC 
level even when other techniques have failed.  

All the different steps of the method have been explained in 
detail together with how this technique can be used not only as 
complementary to other FA methods, but as a standalone and 
fully explicative way of failure localization.  

The analysis performed on the case study then validated the 
technique, showing how it can be exploited in practice. 

This new methodology can be applied to a very wide range of 
components. We have shown it on a depackaged device, but it 

can be used with all kinds of different packaged devices. It is in 

fact most useful for multi chip components, such as System in 
Package, where the depackaging process may destroy the 
physical defect.  

Fig.10 FIB Cross Section of the defective device showing the short circuit. 
The fusion of a metal line is observed. 
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Figure IV.3.11: Short circuit line shift

To localize the defect precisely, a second set of simulations had to be performed. In this case a

particular version of the line shift transformation explained in section III.3.1.1 was applied to the short
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circuit line. A schematical view of this shift is shown in figure IV.3.11. While shifting the small vertical

line, all the currents flowing around it were changed. The step chosen for the shift was of 1µm. The

results of the correlation with the second set of simulations gave the precise location of the short circuit.
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Figure IV.3.12: Correlation in function of the line shift

In figure IV.3.12 the variation of the correlation in function of the short circuit displacement is shown.

This figure shows that a variation of the position of the simulated short circuit corresponds to a regular

variation of the evaluated correlation. The maximum of the correlation corresponds to the exact spot

where the short circuit was found.

 
D. Increased resolution 
The simulations shown earlier were sufficient to identify the 

area of the circuit where the defect was situated. However its 
precise location had still not been found. To do that, a second set 
of simulations had to be performed. On the simulations we 
swept the position of the short circuit shown in the central image 
of Fig. 6 and Fig. 7 with a step of 1µm. This process is presented 
schematically in Fig. 8. The results of the correlation with the 
second set of simulations gave us the precise location of the 
short circuit. Fig. 9 shows the variation of the correlation in 
function of the short circuit displacement. This figure shows that 
a variation of the position of the simulated short circuit 
corresponds to a regular variation of the evaluated correlation.  
The maximum of the correlation corresponds to the exact spot 
where we decided the short circuit would be found. 

 
Fig.9 Correlation in function of the displacement E. Results 

The results of the analysis on the ST device permitted us to 
validate the new methodology. In the end the short circuit was 
found between the positive and the ground tracks; after 
cross-sectioning the circuit, the defect was validated by 
scanning electronic microscopy inspection, as shown in Fig. 10. 

The results of the cross-sectioning show that the metal track 
(the one in the middle) had completely melted, making a net 
contact with two different lines (located on the left and on the 
right at the bottom of the picture). 
 

V. CONCLUSIONS 
 

In this paper we have explained the new developments of this 
methodology and we have shown how it can greatly improve 
MCI. This new way of using the Magnetic Microscopy 
technique allows us to finally localize defects at package and IC 
level even when other techniques have failed.  

All the different steps of the method have been explained in 
detail together with how this technique can be used not only as 
complementary to other FA methods, but as a standalone and 
fully explicative way of failure localization.  

The analysis performed on the case study then validated the 
technique, showing how it can be exploited in practice. 

This new methodology can be applied to a very wide range of 
components. We have shown it on a depackaged device, but it 

can be used with all kinds of different packaged devices. It is in 

fact most useful for multi chip components, such as System in 
Package, where the depackaging process may destroy the 
physical defect.  

Fig.10 FIB Cross Section of the defective device showing the short circuit. 
The fusion of a metal line is observed. 

 
REFERENCES 

 
[1] S.F. Al-sarawi, D. Abbott and P.D. Franzon, “A Review of 

3-D Packaging Technology,” IEEE Trans. on Comp., Pack. 
and Manuf. Tech, part B, vol. 2, pp.2-14, no. 1, February 
1998. 

[2] L.A. Knauss et al., “Scanning SQUID Microscopy for 
Current Imaging”, Microelectronics Reliability, no. 41, 
pp.1211-1229, February 2001. 

[3] M. Hechtl, G. Steckert and C. Keller, “Localization of 
Electrical Shorts in Dies and Packages using Magnetic 
Microscopy and Lock-in-IR Thermography”, Proceedings 
of 13th IPFA, pp.252-255, 2006. 

[4] S. Chatraphorn, E.F. Fleet, F.C. Wellstood and L.A. Knauss, 
“Noise and Spatial Resolution in SQUID Microscopy”, 
IEEE Trans. on Appl. Supercond., vol.11, no.1, pp.234-237, 
March 2001. 

Fig.8 Displacement of the short circuit simulation 

9781-4244-3912-6/09/$25.00 ©2009 IEEE                                 211                           IEEE Proceedings of 16th IPFA - 2009, China 

Figure IV.3.13: Device FIB cross-section
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IV.3.5 Results

The results of the analysis on the ST device allowed the validation of the new methodology. In the end

the short circuit was found between the positive and the ground tracks; after cross-sectioning the circuit,

the defect was validated by Scanning Electronic Microscopy inspection, as shown in figure IV.3.13. The

results of the cross-sectioning show that the metal track (the one in the middle) had completely melted,

making a net contact with two different lines (located on the left and on the right at the bottom of the

picture).
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CHAPTER IV.4

Three-dimensional Test Vehicle: reconstruction of a 3D current path

In order to validate the Magnetic Microscopy technique with the help of simulations for three-dimensional

components, a test vehicle was built. In this way it was possible to show the benefits of the Simulation

Approach for three-dimensional currents shown in chapter III.4.

IV.4.1 Test Vehicle conception

Figure IV.4.1: Layout of a layer of the test vehicle

The test vehicle consisted of a stack of Printed Circuit Boards (PCBs), with several tracks represent-

ing the interconnections between the different modules of a system. The vehicle was built to represent

the geometry of the interconnections on a 3D component, such as a System in Package, as closely as

possible. In figure IV.4.1 it is shown how each layer of the stack of PCBs is composed. There are several

145
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possible current lines on each layer, and the layers are linked to each other by small metallic wires. The

composition of the different layers is then shown in figure IV.4.2.

Figure IV.4.2: Schematic view of the Test Vehicle

In figure IV.4.3 the final assembled test vehicle is compared with a real case device from the French

manufacturer 3D-Plus with approximately the same dimensions. In order to obtain the map of the cur-

rents, the steps described in chapter III.4 were followed.

IV.4.1.1 Electrical setup

The test vehicle was built to emulate a generic System in Package presenting a short circuit between

power and ground. It therefore contained a three-dimensional conducting path with a total resistance of

approximately 10Ω running inside the structure. The current injected into the sample was the result of

a trade off between the maximum power permitted in a typical defective device and the need to have a

magnetic signal, which is strong enough at long working distances, given that the magnetic induction
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Figure IV.4.3: The test vehicle (left) and a real case SiP (right)

field is inversely proportional to the square value of the distance. Therefore it was decided to apply a

current of 3mA. The total power dissipated was:

P = RI2 = 10Ω(3 · 10−3A)2 = 10 · 9 · 10−6W ≈ 0.1mW (IV.4.1)

IV.4.2 Magnetic acquisitions

As the information needed about the topology of the metal lines was already known, X-Ray images were

not acquired. Therefore the first acquisition to be performed was a magnetic scan.

IV.4.2.1 Flat scan

Figure IV.4.4: Magnetic scan (left) and MCI image (right) of the test vehicle

This is shown in fig.IV.4.4, together with the results of the MCI analysis. Thanks to the application

of the MCI algorithm, it was possible to obtain the location of the current flowing in the line closest to
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the probe. It was not possible to focus on currents flowing in other layers of the sample using MCI, as

they were both too far from the probe and hidden by the top current.

By proceeding with the basic simulation approach alone, it would have been possible to localize some

of the other currents which were buried inside the sample. However, some of the currents were flowing

on the z axis and therefore did not produce any magnetic field in the z direction, and some currents would

have been hidden by those flowing above them. The only solution which could map all the currents

flowing inside the device was to proceed to tilt the sample.

IV.4.2.2 Sample tilt

The flat and titled scans produce different information about the currents flowing inside the vehicle.

While the flat scan gives the precise position of the currents flowing on the top layer, the tilted scans

can give additional information about the deep buried currents. The schemes of the flat and tilted scans,

together with the photographs taken during the scans, are shown in figure IV.4.5. These images show

how it is possible to map currents even when their projections are superposed on the x − y plane. The

projection of the currents on a plane parallel to the surface of the sample is not enough to distinguish the

different lines. However, when the sample is tilted, the currents projected on the measurement plane are

not superposed.

From a physical point of view, the projections of the currents on this new scanning plane represent the

information given by the other components of the Magnetic Induction Field which were missing from the

first scan. By using the standard MCI technique it would not have been possible to map any of the currents

inside the sample, as all of them would have been too far from the probe. The Magnetic acquisition for

the tilted sample, together with the superposition of the MCI image to the optical acquisition are shown

in figure IV.4.6.

IV.4.3 Magnetic simulations

Due to the information given by the MCI and the information about the internal structure of the sample,

only a limited set of simulations was necessary. The position of each simulated current inside the sample

was varied, layer by layer, in order to understand the relation between the distance from the currents to

the SQUID and the space resolution obtainable.

Therefore, for each current path (or set of paths) of the sample a number of simulations was per-

formed, each representing the different possible positions of each line, until the relative maximum of the

correlation was obtained.
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Figure IV.4.5: Sample measurements, tilted (left) and flat (right)

IV.4.4 Results

With this procedure it was possible to localize with precision the entire current path with a resolution

sufficient to localize all the electrical defects at assembly level. Even though the high working distance

problem was solved by using the simulation approach, by tilting the sample it was possible to increase the

spatial resolution and to visualize those currents flowing underneath other currents. It was also possible

to map currents flowing along the z axis, which do not make any contribution to the z component of the

magnetic induction field, as this is generated in accordance with the Biot-Savart law of equation II.1.25.

The resolution obtained was highly dependent on the working distance, as could easily have been

predicted. For the top layer, the resolution was of approximately 5µm. It then decreased linearly with
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Figure IV.4.6: Tilted Magnetic scan (left) and superposition of the MCI to the optical acquisition (right)

Figure IV.4.7: Simulated currents

the working distance. For currents more than 2cm from the probe it was then impossible to discern the

magnetic signal from the noise, so all the simulations gave almost the same correlation.

In figure IV.4.7 all the lines which were simulated are shown. For each of them, a few positioning

hypotheses were simulated and compared with the measurements. In the graph in figure IV.4.8 the results

of the correlations are shown. The study started with the simulation of the currents placed furthest away

from the SQUID. By shifting the simulated lines, it was possible to find the relative maximum of the

correlation for each current. The study passed then to a new current line and the same process was

repeated. In figure IV.4.8 it can be seen that there are small jumps in the correlation which correspond

with the simulation of a new line closer to the SQUID. The correlations shown are the results of the

average of the correlations obtained from both the flat and the tilted scan.

Finally, the highest correlation found was very next to 1, which is the maximum obtainable. This

correlation value was obtained when all the simulated currents were positioned in the right places on the

model, where the real current was actually flowing.
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Figure IV.4.8: Correlation function depending on the displacements of the simulated currents
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CHAPTER IV.5

Three-dimensional failure localization on a cube assembly: a deep buried
short circuit

The use of the MCI technique for three-dimensional System in Package devices has been previously

documented [70]. However, in that particular case studied all the currents were flowing on the external

part of the package. Therefore it was possible to perform the measurements at a short distance from the

currents. A case where the simple application of the MCI algorithm was not able to give the desired re-

sults will be presented here. This was because some of the currents were flowing as far as one centimeter

away from the package’s external surface. Consequently the MCI technique was not able to generate a

full map of the currents.

In such cases it is possible to find the current leak by using the Simulation Approach. By applying

this technique, it is therefore possible to reconstruct the current path with enough precision to isolate the

defect. To measure the precise value of the working distance, the fitting algorithm, applied using the

knowledge of the shape of the magnetic acquisition curve, was used, as has been explained in chapter

III.3.1.5. This new methodology was employed to find those parameters which previously could not be

found with sufficient accuracy.

IV.5.1 The failed device

The failed component studied was a memory stack from 3D-Plus. A certain percentage of the manufac-

tured components all presented the same type of defect: abnormal behavior observed during electrical

tests. Furthermore, only one failed device was provided for examination.
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IV.5.1.1 Sample Background
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Figure IV.5.1: Optical views of the DUT: the top of the component (top left), the bottom (top right),
one of the plain sides (middle) and the two sides with the vertical connections between different layers
(bottom). The coordinates indicate orientation of the device.

Figure IV.5.1 shows optical images of the DUT. It is an eight layer flash memory stack. Each layer

is composed of a strap board which connects the two sides of the component which have the vertical

connections, and a flexible PCB connected via bond wires to the memory chips.
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IV.5.1.2 Faulty behaviour

During the electrical characterization of the module performed with ATE (Automatic Test Equipment),

an abnormal current value was detected on the Write Enable pin of the 8th level (WE7). The test showed

a current of 65mA on this pin, which was only limited by the compliance of the equipment. However,

despite this faulty behavior, the device was fully functional.Electrical signature 

11Figure IV.5.2: Layout of the lateral connections of the sample: all the layers are connected to the external
pins by the lateral metallic tracks. The tracks under investigation are those which relate to the WE07 and
VCC pins.

As only the 8th level of the component presented an anomaly, comparative tests between the 7th (the

reference device) and 8th (the faulty device) levels were performed. It was then verified that all the other

levels (from the 1st to the 6th) behaved exactly as the 7th. The tracks under investigation can be seen

in the pin-out image in figure IV.5.2. Here can be seen the complete layout of the external connections

which are used to link the different layers of the circuit electrically.
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IV.5.1.3 Electrical tests

 

 
 
 

Figure IV.5.3: Differences in the electrical signatures between WE06 and WE07 pins versus GND, VCC1
and VCC. WE06 vs GND, WE06 vs VCC1 and WE06 vs VCC produced the same results and are
therefore all represented by the same line on the graph.

Electrical tests performed on the sample showed a current leak on the Write Enable pin of the 8th

level (WE07). The electrical signature of the defective pin was acquired and compared with that of the

7th layer pin (WE6). The module presented two VCC pins which were not connected internally (VCC

and VCC1). Therefore an acquisition of the current/voltage characteristic between the WE pins and,

respectively, the ground (GND), VCC and VCC1 was performed. The results are shown in figure IV.5.3.

It is clear from this picture that, as expected, there is no current flowing between the WE06 and the VCC,

VCC1 or GND pins.

The two curves relating to WE07 versus GND and VCC1 are very similar. In both cases, a small

amount of current (approximately 5µA) starts to flow if a high enough bias is applied. Finally, there

is a very high current leak flowing between the WE7 and VCC pins. The compliance used for this

measurement was 50µA, and it saturated before it could reach the 3V measurement limit. The current

flowing between the WE7 and VCC pins is a lot higher than the current on the reference device. This

signature does not show a direct short circuit, but a current leakage at some point in the device. The fact

that the signature of the failure showed on the WE07 pin, could easily have led to the conclusion that
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the defect was on the top layer of the sample. It was later proved, by using magnetic techniques, that the

defect was in fact very deep inside the device and not on this layer.

IV.5.1.4 Optical and X-Ray inspection

y

x

y

x

z

Figure IV.5.4: X-Ray acquisitions of the sample: top view (left)and side view (right).

The external optical inspection of the sample showed no sign of defects. An X-Ray inspection of the

sample was therefore carried out. In figure IV.5.4 the X-Ray acquisitions of the sample are shown. Due

to the complex nature of the assembly, it is not possible to see any defects in these images. In the side

view it is possible to see how complex the assembly of the device is: there are eight separated layers

composed of a lead frame, a strap board and the die. By acquiring an X-Ray image from above the DUT

it is therefore not possible to focus on a particular layer or to obtain sufficient information about the

internal layout. At this point in the analysis, it was still most probable that the defect was situated on the

8th layer. An attempt was made to focus the X-Ray image on this layer with no results.

IV.5.2 Magnetic Microscopy analysis

The best way to localize a defect without risk of destroying it is to use a non-invasive contactless tech-

nique, such as Magnetic Microscopy. An electrical setup which permitted the use of this technique was

therefore put in place.

IV.5.2.1 Electrical setup

To avoid applying too high a voltage on the pins, the maximum current allowed on the WE07 pin was

around 100µA. In order to get the best signal to noise ratio, magnetic acquisitions are usually performed

through an AC bias. The acquisitions are then filtered through a lock-in amplifier working at the same

frequency of the injected AC current. This makes it possible to filter out all the background magnetic
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noise, which is mostly due to the DC fields generated by ferromagnetic materials and the 50Hz field

generated by the system currents. The DC bias was then set to 2.5V to activate the defect and then added

a 1V pp AC voltage. The resulting current, I pp was approximately 100µA. For currents of this amplitude,

the MCI technique is the best solution for working distances of up to a few hundred micrometers, which

was the distance we had estimated from the top of the package to the 8th layer.

IV.5.2.2 Magnetic analysis

acquisitions are usually performed through an AC bias. The 
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Figure 8: Magnetic acquisition (left) and overlay of the 
results of the MCI calculations with the optical acquisition 
(right). 
 
A first scan showed no signal at all above the DUT. This was 
the first sign that the overcurrent was not flowing in the 8th 
layer. The lack of signal was also due to the package 
metallization, as part of this metal layer can become partially 
magnetized and prevent the magnetic acquisition from giving 
meaningful results in terms of MCI analysis. 
We therefore tried to acquire the magnetic signal from 
backside, which was not covered in metal. The result was a 
very noisy acquisition, but one which still provided some 
information that we could analyze. We therefore performed 
an MCI calculation to get an initial idea of the current 
distribution. The results can be seen in figure 8. We can see 
that the output current map is not very precise. To localize the 
current on the x-y axes with greater precision we performed a 
magnetic simulation of a current line. We started from the 
hypothesis that there was a current line on one of the layers. 
We then generated a set of simulations by varying the current 
direction and position. The results are shown in figure 9. The 
thin blue line represents the position of the simulated line 
which had the highest correlation to the measurement. We 

then superposed this result to an X-Ray image in order to 
obtain information about the current’s position in the circuit 
layout. 
 

 
 
Figure 9: Superposition of the MCI results, the current 
localization by simulation and the X-Ray image. 
 
As this step was not conclusive, we decided to perform 
magnetic acquisitions followed by MCI analyses on the sides 
of the sample, where there are all the connections between the 
pins of the device and the different layers of the stack. The 
MCI results are shown in figure 10. 
 

 

 

 
Figure 10: MCI results for the sides of the sample. 
 
These results showed that the current was not flowing on the 
top layer, but that it was buried deep inside the package. 
Surprisingly, the vertical currents stopped at the 5th level on 
both sides. This is the reason why the acquisition taken above 
the sample did not give any results: the current was flowing 
too far from the surface.  
Thanks to this last step, we were finally able to verify that the 
defect was on the 5th layer. To obtain more detailed results it 
was necessary to decrease the working distance. We therefore 
proceeded to perform physical deprocessing of the package by 
cutting the device just above the fifth layer. The results of the 
cross section are shown in figure 11. We then repeated the 
electrical tests performed earlier to be sure that we had not 
destroyed the defect. 
 After this step, the bi-dimensional layout of the current was 
obtained by performing a magnetic scan followed by an MCI 
analysis. The resulting current layout is shown in figure 12. 
In this image we can clearly see that there is a current 

Figure IV.5.5: Magnetic acquisition (left) and overlay of the results of the MCI calculations with the
optical acquisition (right).

A first scan showed no signal at all above the DUT. This was the first sign that the over-current

was not flowing in the 8th layer. The lack of signal was also due to the package metalization, as part

of this metal layer can become partially magnetized and prevent the magnetic acquisition from giving

meaningful results in terms of MCI analysis. An attempt was therefore made to acquire the magnetic

signal from backside, which was not covered in metal. The result was a very noisy acquisition, but one

which still provided some information that could be analyzed. An MCI calculation performed on this

acquisition gave an initial idea of the current distribution. The results can be seen in figure IV.5.5. It is

clear that the output current map is not very precise.



IV.5.2. MAGNETIC MICROSCOPY ANALYSIS 159

IV.5.2.3 First Simulation
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Figure 9: Superposition of the MCI results, the current 
localization by simulation and the X-Ray image. 
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These results showed that the current was not flowing on the 
top layer, but that it was buried deep inside the package. 
Surprisingly, the vertical currents stopped at the 5th level on 
both sides. This is the reason why the acquisition taken above 
the sample did not give any results: the current was flowing 
too far from the surface.  
Thanks to this last step, we were finally able to verify that the 
defect was on the 5th layer. To obtain more detailed results it 
was necessary to decrease the working distance. We therefore 
proceeded to perform physical deprocessing of the package by 
cutting the device just above the fifth layer. The results of the 
cross section are shown in figure 11. We then repeated the 
electrical tests performed earlier to be sure that we had not 
destroyed the defect. 
 After this step, the bi-dimensional layout of the current was 
obtained by performing a magnetic scan followed by an MCI 
analysis. The resulting current layout is shown in figure 12. 
In this image we can clearly see that there is a current 

Figure IV.5.6: Superposition of the MCI results, the current localization by simulation and the X-Ray
image.

To localize the current on the x − y plane with greater precision a magnetic simulation of a current

line was performed. Starting from the hypothesis that there was a current line on one of the layers, a

set of simulations was generated by shifting the current direction and position. The results are shown

in figure IV.5.6. The thin blue line represents the position of the simulated line which had the highest

correlation to the measurement. This result was then superposed to an X-Ray image in order to obtain

information about the current’s position in the circuit layout.

IV.5.2.4 Tilted acquisitions

As this step was not conclusive, it was decided to perform magnetic acquisitions followed by MCI

analyses on the sides of the sample, where all the connections between the pins of the device and the

different layers of the stack are located. The MCI results are shown in figure IV.5.7. These results

showed that the current was not flowing on the top layer, but that it was buried deep inside the package.

Surprisingly, the vertical currents stopped at the 5th level on both sides. This is the reason why the

acquisition taken above the sample did not give any results: the current was flowing too far from the

surface.
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Figure IV.5.7: MCI results for the sides of the sample

IV.5.2.5 Partial sample de-processingflowing in the middle of the sample. However, we still do not 
know on which exact z plane the current is flowing. 
Therefore a further magnetic simulation was performed.  
 

  
 
Figure 11: Side view (left) and top view (right) of the 
deprocessed sample. 
 
 

 
Figure 12: MCI results on the top side 
 
To evaluate the z plane on which the current was flowing 
with precision, we generated a magnetic curve fitting. This 
methodology was used in [15] to extract very useful 
parameters such as the z distance and the current amplitude. 
The results of our analysis are shown in figure 13. The red 
curve is the acquisition of the magnetic field on the y axis, 
while the blue curve is our fitting. The two curves are very 
similar, showing that the output parameters of the fitting are 
extremely precise.  
 

 
 
Figure 13: Fitting of the magnetic field. 
The fitting gave a z distance of 834µm from the probe. As the 
package was now already partially deprocessed, we were able 
to acquire an X-Ray image of only the 5th layer. By 
superposition of this image to the simulation it was then 
possible to precisely localize the exact z plane inside the layer 
on which the current was flowing.  
Now that we had found the vertical localization of the 
current, we were able to superpose the X-Ray acquisition of 
that layer to the current layout, as shown in figure 14. This 
figure shows the exact track where the current was flowing.  
 
 

 
 
Figure 14: Superposition of the MCI results to the X-Ray 
acquisition of the 5th layer 
 
Defect Localization 
On the fifth level of the sample, the WE7 pin should not be 
connected to the flex board. However, we can clearly see in 
figure 14 that there is an electrical connection on that pin. In 
order to validate the results, we did a comparison study 
between the 8th and 5th levels of the sample. 
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Figure IV.5.8: Side view (left) and top view (right) of the de-processed sample

Thanks to this last step, it was finally possible to verify that the defect was on the 5th layer. To obtain

more detailed results it was necessary to decrease the working distance. A physical de-processing of the

package was performed by cutting the device just above the fifth layer. The results of the cross section

are shown in figure IV.5.8. The electrical tests performed earlier were then re-performed to be sure that

the defect had not been destroyed.

IV.5.2.6 Further MCI analysis

After this step, the bi-dimensional layout of the current was obtained by performing a magnetic scan

followed by an MCI analysis. The resulting current layout is shown in figure IV.5.9. In this image it can

be clearly seen that there is a current flowing in the middle of the sample. However, the exact z plane

where the current is flowing is still unknown. Therefore a further magnetic simulation was performed.
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Figure IV.5.9: MCI results on the top side

IV.5.2.7 Evaluation of the z plane by the Simulation Approach

 

 

  
 

 
 

 

 

 

 

 
 

 
 

 
 

 
 

 

Figure IV.5.10: Fitting of the magnetic field

To evaluate the z plane on which the current was flowing with precision, a magnetic curve fitting was

generated as in section III.3.1.5. The results of this analysis are shown in figure IV.5.10. The red curve

is the acquisition of the magnetic field on the y axis, while the blue curve is the best fit. The two curves

are very similar, showing that the output parameters of the fitting are extremely precise.
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Figure IV.5.11: Superposition of the MCI results to the X-Ray acquisition of the 5th layer

The fitting gave a z distance of 834µm from the probe. As the package was now already partially

de-processed, it was possible to acquire an X-Ray image of only the 5th layer. By superposition of this

image to the simulation it was then possible to localize with precision the exact z plane inside the layer

on which the current was flowing. Once the vertical localization of the current was found, it was possible

to superpose the X-Ray acquisition of that layer to the current layout, as shown in figure IV.5.11. This

figure shows the exact track where the current was flowing.

IV.5.3 Defect Localization results

On the fifth level of the sample, the WE7 pin should not be connected to the flex board. However, it can

be seen in figure IV.5.11 that there is an electrical connection on that pin. In order to validate the results,

a comparison study between the 8th and 5th levels of the sample was performed.

In figure IV.5.12 the electrical contacts of the 8th layer are shown and enlarged. The two tracks

which are highlighted in the image are clearly open, so there is no contact with the external tracks which

connect the vertical layers to the pins of the component. These two lines need to be left open and not

connected to the external vertical tracks; as the dies are reported on these lines through bond wires, the

tracks were cut at this level. This same cut was performed on all the other layers in order to leave these

pins unconnected for all the dies.

In figure IV.5.13, the X-ray images of the 5th layer are shown. It has to be noted that one of the two

pins still makes a short circuit with the external connections. This defect was due to a misalignment of

the layers. While the 8th layer board had been correctly placed, the 5thh layer board had been slightly

shifted to the right. An enlarged view of the left-hand side of the two layers is shown in figure IV.5.14.
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Contact with the 
external tracks

No contact with the 
external tracks

Figure IV.5.12: Electrical contacts on the 8th layer

Here it can be seen that, due to a misalignment of the component during production, there was still a

part of the external lead frame remaining on the 5th layer. Not all the layers of the component had been

placed and cut in the same way. On the left-hand side parts of the lead frame which should have been cut

out were still present, as the 5th layer was shifted to the right. This is shown in figure IV.5.14. Meanwhile,

on the right-hand side of the layer the cut was performed further over to the left than it should have been.

Therefore parts of the lead frame which should not have been removed were cut out. In this case, the

track which should have been left open was short-circuited to the external vertical lines.
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No contact with the 
external tracks

Figure IV.5.13: Electrical contacts on the 5th layer

No external lead frame 
visible

Part of the lead frame 
still present

Figure IV.5.14: Connections on the 8th layer (left) and on the 5th layer (right)



CHAPTER IV.6

Conclusion

In this part, the developed Simulation Approach has been validated starting with a simple ground plane

example. Then a bi-dimensional real case, a three-dimensional test structure and a three-dimensional real

case are discussed. These examples focus on three-dimensional SiP-like structures, and do not include

TSVs that represent a higher level of density with a smaller pitch. At the time of writing, further research

to improve the Simulation Approach for these devices is ongoing.

165



166 CHAPTER IV.6. CONCLUSION



Conclusions

With the coming of new generation electronic devices, the Failure Analysis community has to take into

account a very wide set of new problems. As this world has struggled over the years to find ingenious

solutions in order to be able to work on Integrated Circuits made of smaller and smaller transistors,

the new challenge relates to the emergence of three-dimensional components and packages. For the

first time, these challenges are not only due to the shrinking of the feature sizes, but to a whole new

difficulty: stacking more devices inside the packages makes the failure analysis process more and more

complicated. This document deals with a step forward in the solution of this problem. In order to

perform a failure analysis on a three-dimensional component, there are many variables which need to

be taken into account. The same three-dimensionality of the packages make useless a set of techniques

which were previously used. Now, only techniques which are non-destructive can be used. The main

problem is that removing the package will not in this case expose all of the dies: only the techniques

which use the physical phenomena able to traverse matter can be used.

With this in mind some techniques were described in part I: for example, X-Ray tomography is a

very good candidate for visualizing defects on three-dimensional structures, as is Lock-in Thermogra-

phy. However, the most promising technique is Magnetic Microscopy, which permits the gathering of

information about the currents from outside the packages. This technique is used nowadays for defect

localization at both die and assembly levels in standard bi-dimensional devices. In order to be used for

three dimensional components, a number of developments need to be carried out. These developments

are the main topic of this work. As in part II the state of the art of Magnetic Microscopy was described

in detail, it became clear how the way it is applied today is limiting the current reconstruction procedure.

The new approach, based on the coupling of magnetic acquisitions and simulations, was presented in

part III. With the use of this Simulation Approach, it was possible to increase the technique accuracy, and

to map currents flowing very far away from the SQUID sensor. This first result was then used to generate

fully three-dimensional currents, even on very bulky components. To do that, it was concluded that the

measurement of the z component of the magnetic field alone was not enough: it was also necessary

to measure all the three components. This was performed by sample tilt: once the sample was tilted,

the measurement performed would be used to evaluate the other components of the vector B. Once all
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the components were measured, the application of the Simulation Approach allowed for full 3D current

reconstructions.

Still, to generate the simulations, some model simplifications had to be performed; the current lines

were considered mono-dimensional as in a wire model. The time taken over the simulations in this

case would be much less. However, this model could not intrinsically take into account bi-dimensional

current distributions. This would be the case for currents flowing inside a ground plane of a circuit. In

this case, even the standard MCI technique showed its limitations. The solution for this problem was still

found in the simulations: the bi-dimensional distributions could be discretized, not as in a usual Finite

Element Method simulator, which would be far too time consuming, but as a resistors network. Once

the currents flowing in each branch of the network were evaluated, the magnetic field could be simulated

and compared to the measurements, by applying the Simulation Approach described earlier. Finally, in

part IV the new discoveries in the field of Magnetic Microscopy were validated through their application

on four case studies. All the applications of the technique were shown: on a ground plane, with the help

of a test vehicle; on a standard Integrated Circuit, with the application of the Simulation Approach in

two dimensions; on a three-dimensional test vehicle; and, finally, on a real SiP Failure Analysis. All the

analyses were described in detail.

This work has opened the door to a new range of possible developments. The research done on the

Simulation Approach is just a first step in the solution of three-dimensional failure localization. This

approach has demonstrated that there still is important information coming out from the magnetic field

which so far has not had been used. The simulations are the way to extract the maximum from this

information, in order to increase localization accuracy and to generate three-dimensional current maps.

This technique can then be developed further: the transformations performed on the current lines can

be extended to a whole new set; the simulation itself can be optimized and quickened. Regarding the

acquisitions, they can still be improved: a thorough study of the available sensors can enable the map of

currents at very high resolution, and the acquisition of more than one component of the magnetic field at

the same time.

Furthermore, as electronic technologies keep developing, Failure Analysis is always expected to be

able to solve the problems, even on the most up-to-date components. New developments of TSVs bring

the 3D defect localization problem to a whole new perspective: the working distances are no longer

very high, but there is a high integration density in very small volumes. This is then transferred to

the interconnections: with more dies stacked on top of each other, there is a large number of vertical

connections, at very small distances from each other. For these cases, adding one segment at a time to

the simulation model is no longer possible. Some recent work on the Simulation Approach has shown

how very dense current layouts can bias the simulations, if all the currents are not taken into account [71].

In cases like this, the Simulation Approach alone is not able to localize with precision all the currents,

unless a more or less automatized algorithm is found.
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It is very well known, in fact, that the job of a failure analyst will become more and more challenging

in the years ahead, as the development of the techniques adopted cannot move at the same speed as the

microelectronics technologies themselves. Some new ways of performing the defect localization step

need to be found. The direction taken by this work is that of using the simulations to enhance standard

Magnetic Microscopy: however, a whole set of possibilities is open for research. It is possible, for

example, to integrate several techniques in the same process, as some complement each other. In this

way MM could be coupled with X-Ray tomography: where the former generates the map of the currents,

the latter can generate the background structure where the currents could be superposed. Or, LiT can

be used to precisely localize, in space, a change in the impedance which has already been pinpointed by

advanced TDR techniques. The new perspectives, as standard techniques are reaching their final physical

limitations, are to use them in combination.
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Acronyms

DUT Device Under Test

EoL End of Life

FA Failure Analysis

FIB Focused Ions Beam

FEM Finite Elements Method

FWHM Full-Width at Half Maximum

IC Integrated Circuit

IR Infrared

LiT Lock-in Thermography

MCI Magnetic Current Imaging

MM Magnetic Microscopy

MtM More than Moore

MCM Multi Chip Module

PCB Printed Circuit Board

PiP Package in Package

PoP Package on Package

SA Simulation Approach

SAM Scanning Acoustic Microscopy
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SEM Scanning Electron Microscope

SiP System in Package

SNR Signal to Noise Ratio

SoP System on Package

SoC System on a Chip

SQUID Superconducting QUantum Interference Device

TDR Time Domain Reflectometry

TEM Transmission Electron Microscope

TSV Through Silicon Via
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