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Introduction

Failure Analysis for electronics components is nowadays a very important step during the conception and
development of new electronic devices. When a component is found to be defective, it is very important
to understand the causes of the malfunction so that corrective measures can be put into practice. In this
way it is possible to prevent the same problem from repeating itself, and save huge amounts of money
which would have been spent on the customer returns of defective systems. It is in fact a lot cheaper
for the electronic industry to identify the defective devices as early as possible in design, qualification
and production process in order to avoid field return. After that, the components are assembled and sold
to the customers: the cost linked to the failures during all this process increases constantly. Sometimes,
as in the avionics electronics industry, or in space applications, it is of fundamental importance that the
maximum reliability possible is obtained, as once the defect manifests itself it will be too late.

One of the most complex steps of Failure Analysis is the defect localization: this is necessary to
pinpoint the exact spot in the device where the failure occurred. By doing so, it is possible to understand
the root cause of the failure and therefore think of possible countermeasures to apply. As foreseen by
Moore [1]], the number of transistors inside a microchip doubles every year (this rate has then be adjusted,
first to 18 months and then to 2 years). With a constant area of the chip, the size of each transistor is
destined to keep shrinking more and more. The techniques for failure localization used during the years
had to adapt and evolve in order to be able to keep up with this trend. While in the past the failure analyst
worked with transistors of the size of hundreds of micrometers, nowadays he or she has to face the big
challenge of localizing defects in a structure presenting transistors measuring tens of nanometers.

Still, with the physical limits of the transistors size quickly approaching, new ways of increasing
the capabilities of the circuits have been found. This time, instead of trying to increase the number of
transistors inside the single die, a number of ways to interconnect multiple dies inside the same package
were developed. With the arrival of these new technologies it has become extremely complicated to
perform a Failure Analysis (FA) process. The new packages have gone ’vertical’ [2], as was foreseen
by the More than Moore paradigm [3]. However, all the standard techniques for failure localization
are only suitable for bi-dimensional packages: as soon as the third dimension brought by the stacking

of different dies is taken under consideration, it becomes impossible to precisely localize the defect



without proceeding to deprocess the component. Yet whenever the components are de-packaged, there
is a high risk of destroying the defect and therefore losing all the relevant information. That is why, with
the increase of System in Package use in industry, the need for non-destructive techniques for failure
localization has quickly arisen.

This work was carried out in a collaboration between the IMS Laboratory, in the Bordeaux University,
and the French Space Agency, CNES, in Toulouse. As three-dimensional components are more and more
used for space applications (and it has been foreseen that their presence will even increase in the future),
the CNES needs to be well aware of the difficulties that this type of technologies can bring to the failure
analyst. Therefore the necessity of starting a thorough investigation of the techniques which could help
to analyse these components arose.

In the present work some new developments on localization techniques for three-dimensional elec-
tronic components are shown. These are performed through the introduction of simulations for an already
existing technique: Magnetic Microscopy (MM). The results obtained constitute one of the first steps to
solve the failure localization problem in the direction of the More than Moore’s world.

This document has been divided into four main parts. In the first part, a state of the art of new
three-dimensional components assembly is described. It is then followed by an up to date FA process
description, while keeping it as general as possible. A description of the devices reliability, in function
of the time of usage of such devices is shown, allowing the reader to understand why the need of Failure
Analysis has arisen in the first place. The whole process of failure analysis is then described in a general
way, starting from the electrical characterization of the defect, to the final results. Understanding the
process flow is of fundamental importance in order to understand why and when to use the different
techniques. Furthermore, most of the techniques are complementary to each other, and only a deep
and meticulous study of a single case can tell which techniques will be more appropriate. Localization
techniques, which are the main topic of this entire work, are therefore explained in more detail. The
most used techniques will be described in relation to their potential application to three-dimensional
components.

A second part will then explain in a deeper detail the Magnetic Microscopy technique. To understand
it, a short reminder of the physical laws which govern magnetic fields is needed. Therefore an introduc-
tion of the magnetic fields theory will bring the reader from the basic simplified Maxwell equations to
the Biot-Savart’s law, which governs the generation of the magnetic field from a arbitrary distribution of
the current density. Understanding this passage is needed as the following chapter of this part will be
dedicated to the opposite process: the magnetic microscopy technique is in fact used to reconstruct the
current density once the magnetic field is given. This problem is referred to as the inversion problem
for the magnetic field, and as it will be shown, it has no unique solution unless a certain number of con-
straints are applied. Finally, the MCI technique, which involves applying the inversion algorithm from

the measurement of the z component of the magnetic field above the sample is described.
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The third part of this work will be dedicated to the Simulation Approach (SA): a new methodology
developed to extend the capabilities of Magnetic Microscopy techniques. The basic principle is that of
comparing magnetic simulation generated by hypothetical current distributions to the magnetic acquisi-
tions of the real current distribution. The evaluation of the correlation between the two will then give a
measurement of the distance between them. Therefore, a magnetic simulator, based on the generation of
the magnetic field from the Biot-Savart law, has been developed. As the simulation needs to be fast (to
generate a vast set of different hypotheses) and accurate, a linear model was developed and programmed
under the Scilab environment. As the most commonly used magnetic sensors can pick up only the z com-
ponent of the magnetic field, by using these it is not possible to generate a map of the vertical currents:
the currents flowing on the z axis do not give any contribution to the vertical component of the magnetic
field. The methodology proposed in this work is that of performing a tilt of the sample. This will allow
the measurement of the other components of the magnetic field, and therefore give additional information
needed to localize vertical currents. This approach is then implemented in the simulation model. A last
section will describe the possibility of applying the Simulation Approach on a bi-dimensional current
distribution. It is in fact impossible, with the standard inversion algorithm, to generate a map of currents
flowing inside a plane, as it happens on the ground planes or in the substrate of the electronic compo-
nents. The proposed solution is still related to the simulations: the bi-dimensional current is discretized

into a set of mono-dimensional currents as a resistor network, and then simulated.

Finally, in the fourth part a set of case studies will be shown along with the results obtained from
this approach. The validity of the simulation methodology will be proven on different types of defects
in different components. Starting from standard bi-dimensional components up to full three-dimensional

multi-dies packages, this new approach is shown to be working on all types of samples.

There has been a skyrocketing increase in the evolution of three-dimensional structures in micro-
electronics in recent years: defect localization in such structures is a very important topic, and this work
explains how this problem can be solved by using a novel approach based on Magnetic Microscopy anal-

ysis.






Part I

Failure Analysis: State of the art






cHAPTER 1.1

New needs: 3D packaging

As far back as 1965, Gordon Moore, by looking at the trends of Integrated Circuits of the time, firstly
understood what was going to be called later the Moore’s Law: the number of transistors inside an Inte-
grated Circuit (IC) would double every year [[1]. This trend has been respected, with a few adjustments in
the time slots, up to now. However, as the transistors move more and more into the nanoelectronics do-
main, the limitations of such scaling trend are not too far to be reached. Furthermore, the size of today’s
transistors is such that a number of new physical phenomena are being seen, which need to be studied in
order to find a way to a solution. Consequently, the reliability of new ICs is constantly challenged: deep
sub-micron technologies pay the price of high performances with the loss of yield, decrease in lifetime
and reliability [4]. The easiest solution of this dilemma has therefore been the 3D: instead of, or even
together with, decreasing the size of a single component, the industry started to move to the integration
of more ICs inside the same package. Two other reasons for this type of integration are the new needs

for so-called nomad applications, which need to be light and small, and cost related factors.

The need for heterogeneous functions in nomadic applications led to the invention of the System on
Chip (SoC) technologies: having the possibility of mixing different technologies in the same substrate
(for example, digital and analog) seemed to be the right way to overcome the limitations of standard
ICs. However, the SoC solution presents a number of drawbacks: it still needs to follow Moore’s law to
increase its performances, and its reliability is still much lower than the standard ICs, as the integration

of multiple technologies is not always straightforward [S]][6]].
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I.1.1 More than Moore

As the standard ICs, following Moore’s law, are not able to answer all of today’s needs, a new axis of

technology has been developed: what has been called the More than Moore (MtM) axis [3].

More than Moore: Diversification I
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\/
Beyond CMOS

Figure I.1.1: More Moore and More than Moore

In the end, the combination of the two axes will give the best results in terms of performances, weight
and size.

The More than Moore axis leads to the development and integration of different heterogeneous de-
vices inside the same package. The resulting three-dimensional component, which has theoretically all
included in one package, is the so called System in Package (SiP). The More than Moore market has
been constantly growing during the last 10 years, and it is expected to keep growing due to the new

applications on portable products [[7][8]].

I.1.2 SiP advantages

By using 3D technologies for the packaging, a set of advantages can be achieved [9]. The most visible
ones are of course the size and weight of the package, which are extremely reduced with respect to the
use of single packaged components.

As transistor sizes decrease more and more over time, the number of transistors on the same die

increases exponentially. Therefore, a most limiting problem is the use of several metal layers. The
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interconnections in this way become longer and longer. It is now clear that they limit IC performances
due to parasitic resistances and capacities [5]. Reduction of the interconnections by simply putting the
different dies closer to each other, as in multi chip solutions, increases the component performances in

terms of speed, noise and power consumption.

I.1.3 3D technologies

There is a wide set of SiP technologies, with different naming. In this section, a short review of the most
common is given. A full bibliography on the different techniques for stacking ICs would be out of the
scope for this document: the reader will be directed to the given references to get a deeper understanding

of them.

1.1.3.1 Multi Chip Modules (MCM)

Figure 1.1.2: Example of Multi Chip Module

MCMs were the first components to include a whole system inside one package. Even though there
is more than one die in the package, the different dies are not stacked, but connected in the package on
the same vertical layer. In comparison to 3D technologies, MCM are easier to build, and present a much

higher yield: however, performances attainable with such components are not the same as those for SiPs,
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as the interconnections are much longer, and the silicon area wasted is much larger [10]. An example of

Multi Chip Module can be seen in figure [.1.2]

1.1.3.2 Package on Package (PoP)

F — e

Figure 1.1.3: Example of Package on Package device

The PoP is a solution to stack inside the same package two already packaged [10] devices. It is most
often used for stacking memories together with a processor at the bottom: in figure [.1.3] an example of
PoP is shown. The bottom layer, where the processor lies, has the possibility to have more connections

through the external pins, while in the upper layer are stacked memory chips, needing fewer connections.

I.1.3.3 Package in Package (PiP)

Figure 1.1.4: Example of Package in Package device
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PiP technology is very similar to the PoP. The difference is in the higher level of flexibility, so that
more packages can be stacked one on top of each other and bonded together in a bigger package [LT][10].
An example of PiP is shown in figure [[.T.4]

1.1.3.4 System on Package (SoP)

From a definition given by Tummala [12]], a System on Package differs from a SiP device by integrating
not only active dies, but also passive components. However, from the assembly level Failure Analysis,
which is the main subject of this work, the difference between SiP and SoP can be considered of no

importance.

I.1.4 Vertical connections

From the point of view of a failure analyst, it can be very interesting to understand all the different
types of vertical integrations for SiP devices. The number of possibilities for vertical connections is
very wide; furthermore very often more than one connection technology is used in the same package,
as for example in [13]]. The way the vertical connections are performed is very important when trying
to reconstruct the current paths flowing between the different layers. Therefore a brief explanation is

needed, mostly regarding the position and type of such connections.

I.1.4.1 Bonding wires

Figure 1.1.5: Stack of four dies connected with bonding wires
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The oldest and easiest way to connect stacked dies inside the same package is to wire-bond them,
as shown in figure [.T.5] In terms of efficiency, however, this is not the best way, as the presence of the
bonding wires increases all the parasitic variables inside the circuitry. Many different solutions have been

found over the years in order to stack more and more dies on top of each other.

-1

uuuuu

T "~ Individual package

Figure 1.1.6: Schematic view of a PiP connected internally through bond wires

A diagram of a possible PiP solution is shown in figure [.T.6]

1.1.4.2 Lateral connections

In this type of configuration, all the connections are performed on the sides of the components [2] [[14].
Very often, the single dies (either singularly packaged or not) are bonded to a strap layer, often consisting
of a PCB. The PCBs of all the layers are then connected to their sides vertically.

Sometimes, as shown in figure ml, the vertical connection can be established on the external side

through an IC directly connected to the lateral connections.

1.1.4.3 Solder bump interconnections

In some cases, two or more dies can be simply connected to each other through solder bump, in a flip-
chip configuration [[15]. Even though this technique does not allow for stacking a huge number of dies,
it is quite widely used as it is reliable and relatively easy to put in place. An example is shown in figure
[.1.9
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xBus metal

Figure 1.1.7: Vertical connection on the external sides of the package
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Figure 1.1.8: Vertical connection through an additional vertical die
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Figure 1.1.9: Vertical connection through solder bumps
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I.1.4.4 Through Silicon Vias (TSV)
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Figure 1.1.10: Vertical connection with Through Silicon Vias

The latest technique used for vertical connections is the Through Silicon Via [[16][17]. An example
from [18] is shown in figure [.LI.T0] The silicon dies are pierced through their substrate, and filled
with metal [[19]. Then direct vertical connections are possible by aligning dies directly on top of each
other, only divided by a small insulating spacer. There are plenty of different techniques to build such
connections, and the precise description of all of them would be off topic in this work. What is interesting
here are the common added values of such technology, as it allows for the best performances: the length
of the interconnections is minimized, together with the parasitic resistances and capacities. Therefore,
speed and frequency are considerably increased.

At this stage of development the main drawbacks are yield and reliability. These problems have not

yet been fully resolved.

I.1.5 Conclusion

The list of technologies showed in this chapter is not exhaustive. The aim was to show how three-
dimensional components are possible today. Almost every manufacturer has its own technique for stack-
ing dies, and a full set of different names are used. The result is that a study of different technologies is
needed to better understand the needs in terms of Failure Analysis and reliability, which is the subject of
this document. In fact, the Failure Analysis of 3D components is challenged by a large range f different
technologies used to create the packages, and each of them chould be considered separately; an example
of the problems that can be expectes is shown in [20].

Before moving on to the specific Failure Analysis challenges posed by 3D devices, it is mandatory to
look at the general FA process, and at those techniques which could have an application in this domain,

in order to determine what is lacking and hence needs to be developped.



CHAPTER 1.2

Failure analysis and reliability

An electronic component can manifest a defect during its entire life: whenever this happens, a precise
Failure Analysis needs to be performed. During the design stage, for example, it is needed in order to
debug any possible design mistake or technological issue. In this scenario, the understanding of the root
cause of the defect is necessary to make the right modifications and get a functional device.

As it is easily understandable, even the components which are already released on the market can fail
due to defects: they are generally divided in "early stage", "random" and "end of life" failures [21]]. In

figure [[.2.1] the qualitative curves for the failure rates due to the three different factors is shown.

Infant

End of Life

Failure Rate

Random

Time
Figure 1.2.1: Failure rates
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Early stage failures are those which are usually referred to as infant mortality, as they appear in the
very first moments of the life of the product. Their failure rate is therefore very high in the beginning,
and quickly decreases after that, as shown by the blue curve of figure They are mostly due to failed
processes or assembly. It is in fact possible to reduce the rate of these failures by increasing the design
tolerances, or by decreasing the product specifications. This type of failure has to be avoided, as it results
in the customer receiving an already defective part. It is possible therefore to apply a "screening" process

and ageing the parts up to the point where the failure rate is low enough.

Random failures, shown in green in figure [[.2.1] are not avoidable. They can arise from a large

number of different factors which cannot be controlled.

Finally, the failures represented in figure with a red curve are due to the end of life of the

product: in fact they occur more frequently with time, and become significant after the device reaches its

End of Life (EoL).

The sum of the three curves explained above gives the total failure rate of the component. It is usually

referred to as the "Bathtub curve", and is shown in figure [.2.2]

Failure Rate

Time

Figure 1.2.2: Bathtub Curve

The figure shows how the higher failure rate occurs in the areas representing the early stage and the

end of life; the component is then most reliable in the middle part of the curve, which therefore represents

the period of its usefulness.
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I.2.1 Failure Analysis outcomes

When a failure occurs, it is necessary to analyze it in order to understand its cause, and therefore increase
the reliability of future products. Starting from the results of a successful Failure Analysis, it is possible

to plan a corrective action which in turn can result in [22]]:

e Correcting design errors
e Shortening product development
e Increasing yield

e Reducing the failure rate

Therefore the aim of the analyses is to increase the overall reliability, e.g., move downwards the
curve of figure[[.2.2]

1.2.2 Failure Analysis process flow

A good analysis always starts with the understanding of the problem: the failure mechanisms which
intervene also depend on the zone of the Bathtub curve in which the component is situated [23]]. There is
an infinite set of possible failure modes which are due to a very broad range of possible defects. Finding
the right solution to the particular problem is not a simple task: there is no right process which can be
repeatedly applied for each case study. As explained by Ferrier in [24], there is not a single process flow
which can be applied every time, but more a general scientific method metaprocess which in turn can
generate the right particular process for the case under study.

For the purpose of clarification, however, it is not impossible to illustrate an example of process flow
which is abstract enough to be applicable to a wide set of analyses. It will be shown here to define
the different steps and the different techniques most widely used by failure analysts. In figure an
example of process flow is shown.

Once an electronic component is found to be defective, the first step is that of reproducing the failure
in the FA laboratory. To do that, a more or less extensive electrical test is performed. The electrical
characterization is needed for different reasons: first of all, the failure has to manifest itself on the
analysis site. Furthermore, the electrical signature of the defect gives relevant information regarding the
failure itself. More precisely, it is possible to understand if the defect is logical, short or open circuit. In
many cases the abnormal behavior of the device manifests itself only in a determinate bias mode: this

information is vital then for using localization techniques in the right way.
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Figure 1.2.3: Failure Analysis Process Flow
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An optical inspection then is performed, followed by an X-Ray acquisition. The optical inspection
gives information about the shape of the sample, so that the right de-packaging technique can be used
later on in the process. The pictures taken in this step will also be used coupled together with some
localization techniques. The X-ray acquisition is a fundamental part of the initial process of examining
the internal structure of the sample, as for example the shape of the lead frame, the number of dies or the
position of the dies. In case a decapsulation technique needs to be used, this acquisition is also needed
to know how to proceed with the de-packaging process.

The next step is to perform the actual defect localization. For this purpose, a wide range of techniques
can be used. They will be explained in more detail in the next chapter. The first step of failure localization
is performed by using one or more of the techniques which do not require any sample de-processing, so
that any defect at assembly level is not lost.

Component de-packaging is therefore performed by keeping in mind the first results obtained by
localization techniques. The part can be opened either on frontside or on backside. The backside analysis
allows for a better application of some localization techniques, but is more complex to perform. The X-
Ray acquisition previously obtained also gives the information relevant to the die position, and therefore
to the right de-processing steps to apply. Following this, a further visual observation is used to gather
information about the surface of the die.

In this phase, one face of the bare die is exposed, and more precise localization techniques, such as
laser or light emission, can be used. Also the same techniques used before, such as thermal or magnetic
techniques, can be re-used now to get a better spatial resolution.

At this point, the defect is precisely localized. In order to verify the localization, the die has to be
de-processed. Two different possibilities are available: a simple cross section, followed by a Scanning
Electron Microscope (SEM) analysis, or a FIB (Focused Ions Beam) cut used to extract a lamella, which
in turn will be analyzed with a Transmission Electron Microscope (TEM) to get a better resolution. This
final inspection will contribute to the understanding of the root cause of the failure, which is the main
goal of the failure analyst.

So far, the big challenge of defect localization has been outlined, as well as the complexity of inter-
connections in three-dimensional packages. The next step is to look at possible techniques, which are

usually applied at package level, and which have been adapted to 3D defect localization.
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CHAPTER 1.3

Defect localization techniques

Failure Analysis for electronic technologies can be a very complex task. It has to take into account a huge
number of parameters, like, for example, transistor sizes and voltage levels, in order to adapt to find the
right solution for the right failure. This means that every case is unique, and has to be treated accordingly.
That is why, depending on the type of failure and on the type of circuit, a number of techniques has been

developed.

There are different types of localization techniques, which use different physical phenomena in order
to extract information from the defective device. The techniques can be classified in several different
ways by taking into account different parameters. A classification example could be that of separating
them into those directly linked to the electrical behavior of the device, and those which are not. Or, they
can be divided into non-destructive, semi-invasive and destructive techniques. For the purpose of this
document, the decision was taken to separate the techniques according to the possibility to apply them to
three-dimensional components. In this chapter a brief description of the most commonly used techniques
for three-dimensional components will be given. For the other techniques, the reader can find plenty of
literature elsewhere. A good and complete collection of documentation for Failure Analysis techniques
can be found in [25]].

The techniques described in this chapter are those related to package level defect localization which
can be applied to three-dimensional devices. If the defect is located at die level, it is possible to go back

to a more standard process, as described in the previous chapter.
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I.3.1 Scanning Acoustic Microscopy

The Scanning Acoustic Microscope (SAM) is used for non-destructive detection of cracks and delamina-
tions at package and assembly level [26]. It can be used for various types of assembly techniques, from
wafer bonding to flip-chip. It uses the acoustic waves to image the materials inside the packages. The
ultrasounds can in fact be transmitted through materials when light cannot. To do that, a piezoelectric
transducer is used in order to transform an electric signal into a mechanical wave. In order to couple the
transducer itself and the Device Under Test (DUT), the sample is immersed inside de-ionized water. The
piezoelectric transducer is then coupled with a spherical lens which is used to focus the waves in one
single spot, as shown in figure[[.3.1] The best attainable resolution with this technique has been reported

[27] to be in the order of the tens of nanometers.

1.3.1.1 SAM setup

In the simplest setup, the transducer is also a sensor for the waves: for the microelectronics applications,
the used frequencies are in the range of 15-300M Hz. The ultrasonic energy is emitted as a short duration
pulse, which presents an infinite spectre of frequencies distributed in a Gaussian shape [28]]. There are
three different setups which can be established for the use of the acoustic microscope: A-scans, B-scans

and C-scans. The three of them can be used in the same analysis to obtain more information.

A-scan

The A-scan, shown in figure consists in placing the transducer on top of a fixed point of the Device
Under Test (DUT). The emitted signal is partly reflected and partly transmitted on the internal surfaces
of the circuit. The acquisition of the reflected waves at the transducer level gives the information of the
depth of the surfaces, once the wave velocity is known. It is therefore possible in this way to measure

the thicknesses and to set the transducer focus.

B-scan

The B-Scan is a virtual cross-section of the DUT. It is performed by plotting together a series of A-Scans
on a line by using gray scale imaging, as shown in figure This scan is very effective to reveal die
tilts, or to determine whether some defects on the surface of the sample are interfering with the acoustic

signals.

C-scan

Finally, the C-Scan is used to obtain information about a single horizontal plane inside the sample, as

shown in figure [[.3.4] The basic idea is that of filtering in the time domain just one part of the signal
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Figure 1.3.1: Scanning Acoustic Microscopy setup
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Figure 1.3.2: Setup for A-Scan [26]: the wave reflected at each interface is acquired so that the depth of

each surface is evaluated
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Figure 1.3.3: Setup for B-Scan [26]]: it consists of a sequence of A-Scans performed on a line of points
on top of the sample. The reconstructed image is a virtual cross-section.

obtained by the A-Scan. The gated time then represents a specific surface at a certain depth. The scan is

performed on an x-y surface in order to obtain a bi-dimensional map of the desired object.

1.3.1.2 SAM applications

This technique is used for localizing mostly packaging defects. It is principally used for the verification
of the different connection for the presence of voids or delaminations. It can therefore be used to study
the adherence of the different materials on the die, and to verify the characteristics of the materials,
like elasticity and homogeneity. In figure an example of the application of Scanning Acoustic
Microscopy for the localization of delaminations is shown.

1.3.1.3 Picosecond SAM

When a laser beam pulse is directed at the surface of an Integrated Circuit, several different phenomena
appear. The most common ones are the photo-electric and the thermic carrier generation, which are used
by a number of localization techniques at die level. Furthermore, the interaction of the semiconductor
with the beam also leads to a secondary effect: an acoustic pulse is produced. The precise characteristics

of the wave depend on the physical parameters of the matter and on the laser pulse. The acoustic wave
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Figure 1.3.4: Setup for C-Scan [26]: a sequence of acquisitions is performed on an x-y plane on top of
the sample. The acquisitions are then filtered in time so that only one surface is plotted.

Figure 1.3.5: SAM analysis of a microchip
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propagates as usual in the IC, and is partially reflected at the interfaces. The acoustic wave is able to alter
the optical characteristics of the materials locally, so that the optical reflectivity on the surface changes.
This variation can be measured by sending a second laser pulse, working in probe mode. The reflected
wave of this second pulse is measured with the use of a photodetector [29]].

The wavelength of the acoustic wave is in this case in the order of the picoseconds, which allows for
a much higher spatial resolution. However, the penetration depth is not significant enough to be able to
perform full 3D analyses.

Therefore, one of the big limitations of acoustic microscopy is the trade-off between resolution and
absorbtion. High frequency scans give the accuracy needed for 3D (TSV), which is approximately 10um
in all directions (x, y and z), but it also results in higher absorption, making the analysis of thick 3D

systems impossible.

1.3.2 X-Ray Microscopy

One of the most powerful imaging systems for Failure Analysis is X-Ray microscopy. This kind of
equipment, which is widely used in other fields (like medicine), is very useful to visualize the internal

structure of the sample.

1.3.2.1 Physical principles

X-ray source - isi
Y scintillator v||§|ble CCD camera
_ : screen ight
TN
|[x-ray beam

visible light
coupling lens or

i {1V ackage
L packag optical fiber taper

sample

Figure 1.3.6: Typical X-Ray System [30]

In figure[[.3.6]a typical projection imaging system is shown. The X-Ray radiation is produced by the
source and transmitted through the sample. The radiation is projected to a detecting system, typically

composed of a scintillator screen, an optical coupling and a CCD camera. The X-Ray source, typically a
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tungsten bar, is bombarded with high energy electrons. The tungsten core therefore generates a radiation
in the wavelength of the nanometer.

The resolution which can be achieved with this technique depends on two main factors: the X-Ray
source spot and the detector resolution. As explained by Wang in [30], two different geometrical setups
are possible. In the proximity mode, the sample is placed as close as possible to the X-Ray source, there
is no optical magnification, and the resolution depends entirely on detector resolution. This approach is
the one used for film based radiography, as the recording medium has very high resolution. The problem
for this approach is that for Failure Analysis an energy of approximately 50KeV is usually needed for
the X-Rays to penetrate the packaging materials. In order to get a good detector resolution, the efficiency
is usually very low, in the order of 10%.

The other approach, the projection mode, does not need to have a good detector resolution, as the
projected image is highly magnified. Therefore, the detector can achieve a high level of efficiency.
However, the source spot size needs to be very small. This is the most commonly used mode for most

FA commercial tools, and allows for a resolution of smaller than 1um.

1.3.2.2 Field of application

\\\\"“i"f’iilt‘l,
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(b) ©
Figure 1.3.7: Examples of X-Ray applications

The possible applications of X-Ray imaging techniques for Failure Analysis are multiple. They are
most frequently used to inspect the sample for any packaging defect. In figure [[.3.7] some examples are
shown. Figure [[.3.7a] shows a die attach defect, figure [.3.7b] a ball-bonding defect, and figure a

wire-bonding one. A wide range of further assembly defects can be detected with this technique.

1.3.2.3 Die level X-Ray

In more recent times, X-Ray systems have been developed to increase the imaging resolution up to
30 — 60nm, allowing its use not only for the failure analysis at package level, but also for detecting
defects in the die [32]]. Even though the X-Ray analysis cannot reach the high resolution of the SEM/TEM
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analyses, it has various advantages. The X-rays have in fact a large penetration length, so that no de-
processing is needed to visualize the internal structure of the die. Furthermore, the fluorescence emission
varies much between different elements, so that it is possible to use this information to obtain high

sensitive material analysis.

1.3.2.4 X-Ray Tomography

This application of X-Ray imaging was firstly developed for medical purposes. As X-Rays can penetrate
most of the materials, it is straightforward to use this peculiarity to generate a 3D reconstruction of the
sample structures. To do that, the sample needs to be imaged at different tilt angles, and a computing
algorithm is used to reconstruct the sample. This technology is very useful both to inspect the sample
once the defect area is approximately localized, or understand the internal structure of a sample when the
CAD information is missing. However, the downside is that the whole process is widely time-consuming:
several hours are needed to analyze even a small sample.

Once the three-dimensional structure is built by the software, it will be possible to create virtual

cross-sections, or sample delayering in a non-destructive way. An example of a cross-section is shown

in figure

Figure 1.3.8: Virtual cross section of a three-dimensional die stack [30]]

In this way it is also possible to visualize in three dimensions many assembly defects like voids or

shorts in soldering joints, as shown in figure[[.3.9]
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This technique is applicable to 3D defects, but one of the big challenges is where to start looking
for them. If a complex SiP contains tens of thousands of interconnections (balls, TSVs, ...) it becomes
impossible to locate the defect related to the abnormal electrical behaviour. This is why there is a need for
defect localization techniques able to link the physical defect position in the three-dimensional structure

and the abnormal electrical behaviour of the analyzed defect.

I1.3.3 Time Domain Reflectometry (TDR)

The most common effects of defects are short and open circuits. Time Domain Reflectometry is a pow-
erful technique able to localize them at package level by sending an electric pulse to the sample and
reading the resulting reflected wave. It was firstly developed to localize defects inside long cables. It has

since been adapted to find defects on electronic devices.

A TDR system is composed of a pulse generator, a probing or fixturing setup, an analysis software
and a very large band oscilloscope. In order to localize the defect with better resolution, the electrical
setup needs to be adjusted so that every part is of very high quality. The usual TDR instrument is an
oscilloscope which can generate a pulse with a very short rising time.

1.3.3.1 Physical principle

The typical TDR setup is shown in figure [.3.10] The TDR instrument is connected through adapted
cables and probes/fixtures to the DUT. In order not to filter the higher frequencies of the high frequency
pulse, cables and connectors need to be of very high quality. The step waveform sent to the DUT partly
propagates through the system and partly is reflected at each impedance discontinuity. The signal which

will be measured by the oscilloscope will be the superposition of all the reflected waves.

The electrical diagram of figure[[.3.TT|represents the equivalent circuit for a TDR system. The cables
used to connect the DUT need to be adapted to the internal resistance of the oscilloscope: they both
have a 50Q impedance. In this way the reflected wave at the cable/DUT interface is minimized, and it
is therefore easier to discriminate the wanted signal. As the internal impedance of the DUT is unknown,
and mostly varies at several intersections, there will always be a first reflected wave at the cable/DUT
interface. Its amplitude will be half that of the incident wave, while its duration will be that of the time
the wave takes to go to the end of the cable and back, as it is shown in figure [[.3.12] Then, depending
on the impedance of the DUT, the rest of the wave can be reflected back (open circuit), or there could
theoretically be no other reflected wave (short circuit). In reality, there is a wide range of possibilities,

and the reflected wave amplitude can vary between OV and the amplitude of the incident wave.
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Figure 1.3.9: X-Ray tomography reconstruction of solder balls [33]]
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Figure 1.3.10: Example of a TDR electrical setup [34]]
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Figure 1.3.11: Equivalent circuit of a typical TDR electrical setup [34]
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Figure 1.3.12: TDR signatures for an open and a short circuit [[34]
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Once the signal arrives to the oscilloscope, it is converted from a voltage wave to impedance and

delay values. These are the important parameters which are used to extract the information about the

defect location, and therefore they influence the resolution of the technique.

1.3.3.2 Interconnect analysis

Shunt C discontinuity
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Figure 1.3.13: TDR interconnect analysis [34]

Thanks to the analysis of the reflected wave, it is not only possible to detect shorts and opens, but
also other types of L, R and C signatures. In figure [.3.13]some examples are shown. However, the fact
that the incident signal after the interconnections might be severely filtered has to be taken into account,

and any discontinuity coming after the measured ones are not easily interpreted.

1.3.3.3 Multiple reflections

Once the signal is sent to the DUT, there is no reason for the device not to have multiple impedance dis-
continuities inside. As shown in figure[[.3.14] each of the discontinuities generates an incident wave and
areflected wave. All the reflected waves are then added up, so that the measured signal is a combination
of all the reflected waves. Furthermore, the reflected waves can be treated themselves as incident waves:
when they travel back towards the oscilloscope, they are partly transmitted and partly re-reflected. As a
result, the measured waveform is not of easy interpretation without any data analysis. Up to date TDR
equipment involves a deconvolution algorithm which provides the so called true impedance profile by
separating the single reflected waves from each other.

An example of how the deconvolution algorithm can be very useful to isolate the location of the defect
is shown in figure [[.3.T5] The example refers to a TDR analysis performed on a BGA packaged device
showing a open circuit defect. The TDR signature is not precise enough to give the precise location of the
open circuit, as more waveforms are added up and confused. However, with the true-impedance-profile

method, it is easy to pinpoint the exact location of the open circuit.
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Figure 1.3.14: Multiple discontinuities generate multiple reflections [34]]
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1.3.3.4 TDR resolution

TDR resolution depends on many parameters. The most important is the rise time of the incident wave-
form. To isolate two different discontinuities located next to each other, their separation in terms of time
has to be at least half of the rising time. Therefore a rising time of 40ps would give a resolution of ap-
proximately 3mm. However, in most cases it is needed only to localize a single discontinuity inside the
DUT. In this case the time localization can be between 1/10 and 1/5 of the rising time, and a localization
accuracy of less than 1mm, which is not enough for the needed 10um target, unless terahertz range TDR
is used [35[].In addition, TDR only gives the electrical distance (time between echoes and echo shape).

The biggest difficulty is to move from the electrical information to the spatial position of the defect.

I.3.4 Lock-in Thermography (LiT)

Thermography techniques use the basic physical principles of Infrared (IR) radiation to measure the
actual temperature of a sample spot. As silicon is transparent in IR light, this technique is very useful for

detecting hot spots due to a short circuit or a resistive open inside the die.

1.3.4.1 Physical principle

The principle of LiT is that every material has its own emissivity, which is defined as the ratio between the
energy radiated by that material with the energy radiated by a blackbody at the same temperature. More
information about blackbodies radiation can be found in [36]. The spectral radiance of the blackbodies
at temperatures close to the those usually found on electronic components is shown in figure

The peak of the radiance, and therefore that of the emissivity, is in the range of 3um — 12um. De-
pending on the temperature range then the right type of camera should be chosen.

When a current flows inside a resistive path, it generates a local heating of the sample which can be
detected with an Infrared Camera. The resolution attainable with this technique, as stated in [36], is of

the order of 15um.

1.3.4.2 Lock-in Technology

Lock-in Thermography uses the physical principle of lock-in technology. Instead of applying a static
DC voltage to the device, an alternating signal is applied at a so-called lock-in frequency, usually with a
duty cycle of 50%, as explained in [37]]. This methodology allows for noise reduction in a very sensible
way, and therefore for an increase of spatial resolution. While the voltage is applied, the infrared camera
acquires images from the sample surface. The images which are acquired are weighed with two different

correlation functions, a sinus and a cosinus one. The total signal will be therefore separated in an in
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phase and an out of phase (with a 90° phase shift) signals, which are called respectively S and S,

evaluated pixel-wise.

To evaluate the amplitude and the phase signals, the following equations stand:

Amplitude = (S9°)* + (SO°)*
S90Q

Phase = arctan(—)
S0°

I1.3.1)

These two signals are very useful if compared to the in phase and out of phase ones. The amplitude
phase, in fact, takes into account the difference in the emissivity of the materials due to the change in
temperature. What is of fundamental importance is that, by adding together the two signals, the Signal to
Noise Ratio (SNR) is sensibly increased. The phase signal is therefore noisier; however, as in this case
the two starting signals are divided by each other, the influence of the difference in emissivity for the
different materials is eliminated. Therefore both the amplitude and the phase images are used to obtain

the localization information. An example of application of this technique is shown in figure|[.3.18§]

From this picture it can be noted that for the amplitude image there is a strong influence of the
emissivity of the different materials which are generating a thermal signal even if they are not locally
heated. This effect is completely avoided in the phase image: here the only visible spot is due to a local
heating of the device. The phase signal represents the time delay of the thermal heating wave. If this
signal is properly studied, it can be used to obtain information about the distance from the hot spot to the
source of the wave. Both amplitude and phase signals can then be used to acquire information about the

location of the defect.

1.3.4.3 Application to the 3D

As explained in [37] and [39], Lock-in Thermography technique can be used to obtain three dimensional
information about the localization of a defect. The thermal source, which is usually a short circuit or a
resistive open, is periodically stimulated with an electrical wave. This wave can then propagate through
the component and through the molding compound, until it reaches its surface. The package is not
usually transparent to the infrared light, but the desired information can be acquired from the diffusion

of the thermal wave.

The thermal wave does not propagate in the same way through every material. Its speed depends on

the thermal diffusion length, which is defined as the length where the thermal wave amplitude drops to

el
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Amplitude

Figure 1.3.18: Example of application of Lock-in Thermography

24 2
= - a (13.2)
Cp . p . 27T . ﬁ()ck—in 27[ . ﬁ()Ck—in

where A is the heat conductivity, ¢, the heat capacity, p the density, focx—in the lock-in frequency
and a is the thermal diffusivity. The diffusion length in function of the lock-in frequency for different
materials shows how differently the heat propagates, for a given frequency, inside the materials. In figure

[[:3.19]an example for the silicon and the molding compound is shown.

Once the thermal diffusion length, given by equation [[.3.2] is known, it can be used to obtain depth
information. The diffusivity affects not only the thermal amplitude, but also the phase. The ratio between

the z value and the phase is given by:

_Z180

® =
u m

1.3.3)

The resulting phase shift for a given material, in function of the lock-in frequency is then plotted for

both silicon and molding compound in figure [[.3.20
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The fitting of the acquired data on real devices with the theoretical curves gives the precise z distance
from the heat source, which represents the defect, to the surface of the sample.
Even though defect localization in the third dimension is challenging, LiT appears, like terahertz

TDR, to be a potential solution for defect localization. However, it can only be applied to dissipative
defects.
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Figure 1.3.20: Phase shift in function of the frequency [37]]
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1.3.5 Magnetic Microscopy

Magnetic Microscopy is a non-destructive technique for failure isolation and localization [40][41]. It
uses the property of the magnetic fields which is not shielded by any non-ferromagnetic material, so that
useful information can be gathered through both the silicon and the molding compound, without any
need to de-package the component. Furthermore, it is a technique which can be used at different levels:
at board level, it can be used to map the currents flowing in the different tracks. It can then be used at
assembly level, to identify the wrong connections between the die and the lead frame. Finally, it is used
to locate faults on the die itself.

As the main work described in this document is based on MM techniques for defect localization, the
reader is directed to chapters and for further details of this technique.

1.3.5.1 Physical principle

Every time a current flows inside an electrical conductor, it generates a magnetic field according to Biot-
Savart’s law. Since this field is not shielded by any material used in standard electronic devices, it can be
measured above the component. The data post-treatment allows for the magnetic field to be transformed
into the map of the magnetic sources. In the case of electronic devices, magnetic sources can be identified
as electrical current flows. The map of the current, then, can be used to localize precisely short circuits
or resistive opens [42].

The main advantages of Magnetic Microscopy are the direct link between the magnetic field and the

current flowing in 3D structures, and the device transparency to the field.

I.3.6 Conclusion

In this chapter, the challenge of defect localization for three-dimensional components has been under-
lined, with reference to a spatial resolution of 10um on the three axes (x, y and z) for devices that could
be more than 1cm thick. Localization techniques must be able to link the abnormal electrical behaviour
to the physical position of the defect and with the mandatory resolution. Three techniques were therefore
identified: TDR, LiT and MM. From those, Magnetic Microscopy was selected for its higher versatility,
giving a high number of possibilities. In part[[I, Magnetic Microscopy state of the art related to the 3D

defect localization challenge is shown.
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Magnetic Microscopy: State of the art
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caAPTER 11.1

Magnetic Fields Theory

II.1.1 Maxwell Equations

To understand magnetic fields theory it is necessary to start with Maxwell equations, which are at the
very base of each electromagnetic phenomenon. The two Maxwell equations that refer to the magnetic

field are, in their differential form:

d(goE)
ot
V- uH=0 (IL.1.2)

VxH=J+

(L1.1)

The source of the magnetic field intensity, H, is the current density, J. For the analysis of the study
the case of static magnetic field will be considered, since the electric field is constant during the time.
Furthermore, the case of not magnetizable matter is studied, so that the relation between the magnetic

field H and the magnetic induction B is:

B = uoH (IL1.3)

Under this hypothesis and become:

V x B = o] (IL1.4)
V-B=0 (IL1.5)

43
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Equation [[I.1.4]is usually also referred to as the Ampere’s law. In the case of static magnetic fields,
and in no magnetizable matter, the laws and uniquely determine the magnetic induction field
B. From equation[[.1.5] this is solenoidal at all space.

II.1.2 The law of Biot-Savart

One of the ways to find the solution of equation [II.1.5|is that of using a potential approach:

B=VxA (IL1.6)

where A is the vector potential. The vector potential is invariable with respect to the sum with a

gradient of any arbitrary function: it is possible to modify the equation as follows:

A=A+ Vy (L1.7)

The curl of A is in fact the same as the curl of A’. It has been proven on[43] that to uniquely
specify a vector field both its curl and its divergence must be given. The divergence of A can be chosen
according to the specific needs of the application. It is a convenient convention to make the vector

potential solenoidal:

V-A=0 (IL1.8)

It is possible then, from Ampere’s law, to evaluate A and consequently B. Substituting [II.1.6| into
gives:

VX (VXA)=puJ (I1.1.9)

Since the following identity holds:

Vx(VxA)=V(V-A)- VA (I1.1.10)

then, having fixed the solenoidality of the vector potential, [I[I.1.9]is reduced to the Poisson’s Equation:

VA = —uoJ (IL1.11)

The first member of [I.T.T1]is a vectorial laplacian; thus, each of its cartesian components are scalar

laplacians. Therefore the equation[[I.1.11]is equivalent to three scalar Poisson’s equations:
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V2A, = —uol,
V2A, = —poJy (IL1.12)
VZAZ = —HoJ;

As an example, the solution of the equation for the z component will be discussed here.
In cartesian coordinates, from the expressions of the divergence and gradient operators, it follows
that:
A, A, A,

o 0y? " 072

—— (I1.1.13)

To find the solution of Poisson’s equation for any given current density J,, the superposition principle
will be used. It is possible to represent the current density J, as the sum of a number of elementary
contributions. Therefore the cartesian space is divided into elementary volumes dx’ - dy’ - dz’. These

elements will then be the center of the cartesian coordinates (x’,y’,z’), as shown in figure|IL.1.1

Figure I1.1.1: Different coordinate systems
Thus, considering a generic current distribution:

dAL(r,x') = HoJ(x")

=00 2 II.1.14
dr|r — 1’| ( )

where
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r-r'|= \/(X—X’>2+(y—y’)2+(z—z’)2 (I1.1.15)

Equation[[.T.14] depends on two sets of Cartesian coordinates: (x,y, z), which refers to the point r at
which the potential is evaluated and (x’,y’, z’) which refers to the point r’ at which the elementary current
is positioned. In order to obtain the potential, the differential potential generated by the elementary
currents need to be added together in the (x, y, z) reference system. The sum of the differential potential

becomes a volume integral over the coordinates (x’,y’,7’):

J /
A, = @f T (IL.1.16)
dr Jy r—1'|
The same conclusion can be derived for the other two equations. In order to obtain the complete
vector potential A, then, it is needed to add the three components Ay, A, and A_, all multiplied by their

respective unitary vector, iy, iy and i;:

A = 2 f Lo (IL1.17)
\%

4 Jyr r—1'|

Once the vector potential has been determined from the superposition integral, the magnetic flux
density follows from an evaluation of the curl of A. The field superposition integral follows by operating

on the vector potential as given by |IlI.1.17|before the integration has been carried out:

B=VxA-= f[']( ,) (II.1.18)

Ir —r’|

While the integration is with respect to the source coordinates denoted by r’, the curl is applied on the

(x,y, z) coordinates. Therefore it is possible to exchange the order of the curl and integration operations,

so[[L.T.18 becomes:

B=1X Je ]d / (IL.1.19)
47 |r -1
The curl is therefore applied to the product of the vector J and the scalar:
(I1.1.20)
The following vectorial identity holds:
VX)) =yVxJ+Vyx] (IL.1.21)

Since J is independent from r, the first term of the right member is zero. Thus, [[I.T.19|becomes:
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I
B f V( )x Jav' (IL.1.22)
4n Jyr \[r—r’'|

The best way to evaluate the gradient of is to use spherical coordinates, as the vector r is very

easily represented when the origin of this system is r’:

V(1/r) = —%ir (IL.1.23)

being i, is the unit vector. By changing the center of the reference system to the arbitrary location r’,
the distance r in [[I.1.23]is replaced by |r — r’|. The new unit vector will then be defined as i,»,. In this
case [L.T.23]becomes:

1 i
V( ): S - (IL.1.24)
r-r Ir—r/|

The combination of the equations |lI.1.24] and [II.1.22] gives the Biot-Savart Law for the magnetic
induction field:

! X .r’r ’
oy J(r)—lzdv (IL.1.25)
47 % |r — r’l
which in differential form becomes:

_ b0 J@) x 1;fr av (I1.1.26)
dr |r—r'|

I1.1.3 Conclusion

In this chapter the possibility to extract the magnetic field B from the current density J has been demon-
strated. The problem to be addressed now is the opposite: is it possible, by measuring the magnetic field,

to rebuild J? This will be investigated in the next chapter.
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cHAPTER 11.2

The inversion of the magnetic induction field

From the theory on magnetic fields it has been proven that, in the quasi-static case, starting from the
knowledge of the current distribution over all the space, it is possible to univocally evaluate the magnetic
induction field. This can be performed through the use of the Biot-Savart law, and it has been referred to
by Roth et al. in [44] as the forward problem. The magnetic inverse problem, on the contrary, involves
obtaining the current distribution starting from the knowledge of the magnetic induction field. The
inverse problem is not of easy solution; it can be proven that its solution is not unique unless a certain
number of hypotheses are taken into account. To perform the inversion, a number of approaches has
been studied, as shown in [45]]. The most common application of the magnetic approach is the detection
of flaws in metal layers, such as hidden cracks or corrosion. This technique consists on injecting in the
metal plate some eddy currents; these will vary their distributions depending on the metal geometry, and
so the magnetic field generated by them. The study of the magnetic field can therefore reconstruct the
flows inside the metal layers. The inversion techniques for this type of application take advantage of the

formulation of the Biot-Savart law in terms of the curl of the current distribution as follows:

Br) = Ko [(JWDXR 5, o f VX 5, 2.1
\%

T dn Js r-r/| i Ir—r/|

where fi is the unity vector normal to the surface surrounding the object S, and V is the volume of
the object. With this formulation, in the case of eddy currents, the magnetic induction is divided into two
main contributions: the first one represents the discontinuity of the tangential component of the current
on the surface S, and the second is generated by any curl of the current inside the volume V. This last
component is in fact null for each ohmic current contribution, which can be written as the gradient of its

potential:
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Jr) = -0V 11.2.2)

and the curl of any divergence is always null.

The inversion problem which will be treated here is different in the sense that the current to be
mapped is always a DC or AC ohmic current, which therefore has no contribution in the curl component
of equation The inversion technique which is used is called the spatial filtering approach, and it

uses a Fourier approach to solve the problem.

II.2.1 The forward problem

Starting from the Biot-Savart law, it is possible to determine the magnetic induction B once given the
current density J. This will later be referred to as the forward problem. This step is fundamental to

understand how to obtain the current density given the magnetic field.

While the forward problem, once given all the boundary conditions, has a unique solution, it is not the
same for the inverse problem. To make unique the solution of the inverse problem, two hypotheses have
to be taken into account. The first is that the current density J is restricted to a thin layer of thickness
d on the x — y plane. Therefore the current distribution will be approximated to as bi-dimensional.

Furthermore, it will be assumed that the current is quasistatic, and so its divergence is zero:

V=0 (11.2.3)

This last hypothesis will make the Biot-Savart law valid as described in the equation This

can also be formulated as follows:

B()—”Off J(r)x(r;r)“ (I1.2.4)
r’|
The magnetic induction field is generally measured on a x — y plane parallel to the plane of the

currents. In the following calculations, the distance between the two planes will be zg, as it is shown in
figure [ITZT)
The current distribution is therefore approximated to a planar distribution on the plane 7/ = 0. It

follows that the Biot-Savart law of equation [[.2.4] can be simplified by carrying out the integration on

the 7’ axis:
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Ho [ mfd I )X =Xy =YD
B = 22 dx'dy'd
(r) f f o (=2 +(—yR+2prt@E
o0 oo d
f I )X =Xy =32 s f 47 (I1.2.5)
0

[((x =X+ (=) + 222

d+oo //x_/_/
,Uof f JO ) x(x =Xy yZ)dx,dy,

o [(x=x)+ (@ -y)+22P2

From equation the x component of the magnetic induction field is generated by two compo-
nents of the cross product: the scalar product of the z component of r — r’ with the y component of
the current distribution, and the scalar product of the y component of r — r’ with the z component of
the current distribution. However, as stated before, the current distribution has been approximated to a

two-dimensional one, having no z component. Therefore the only remaining term is the first one:

By(x,y,2) = —z f+oof HE.y) dx'dy’ (11.2.6)
o o (=224 (v =y + 2P

Equation [II.2.6/can be seen as the convolution between J,(x’,y") and the Green function:

G(x—x' ) = Hod :
Y S G v G-y T

11.2.7)

To solve the integral of equation it is best to work in the Fourier space. Indeed, from the
convolution theorem, the convolution in the Euclidean space becomes a scalar product in the Fourier

space. Therefore, the following identities holding:

balks, ky, 2) = F{Bu(x, 7, 2)} ks ky)
glky.ky.2) = F{G(x,y,2) ks, ky) (11.2.8)
e k) = F{I 06 ) e, )

being by, g and j, the two-dimensional Fourier transform on the x and y spatial variables of By, G

and Jy, the convolution product of equation [I[.2.6|becomes, in the Fourier space:

b(ky, ky, 2) = g(ky, ky, 2) - jy(kx, ky) (I11.2.9)

The two spatial frequencies, k. and k,, are the components on x and y of the frequency vector k.

Given the transform of Green’s function:



52 CHAPTER I1.2. THE INVERSION OF THE MAGNETIC INDUCTION FIELD

—eo d 1 . d
g(ky, ky,2) = f f Ho? e_‘(k*”kyy)dxdy:'l%e_\’k'%Jrk%Z (I1.2.10)

in ¢ [x2 +y2 + 2232
It is then possible to write the transform of B, in function of the transform of the current density:

d
bullecs iy, 2) = 5= VRS (1 k) (IL2.11)

The same passages can be applied to the y component of B, obtaining:

d
by(ky, ky,2) = —'L%e_ Ve (ke k) (I1.2.12)

For the z component of b, the remaining terms are two; in this case, in fact, J, does not appear in the

product. The resulting transform is therefore [44]:

Z RACAD ]
2° Je&+ 12 Je+ 12

The easiest component of the magnetic induction field to measure is the z; most of the magnetic

Jylky, ky) (I1.2.13)

sensors, in fact, pick up just this component. It can be easily proven that in the quasi-static regime, for
planar current distributions, the z component is enough to reconstruct the current map. For the quasi-

stationarity of the bi-dimensional current, the continuity equation [[I.2.3|can be rewritten:

BJX(X,y, Z) " 8Jy(x’y’ Z) _

I1.2.14
0x ay ( )
In the Fourier space equation becomes:
— ik juks ky) — iy iy Ky) = O (I1.2.15)

The equation system is now complete: for two unknowns, j.(ky, k) and j,(ky, k,), there are two
equations, [[1.2.13] and [[1.2.T5] Being the system linear, the solution exists and is unique. The same

applies for the other components of B: each and any of them can give both components of the current
density J.

I1.2.2 The Inverse Problem

The inverse problem is just the opposite of the forward problem. The unknown of the problem is the

bi-dimensional current distribution, while the variable which can be measured is the magnetic induction
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field over an x —y plane. From an analytical point of view, this problem is of easy solution. For example,

starting from the measurement of b,, the equation can be inverted:

b(ky, kys 2)

Gk k) =
Py g(ky, ky, 2)

(IL.2.16)

However, this approach can be used as long as the denominator of equation i.e. the Fourier
transform of the Green function, is not equal to zero, otherwise the solution will diverge. The Green
function can be considered as an inverse filtering function; it is necessary that the filter does not approach
either zero or infinity. A better understanding of the behavior of the filtering function is given by the
relationship between b, and j,. This relationship can be obtained by combining the equation|II.2.11|with
the continuity condition given by [.2.T5}

Julky ky) = 225 R k. 2) (11.2.17)
Hod ky

It is interesting to see that, when k, is zero, and therefore the current is uniform on the x direction, by
will be zero too. Thus, by measuring B, it is not possible to have a unique solution, as uniform currents
on the x axis will not be detected. The same reasoning applies for B,. However, the knowledge of B,
is enough to obtain a unique solution, given that the current is constrained to an x — y plane and has
therefore no z component. Another thing to be noted in equation [[I.2.17] is that the solution diverges
when [k2 + k% tends towards infinity. This happens when one or both the spatial frequencies diverge;
furthermore, this term appears inside an exponential, meaning that it will diverge much sooner than the
spatial frequencies themselves. The computed current is therefore a high-pass filtered version of the

magnetic induction field.

Due to the low-pass filtering given by the Biot-Savart law, the solution to the inversion problem given
before tends to be unstable, unless the working distance z is very small. In order to prevent equation
from diverging, it is necessary to apply a spatial filtering function to the acquired magnetic field,
therefore cutting all the higher spatial frequencies. One way of doing that is to pull down to zero all the
spatial frequencies k > k,,,x. In the space domain, this is equivalent to applying a windowing filter f(k)
to the magnetic field. By doing so, the information given by the high spatial frequencies is lost, but in
compensation the solution does not diverge anymore. The trade-off between an high k,,,, and a stable
inversion is what prevents the possibility of having a good spatial resolution when the working distance
increases. In addition to this, the measurement of B contains a certain amount of noise, which increases

with z. It therefore becomes impossible to obtain good resolutions at long working distances.

A very interesting conclusion is that it is possible to evaluate both components of the current distri-

bution by using only the knowledge of b,. This is due to the continuity conditions given by the equation



54 CHAPTER I1.2. THE INVERSION OF THE MAGNETIC INDUCTION FIELD

Therefore, the two components of the current distribution in the Fourier space, once applied the

already mentioned filter, become:

ik
T2 b (ko ky, 2 f (K)
Hod k
, 2i k,
Jylkes ky) = i ;ek%z(kx, ky, 2) £ (k)

Jx(kx, ky) =
(I1.2.18)

II.2.3 The inversion problem for three-dimensional current distributions

In the case of current densities which are distributed over the three-dimensional space, the equation|I1.2.

for the continuity of the current in the case of quasi-static fields becomes:

aJx(x’yv Z) + aJ}’(x’y’ Z) + aJZ(xvyv Z) —

0 11.2.19
ox Oy 0z ( )

In the Fourier space this equation becomes:

Oisthekd) _
0z B

It has to be noted that the Fourier transform has been applied only on the x and y axes as the mea-

— ik oy ki, 2) = iy iy (ks Ky 2) + (11.2.20)

surement of B is performed only on a plane of constant z. The number of equations needed to solve this
problem are now therefore three, as the z component of the current distribution has been added. At the
same time, the equations regulating the z component of the magnetic induction field are modified by the
presence of a vertical current J,. The resulting equation, obtained by processing the Biot-Savart law of
equation[[I.T.23] is the following:

llo —+ 00 +00 —+ 00 (y_y/)Jx(x”y/’Z/) _ (x_x/)‘]y(x/’y/’zl) , , ,
B,(x,y,2) = — dx'dy'd 11.2.21
(% 3,2) 4 [oo Ioo —0 [(x=x)2+ @ -y)+(@-2)P? Ty ( )

There are two direct consequences of this equation. The z component of B does not carry any infor-
mation about the vertical currents. This is due to the fact that currents and magnetic fields are always
perpendicular to each other as B is the result of a vectorial product involving the current. Furthermore,
this equation on its own is not enough to gather information about the current distribution, as the variables
are now three, while only two equations have been studied.

The Fourier transform of B, can then be obtained from equation [[I.2.21] by application of the convo-

lution theorem:
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] +oo ’ k
bz(kx,ky,z):’%0 f e VR | 2 j (k&) 7) - iy kyn ) |d2 (112.22)

kx
K+ i3 &+ k2

The problem of this equation is that it cannot be solved for either j, or jy, but it needs to be solved
for the entire integral, so that it would not be possible to separate the components as it was possible for
two-dimensional distributions.

It can be easily proven [44] that different current distributions can generate the same magnetic field
measurement on a plane above the current: in other words, the solution for the three-dimensional problem
is not unique. The only way to be able to reconstruct a full three-dimensional current would be to obtain
the measurement of the magnetic field over the whole space, and mostly at points which are internal
between different magnetic sources, altough this is impossible in practice. This reasoning, however, does
not mean that it is never possible to analytically reconstruct a three-dimensional current map, but that
there will be simply some cases where the solution will not be unique.

By applying a certain number of geometrical and/or electrical constraints to the analytical model,
it is possible to demonstrate that the number of solutions to the inversion problem can be drastically
reduced, until, for the right number of constraints, the solution can be unique. From this starting point,
and knowing that for the real case of failure analysis the possible current paths are not infinite, but depend
on the sample to be analyzed, a new approach based on a simulation model has been developed and will
be shown in the part [Tl

11.2.3.1 The inward continuation

In a perfect world, where there is no noise involved, it would be possible to measure the magnetic
induction field on a plane parallel to the bi-dimensional current distribution at any distance z and obtain
the same result from the inversion algorithm. This is the consequence of what has been called the inward
continuation [44]. To understand the analytical meaning of this sentence, it is sufficient to study better
equation for two given working distances z; and z;:

d 72 k . k .
b.(ky ky,21) = _/“%e Iz ke ky) - —— (ke k)
,/k§+k§ ,/k§+k§,
(11.2.23)
d _ k ) k :
bo(kyr kys 22) = —‘%e Vi | 2 (ke ky) — —— (ko ky)
ki + k2 ki + &
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Therefore, once the value of b, has been measured on a plane zj, it can be analytically evaluated on

any other plane parallel to it: on the plane z;, for example, it is:

bo(ky ky, 20) = e V@) (k. k7)) (I1.2.24)

From equation[[.2.24]it is clear that, from the knowledge of the magnetic field on a plane at constant
z, it is possible to evaluate the magnetic field in any other plane parallel to it, and therefore in the whole
space, on condition that there is no additional source. This means that there is no additional information
that can be gained by measuring the magnetic field on more than one plane. What can be done, however,
is to use this technique to obtain the evaluation of the magnetic field on a plane very close to the sources,
so that the filtering function to be applied to obtain the inverse calculation can use an higher k., and
therefore keep in the calculation much higher spatial frequencies. In any case, this technique is always
limited by the noise level at the measurement points: even if it is possible then to evaluate analytically
the magnetic field on a plane closer to the sources given the measurement on a plane further away, the

SNR stays at the level of the measurements, which is obviously higher at higher working distances.

II.2.4 Noise and spatial resolution

In this section the results obtained by [46] will be reported and discussed. It is of fundamental importance
to understand that the best spatial resolution which can be obtained is strongly dependent on the SNR on
the magnetic measurement. There are two different sources of magnetic noise: from the environment, and
from the magnetic sensor itself. In order to perform a complete noise analysis it is therefore necessary to
refer to the actual sensor that is used to acquire the magnetic field. However, there are some assumptions
that can be made independently from the sensor used. The analyses performed in [44] and [45] take
into account the noise produced inside a SQUID sensor. A more generic analysis can be conducted to
understand how the noise in the magnetic acquisition propagates through the inversion algorithm to the
final current map, so that the result is a noisy current distribution. In conclusion, the noise present at the

acquisition limits the spatial resolution achievable by the inversion technique.

1I.2.4.1 Current inversion noise

The noise analysis can be performed starting from a simple case of a magnetic field acquisition which is

zero at all points but at the origin, where it contains a noise spike:

B.(x,y,7) = BoAS*(x,y) (I1.2.25)
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As the acquisition is performed at a discrete number of points, it is possible to talk about a magnetic
image composed by single pixels. In this case, A is the area of the pixel, and By is the root mean square
value of the noise. As the Fourier transform of an impulse is one, b, will be constant at all points and
equal to BpA: the noise spike generates a noise value which is constant at all the spatial frequencies. The

evaluated x component of the current density in the Fourier space is given by the substitution of equation

L.2.25]into the first part of equation [[L.2.18}

, ik,
Jals k) = —d;e <BoAf (k) (I1.2.26)

and its inverse Fourier transform will be the filtered version of the x component of the current distri-

bution generated by the noise spike:

j— +00
JE(xy) ~ Wﬂ y f f K e BoAe™ 6 ) £(fydk ok, (11.2.27)

By choosing a windowing filter for f(k) with k,, the cut off frequency, equation[[I.2.27]can be solved
as explained in [46]:

BoA i,z — D+ 1
JExy) ~ =222 1k, )( (WZZ ) ) (I1.2.28)
muod v z
and similarly:
A i,z — 1)+ 1
I (x,y) = —Lle(k r)( (sz ) ) (11.2.29)
nuod r z

with J; the Bessel function of the first kind. The module of the complete current density can be

obtained by adding together the square values of the two components:

kyz _ 2
7 ey ~(%) Jz(kwr)(e (szz 1)”) (I1.2.30)
0 Z

The approximations in the equations [[1.2.27|[1.2.29] and [I1.2.30] are valid for k,, << 1. If this function

is plotted, as shown in figure [.2.7] it is possible to see how the magnetic impulse at the origin is

generated by a series of circulating currents.

The same reasoning can be applied to a more generic case where the noise is present at every point.

The magnetic field can therefore be rewritten by using the superposition principle:

N
B.(x,y,2) = ) BAS(x = x;,y = ¥y) (11.2.31)
i
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Figure I1.2.1: The measuring plane. All the current distribution is limited in the space of thickness d
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Figure 11.2.2: Current image generated by a magnetic spike noise
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As equation is a simple superposition of single contributors to the magnetic noise, the same

method can be applied to evaluate the image of the current generated by the noise:

N
B.
Jx(x,y) = Z JE(x = xiy - yi)B—é (11.2.32)
i

and the mean square deviation for the x component will be:
S 2 (AB
2 _ F
[AJ (x, )] = Z |Jx (x — x5,y — yi)' (B_o) (11.2.33)

and therefore the total mean square deviation:

[AT(x, y)]? ZjJF(x Xiny — y,)|( ) (I1.2.34)

The sum can be approximated as an integral if the pixel size is very small compared to the inverse
of the cut off spatial frequency. For an image of area L? and with n, X ny = N pixels equation [I1.2.34

becomes:

[AJ(x,y)]z—( ) f . f = xiy =yl ”d ‘dy’ (I1.2.35)

As the noise distribution is the same all over the image, it can be evaluated at the origin:

[AJ(0,0)] (AB ) . f f ’ |JF(x,y)|2dxdy=l(AxAB ) |2 @kpz -1 +1]  (112.36)
L2 J-g Jos 27\ Hodz

Where the last identity of equation [[I.2.36] has been evaluated by using Parseval’s theorem. What is
important to see from this last equation is the relationship between the magnetic noise AB and the noise
of the current image AJ. It is possible to see that the noisiness of the current image increases with that
from the magnetic field, as expected; furthermore, the current noise increases with the product k,,z, and
the relationship is exponential. In other words, if in the inversion algorithm very high spatial frequencies
are taken into account, or if the working distance increases too much, the current image becomes too

noisy to be of any meaning.
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I1.2.4.2 Spatial resolution

In order to understand how the acquisition noise can influence the space resolution, this needs to be first
defined. The spatial resolution is the Full-Width at Half Maximum (FWHM) of the square value of the
current density, as it is represented in figure [1.2.3]
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Figure I1.2.3: Definition of the spatial resolution s as the full-width at half-maximum of the square value
of the current profile

To find the relationship between the spatial resolution and the magnetic acquisition noise, a simple
case of an infinite wire carrying a current / and flowing in the y direction, with a thickness d will be
studied.

The two components of the current distribution on the plane are:

Ji(x,y) = 0
/ (I1.2.37)
@@ﬁ=@ﬁm

The Fourier transform of the y component of the current is then independent of the space frequencies,

if not for the filtering function:

I
Jylky, ky) = gf(kw) (11.2.38)

If the filter function is a hard cut-off windowing function, the inverse Fourier transform of the current

is:

I sin(k,,x)
Jy(x,y) = In B

(I1.2.39)
X
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To evaluate the spatial resolution, it is necessary to evaluate the maximum of the square of

which can be rewritten as follows in terms of the sinc function:

2 2 2
Ik sin(k,,x) Ik .
2 _ w W _ w 2

Jy ()C, y) = (%) (W) = (%) sinc (kWX) (11240)

The maximum of [[1.2.40]is at the origin, and its value is:

2
Ik

(%, Y)max = (—W) (I1.2.41)

drn

and therefore to evaluate the FWHM, the following equation needs to be solved:

By 1 1

———— = = = sinc(k,x) = — (I1.2.42)
Sy max 2 V2

the two solutions of equation [[.2.42] can be found numerically and are for K,,x;, = +1,391. The

spatial resolution is therefore:

2782
==

s (I1.2.43)

which is inversely proportional to the cut-off spatial frequency k,,.

It is now possible to evaluate the signal to noise ratio of a pixel for the previous example by using the

equation for the noise and the equation for x = O for the signal:

Holk,z .
wAxAB

SNR =2n
| (2heyz = 1) + 1]

(11.2.44)

The SNR decreases exponentially with both the working distance z and the cut-off frequency k.
The equation can be rewritten in terms of the ratio between the working distance and the spatial

resolution by substituting into it equation

2.782u0l 7\
TAXAB s

[e5~564% (5.5645 _ 1) +1
R)

SNR =2n (11.2.45)

From this last equation it is clear that the signal to noise ratio is an implicit function of the ratio z/s:

at SNR constant, the increase of the working distance gives a linear decrease of the spatial resolution.
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I1.2.5 Conclusion

In this chapter the use of the measurement of B, to produce the values of J, and J, in a bi-dimensional
structure has been shown. Having the current distribution on the plane is enough to determine where
the defect, for instance a short circuit, is located. This technique, Magnetic Current Imaging, can be
achieved using Magnetic Microscopy, which has been studied in this work. Magnetic Current Imaging

will be described further in the next chapter.
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Scanning SQUID Microscopy

Scanning SQUID Microscopy is the technique which links the Magnetic Current Imaging algorithm to
the use of a SQUID sensor. As the SQUID is the most sensitive magnetic sensor known today, it is the
most suitable one for mapping currents which are flowing relatively far away from it. The SQUID sensor
is therefore today the only sensor which can be used to generate current maps in three dimensions. The
Magnetic Microscope used for this work is the Neocera Magma C20[47]], and it is shown in figure [[L.3.1]

Figure I1.3.1: Neocera Magma C20
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I1.3.1 SQUID system

A Superconducting QUantum Interference Device, or SQUID, needs to be cooled down to its supercon-
ducting state to be working properly [48]]. The sensor used in this work is a high temperature SQUID: it
needs to reach a temperature of approximately 80 — 90K, with respect to the low temperature SQUIDS

which need to work at temperatures as low as 4k.

&
Y

Figure I1.3.2: Schematic diagram of a SQUID sensor

The sensor is made up of a superconducting loop interrupted by two Josephson junctions, as in
figure[l1.3.2] A Josephson junction consists of two superconducting mediums with a thin insulating layer
interposed between them. When kept at low temperature, the voltage drop across the junction is zero up

to a certain value of the current, called the critical current /.

When the current flowing inside the loop, formed from the two junctions, exceeds the critical current,
the voltage on the junctions is not zero anymore, but becomes dependent on the magnetic flux interjected
in the loop. The current in function of the voltage is shown in figure[[1.3.3]

AV is the so-called modulation depth of the SQUID when external fields are applied to the sensor. In
other words, AV is the voltage range that can be measured across the loop. The Josephson junctions are

maintained in the normal conducting area by applying to them a bias current 1, [50][51]].

Furthermore, the voltage on the loop is a periodic function of the magnetic flux, with the flux quantum
as the period. This relationship is shown in figure[[I.3.4] In order to keep the working point in the same
period, an external magnetic flux is constantly applied to the SQUID with a negative feedback system,
the flux-locked loop. The applied magnetic flux will therefore be related to the external magnetic field in

a linear way, and will provide the information regarding the measured field.
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21,

v

Figure 11.3.3: Voltage-Current characteristic of a SQUID [49]

| |
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Figure I1.3.4: Voltage drop across the SQUID loop in function of the magnetic flux [49]
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I1.3.2 Lock-in mode
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Figure I1.3.5: MCI system diagram [49]

In order to obtain the highest Signal-to-Noise Ratio, the DUT is powered up with an AC signal,
which will be synchronized with a lock-in amplifier. The same amplifier will receive the magnetic signal
from the SQUID, as in figure [[.3.3] and will filter out all the unwanted frequencies. In this way most of

the magnetic noise, which is either DC or some fixed frequencies, will be filtered out.

I1.3.3 MCI sample application

Figure 11.3.6: Magnetic acquisition of a patch antenna
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The magnetic scan for a simple application of the MCI algorithm using the Scanning SQUID Mi-
croscopy is shown in figurdll.3.6] This image shows the acquisition performed over a patch antenna.
What is interesting to notice is that in this case a simple look at the map of the magnetic field does not
give any information regarding the currents flowing in the sample. It is clear that there is some magnetic
activity generated from the antenna, but without the application of the MCI algorithm it is impossible to
say where the currents are flowing.

Figure I1.3.7: Current flowing inside the patch antenna

In figure [L.377] the result of the MCI algorithm is shown. In this figure the path followed by the
current over the antenna is clearly shown.

Magnetic Current Imaging with a scanning SQUID is therefore a great tool for failure localiza-
tion, as it is able to generate the map of the currents flowing inside a package without the need to

open it [52]. A number of applications, by using both SQUID and other sensors, can be found in
[S3NISANISSIS6IIS7NIS81ISoN 606 1116211631641 (65]1166].
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Conclusion

In this part the link between the magnetic field and the current density has been shown. Thanks to the
MCI technique, it is possible to rebuild bi-dimensional current maps from the measurement of Bz. The
sensor used for acquiring the magnetic field is the SQUID, chosen for its high sensitivity, allowing the
reconstruction of currents flowing at a large distance from it. The main limitation of the MCI technique
is its inability to work on 3D structures [[67]]. This is why a specific approach, studied expressly for 3D
currents, was developed. This will be shown in part [[TI]
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Part I11

3D Magnetic Microscopy
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caapTER 111.1

Introduction

Magnetic Microscopy techniques are very useful to localize buried currents inside non-ferromagnetic
materials. However, as it has been seen in the part[[I} this technique has a certain number of limitations
due to the intrinsic use of both hardware and software tools. In order to overcome these limitations,
the solution is to adopt a simulation approach: the idea is that the amount of information contained in
the magnetic acquisitions is reduced by the operations needed in order to visualize the current (the MCI
technique). The logical solution is therefore that of avoiding any calculation on the acquired data: the
raw data is used, so that no filtering can reduce the amount of information. In order to fully exploit the
raw data obtained with the acquisitions, the magnetic field generated by the currents flowing inside the
device are simulated and compared to the acquisitions. In this way it is possible to extract more details

about the currents locations, and therefore to increase the localization accuracy.

In chapter it has been shown how it is possible to generate a bi-dimensional reconstruction of
the currents flowing on an x — y plane from the measurement of the only z component of the magnetic
induction field B. Therefore, all the magnetic microscopy techniques used nowadays are focused on the
measurement of this component, and do not take into account the others. This approach works perfectly
as long as the geometry of the currents is bi-dimensional. However, as soon as the currents flow out of
the chosen x — y plane, the results given by the inversion algorithm are either missing or wrong. As a
simple example a vertical current flowing on the z axis can be taken into account: it does not generate any
contribution to the z component of magnetic field. The only possibility of generating the map of these
currents is that of acquiring the other components of B. The proposed solution is to tilt the sample on both
the x and y axes, as will be explained in the next chapters. A full data acquisition will therefore contain
three separate magnetic acquisitions, one for each component of B. Some examples of the application of

this new methodology will be shown at the end of this document.
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In order to make the simulation process less time-consuming, a new model for generating the mag-
netic field distribution from the current distributions was developed. The simulation model was first
developed to increase the localization accuracy of the standard technique by only using the informa-
tion of the z component of B. By applying the same algorithm, however, it is possible to produce the
simulation of the other components, and obtain all the information needed.

To reduce the simulation time, an hypothesis of filiform currents was made, so that all the currents
are mono-dimensional. This approximation is justified by the fact that the dimensions of the conductors
inside an electronic device are normally very small compared to the distance from the probe to the current
itself. Once the problem was simplified in this way, the analytical evaluation of the magnetic induction

field could be obtained from a particular integration of the Biot-Savart law.



cHAPTER I11.2

The simulation model

The main goal of the simulation model is to generate fast and reliable simulations. The simulations which
are performed with a Finite Elements Method (FEM) simulator are too time-consuming, and therefore
cannot be used for more complicated current distributions. From this starting point, a simulation software
based on the analytical simulation model was developed. In this way long and tedious Finite Elements
simulations would be avoided. Furthermore, the results produced are directly related to the magnetic ac-
quisitions, and not to the MCI results; it is therefore possible to evaluate quickly the correlation between

measurements and simulations to localize all the currents.

II1.2.1 The fast simulation

The solution found to avoid long simulations was that of using an analytical model: the laws of physics

which govern the generation of the magnetic field are integrated according to specific needs.

III.2.1.1 Linear currents approximation

As stated before, simulated currents are approximated to filiform wires. This approximation is validated
by the fact that the ratio between the working distance, which is the distance between the sensor and the
current, and the current width is very high, as shown in figure [IL.2.1] For standard SQUID sensors, the z
distance is always above 200um, while the line width is below 30um, which is the usual size of a bonding
wire. Furthermore, when considering current lines flowing in the middle layers of a three-dimensional
component, the working distance can easily increase above a few millimeters, and the working distance
to line width ratio increases over 100. In this case, the linear approximation chosen for this study gives

no appreciable error in the final results.
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Figure II1.2.1: Definition of the ratio between the working distance and the line width

II1.2.1.2 Simplification of Biot-Savart’s law

It has been shown in chapter [[I.1.2] that when a current flows through a filiform conductor as in fig-
ure [IT.2.7] it generates a magnetic induction field according to the law of Biot-Savart, which has been
written in the differential form in equation[[.LT.26] When considering a mono-dimensional current line

approximation, the current distribution can be written as:

Jav' = Idl I1.2.1)

Therefore the Biot-Savart law can be simplified as follows:

B_,uildlxirf,

_ (111.2.2)
47 |r — r’|2

II1.2.1.3 Magnetic field generated by a finite current line

If the case of a current flowing on the x axis is taken into account, the generality of the equation is not

lost as the study can be reduced to a generic current flowing on an arbitrary axis by applying rotation
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matrices. The current is represented in figure [l11.2.2] where X is the distance along the x axis between
the middle point of the current line and the origin of the cartesian reference. The new reference system is
now centered on the middle point of the current line: the z component of the B vector on the x — y plane

at a distance z from the current line is:

Hol y
B ==
d Z(x7 y’ Z) 471_ \/[(l — x)z n y2 n Z2]3 dl

(111.2.3)

where \/ [(I — x)? + y% + z2]? is the distance between the current element d/ and the point P where the
field is evaluated.

The equation [III.2.3| must be integrated between —L and L in order to obtain the full contribution of

the current line on the z component of the magnetic induction field:

pol (" y
B.(x,y,2) = — f dl (I11.2.4)
Z )t NTT=27 +37 +2F

To solve the integral of equation the following substitutions are carried out:

l-x=k=dl=dk

2 2

) (I11.2.5)
Y +z =a

so that the integral becomes:
L—x y

_ (111.2.6)
A2+ aP

Hol
B.(x,y,2) = T

The solution of the integral of equation is obtained by a further substitution using trigonomet-

rical functions:

k=atan@
( + P = — (I1.2.7)
cosd -
a
dk =
cos2 8

so that:
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L—
k:L—x:G:tan_l( x)

a

—-L—

k:—L—x:>9:tan_l( x)
a

In this way the induction field can be evaluated as follows:

Iy (7' cos’0 a
poly f J0 =
t.

B.(x,y,2) = —
(% ,2) an-1(=Lx) @’ cosf

A
I tan‘l(%)
= By f cos 6d6 =
t

 dna? an-1(=L=t)
I ] tan~!(£2)
= %[sm@]tanl(?) =
_/uoly[ L-x _ L+x ]_
~ 4na? V(L = x)? + a? \/(L + x)? + a? -
_ Mol y [ L-x N L+x
Iy + 2L L =32 +y2+ 2 L+ 22+ + 2

where the integral has been solved considering the trigonometrical substitution:

tan 0

V1 +tan2 6

sinf =

I11.2.1.4 Magnetic field generated by an infinite current line

(I11.2.8)

(I11.2.9)

(I11.2.10)

In some cases it might be interesting to consider the line as an infinite line, which simplifies the whole

calculation. This happens mostly when the current line is sensibly longer than the area of interest where
the magnetic field is evaluated. In this case equation can be modified according to the fact that:

L — o
in which case:

L—-x N L+x
VL-x2+y2+22 L +x)?2+y2+72

Equation [[I1.2.9]can therefore be simplified as follows:

-2

(II1.2.11)

(TI1.2.12)
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Mol y
B.(x,y,2) = ——=——— 111.2.13

II1.2.1.5 Generation of the simulation plane

In order to simplify the calculations, the current has been considered as flowing on the x axis. This means
that a certain number of transformations to the working space will be needed in order to report the real
current line, which obviously flows on a generic axis, to the real x axis.

The magnetic induction field generated at an arbitrary point P from a current flowing on an arbitrary
direction can be easily evaluated by applying a set of transformations to the working reference system;
the magnetic field of equation [lII.2.9|is generated from a current flowing on the x axis and evaluated at a
point P(x,y, z). Therefore, to apply this equation, the generic current line needs to be translated to the x
axis, with the consequent transformation of the P point coordinates.

A current flowing on an arbitrary line is considered in figure [[IL.2.3}

It can be noted that the measurement plane (corresponding to the simulation plane) is on a constant z
plane. The current line is represented by the segment P P,, and is identified by its middle point M and
its direction. The generic point of the simulation plane, noted here as P;;, has the following coordinates:

Pij(xi,yj,2Z) (111.2.14)

where Z is constant, and x; and y; are the i and j place on the x and y axis of the simulation

grid. When [, and /, are the lengths in meters of the measurement grid and n, and n, are the number of
simulation points respectively on the x and y directions, and Py(xo, xo, Z) is the origin of the simulation

grid, the following equations stand:

Ly
ny—1

l},’

ny —

X; =Xxo + 1%
(II1.2.15)

yj=yo+ J*

In order to be able to apply the simplified formula valid for a current flowing on the x axis,
used to evaluate the magnetic induction field at a point P;; of the measurement grid, the segment needs to
be lying on the x axis. Therefore the first transformation needed is a simple translation of the reference
system to the middle point of the current line M. The generic point P’ of the new system becomes

therefore:

P=P-M (II1.2.16)
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Figure II1.2.3: Simulation model
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The resulting system is shown in figure [[11.2.4

H

z

P’

L

____________________

Figure I11.2.4: System translation

The position of one of the extremes of the current segment, for example P/, gives the angles between
the segment itself and the reference system. A first rotation of an angle 8 around the y axis is needed in

order to have a new system where the current is lying on the x — z plane, as shown in figure [[IL.2.5}

L
Zy

P,
P,

”

"<

P,

Figure I11.2.5: Rotation on the y axis

The rotation matrix is therefore the following:
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cos(0) 0 sin(0)
0y(0) = 0 1 0 (I11.2.17)
—sin(@) 0 cos(6)

so that the generic point in the new reference system P’ is:

P" = Q,O)P" = O\(O)(P - M) (I11.2.18)

The last rotation to be performed is around the z axis, and is needed in order for the segment to lie

only on the x axis, as it is shown in figure [[T1.2.6]

133

”»

g

P!!!1

x!!
Figure I11.2.6: Rotation on the z axis

The angle ¢ between the x and y axis defines the rotation matrix Q. as follows:

cos(¢p) —sin(¢) 0
Q.(¢) =| sin(¢) cos(p) O (I11.2.19)
0 0 1

so that the resulting generic point P’ is:

P = QAP = QD) O)P = Q:($)Qy(O)(P ~ M) (I11.2.20)

Now, thanks to the transformations of equation it is possible to move from the a particular
reference system, lying on the current, to the reference system of the simulation model, which has the

measurement plane lying on a x — y plane. This methodology can be easily extended to the evaluation
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of the three components of the magnetic field, and not only to its z component. For example, to evaluate
the z component, it is in general sufficient to apply the scalar product between the magnetic field and the

unity vector k= 0,0,1):

B.(x,y,2) = B(x,y,2) - k (II1.2.21)

As this product needs to be performed with respect to the initial reference system, the transformations
of equationcan be applied to the unity vector k too: the resulting unity vector , k", will still have
a modulus of 1, but will have an arbitrary direction in the new system. It will then be multiplied by B"”,
the transformed version of B in the new system, to obtain the value of B,. The same logic can be applied
to the other unity vectors 7 and J.

By applying the equation [[I1.2.20]to each point of the measurement plane in a matricial way, a much
faster evaluation of B is obtained, with the best possible precision, since an analytical calculationwas
used. By using the superposition principle, it is then very easy to generate the resulting B field by adding
together all the single contributions brought by each current line.

II1.2.1.6 Simulation methods comparison

In order to verify the usefulness of the simulation model, it was compared to some results obtained on a
Finite Element simulator. The algorithm showed for the simulation model was implemented in an open
source environment named Scilab. This software implements a free platform for numerical computation.
It was chosen because of its versatility and customizability. All the results presented here were obtained
with the use of this software.

The advantage of using an analytical simulator instead of a finite elements one is the amount of time
saved. In order to prove the feasibility of this technique, the first simulations were performed with FEM
software. Even though the results were satisfactory (varying only slightly from those obtained with the
model presented here), the calculation time was much higher. In order to generate a matrix of 100000
points, a number of three-dimensional meshes of the system were performed, each with approximately
1000000 nodes. Each mesh took between 2 and 5 hours to generate, depending on the geometry to be
discretized, while each simulation took between 30 min and 1 hour. The main drawback of this method
is that as soon as the geometry of the current to be simulated changes, the Finite Element software must
re-evaluate the mesh. This adds hours to the calculation time. Therefore just localizing one current with
precision (which with the simulation approach involves the generation of tens of simulations), can take
days if not weeks. The solution presented here does not involve meshes, and is therefore faster than the
FEM simulation by several orders of magnitude. For the simulation model developed for this work, the
calculation time depends on just two parameters: the number of points in the acquisition matrix, and

the number of current lines which need to be simulated. Furthermore this method also allows the direct
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calculation of the correlation to the measurement, giving as an output the correlation curve together with
the exact position of the current. The simulation time with this method, which varies according to the
matrix size, took only a few seconds per line. The time taken for the simulations and the time needed to
evaluate the correlation for each matrix are shown in table the time for evaluating the correlation
is not significant if compared to the time taken for the simulations. All these values were evaluated as
a mean time on a large number of simulations, as the precise simulation time can vary depending on
the computer’s activities at the time. In order to calculate the amount of time taken to evaluate the exact
location of the current, it is enough to multiply the time for each simulation by the number of simulations

needed.

Points  Simulation (s) Correlation (s)

68706 2.51565 0.015625
97965 3.664773 0.025568
109998 4.089489 0.029578
130510 4.846591 0.036932
481347 17.680398 0.134943

Table II1.2.1: Average time (in seconds) taken by the simulation and the evaluation of the correlation in
function of the number of points

N
o

-
Qo

-
=2}
L

—
S

Simulation Time (s)
S ©

17

0 200000 400000 600000
Number of points

Figure II1.2.7: Simulation time in function of the number of points
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It can be noticed that there is a linear relationship between the number of points of the acquisition

matrix and the simulation time. This can be seen clearly in figure [[I1.2.7

II1.2.2 Localization of the most probable current paths

Once a fast simulation result of the magnetic field can be generated, it needs to be used to evaluate the
correlation with the measured data. In this way it is possible to localize the current precisely. The basic
idea is that, even though the number of possible paths is infinite, by using the knowledge of the internal
structure of the sample (gathered in different ways: from CAD, optical acquisitions or X-Ray, both bi-
dimensional and three-dimensional) it is possible to imagine a set of current path hypotheses. All of

them will be simulated, and the resulting field will be compared to the magnetic acquisitions.
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cuarTeR 111.3

Application of the model to a current path localization

The simulation model described in chapter allows for the generation of the magnetic induction field
in a fast way at any point, generated by any filiform current. The application of this model to current
localization is straightforward: the measurement and the simulation are compared to each other through

a correlation function.

The comparison between the measurements and the simulations can be carried out by using different
methods, as for example the maximization of the likelihood or the minimization of the least square error.
The function to compare the two sets of data which was chosen was a simple correlation one, as it is
faster in terms of computing calculation. This is the function which will be used for all the comparisons
explained in this document, unless expressly stated otherwise. The correlation function is described in
Equation [[II.3.

M-S-M-S
Corr(M,S) = (IIL.3.1)

)

where M is the measurement data, S is the simulation data, and the overline symbol signifies the

mean value of the data set. This function can then be varied to obtain different types of information
regarding the similarity of the two data sets. For example, instead of the standard correlation, which
is applied to the first degree statistical moment, the higher degrees of moments can be used in order to

obtain information about non-linear similarities.

The methodology developed for the localization of the currents comprises a number of transforma-
tions applied to the simulated current lines in order to obtain the highest correlation. This methodology

uses the superposition principle to simplify a complex problem. As the magnetic field generated by all
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the currents flowing inside the sample can be evaluated by simulating the single contributions and by

adding them together, the same rule applies to the correlation.

II1.3.1 Localization of a current segment

As the magnetic field generated by a complex current path can be generated by using the superposition
principle adding up the single elements, it is possible to consider a current path as a chain of single

current lines. Each of the current lines can be identified by its parameters:

e Start point P
e End point P;

e Current amplitude

where each point has three coordinates. There are therefore 7 parameters which are needed for the
identification of each line. From this starting point, a number of geometrical transformations can be
applied to the line, in order to obtain the highest possible correlation.

In the next sections, an example of the transformations which were developed in the simulation
software will be shown. For each of them, a step and a range, both positive and negative, need to be
defined, as will be explained in more detail for each of them. All of the examples will use a test vehicle

to show the results obtainable.

111.3.1.1 Horizontal Line Shift

Once the current amplitude is fixed, the only parameters which can be varied are the two points. The most
obvious way to move the line is to shift it horizontally; the line is moved in a direction perpendicular to
itself. Negative and positive ranges can then be chosen together with the simulation step: the simulation
will then be performed for all the lines going from the negative range to the positive one, at intervals
of the step as shown in figure For each of these lines, the magnetic field will be generated and
compared to the magnetic measurements; the resulting correlation will be stored in relation to the line
position.

A typical result for this type of evaluation is shown in figure [I.3.2] The final result will be the

position of the current, given by the position of the maximum of the correlation curve.

II1.3.1.2 Line rotation

Another transformation of the geometry of the current line is the line rotation. In this case, the negative

and positive ranges are the two angles @ and 8 which are shown in figure The step s is expressed
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in degrees, so the number of simulations n which will be generated is given by the ratio between the total

range and the step, in degrees, as explained in equation [III.3.

ne 48 (I1.3.2)

Figure I11.3.3: Simulation of the rotation of a line

The rotation is applied to the line on the x — y plane around its center. A typical result for this type
of transformation is shown in figure [I11.3.4) As before, the peak of the curve represents the line rotation
with the highest correlation to the measurement, and therefore the most probable direction of the real

current line.

II1.3.1.3 Line elongation

Another possible transformation applicable to the current line, still keeping it in the same x — y plane, is
a modification of the line length; to achieve that, both the start and end point can be shifted, either one at
a time or simultaneously.

In figure this type of transformation is shown. The two points P; and P, can be moved in the
direction of the line, and at each step a simulation and the consequent correlation with the measurement
are evaluated. In this case the resulting curve of the correlation is not as precise as for the previous ones.
This is due to the very small change in the distribution of the magnetic field for this transformation.
However, as shown in figure there is still a peak representing the best line assumption. To create
the curve of figure[[I.3.6] both points P, and P, were shifted the same length at the same time.

II1.3.1.4 Influence of the current amplitude

In general, all transformations to the current lines are possible. What has not been covered in the previous

sections was mostly the variation of the current amplitude and the z depth. These two parameters can be
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Figure I11.3.4: Correlation results for a line rotation

Figure I11.3.5: Simulation of a line elongation
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Figure II1.3.6: Correlation results for a line elongation

used to obtain more information from the simulations; however, they need to be handled with care, as
they do not always give the desired solution.
The correlation formula shown in equation [[IL.3.1] of independent from any linear change of the

variables:

M-kS —M-kS _ kM-S -M-S)
\/(W— Mz)((kS)z —Ez) \/k2 (W—MZ)(E - §2)

The k parameter of equation [[l1.3.3|can be considered as the current amplitude of the simulated line.

The amplitude of the first simulated current is therefore not important for the correlation value. However,

Corr(M,kS) = = Corr(M,S) (1I1.3.3)

what is taken into account is the relationship between the different simulated current lines:

Corr(M,k - (ky -S1+ky-S1)) =Corr(M,k -ky-S1+k-ky-S1) (111.3.4)

Equation[[Il.3.4]shows the usefulness of the correlation function. In fact it only takes into account the
relationship between the different variables which are added together, but is invariable with the amplitude.

This allows for minor calibration error between the measurement of the current applied to the device and
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the amplitude of the simulated magnetic field. However, if there is more than one current flowing inside

the sample, the difference in the amplitudes will be considered.

II1.3.1.5 Vertical depth simulation

The simulation of the variation of the vertical depth of the current lines does not always give the desired
results. It is, though, still possible, in some cases, to obtain the z value of the current line by shifting

it vertically in the same way as is done horizontally. This can be explained from the study of equation

a variation of the value of z does not give a high variation of B, as a variation of y would. When
considering for example a variation of z of 10% of its value, that is, for equation [[I.3.5} z; = 1.1z,:
ol
BZ(X,)’,ZI)='M_ Y Py
2n y2 + 7 |
(I11.3.5)

ol _y ol
2 y2 +Z§ 2 y2 + (1.121)2

BZ(X’ y’ Zz) =

The highest value of B, is obtained for y = z, which also corresponds to the highest variation due to

a variation in z. In this case equation [[IL.3.5|can be simplified as follows:

ol zi pol 1

B s ) = = - 5 _ A~
I11.3.
B.(x Z):,ULI—Zl :'ULI 1 ( )
A= 241212 27221z
The variation of B, can then be evaluated as:
AB, 1 1
=271|=— - =——1~0.05 111.3.7
B. (221 2.2121) (L3.7)

From the above equations, it can be seen that the variation of the magnetic field is more substantial
for a variation of y than for a variation of z. In conclusion, a variation of z usually results in a variation
in B; too small to obtain meaningful results for a vertical line shift. That is why the solution which was
found was that of using a fitting algorithm in order to obtain the desired z values. This approach can
only be used when there is one current line well separated from the others, so that the B, curve can be
considered equivalent to the theoretical one. In this case, the curve to be fitted will be:

Mol x—Xxo

Jx)=o0+ T p———— (II1.3.8)
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where the parameters to fit are the offset o, the current amplitude I, the zero value of the curve xg
and the z depth. A good fit, for a low-noise measurement of a single straight current line, can give a very
precise result. What is most important for this type of analysis, is the determination of the z distance. An

example of how to use this information is given in [68].

Magnetic Field (T)

0 500 1000 1500 2000 2500 3000 3500

Distance on the y axis

Figure I11.3.7: Acquisition of the magnetic field (red) and fitted curve (blue)

In figure an example of line fitting is shown. The red curve is the magnetic acquisition above
the current line, in a direction perpendicular to the line itself, while the blue curve is the result of the

fitting algorithm. The resulting z value, in this case, is of 834um.

II1.3.2 Current line localization

The simplest case for the currents localization is that of an infinite current line. For this case, an ex-
tensive study was carried out in order to understand the limitations of the simulation method for current
localization.

In order to evaluate the best resolution for the currents localizations at different working distances, a

set of acquisitions were performed at different distances on a simple current line. What could be noticed



I11.3.2. CURRENT LINE LOCALIZATION 95

is that the best resolution limitations were due to hardware imprecision (SQUID to camera calibration,
motorized micrometric stages resolution) for very small working distances, while they were due to the
small signal to noise ratio for long working distances.

A number of magnetic acquisitions were performed on the current line referred to above. The main
aim of the analysis was to see which was the maximum distance for localizing a current, and on the other
hand to find a relationship between the correlation and the working distance. The scans performed were
carried out from distances varying from 100um to 2cm. 2cm was evaluated as the maximum that could

be found on a packaged three-dimensional Integrated Circuit.

II1.3.2.1 Better localization accuracy

By working in this way, it was possible to increase remarkably the resolution of the Magnetic Microscopy
technique, which would not be possible by using the MCI algorithm [69].

0.999
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Correlation

0.995-
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0.993+
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Line Shift (um)

Figure I11.3.8: Distance between the MCI result and the current line (left), and simulation results (right)

In figure [[T1.3.8]an example of the improvements obtained is shown. On the left side an MCI analysis
performed on a single current line is shown; the superposition of the optical acquisition with the result
of the current inversion can be seen. The acquisition is taken from a distance of 320um for a current
amplitude of 1mA. The MCI shows an error of 18um; in addition, this error increases exponentially
with the working distance, so that if the object needs to be scanned from a great distance, the error will
not be acceptable at all. Therefore a set of simulations of a current line were produced, positioned with
different shifts on the x axis. The results are shown on the right side of figure [[ll.3.8} the maximum of
the correlation is exactly at the origin of the x axis, as this was chosen to be the curve reference. When

this curve is superposed to the optical image of the magnetic acquisition, its maximum (the origin) is
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located precisely on top of the white line, which is the current track. Therefore, in this particular case,

the accuracy of the technique was increased by 18 times.

111.3.2.2 Results

Working distance Lines displacement Localization accuracy

100um 3um lum
250um 10um lum
320um 18um lum
500um 1um lum
750um Sum 1um
Imm 15um 1um
2mm 30um Sum
Smm 50um Sum
7.5mm 30um 10um
Iem 20um 10um
1.2cm 130um 30um
1.4cm 300um 50um
1.6cm 300um 50um
1.8cm —100um 50um
2cm —400um 50um

Table II1.3.1: Lines displacement and localization accuracy in function of the working distances

As previously stated, the scans were performed from a distance of 100um to 2cm. The results of the
current localization for a set of measurements can be found in table It has to be noted that, as
the SQUID gets further away from the current, the optical acquisition is shifted more and more from the

magnetic measurement, so that the MCI would soon not be applicable anymore.

Moreover, the simulation approach allows the mapping of currents up to 2cm away from the SQUID;

the MCI, on the other hand, is not working anymore for working distances higher than a few millimeters.

In the figures [[I1.3.9] [L.3.10] [[T1.3.11] and [IT1.3.12] the evaluations of the correlation for some of
the performed acquisitions are shown. The maximum of the curve is always placed on top of the real

current line; however, it can be noted that the distance between the maximum and the origin of the x axis
increases with the working distance. This means that the the difficulty of getting accurate current map

superposed to the samples optical images becomes more and more complex, even though the resolution

of the technique is increased.
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Figure II1.3.9: Correlation between simulations and the measurement for a 100um working distance

0.999616

0.999614+

0.999612-

0.99961+

0.999608+

0.9996067

0.999604

Correlation

0.999602-

0.9996+

0.999598+

0.9995967

Line Shift (um)

Figure II1.3.10: Correlation between simulations and the measurement for a 750um working distance.
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Figure II1.3.11: Correlation between simulations and the measurement for a 1cm working distance.
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Figure II1.3.12: Correlation between simulations and the measurement for 2cm working distance.

I11.3.3 Conclusion

It has been shown in the previous sections that the MCI technique has some limitations. Those are

mostly due to the number of operations which are necessarily performed on the magnetic field acquisition
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in order to obtain the desired map of the currents, as explained in When applying the inversion
algorithm, the magnetic field is filtered of its higher frequencies, which still carry important information
about the position of the sources.

These limitations can be overcome by using the simulation approach, as has been shown. In the next
chapters it will be shown how this new approach can be used not only to improve standard technique

resolution, but also to gather important information to reconstruct three-dimensional current paths.
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cuaprtTer 111.4

Application to the 3D

In chapter [[IL.3]it has been shown already how the model developed in chapter [[I.2] can be used to find
some depth information about the current lines. Furthermore, in chapter it has been shown how
impossible it is to to obtain information about the vertical currents when measuring the z component of
the magnetic field, as they do not give any contribution in z. Finally, in chapter[[.2]it was shown how the
inversion problem is of no unique solution for three-dimensional current distributions: there exist more
than one configuration of magnetic sources which generate the same distribution of the magnetic field, if
this is measured above all the sources.

As a result, the first step to map the currents in a three-dimensional way is that of acquiring the
other components of the magnetic field. These are the only ones generated by a current flowing in the
z direction. This is however only a first step, as it is not sufficient to map all the currents, as the MCI

technique is not suitable for the three dimensions.

II1.4.1 Tilting the sample

There are a few reasons for which the Magnetic Current Imaging algorithm is not able to map the currents
in three dimensions. The first, and most obvious, is that the acquired z component of the magnetic field
does not carry any information about vertical currents. Moreover, the 3D problem, as explained in chapter

has no unique solution, which means that there is no way to map the currents three-dimensionally.

I1.4.1.1 Currents projection

In figure[[IT.4.T|the problem of the three-dimensional nature of the currents is schematized. The currents,

which can be seen from the measurement plane, can be considered as projected to this plane. Further-
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Figure I11.4.1: Projection of the current lines on the measurement plane

more, the intensity of the projection decreases with the square value of the distance: the only currents
which will be visualized with the MCI algorithm are only those flowing on the surface. It also has to be

noted that the projection of the vertical currents on the measurement plane is only a point.

II1.4.1.2 Projections on the tilted sample

If the sample of figure[[TL4.T]is tilted, the resulting measurement plane will be moved as in figure [[I.4.2]
In this case all the currents flowing inside the sample have a projection on the measurement plane.
Furthermore, there are no currents whose projections are overlapped as in the previous example. In this
case, the vertical currents also can be mapped.

It has to be noted, however, that from a general point of view, the currents can be flowing on any
direction on the three axes. In any case, the multiple measurements on three measurement planes, as
it will be described in the next section, assure a full view of all the currents, in each direction. In real
samples, on the other hand, the currents do not usually flow diagonally inside them. The currents are
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Figure 111.4.2: Projection of the current lines on the measurement plane for a tilted sample

usually moving on either x or y directions inside a z plane (even if sometimes they might flow in a general
direction in the plane), but most surely they move from z layer to z layer only in the z direction.

II1.4.2 Full Magnetic Field acquisition

The SQUID sensor which was used for this study, like all the magnetic sensors normally used for the
purpose of non-destructive studies, is only built to measure the z component of the field. In order to
acquire the other components of B the sample needs to be tilted on two different axes separately, so that

three consecutive acquisitions need to be performed.

II1.4.2.1 Acquisition of the z component

To obtain the z component of the magnetic field, a first magnetic scan is performed on the top of the
sample, which is placed flat under the SQUID, as it is shown in figure [[l1.4.3]
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In figure the acquisition of the z component on a real sample is shown. This is a standard
acquisition, which can also be later used to apply the MCI algorithm and obtain some initial information

about the currents flowing on the surface.

II1.4.2.2 Acquisition of the x and y components of B

The x and y components of B can be acquired by tilting the sample as shown in the image [[I.4.5]

The angle that the device will be tilted depends on its geometry. If the sample is very wide, a narrow
angle is preferable to avoid losing resolution due to the increased working distance. For smaller devices
a wider angle can be used to allow for a better filtering of the the unwanted component of the magnetic
induction field.

If, for example, the sample is tilted by an angle ® on the x axis as shown in figure by applying
the rotation matrices on the x axis, the measured field By, will be:

By = =B, sin® + B, cos ©® (II1.4.1)
If the z component has previously been measured, the y component can then be easily extracted:

_ B;cos® - By
v sin @

The same equation applies for the x component of the magnetic induction field. If the sample is tilted

(111.4.2)

by an angle @ on the y axis as shown in figure [I[.4.7] the measured field B); will be:

By = B, sin® + B, cos ® (IIL.4.3)
and therefore the x component of B can be evaluated as follows:

_ —B;cos® + By
N sin®
In figure the projection of the cube on the y — z plane before and after it is tilted on the x axis

is shown. In this way it is possible to see how the y component of the magnetic induction field can be

B, (I11.4.4)

extracted when the sample is tilted on the x axis by an angle ©.

II1.4.3 Use of the gathered information

The information which was acquired with the three components of the magnetic field needs then to be put
together. In most of the cases, acquisitions of the three components are not performed exactly at the same

points, even though some data analysis would allow the transfer of such acquisitions to the same points.
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Figure I11.4.3: z component of the magnetic field

Figure I11.4.4: Image of the SQUID measuring the z component of B
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Figure I11.4.5: Image of the SQUID scanning above a tilted sample
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Figure I11.4.6: Sample tilt on the x axis
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Figure I11.4.7: Sample tilt on the y axis

BZ B

By

Figure I11.4.8: Projection of the sample on the y — z plane
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The process, from a theoretical point of view, would be quite simple: it is the same as the one used by the
technique called the "Inward Continuation", which has been briefly explained in The difference
here is that the plane where the magnetic field is evaluated would not only need to be translated on the
Z axis, but also rotated and tilted. In other words, the easiest solution would be that of evaluating b, of
equation[[[.2.24]at each x, y point with a different z, value. And still some interpolation adjustment would
be needed to evaluate the field in the exact same x,y positions as the reference acquisition. However,
even if this method would provide a full data set of the magnetic field on a known x — y plane, the
data transformed in this way would not give any additional information about the currents when using a
Simulation Approach: the noise of the measurement would be moved together with the movement itself.
The Simulation Approach can evaluate the same field components of the magnetic acquisition on the

same measurement planes.
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The Ground Plane problem

The MCI technique has proven very useful in the localization of defects on bi-dimensional devices. Its
great potentialities have already been discussed elsewhere in this document. However, in the presence
of large metallic areas where currents are flowing, the MCI shows some strong limitations. This is the

exact case of the presence of ground planes.

Up to now, it is still impossible to localize currents which are flowing inside wide areas such as
leakages in the ground plane. In this case the current density at each point is very small; therefore, the
MCI algorithm cannot be applied, as the overall magnetic induction field generated is not strong enough

compared to noise.

III.5.1 The presence of the ground plane

Any operating electrical system can both emit and be subjected to perturbations, whatever their origin
(electromagnetic, electrical, environmental noise etc.). Electronic and microelectronic components are
no exception to this rule. Ground planes are used to determine the electrical reference of the assembly.
The presence of a ground plane reduces the cross-talk (e.g. the pollution of an electrical signal by the
presence of a second signal), electromagnetic interference and increases noise isolation. In a system with
an analog and a digital part, two different ground planes are expected to provide two different references
and therefore somewhat isolate the two parts. The ground plane, which has a local short circuit, poses a

dramatic problem that can lead to the total destruction of the Integrated Circuit or component.

An example of a multilayer component, presenting a ground plane, is shown in figure [[I.5.]
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II1.5.2 MCI for ground planes

One of the drawbacks of MCI techniques is the inability to generate cartographies of currents when they
are distributed on a bi-dimensional plane. This happens when there is a current leakage on a ground
plane, either at PCB or SiP level. When a current flows inside a conductor, the amplitude of the current
distribution is inversely proportional to the width of the conductor itself. This means that when the
current flows from a track or bonding wire to a ground plane, the current is widely distributed. Therefore
the magnetic field generated by such a current is widely spread and very weak. When applying the MCI
algorithm, a magnetic field, which is strong enough to visualize the current is needed. This is not the
case for currents flowing inside ground planes. An example of a ground plane current is shown in figure
MI.5.2} here the only currents visible, after applying the MCI technique, are those flowing in and out of

the plane. There is no way to visualize the currents inside the plane.

II1.5.3 The simulation approach for the Ground Plane

The simulation model which has been developed throughout this document cannot unfortunately be
applied to a ground plane, as it takes into account only current lines and not bi-dimensional current

distributions.

This model is very useful as long as the currents flowing inside the system are all filiform. As soon
as one or more currents leak inside a ground plane, the approximation of the current distribution to a
line is no longer valid. For these cases, a similar approach has been developed, which is based on the
discretization of a bi-dimensional current distribution as a network of resistors. The number of nodes
used depends directly on the degree of precision required and is inversely proportional to the time needed
to evaluate the solution. Once the entry and exit nodes of the net are chosen, Kirchhoft’s circuit laws give
the unique solution, which is the amplitude of the current flowing in each branch. With this information
it is possible then to generate the magnetic field for each line. Then, by using the superposition principle,
all the single contributions are added up in order to obtain the magnetic field generated by the whole

plane.

An example with a small number of nodes is shown in figure [II.5.3] Here it can be seen how a
current flow is discretized with one entry and one exit point on a plane. The advantage of this approach
is that to increase the number of nodes (in order to increase the technique resolution), it needs just to

increase the dimensions of the matrices used in the solution equations.
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Figure I11.5.1: Example of a multilayer component

Figure II1.5.2: Optical view of a ground plane (left) and the MCI results (Right)

Figure II1.5.3: Modelization of the Ground Plane
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II1.5.4 Wires network model

It is therefore necessary to prove the capability to model a ground plane as a wired network in order to
estimate the leakage currents or short circuits. The starting point of this modeling is to generate a simple
model in order to make the simulations as cheap as possible in terms of time. This model is valid as long

as the wavelength of the signal is not of the same magnitude of the thickness of the tracks.

II1.5.4.1 Resolution methods
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Figure I11.5.4: Resistor network

The first step, once the Ground plane has been discretized as a network of resistors, is to evaluate
the current flowing on each branch. To do that, there are two main methods which can be used: the
Mesh Currents and the Node-Voltage. The Mesh Currents method would be the easiest and quickest to
implement, as it would directly give the current values as a result. However, this method cannot take
into consideration three-dimensional structures: in other words, if one of the contact points is a node in
the middle of the network, this method is not applicable anymore. This would be the case of a vertical
connection which short-circuits the ground plane on a generic point in its middle. This scenario can be

taken account in the Node-Voltage analysis, which is therefore the one which will be used.
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II1.5.4.2 Node-Voltage Analysis method

A typical ground plane resistors network is shown in figure Then, between two or more points,

a current generator can be applied in order to bias the structure. If there are n nodes, and the exit point

for the current is the node n, the node voltages Vi, ... , V,,_; for the other n — 1 nodes can be evaluated as
follows:
ai aip o Arm-n Vi by
a1 axp o Ay V> by
= ) (I1.5.1)
An-1),1 Au-1)2 - Gu-1),0-1) Vi bn-1

where, knowing that the conductance is the inverse of the resistance:

e i = j:a;;=— ) conductances which have one end on the i™ node
e i# j:a;; =Y conductances between the i and j nodes

e b; = — Y current generators which have one end on the i node

II1.5.4.3 Node-Voltage method solution

As the ground plane is made up of just one homogeneous material, the resistors of the network can be
considered as all having the same resistivity R, corresponding to the conductance Y. It is easy then to
recover the values for the a; ; variables, as the number of resistors connected to one node goes from 2 on
the four corners, to 3 on all the sides, up to 4 for all the middle nodes.

By inverting equation [[II.5.1]it is then possible to obtain the node-voltage values for each node. The

currents flowing on the resistors are then easily evaluated by:

L= (111.5.2)

for all the nodes which have a branch in common, and it is zero for the others.

II1.5.4.4 Evaluation of the magnetic field

Once the currents, with their physical positions, have been evaluated, they can be inserted in the simula-
tion model developed in chapter [I.2] Each current line then generates a magnetic contribution; all the

contributions are then added together using the superposition principle.
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I11.5.4.5 Application to the Simulation Approach

This method is used to perform a set of hypotheses on the entry and exit points of the current inside the
Ground plane. All the hypotheses are then simulated using the discretization technique; this process is
quite time consuming, depending on the level of precision which is required by the problem. Once the
hypotheses are simulated, they can be compared to the magnetic acquisitions previously taken on the

sample. The hypothesis with the highest correlation will be the most probable current path.
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The Simulation Approach process

The simulation approach has been explained in the previous chapters: in chapter |l11.2|it has been shown
how to generate a fast and reliable simulation of the magnetic field, which would comply with both
time and precision constraints given by the defect localization problem. This model can then be used to
localize current lines with high precision, as explained in chapter [[IL.3] It can then be used to overcome
the standard limitations of the MCI technique, which, for the sake of the visualization, is obliged to
omit some of the important information. Furthermore, once the mathematics of the simulation have been
developed, it takes only one step more to use them for three-dimensional current paths. The current
lines which need to be simulated do not necessarily need to have all their points at the same vertical
level. Current lines can be simulated even if flowing in an arbitrary direction. The same possibility
applies to the magnetic components: by multiplying the evaluated field modulus to the right unity vector,
the simulation software is able to generate any component of the magnetic field. The problem of the
measurement of such a field is presented in chapter [Il.4] The easiest and fastest way for carrying out
the measurement is to tilt the sample and obtain the other components. The drawback of such approach
is that if the sample is very wide, even a small tilt will result in a long working distance in one side of
the surface. In some cases, however, the solution is to perform an acquisition of the field on the sides of
the sample. That is the flexibility given by the Simulation Approach: any and each magnetic scan, either
on top or on the sides, tilted or flat, far from or close to the sample, can be used and can add part of the
information to the global model. The simulation software, in fact, can generate the field on any possible

plane.

In this chapter, the steps to get a full current map will be summarized with the help of two flowcharts.

However, it needs to be understood that a real, precise and complete process flow for such a complex
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problem does not really exist. This is due to the fact that every localization problem is unique in itself,

and will follow its own steps depending on too many parameters.

II1.6.1 Defect localization process including the Simulation Approach

The process presented here is close to a typical defect localization application. In part[[V]some examples
of successful defect localizations will be given: it will be clear then that not all the steps of the process

are performed, but just those which were necessary to reach the goal.

III.6.1.1 First acquisitions

The defect localization problem starts when the electrical test has shown the characterization of the
component malfunctioning. Depending on the test output, the search will address a short circuit, an open
circuit, a resistive open or a general current leak. The first step will be to obtain enough information about
the internal structureof the component. This information can be gathered in different ways: the easiest
is to take some pictures of the sample, and to superpose them to the magnetic acquisitions. This method
is mostly suitable when the component has already been de-packaged, and the electronic die is directly
exposed to the camera. In addition, the user might have useful information about the sample layout. This
can be used later to define the paths where the currents are allowed to flow. Finally, some important
information can be obtained from X-Ray acquisitions, both bi and three-dimensional, as explained in
section [[.3.2] The three imaging processes can be used separately or coupled, and need to be realigned
together and to the magnetic field acquisitions.

A first set of magnetic scans is then performed. This step is generally iterated until the desired
precision is reached. Each magnetic scan is followed by the application of the Magnetic Current Imaging
algorithm, which allows the visualization of the currents flowing on the surface of the sample, and which
will be the starting point for the generation of the simulations. In some standard cases, this first set
of MCI applications will lead directly to the localization of the defect. This happens mostly for bi-
dimensional components presenting a complete short circuit, and which do not need a better localization

accuracy as the defects are considerable. These standard cases are however not the topic of this work.

I11.6.1.2  Full Magnetic Field acquisition

If it is necessary to apply the Simulation Approach, there will then be a first separation between bi-
dimensional and three-dimensional components. In the first case, the acquisition of the z component
of the magnetic field is usually enough to obtain the desired solution, so that the Simulation Approach
can be directly applied. For the three-dimensional components, it will be necessary to acquire the other

components of the field.
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Figure I11.6.1: Process flow for the application of three-dimensional magnetic microscopy
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A first tilt, performed on the x axis (for the sake of simplicity, the case where it is better to first
perform a tilt on the y axis will not be shown: the results are exactly the same, only with the inverted
axes), is followed by a magnetic scan. This scan will give a combination of the z and y components of B.
The tilt angle will be chosen as a compromise between noise level for the measurement and long working
distance. For big angles, in fact, the points of the samples which will be positioned further away from
the x axis, will have a high working distance. For small angles, the ratio between By and B, will be too
small: the y component will not have a Signal to Noise Ratio high enough. As stated before, this angle
will be chosen depending on the size of the sample.

This first tilt might be enough, in some cases, to obtain the required information. Again, this is strictly
dependent on the chosen sample. For the most complex cases, however, a third and final magnetic scan
will be performed, after a second tilt of the component, this time on the y axis. The Magnetic acquisition
will allow the extraction of the x component of B. Again, the chosen angle will be a compromise, and
depends on the sample geometry.

Finally, when all the magnetic acquisitions are performed, the Simulation Approach will be applied.

111.6.1.3 Localization results

The Simulation Approach, which will be expanded in the next section, gives the path followed by the
current in three dimensions. Very often, this is enough to obtain the precise localization. Sometimes, the

discovered current path will need to be compared to that of a reference working device.

II1.6.2 Simulation Approach process flow

As seen in the previous section, for complex defect localization cases, it is necessary to apply the Sim-
ulation Approach described in chapters [[T.2] [[I1.3] and [[IT.4] to generate a full and reliable current path

reconstruction. This approach is very flexible, and it too depends on the specific device which is being

studied: some of the steps might be entirely bypassed, while some others could be performed more than
once. It is anyway possible to describe the methodology by following the typical process flow which is
shown in figure All the steps will be better explained hereunder.

II1.6.2.1 MCI algorithm applied to the top layer

This first step, if not completely necessary, is really useful as it gives, in the case of bi-dimensional
samples, a first layout of the currents flowing in the device. For three-dimensional components, it can
give a more or less precise layout of the currents flowing on the plane which is closer to the sensor. The
information gathered by this step can be used as a first constraint for the simulation model: it is the

starting point from which the simulation can be applied.
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Figure I11.6.2: Process flow for the Simulation Approach
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II1.6.2.2 Superposition of the acquired images

The first magnetic acquisition followed by a MCI calculation can also be used to overlap the first optical
images to the current layout. This is also the step where all the available images are superposed on each
other to obtain a deeper knowledge of the device. This superposition will be necessary once the points of
the lines to be simulated have been selected. For instance, an X-Ray image, superposed to the magnetic
acquisition, can be used to select the points of the structure which are not visible from the outside, when

the sample is still packaged.

111.6.2.3 Line Simulation

As shown in figure[[II.6.2] this step can be still divided in sub-steps. The line which is being studied and
therefore mapped can undergo a certain number of transformations, as explained in The steps
proposed in this mini process flow are not necessarily to be applied in the same order. However, the
proposed order is the one which is more suitable for most cases. The first line which will be chosen to be
mapped depends again on the sample geometry; in most cases, the study starts with the currents which
are closest to the sensor.

If the current line which needs to be localized is sufficiently distant from other currents, e.g. there is
at least part of it which does not have much influence from other neighbor current lines, the vertical depth
simulation described in the section[[II.3.1.5| can be used in order to place the current in the right z plane.
This information can be of fundamental importance as it places the current line under study in the correct
layer of the sample. Following this step, all the transformations can be applied to the current line in
order to maximize the correlation. As the rotation of the current line is usually already known (normally
the current travels on either the x axis or the y axis), the first transformation is usually a line shift (from
section [[TL.3.1.T). With this step the line is precisely placed on top of the metal track. A further rotation,
as explained in section [[I.3.1.2] could slightly increase the correlation, and can be used to adjust the
current on the precise orientation of the image. In some rare cases, however, currents might be flowing
in a complete arbitrary direction in the plane: in these cases, a first rotation transformation is performed
before the shift. Finally, the current line is adjusted in its length: the two extreme points are moved in
their axes as shown in section [[II.3.1.3] until a maximum in the correlation is found. These steps can
then be re-performed one by one to readjust the current until a stable solution, which is a compromise of

all the transformations, is found.

I11.6.2.4 Simulation of the following current lines

The mini process described in the previous section is then iterated for each current segment flowing inside
the sample. All the current segments which have already been simulated will be taken into account by

adding together all their contributions to the magnetic field. The overall correlation therefore should keep
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increasing until reaching a value close to 1, when the last current line is simulated and its contribution

on the magnetic field has been added to that of the other segments.

I11.6.2.5 Full current path reconstruction

The final goal of the Simulation Approach is then reached: the full current path flowing inside the sample
can be reconstructed three-dimensionally. This information can be compared with the internal structure
of the sample given by either the X-Ray acquisition or the CAD layout, or in some cases it can be
compared with the same map produced on a reference device: the difference between the two paths will

give the precise spot of the defect location.
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cHAPTER 111.7

Conclusion

In this part the fast Simulation Approach, based on a line approximation of the current flow, has been
developed. The possibility to measure B, and B, with a mono-dimensional sensor, dedicated to the
measurement of B, by tilting the sample has been shown. Complex problems, including short circuits
inside ground planes, can also be solved with this technique. The Simulation Approach has thus been
implemented in a full process flow. Its efficiency will be shown in the next part, where it is applied in a

number of case studies, and will be described in detail.
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Part IV

Application of the new techniques to case
studies
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caAPTER IV.1

Introduction

In order to understand the technique described in part [[TI, some applications to real case studies will be
described here. The goal is not only to illustrate the use of such a technique more clearly, but also to
prove its validity for a wide range of different problems.

Therefore each example chosen here is propaedeutic to its successor, and show the progression from
the standard bi-dimensional magnetic microscopy applied with the inversion technique, to the most ad-
vanced three-dimensional current reconstruction. The first chapter will show the application of the tech-
nique described in chapter [[II.5| which is used to simulate the bi-dimensional current distributions, such
as those flowing in the ground plane of the circuits; the technique will be validated through the applica-
tion on a test vehicle PCB. In the following chapters, the Simulation Approach will be applied to different
cases, from a planar Integrated Circuit presenting a short circuit, to a real case multilayer defective Sys-
tem in Package from 3D-Plus. In the third example, the Simulation Approach will be applied to a test
vehicle, which was used to show the proof of the ability of the technique to map the currents at very long

working distances in the three dimensions.
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cHAPTER I'V.2

Ground Plane current localization on a test vehicle

It has been seen how the localization of bi-dimensional current distributions flowing on the ground planes
are very complicated to map. This is primarily due to the small variation of the magnetic field on such
planes, and of the low SNR value.

In this chapter a test vehicle, comprising a bi-dimensional metallic layer, is built and shown. The

first use of the Simulation Approach on this type of devices is shown.

IV.2.1 Test Vehicle conception

The test vehicle which was built in order to demonstrate the validity of this technique is shown in figure
It is a multilayer PCB, with one of the layers presenting a square metallic plane, connected
through some metallic tracks to the external pins. The metallic square is visible in transparency in figure

IV.2.2 Magnetic Analysis

IV.2.2.1 Electrical setup

Through two of the electrical connections to the metallic plane, an AC voltage of a few mV was applied.
This induced an AC current of a few mA in the plane. The chosen frequency used was of SkHz: with such
small frequencies, the capacitive behavior of the plane can be neglected, and the plane can be therefore

considered as an impedance network, where all the impedances have only their real value.
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IV.2.2.2 Magnetic Acquisition

The first step, once the device was fed, was to perform an acquisition of the magnetic field generated by
such a plane. The resulting map of the magnetic field is shown in figure [V.2.2} this image shows how
the strongest magnetic signal is acquired on top of the tracks which are carrying the current to the plane,

while the field on the plane itself is of much lower intensity.

IV.2.2.3 MCI algorithm application

The acquired magnetic field of figure was then transformed according to the MCI algorithm; the
resulting current map is shown in figure It is clear, from this image, that the MCI algorithm is
only able to produce information about the currents flowing in tracks which are narrow enough. In this
case, only the currents flowing in the tracks are visible: the current distribution on the metallic plane
does not give a big enough contribution to the magnetic field, and therefore cannot be visualized with the
MCI technique.

IV.2.3 The application of the simulations

The simulation of the current flowing on the plane was generated as in chapter the metallic plane
was discretized as a resistors network, and the current flowing on each branch was evaluated. The

magnetic field generated by such currents was then calculated and compared to the acquisitions.

1V.2.3.1 Ground Plane discretization

A number of choices had to be made in order to generate the network of resistors. They mostly reduced
to the choice of the step, on both x and y, between two successive resistors, in micrometers. The step, in
this case, was of 100um on both sides, creating a network of n X n resistors. Each simulation could then

take up to 2 hours to perform.

IV.2.3.2 Defect hypotheses

In order to validate the approach, a few defect hypotheses were performed on the entry and exit points
of the current inside the metallic plane. Some of the results obtained are shown in figure When
the simulated entry point is completely different from the real one, as in the first image on the left,
the correlation is very low. On the other hand, when the simulation which was very similar to the real
current distribution was performed, an increasing correlation was observed, with a maximum of 0.6

corresponding to the exact superposition of the simulation and the real current.
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Figure IV.2.1: Optical image of the test vehicle

Figure IV.2.2: Image of the magnetic field acquired above the ground plane
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Figure IV.2.3: Current map as a result of the MCI algorithm

Corr=0.1 Corr=0.5 Corr=0.6

Figure IV.2.4: Ground plane currents hypotheses, with the relative correlation results
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IV.2.4 Results

Figure [V.2.4] shows the correlation values for the comparisons between the simulations of the different
current path hypotheses and the magnetic acquisitions. Even if the best correlation found, which was
when the hypothesis perfectly matched the real current path, was far from the best possible value of
1, this was still a very good result. First of all, the highest correlation was shown on the real current,
meaning that there is a correlation between the simulations and the measurements. And secondly, the
correlation might have increased if all the currents had been simulated, not only those present in the
plane: if the currents getting in and out of the plane had been simulated, they would have polarized the

correlation value and therefore the results.
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cuaPTER I'V.3

The simulation approach for the defect localization on a bi-dimensional

device

IV.3.1 Introduction

The Failure Analysis performed for this sample was performed with the help of the Simulation Approach
in two dimensions. The failing device was an ST Microelectronics IC which presented a very low re-
sistance (approximately 10 Ohms) between Vdd and Ground. The I/V curve also showed a resistive
behavior of the defect, as it was completely linear. The very small value of the resistance was probably
denoting a short circuit between the two I/Os. When the component was received, other localization
techniques (EMMI, Laser stimulation, OBIRCh) had already been used and were not able to give re-
sults which could localize the defect. These techniques cannot be used on packaged components, unlike
Magnetic Microscopy which can see through non-magnetic materials. Therefore the IC had already been

de-packaged, and it was possible to acquire information by optical and X-Ray inspection.

IV.3.2 Optical and X-Ray Inspection

The pictures taken of the component package showed no sign of defect, as it can be seen in figure [V.3.1]
From this image, there is no evidence of any damage to the component. A further X-Ray inspection is
then shown in figure[TV.3.2]

These pictures show that no external damage is visible. To obtain a visual inspection of the die, then,
the component was de-packaged and the molding compound was removed. The die was then attached
on a flexible PCB, as shown in figure
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Figure IV.3.1: Optical inspection of the failed device

Figure IV.3.2: X-Ray images of the failed device

A close optical inspection, which is shown in the two images of figure [V.3.4] shows that there is no
visible damage on the bonding wires or on the die itself which could localize and explain the failure.

From the optical acquisitions, it was possible to verify that the ST Integrated Circuit presented two
metal tracks running in two loops around the component. Part of these loops are shown in figure [[V.3.5}

they are the Vdd and GND loops, which carry the power to the whole component.

IV.3.3 Magnetic Scan

The magnetic scan shows that some currents are flowing inside the device, as the shape of the field is such
that already some currents can be hypothesized to be flowing between the two bonding wires. In figure
[[V:3.6| the magnetic scan of the defective device is shown. Starting from the knowledge of the magnetic
field, the MCI algorithm was applied in order to obtain a first visualization of the currents layout; the
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Figure 1V.3.4: Close up pictures of the failing die

Figure IV.3.3: Depackaged component
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superposition of an optical acquisition of the sample to the results of the MCI technique are shown in

figure[[V.3.7]
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Figure IV.3.5: Detail of the Vdd and GND tracks running in a loop around the component

This image shows that it is impossible to localize the defect precisely from the simple MCI applica-
tion, as the resolution is not good enough. However, from this first image it is possible to obtain an initial

approximate idea of its position.

IV.3.4 Magnetic simulations

The next step was to come up with several defect hypotheses: each hypothesis represents a different
possible current path. The pictures previously taken with an optical microscope produced the information
about the two track loops around the component: these were schematized in order to simulate the possible
currents flowing through them. As the short circuit was between the Vdd and the GND tracks, the defect
needed to be at some point between the two loops.
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Figure IV.3.6: Magnetic image of the device

Figure IV.3.7: Magnetic Current Imaging results

IV.3.4.1 First defect hypothesis

The first hypothesis was to put a short circuit between the two tracks just next to the connection of the
bonding wires. On the left side of figure [V.3.8] a schematical view of the layout of the two loops is
shown: the small black line represents the short circuit which was simulated. The simulation of the
magnetic field shown on the right side of the same image is quite different from the measurement of the

magnetic field.
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Figure 1V.3.8: First defect hypothesis: current layout scheme (left) and simulation result (right)

IV.3.4.2 Second defect hypothesis

%

Figure 1V.3.9: Second defect hypothesis: current layout scheme (left) and simulation result (right)

From both the magnetic image of figure [V.3.6| and the MCI result of figure [V.3.7]it is clear that
there is a passage of current from the external ring to the internal one on the bottom side of the images;
therefore the proposed simulations were performed on hypotheses which took into account short circuits
on this part of the device. In figure [V.3.9] the second defect hypothesis is shown. In this case, there
are two main current flows, running through the Vdd loop. The result of the simulation is shown in the

image on the right.

IV.3.4.3 Third defect hypothesis

The third hypothesis shown here is still a short circuit between Vdd and GND on the bottom side of the
images. However, the defect is placed in a different position with respect to the second hypothesis.
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Figure IV.3.10: Third defect hypothesis: current layout scheme (left) and simulation result (right)

IV.3.4.4 First rough result

The three simulations shown above were then compared to the magnetic field acquired on the device as
in figure[IV.3.6] The simulation with the maximum correlation to the measurement is the second one; it
was possible, just by comparing the two magnetic images, to see the affinity between them. The higher
value of the correlation then gave the correct result in terms of position of the short circuit.

The Simulation Approach applied here was sufficient to identify the area of the circuit where the

defect was situated. However its precise location had still not been found.

I1V.3.4.5 Finer localization

T

./\

==

Figure IV.3.11: Short circuit line shift

To localize the defect precisely, a second set of simulations had to be performed. In this case a

particular version of the line shift transformation explained in section [[I.3.1.1| was applied to the short
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circuit line. A schematical view of this shift is shown in figure [[V.3.T1] While shifting the small vertical
line, all the currents flowing around it were changed. The step chosen for the shift was of 1um. The

results of the correlation with the second set of simulations gave the precise location of the short circuit.
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Figure IV.3.12: Correlation in function of the line shift

In figure[[V.3.12]the variation of the correlation in function of the short circuit displacement is shown.
This figure shows that a variation of the position of the simulated short circuit corresponds to a regular
variation of the evaluated correlation. The maximum of the correlation corresponds to the exact spot

where the short circuit was found.

Initial Gnd Track Initial Vdd Tracks

Figure 1V.3.13: Device FIB cross-section
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IV.3.5 Results

The results of the analysis on the ST device allowed the validation of the new methodology. In the end
the short circuit was found between the positive and the ground tracks; after cross-sectioning the circuit,
the defect was validated by Scanning Electronic Microscopy inspection, as shown in figure [V.3.13] The
results of the cross-sectioning show that the metal track (the one in the middle) had completely melted,
making a net contact with two different lines (located on the left and on the right at the bottom of the

picture).
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cuaprtiEr 1V.4

Three-dimensional Test Vehicle: reconstruction of a 3D current path

In order to validate the Magnetic Microscopy technique with the help of simulations for three-dimensional
components, a test vehicle was built. In this way it was possible to show the benefits of the Simulation

Approach for three-dimensional currents shown in chapter [[I.4]

IV4.1 Test Vehicle conception

:

Figure IV.4.1: Layout of a layer of the test vehicle

The test vehicle consisted of a stack of Printed Circuit Boards (PCBs), with several tracks represent-
ing the interconnections between the different modules of a system. The vehicle was built to represent
the geometry of the interconnections on a 3D component, such as a System in Package, as closely as
possible. In figure[[V.4.1]it is shown how each layer of the stack of PCBs is composed. There are several
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possible current lines on each layer, and the layers are linked to each other by small metallic wires. The
composition of the different layers is then shown in figure[[V.4.2]

Figure IV.4.2: Schematic view of the Test Vehicle

In figure [[V.4.3] the final assembled test vehicle is compared with a real case device from the French
manufacturer 3D-Plus with approximately the same dimensions. In order to obtain the map of the cur-

rents, the steps described in chapter [IL.4] were followed.

IV4.1.1 Electrical setup

The test vehicle was built to emulate a generic System in Package presenting a short circuit between
power and ground. It therefore contained a three-dimensional conducting path with a total resistance of
approximately 10Q running inside the structure. The current injected into the sample was the result of
a trade off between the maximum power permitted in a typical defective device and the need to have a

magnetic signal, which is strong enough at long working distances, given that the magnetic induction
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Figure IV.4.3: The test vehicle (left) and a real case SiP (right)

field is inversely proportional to the square value of the distance. Therefore it was decided to apply a

current of 3mA. The total power dissipated was:
P=RI’=10Q3-10%4)> =10-9-107°W ~ 0.1mW (IV4.1)

IV4.2 Magnetic acquisitions

As the information needed about the topology of the metal lines was already known, X-Ray images were

not acquired. Therefore the first acquisition to be performed was a magnetic scan.

IV.4.2.1 Flat scan

Figure 1V.4.4: Magnetic scan (left) and MCI image (right) of the test vehicle

This is shown in fig[V.4.4] together with the results of the MCI analysis. Thanks to the application

of the MCI algorithm, it was possible to obtain the location of the current flowing in the line closest to
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the probe. It was not possible to focus on currents flowing in other layers of the sample using MCI, as

they were both too far from the probe and hidden by the top current.

By proceeding with the basic simulation approach alone, it would have been possible to localize some
of the other currents which were buried inside the sample. However, some of the currents were flowing
on the z axis and therefore did not produce any magnetic field in the z direction, and some currents would
have been hidden by those flowing above them. The only solution which could map all the currents

flowing inside the device was to proceed to tilt the sample.

IV4.2.2 Sample tilt

The flat and titled scans produce different information about the currents flowing inside the vehicle.
While the flat scan gives the precise position of the currents flowing on the top layer, the tilted scans
can give additional information about the deep buried currents. The schemes of the flat and tilted scans,
together with the photographs taken during the scans, are shown in figure These images show
how it is possible to map currents even when their projections are superposed on the x — y plane. The
projection of the currents on a plane parallel to the surface of the sample is not enough to distinguish the
different lines. However, when the sample is tilted, the currents projected on the measurement plane are

not superposed.

From a physical point of view, the projections of the currents on this new scanning plane represent the
information given by the other components of the Magnetic Induction Field which were missing from the
first scan. By using the standard MCI technique it would not have been possible to map any of the currents
inside the sample, as all of them would have been too far from the probe. The Magnetic acquisition for

the tilted sample, together with the superposition of the MCI image to the optical acquisition are shown

in figure

IV.4.3 Magnetic simulations

Due to the information given by the MCI and the information about the internal structure of the sample,
only a limited set of simulations was necessary. The position of each simulated current inside the sample
was varied, layer by layer, in order to understand the relation between the distance from the currents to
the SQUID and the space resolution obtainable.

Therefore, for each current path (or set of paths) of the sample a number of simulations was per-

formed, each representing the different possible positions of each line, until the relative maximum of the

correlation was obtained.
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Figure IV.4.5: Sample measurements, tilted (left) and flat (right)

IV.4.4 Results

With this procedure it was possible to localize with precision the entire current path with a resolution
sufficient to localize all the electrical defects at assembly level. Even though the high working distance
problem was solved by using the simulation approach, by tilting the sample it was possible to increase the
spatial resolution and to visualize those currents flowing underneath other currents. It was also possible
to map currents flowing along the z axis, which do not make any contribution to the z component of the

magnetic induction field, as this is generated in accordance with the Biot-Savart law of equation [[T.1.23]

The resolution obtained was highly dependent on the working distance, as could easily have been

predicted. For the top layer, the resolution was of approximately Sum. It then decreased linearly with
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Figure IV.4.6: Tilted Magnetic scan (left) and superposition of the MCI to the optical acquisition (right)

Line 11 Line 11
Line 10 Line 10
Line 9 Line 9
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Figure IV.4.7: Simulated currents

the working distance. For currents more than 2cm from the probe it was then impossible to discern the

magnetic signal from the noise, so all the simulations gave almost the same correlation.

In figure [V.4.7 all the lines which were simulated are shown. For each of them, a few positioning
hypotheses were simulated and compared with the measurements. In the graph in figure[[V.4.8]the results
of the correlations are shown. The study started with the simulation of the currents placed furthest away
from the SQUID. By shifting the simulated lines, it was possible to find the relative maximum of the
correlation for each current. The study passed then to a new current line and the same process was
repeated. In figure it can be seen that there are small jumps in the correlation which correspond
with the simulation of a new line closer to the SQUID. The correlations shown are the results of the

average of the correlations obtained from both the flat and the tilted scan.

Finally, the highest correlation found was very next to 1, which is the maximum obtainable. This
correlation value was obtained when all the simulated currents were positioned in the right places on the

model, where the real current was actually flowing.
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cHAPTER I V.5

Three-dimensional failure localization on a cube assembly: a deep buried

short circuit

The use of the MCI technique for three-dimensional System in Package devices has been previously
documented [70]. However, in that particular case studied all the currents were flowing on the external
part of the package. Therefore it was possible to perform the measurements at a short distance from the
currents. A case where the simple application of the MCI algorithm was not able to give the desired re-
sults will be presented here. This was because some of the currents were flowing as far as one centimeter
away from the package’s external surface. Consequently the MCI technique was not able to generate a

full map of the currents.

In such cases it is possible to find the current leak by using the Simulation Approach. By applying
this technique, it is therefore possible to reconstruct the current path with enough precision to isolate the
defect. To measure the precise value of the working distance, the fitting algorithm, applied using the
knowledge of the shape of the magnetic acquisition curve, was used, as has been explained in chapter
MI.3.1.5] This new methodology was employed to find those parameters which previously could not be
found with sufficient accuracy.

IV.5.1 The failed device

The failed component studied was a memory stack from 3D-Plus. A certain percentage of the manufac-
tured components all presented the same type of defect: abnormal behavior observed during electrical

tests. Furthermore, only one failed device was provided for examination.
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IV.5.1.1 Sample Background

Figure IV.5.1: Optical views of the DUT: the top of the component (top left), the bottom (top right),
one of the plain sides (middle) and the two sides with the vertical connections between different layers
(bottom). The coordinates indicate orientation of the device.

Figure [[V.5.1] shows optical images of the DUT. It is an eight layer flash memory stack. Each layer
is composed of a strap board which connects the two sides of the component which have the vertical

connections, and a flexible PCB connected via bond wires to the memory chips.
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IV.5.1.2 Faulty behaviour

During the electrical characterization of the module performed with ATE (Automatic Test Equipment),
an abnormal current value was detected on the Write Enable pin of the 8th level (WE7). The test showed
a current of 65mA on this pin, which was only limited by the compliance of the equipment. However,

despite this faulty behavior, the device was fully functional.
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Figure IV.5.2: Layout of the lateral connections of the sample: all the layers are connected to the external
pins by the lateral metallic tracks. The tracks under investigation are those which relate to the WEO7 and
VCC pins.

As only the 8" level of the component presented an anomaly, comparative tests between the 7™ (the
reference device) and 8 (the faulty device) levels were performed. It was then verified that all the other
levels (from the 1°! to the 6™) behaved exactly as the 7". The tracks under investigation can be seen
in the pin-out image in figure [V.5.2] Here can be seen the complete layout of the external connections

which are used to link the different layers of the circuit electrically.
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IV.5.1.3 Electrical tests
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Figure I'V.5.3: Differences in the electrical signatures between WE06 and WEQ7 pins versus GND, VCC1
and VCC. WE06 vs GND, WE06 vs VCCI1 and WE06 vs VCC produced the same results and are
therefore all represented by the same line on the graph.

Electrical tests performed on the sample showed a current leak on the Write Enable pin of the 8
level (WEQ7). The electrical signature of the defective pin was acquired and compared with that of the
7™ layer pin (WE6). The module presented two VCC pins which were not connected internally (VCC
and VCCI1). Therefore an acquisition of the current/voltage characteristic between the WE pins and,
respectively, the ground (GND), VCC and VCC1 was performed. The results are shown in figure [V.5.3]
It is clear from this picture that, as expected, there is no current flowing between the WEQ6 and the VCC,
VCCI1 or GND pins.

The two curves relating to WEQ7 versus GND and VCCI are very similar. In both cases, a small
amount of current (approximately 5uA) starts to flow if a high enough bias is applied. Finally, there
is a very high current leak flowing between the WE7 and VCC pins. The compliance used for this
measurement was 50uA, and it saturated before it could reach the 3V measurement limit. The current
flowing between the WE7 and VCC pins is a lot higher than the current on the reference device. This
signature does not show a direct short circuit, but a current leakage at some point in the device. The fact

that the signature of the failure showed on the WEQ7 pin, could easily have led to the conclusion that
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the defect was on the top layer of the sample. It was later proved, by using magnetic techniques, that the

defect was in fact very deep inside the device and not on this layer.

IV.5.1.4 Optical and X-Ray inspection

=
| B

Figure IV.5.4: X-Ray acquisitions of the sample: top view (left)and side view (right).

The external optical inspection of the sample showed no sign of defects. An X-Ray inspection of the
sample was therefore carried out. In figure [V.5.4] the X-Ray acquisitions of the sample are shown. Due
to the complex nature of the assembly, it is not possible to see any defects in these images. In the side
view it is possible to see how complex the assembly of the device is: there are eight separated layers
composed of a lead frame, a strap board and the die. By acquiring an X-Ray image from above the DUT
it is therefore not possible to focus on a particular layer or to obtain sufficient information about the
internal layout. At this point in the analysis, it was still most probable that the defect was situated on the

8" layer. An attempt was made to focus the X-Ray image on this layer with no results.

IV.5.2 Magnetic Microscopy analysis

The best way to localize a defect without risk of destroying it is to use a non-invasive contactless tech-
nique, such as Magnetic Microscopy. An electrical setup which permitted the use of this technique was

therefore put in place.

IV.5.2.1 Electrical setup

To avoid applying too high a voltage on the pins, the maximum current allowed on the WEO7 pin was
around 100uA. In order to get the best signal to noise ratio, magnetic acquisitions are usually performed
through an AC bias. The acquisitions are then filtered through a lock-in amplifier working at the same

frequency of the injected AC current. This makes it possible to filter out all the background magnetic
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noise, which is mostly due to the DC fields generated by ferromagnetic materials and the 50Hz field
generated by the system currents. The DC bias was then set to 2.5V to activate the defect and then added
a 1Vpp AC voltage. The resulting current, / pp was approximately 100uA. For currents of this amplitude,
the MCI technique is the best solution for working distances of up to a few hundred micrometers, which

was the distance we had estimated from the top of the package to the 8 layer.

IV.5.2.2 Magnetic analysis

Figure I1V.5.5: Magnetic acquisition (left) and overlay of the results of the MCI calculations with the
optical acquisition (right).

A first scan showed no signal at all above the DUT. This was the first sign that the over-current
was not flowing in the 8™ layer. The lack of signal was also due to the package metalization, as part
of this metal layer can become partially magnetized and prevent the magnetic acquisition from giving
meaningful results in terms of MCI analysis. An attempt was therefore made to acquire the magnetic
signal from backside, which was not covered in metal. The result was a very noisy acquisition, but one
which still provided some information that could be analyzed. An MCI calculation performed on this
acquisition gave an initial idea of the current distribution. The results can be seen in figure [V.5.5] It is

clear that the output current map is not very precise.
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IV.5.2.3 First Simulation

Figure IV.5.6: Superposition of the MCI results, the current localization by simulation and the X-Ray
image.

To localize the current on the x — y plane with greater precision a magnetic simulation of a current
line was performed. Starting from the hypothesis that there was a current line on one of the layers, a
set of simulations was generated by shifting the current direction and position. The results are shown
in figure [V.5.6] The thin blue line represents the position of the simulated line which had the highest
correlation to the measurement. This result was then superposed to an X-Ray image in order to obtain

information about the current’s position in the circuit layout.

IV.5.2.4 Tilted acquisitions

As this step was not conclusive, it was decided to perform magnetic acquisitions followed by MCI
analyses on the sides of the sample, where all the connections between the pins of the device and the
different layers of the stack are located. The MCI results are shown in figure [V.5.7] These results
showed that the current was not flowing on the top layer, but that it was buried deep inside the package.
Surprisingly, the vertical currents stopped at the 5™ level on both sides. This is the reason why the
acquisition taken above the sample did not give any results: the current was flowing too far from the
surface.



160 CHAPTER 1V.5. 3D FAILURE LOCALIZATION ON A CUBE ASSEMBLY

Figure IV.5.7: MCI results for the sides of the sample

IV.5.2.5 Partial sample de-processing

5 W

Figure IV.5.8: Side view (left) and top view (right) of the de-processed sample

Thanks to this last step, it was finally possible to verify that the defect was on the 5 layer. To obtain
more detailed results it was necessary to decrease the working distance. A physical de-processing of the
package was performed by cutting the device just above the fifth layer. The results of the cross section
are shown in figure [V.5.8] The electrical tests performed earlier were then re-performed to be sure that

the defect had not been destroyed.

IV.5.2.6 Further MCI analysis

After this step, the bi-dimensional layout of the current was obtained by performing a magnetic scan
followed by an MCI analysis. The resulting current layout is shown in figure[[V.5.9] In this image it can
be clearly seen that there is a current flowing in the middle of the sample. However, the exact z plane

where the current is flowing is still unknown. Therefore a further magnetic simulation was performed.
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Figure IV.5.9: MClI results on the top side

IV.5.2.7 Evaluation of the z plane by the Simulation Approach
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Figure IV.5.10: Fitting of the magnetic field

To evaluate the z plane on which the current was flowing with precision, a magnetic curve fitting was
generated as in section [[IL.3.1.5] The results of this analysis are shown in figure The red curve
is the acquisition of the magnetic field on the y axis, while the blue curve is the best fit. The two curves

are very similar, showing that the output parameters of the fitting are extremely precise.
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WEO7
!

Figure IV.5.11: Superposition of the MCI results to the X-Ray acquisition of the 5 layer

The fitting gave a z distance of 834um from the probe. As the package was now already partially
de-processed, it was possible to acquire an X-Ray image of only the 5 layer. By superposition of this
image to the simulation it was then possible to localize with precision the exact z plane inside the layer
on which the current was flowing. Once the vertical localization of the current was found, it was possible
to superpose the X-Ray acquisition of that layer to the current layout, as shown in figure [V.5.T1] This
figure shows the exact track where the current was flowing.

IV.5.3 Defect Localization results

On the fifth level of the sample, the WE7 pin should not be connected to the flex board. However, it can
be seen in figure [V.5.T1|that there is an electrical connection on that pin. In order to validate the results,
a comparison study between the 8™ and 5 levels of the sample was performed.

In figure the electrical contacts of the 8" layer are shown and enlarged. The two tracks
which are highlighted in the image are clearly open, so there is no contact with the external tracks which
connect the vertical layers to the pins of the component. These two lines need to be left open and not
connected to the external vertical tracks; as the dies are reported on these lines through bond wires, the
tracks were cut at this level. This same cut was performed on all the other layers in order to leave these
pins unconnected for all the dies.

In figure the X-ray images of the 5™ layer are shown. It has to be noted that one of the two
pins still makes a short circuit with the external connections. This defect was due to a misalignment of
the layers. While the 8™ layer board had been correctly placed, the 5"h layer board had been slightly
shifted to the right. An enlarged view of the left-hand side of the two layers is shown in figure [[V.5.14]
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No contact with the
external tracks

Contact with the
external tracks

Figure IV.5.12: Electrical contacts on the 8 layer

Here it can be seen that, due to a misalignment of the component during production, there was still a
part of the external lead frame remaining on the 5™ layer. Not all the layers of the component had been
placed and cut in the same way. On the left-hand side parts of the lead frame which should have been cut
out were still present, as the 5™ layer was shifted to the right. This is shown in figure Meanwhile,
on the right-hand side of the layer the cut was performed further over to the left than it should have been.
Therefore parts of the lead frame which should not have been removed were cut out. In this case, the

track which should have been left open was short-circuited to the external vertical lines.
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No contact with the
external tracks

Figure IV.5.13: Electrical contacts on the 5™ layer

No external lead frame Part of the lead frame
visible still present

Figure IV.5.14: Connections on the 8 layer (left) and on the 5" layer (right)
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Conclusion

In this part, the developed Simulation Approach has been validated starting with a simple ground plane
example. Then a bi-dimensional real case, a three-dimensional test structure and a three-dimensional real
case are discussed. These examples focus on three-dimensional SiP-like structures, and do not include
TSVs that represent a higher level of density with a smaller pitch. At the time of writing, further research

to improve the Simulation Approach for these devices is ongoing.
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Conclusions

With the coming of new generation electronic devices, the Failure Analysis community has to take into
account a very wide set of new problems. As this world has struggled over the years to find ingenious
solutions in order to be able to work on Integrated Circuits made of smaller and smaller transistors,
the new challenge relates to the emergence of three-dimensional components and packages. For the
first time, these challenges are not only due to the shrinking of the feature sizes, but to a whole new
difficulty: stacking more devices inside the packages makes the failure analysis process more and more
complicated. This document deals with a step forward in the solution of this problem. In order to
perform a failure analysis on a three-dimensional component, there are many variables which need to
be taken into account. The same three-dimensionality of the packages make useless a set of techniques
which were previously used. Now, only techniques which are non-destructive can be used. The main
problem is that removing the package will not in this case expose all of the dies: only the techniques
which use the physical phenomena able to traverse matter can be used.

With this in mind some techniques were described in part |} for example, X-Ray tomography is a
very good candidate for visualizing defects on three-dimensional structures, as is Lock-in Thermogra-
phy. However, the most promising technique is Magnetic Microscopy, which permits the gathering of
information about the currents from outside the packages. This technique is used nowadays for defect
localization at both die and assembly levels in standard bi-dimensional devices. In order to be used for
three dimensional components, a number of developments need to be carried out. These developments
are the main topic of this work. As in part [[I] the state of the art of Magnetic Microscopy was described
in detail, it became clear how the way it is applied today is limiting the current reconstruction procedure.

The new approach, based on the coupling of magnetic acquisitions and simulations, was presented in
part[lTT, With the use of this Simulation Approach, it was possible to increase the technique accuracy, and
to map currents flowing very far away from the SQUID sensor. This first result was then used to generate
fully three-dimensional currents, even on very bulky components. To do that, it was concluded that the
measurement of the z component of the magnetic field alone was not enough: it was also necessary
to measure all the three components. This was performed by sample tilt: once the sample was tilted,

the measurement performed would be used to evaluate the other components of the vector B. Once all
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the components were measured, the application of the Simulation Approach allowed for full 3D current
reconstructions.

Still, to generate the simulations, some model simplifications had to be performed; the current lines
were considered mono-dimensional as in a wire model. The time taken over the simulations in this
case would be much less. However, this model could not intrinsically take into account bi-dimensional
current distributions. This would be the case for currents flowing inside a ground plane of a circuit. In
this case, even the standard MCI technique showed its limitations. The solution for this problem was still
found in the simulations: the bi-dimensional distributions could be discretized, not as in a usual Finite
Element Method simulator, which would be far too time consuming, but as a resistors network. Once
the currents flowing in each branch of the network were evaluated, the magnetic field could be simulated
and compared to the measurements, by applying the Simulation Approach described earlier. Finally, in
part[IV]the new discoveries in the field of Magnetic Microscopy were validated through their application
on four case studies. All the applications of the technique were shown: on a ground plane, with the help
of a test vehicle; on a standard Integrated Circuit, with the application of the Simulation Approach in
two dimensions; on a three-dimensional test vehicle; and, finally, on a real SiP Failure Analysis. All the
analyses were described in detail.

This work has opened the door to a new range of possible developments. The research done on the
Simulation Approach is just a first step in the solution of three-dimensional failure localization. This
approach has demonstrated that there still is important information coming out from the magnetic field
which so far has not had been used. The simulations are the way to extract the maximum from this
information, in order to increase localization accuracy and to generate three-dimensional current maps.
This technique can then be developed further: the transformations performed on the current lines can
be extended to a whole new set; the simulation itself can be optimized and quickened. Regarding the
acquisitions, they can still be improved: a thorough study of the available sensors can enable the map of
currents at very high resolution, and the acquisition of more than one component of the magnetic field at
the same time.

Furthermore, as electronic technologies keep developing, Failure Analysis is always expected to be
able to solve the problems, even on the most up-to-date components. New developments of TSVs bring
the 3D defect localization problem to a whole new perspective: the working distances are no longer
very high, but there is a high integration density in very small volumes. This is then transferred to
the interconnections: with more dies stacked on top of each other, there is a large number of vertical
connections, at very small distances from each other. For these cases, adding one segment at a time to
the simulation model is no longer possible. Some recent work on the Simulation Approach has shown
how very dense current layouts can bias the simulations, if all the currents are not taken into account [71]].
In cases like this, the Simulation Approach alone is not able to localize with precision all the currents,

unless a more or less automatized algorithm is found.
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It is very well known, in fact, that the job of a failure analyst will become more and more challenging
in the years ahead, as the development of the techniques adopted cannot move at the same speed as the
microelectronics technologies themselves. Some new ways of performing the defect localization step
need to be found. The direction taken by this work is that of using the simulations to enhance standard
Magnetic Microscopy: however, a whole set of possibilities is open for research. It is possible, for
example, to integrate several techniques in the same process, as some complement each other. In this
way MM could be coupled with X-Ray tomography: where the former generates the map of the currents,
the latter can generate the background structure where the currents could be superposed. Or, LiT can
be used to precisely localize, in space, a change in the impedance which has already been pinpointed by
advanced TDR techniques. The new perspectives, as standard techniques are reaching their final physical

limitations, are to use them in combination.
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Acronyms

DUT

EoL

FA

FIB

FEM

FWHM

LiT

MCI

MtM

MCM

PCB

PiP

PoP

SA

SAM

Device Under Test

End of Life

Failure Analysis

Focused Ions Beam

Finite Elements Method
Full-Width at Half Maximum
Integrated Circuit

Infrared

Lock-in Thermography
Magnetic Current Imaging
Magnetic Microscopy
More than Moore

Multi Chip Module
Printed Circuit Board
Package in Package
Package on Package
Simulation Approach

Scanning Acoustic Microscopy
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SEM  Scanning Electron Microscope

SiP System in Package

SNR  Signal to Noise Ratio

SoP  System on Package

SoC  System on a Chip

SQUID Superconducting QUantum Interference Device
TDR  Time Domain Reflectometry

TEM  Transmission Electron Microscope

TSV~ Through Silicon Via
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