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Chapter 1

Introduction

1.1 Nano-optics: the context

Nano-optics is an emerging field focusing on optical phenomena occurring at a scale considerably smaller than the wavelength. Very much like nano-electronics or nano-chemistry, light-matter interactions reveal unique proprieties by reducing the length scale from macroscopic to nanoscopic. The promise of nano-optics covers a broad spectrum of topics ranging from fundamental investigations to application-driven research and reaches fields ranging from physics, chemistry and biology [1, 2, 3, 4]. Without going through an exhaustive list of applications, let us mention the drive for miniaturizing integrated optical devices used in data transfer [5, 6, 7], the development of ultra sensitive optical sensors employed in a lab-on-a-chip configuration for biomedical and environmental applications [8, 9], and the quest for improving light harvesting in photovoltaic devices [10, 11, 12]. From the fundamental stand point, the combination of nano-optics with ultrafast laser spectroscopy brings the possibility to measure and control dynamic processes on a femtosecond time frame with unprecedented spatial resolution [13, 14].

Nano-optics is a counter-intuitive field. First, photons do not like to be confined; the diffraction limit imposes a lower value to the volume where free-space photons can be localized. The development of nano-optics was therefore greatly fostered by our capability to probe light-matter interactions at the relevant length scale. In this context, near-field microscopy is certainly a prime investigation tool to achieve that [15, 16, 17, 18, 19]. Second, individual dye molecules or quantum dots are typically considered to be the ultimate light sources for nano-optics because of their resolutely small size (a few atoms) and quantum properties (discrete emission lines, photon antibunching, etc...). However
these sources are intrinsically poor emitters. Despite improvement in the synthesis of dyes with a quantum yield close to unity, their absorption cross sections remain extremely low with typical value on the order of $10^{-15}$ cm$^2$. In other word, only one photon out of 1 peta is absorbed by the emitter. Furthermore, these emitters are plagued by their poor long-term stability (photobleaching) and blinking behavior (triplet incursion, surface charges) limiting thus their use in practical devices. Lastly, because these ultimate light sources are dipolar in nature, they loose their energy within a large solid angle and only a fraction of the photons emitted are potentially useful in an application-driven nano-device.

Tackling these considerations is a major research endeavor for nano-optics. In this context, optical antennas, or more generally metal nanoparticles, are interesting entities as they can bring effective solutions to the limitations listed above. As such, optical antennas are becoming a necessary unit in the nano-optics’s scaffold by providing elementary devices capable of controlling light-matter interactions at the nanoscale. The work presented in this manuscript is covering some aspects in this context.

1.2 Optical antennas: a definition

An optical antenna is usually referred to metal nanoparticles and arrangement of the same. While there isn’t a consensus around a precise definition, Bharadwaj et al. proposed the following argumentation that more or less covers the essence of an optical antenna: “a device designed to efficiently convert free-propagating optical radiation to localized energy, and vice versa” [20]. The definition above is quite broad and does not explicitly introduce the type of device nor the material. Some authors argued that because an optical cavity is localizing electromagnetic field, it should therefore be considered as an optical antenna. However, one may also argue that the sheer size of the structures in play (several wavelengths) hardly belong to the field of nano-optics and the confinement reached remains diffraction-limited since a large spectrum of wave-vectors isn’t required (interference-induced localization). Let us step back in time and track the origin of optical antennas to propose a more accurate definition.

It is interesting to note that the concept of optical antenna first appeared in the context of near-field microscopy. It was introduced by J. Wessel [21] on the basis of a small metal particle receiving an incoming electromagnetic field similar to the behaviour of macroscopic radio-frequency antennas. The analogy was formally discussed by D. W. Pohl, one of the founding father of near-field optical microscopy, in a famous article entitled “near-field optics seen as an antenna problem” [22]. By comparing the similarities between opti-
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Fig 1.1: Various geometries of optical nanoantennas: (a) Nanorod [23], (b) Bow-tie [24], (c) Nanodisk dimer, (d) Yagi-Uda, (e) Array of gold nanoparticles [25] and (f) Nanocups [26].

Despite strong similarities between antennas operating in the optical regime and radio-wave antennas, the vast know-how acquired over the past century for roof-top devices is
not–directly– applicable to the optical spectrum by simple scaling laws. While metal can be considered as perfect for millimeter wave, absorption losses are no longer negligible in the near-infrared and visible part of the spectrum. The consequence is that an effective, shorter, wavelength taking into account material properties needs to be introduced in order to borrow standard designs rules [27]. Another point of divergence between the two operating regimes is the functionality of the antenna itself. Radio-frequency antennas are receiving and emitting devices and are essentially a transducer converting an electromagnetic field into a measurable electrical current. An optical antenna does not operate as a complete transducer; currently it merely serves as a wave-vector converter.

From the discussion above, we could tentatively provide a more general definition that the one proposed by Bharadwaj in his review paper [20]. Taking into account the concept of the directivity, we define an optical antenna as a system consisting of one or several nano-objects used for efficiently collecting, highly concentrating incident radiation and redirecting it in a desired direction.

1.3 The drive for optical antennas

As briefly discussed above, optical antennas were introduced to tackle some important limitations plaguing the development of nano-optics. First and foremost, optical nano-antennas are providing a means to confine electromagnetic field within dimensions much smaller than the wavelength:

Confinement

Field confinement is a distinct nature of the localized surface plasmon supported by an optical antenna. A single small metal nanoparticle is often regarded as a dipole. The consequence is that the radiated field contains a broad spectrum of wave-vectors responsible for the large confinement brought about by the structure. Figure 1.2(a) shows the extend of the near-field distribution surrounding a simple nanoparticle. The spatial extension of the field was measured by locally inducing matter migration of a photosensitive polymer. The largest response is tightly confined close to the antenna along the polarization direction indicating a high degree of confinement.

One may reasonably question how a confined field might be useful to improve ultimate light sources. There are two sides at this interrogation. First, the optical antenna is a externally driven optical source by itself and possesses unique properties. Figure 1.2(b)
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Fig 1.2: (a) Optical near-field around a silver nanoparticle through a photochemical imaging technique. A layer of photosensitive azobenzene-dye polymer covering the particle gives rise to topological deformations around the particle (dark spots) along the polarization direction (white arrow). The two dark spots result from the near field distribution in the vicinity of the particle. Image adapted from Ref. [28]. (b) Electric field intensity distribution for a silver nanoparticle (27 nm equilateral triangle) on resonance and off resonance (shown in the inset). Image adapted from Ref. [29].

shows an example of such nanosource. Here, a silver triangle excited on resonance displays 3 point-like sources located at the corners [29]. When the triangle is excited off resonance, these light sources vanish offering thus a switching mechanism between an “on” state and an “off” state simply by tuning the excitation frequency. Because nanoparticles made out of gold have large non-linear coefficient, optical nanoantennas can be used to convert radiation coherently to higher harmonics (second harmonic [30, 31], third harmonic [32, 33]) or to a white-light continuum [17, 34]. The second point towards the use of optical antennas is that they are a close to an optimized interface between free-space radiation and a quantum emitter because their respective field distribution is very close. An example is that the antennas can act as secondary nanosources to ameliorate the emission rate of a nearby emitter. For Raman scattering and fluorescence, the antenna highly confines incident radiation and couples it to the neighboring dye molecules, and then also scatters the radiation coming from the dye molecules [35]. In solar cells, by trapping incoming light, the antenna serves as a strong local source for transferring the energy into the nearby silicon layer, improving therefore the efficiency of solar cells [36, 37, 38, 39].

Another important property characterizing optical antennas is that for particular geometries, notably strongly coupled pair of particles, a dramatic enhancement of the electromagnetic field can take place. This is a distinct phenomenon which is not necessarily
searched for in radio wave antennas.

Field enhancement

At the surface plasmon resonance, the polarizability of a small particle is strongly increased. This will be discussed in more details in the main body of this manuscript. As the result, the induced dipole is also significantly increased creating thereby an enhancement of the electromagnetic field. This property is at the origin of surface-enhanced spectroscopies widely employed to boost the cross sections of very weak optical processes like Raman scattering [40, 41, 42, 43] and fluorescence [44, 45, 46], or to promote nonlinear responses [47, 48]. Optical antennas are therefore attractive devices providing a strong local field excitation for quantum emitters. The presence of the antenna typically leads to an increase in the excitation rate accompanied by an augmentation of the radiation intensity [44, 49]. For low quantum yield dyes, optical antennas can give rise to much higher fluorescence enhancements [50, 51]. The presence of the antenna also increases the nonradiative relaxation rate of the emitter because of the transfer of nonradiative energy to the antenna from the excited molecular state [52, 53]. Tam et al. reported an enhancement by more than a factor of 50 for fluorescent emitter by using an antenna taking the form of a single silica-gold core-shell nanoparticles [54].

The optical antenna is here playing its dual role of emitter and receiver. By interfacing a free-space electromagnetic field and providing a confined and potentially enhanced excitation, the antenna acts as an optimized receiver. The optical antenna is also serving as a scatterer to radiate the response of the molecules in the far-field. However, it is important to point out that there is a subtle balance between increasing the excitation rate of a molecule and improving its radiation outreach because these two processes are occurring at different wavelengths. The operating wavelength of the optical antenna can therefore be tuned to overlap the absorption maximum of the molecule or its red-shifted fluorescence maximum, or to be maximized in between.

It is important to mention at that point that not all optical antennas are equal in providing an important enhancement of the electromagnetic field. While all metal particles excited at resonance are able to generate an amplification, some particular geometries are able to sustain an increase of several order of magnitudes. This is particularly the case for strongly coupled pairs of nanoparticles separated by very small gaps. An example is shown in Fig. 1.3. There is a high enhancement of the field around a dimer Ag nanoparticles (36nm in diameter) separated by 2 nm excited at $\lambda = 520$ nm with the polarization
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Fig 1.3: (a) E-field enhancement of a dimer of Ag nanoparticles (36nm in diameter) separated by 2 nm. (b) 3D plot of (a), the axis perpendicular to the dimer plane shows the amount of field enhancement around the dimer. $\lambda_{exc} = 520$ nm. The polarization is oriented along the dimer axis. Image adapted from Ref. [55].

oriented along the dimer axis [55]. In particular, the largest field occurring within the dimer gap is calculated 11 000 times the applied field, which is yet to be confirmed by experimental measurements.

Finally, optical antennas are completing their roles by providing a well-defined channel in which the emission of a quantum emitter can be released. In other words, the presence of an optical antenna modifies the source’s emission pattern.

Radiation pattern

From general antenna theory, the directivity is a key parameter defining the characteristics of an antenna. It quantifies the power radiated by an antenna in the direction of its maximum emission normalized to the total radiated power. This is an important property to use for the control of an emitter’s emission direction, which is usually radiating in a large solid angle. Taminiau et al. demonstrated that the fluorescence emission of a single molecule could be redirected by approaching an antenna [56] as shown in Fig. 1.4. As the antenna is 100 nm away from the dipole emitter (Fig. 1.4 (b)), the molecular emission into the glass appears a typical two-lobe pattern which is similar to the emission of a dipole oriented parallel to a dielectric interface [57]. However, while the distance between the antenna and the emitter decreases to 20 nm (Fig. 1.4 (c)), the radiation pattern changes dramatically and gives an appearance of a cone because of the interaction of the dipole and the antenna.

Furthermore, controlling the interaction between elements constituting a more complex geometry enables to modify the scattering diagram of a neighboring dipole in a manner
similar to radio-wave Yagi-Uda antennas [58, 59, 60]. Figure 1.5 shows a 5-element Yagi-Uda like optical antenna proposed to redirect the emission of a nearby emitter with high directivity. The near-field coupling of the emitter and the Yagi-Uda antenna concentrates the emission in a single highly-directed lobe pattern (Fig. 1.5 (b)).

1.4 Research motivations

In the vast majorities of the work and properties highlighted above, the impact of the presence of an antenna was essentially performed by measuring the modifications of reporter molecules. The confinement is deduced by fluorescence lifetime measurements, the amount of enhancement is calculated from Raman signature, and the emission diagram is inferred from molecular responses. These examples are obviously great demonstrators, because they demonstrate the effect of the antenna directly on the end product. However, the use of probe molecules is plagued by several drawbacks. First, the optical antenna is sensitive to a modification of its surrounding environment that can lead to spectral variations of its spectroscopic response [61, 62, 63]. Second, the detected field enhancement given by optical antennas is a result of the excitation occurring at the molecular probe excitation or emission wavelength, not at the antennas’ self resonant wavelength. Third, the inherent stability (e.g. photobleaching, blinking) as well as the interaction
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Fig 1.5: (a) A y-oriented emitter (red arrow) coupled to a Yagi-Uda antenna with a distance of 4 nm. The antenna is placed on a dielectric substrate ($\varepsilon = 2.25$). (b) The angular directivity in the half space below the sample for only the emitter (blue curve) and the system (red curve) of the emitter and the antenna. Inset represents a snapshot of the local field (xz plane). Image adapted from Ref. [60].

of the emitter and the antenna should be taken into account. Because optical antennas are essentially operating in the near-field, the antenna is an inherent part of the emitter’s response thus forming a coupled system. This characteristic is unique to optical antennas. The presence of a receiving radio antenna at the other side of the world is certainly not affecting the emission properties of a radio station.

Discarding the use of molecular probes is therefore a requirement to study the antennas’ proper features. In this thesis, we have characterized optical antennas through their Rayleigh scattering. Rayleigh scattering is an interesting properties to investigate because it conveys the ability of the antenna to interact with light. For example, at the surface plasmon resonance the scattering cross section is enhanced and can be directly quantified. Measuring elastic scattering allows us to define the performances of optical antenna by notably determining their operating wavelength and bandwidth, their gain and scattering diagrams.

It is interesting to note that the characteristics mentioned above are essentially inferred from design parameters. The size and shape of the optical antenna is defining most of its properties, much like with radio-frequency antennas. However, the richness brought about by surface plasmon resonances, notably their sensitivities to the environment opens the possibility to act on the antenna. This property is also unique to optical antennas; roof-top devices are operating in air, the tunability being introduced by lump elements. So, instead of fixing the characteristics of an optical antenna by fabrication, taking profit of the properties of surface plasmons resonances allows a form of active control of an
optical antenna.

This manuscript is divided into three major parts: in the first part, we introduce the concept of the local electromagnetic density of states (LDOS) in conjunction to localized surface plasmons. These two quantities will help us to understand the scattering properties of optical antenna by measuring their differential scattering cross sections. We will describe how we measured these parameters and demonstrate our approach with LDOS mapping of optical corrals and stadiums. In the second part, we will focus our attention on individual optical antennas. These geometries considered here are relatively simple since the antennas measured are typically single particles and dimers. The typical parameters characterizing an antenna such as operating frequency, bandwidth, gain, detuning and radiation pattern are introduced, measured and compared. In the third and final part, we demonstrate an external control over the scattering properties of individual optical antennas by using an electrically-active medium. Upon application of an electrical command, we demonstrate that the detuning, gain and scattering diagram can be modified by changing the load of the antenna. Some conclusive remarks and perspectives will be given at the end of this thesis.
Chapter 2

Far-field imaging of the electromagnetic local density of states

The local electromagnetic density of states (LDOS) uniquely describes the available optical eigenmodes in which photons can exist at a specific spatial location. According to the Fermi’s golden rule, it is the LDOS, not the molecular polarizability, that determines the transition rate of an emitter. In vacuum the LDOS is a constant quantity. However, the LDOS is modified in the presence of an interface, which for an emitter results in an alteration of its emission rate, emitted radiation, and the apparent quantum yield [64]. The LDOS is therefore a key parameter to understand the intrinsic optical response of nanostructures such as optical antennas, interacting with photons.

A measure of the LDOS is usually performed by indirect methods by determining for instance the lifetime of fluorescent molecules [65] or by using a point-like source such as a near-field probe [66]. However, these methods are plagued by intrinsic limitations. Notwithstanding the inherent stability of fluorescent molecules (photobleaching, blinking, . . .), the determination of the LDOS around a structure is based on a random, uncontrolled location of a molecular probe [65]. To overcome this limitation, techniques employed by proximal probe microscopies were used to precisely place a small aperture at the end of a tip next to a structure of interest [66]. Here too, the approach suffers from several drawbacks. First of all, the morphology of the tip is playing an important role. Its size and symmetry define the quality of the dipolar response and it is notoriously difficult to (re)-produce a well-defined nano-aperture. Second of all, the interaction between
the aperture and the structure of interest cannot longer be neglected as their sizes are comparable thus facilitating mutual coupling.

The aim of this chapter is to obtain information about the LDOS without involving a molecular reporter and to image, in far-field, the characteristics of a series of predetermined nanostructures. To achieve this, we have developed a novel imaging technique capable of measuring the differential scattering cross section by Fourier-filtering parts of the scattered wave-vector spectrum.

2.1 Electromagnetic local density of optical states

2.1.1 Theoretical description of the LDOS

The electromagnetic local density of states (LDOS) is a fundamental quantity used widely in solid state physics. The LDOS defines the probability to detect the intensity of the electromagnetic field associated with photons of energy \( \hbar \omega \) at a given position \( r \). The LDOS \( \rho(r, \omega) \) therefore includes the sum of an electric contribution \( \rho^E(r, \omega) \) and a magnetic contribution \( \rho^H(r, \omega) \). Joulain et al. pointed out that the approximation \( \rho(r, \omega) = \rho^E(r, \omega) \) can hold while the LDOS is measured at a short distance from the surface of a material sustaining surface mode (plasmon or phonon polaritons) [67, 68]. A resonance in the LDOS occurs at frequencies such that \( \Re[\varepsilon(\omega)] = -1 \). In the context of this thesis, noble metals and incident laser frequency near surface plasmon resonances are typically used. Therefore, the total LDOS \( \rho(r, \omega) \) can be replaced by \( \rho^E(r, \omega) \). Finally, using multiple scattering formalism, \( \rho^E \) is easily related to the system Green tensor \( G \):

\[
\rho^E(r, \omega) = \frac{\omega}{\pi c^2} \Im \{ \text{Tr} G(r, r, \omega) \},
\]

where \( \Im \), \( \text{Tr} \) and \( c \) represent the imaginary part, the trace and speed of light in the vacuum, respectively. Physically, the electric field \( E(r) \) scattered at \( r \) in the system by a dipole \( P \) located at \( r_0 \) is given by

\[
E(r) = \frac{\omega^2}{\epsilon_0 c^2} G(r, r_0) \cdot P,
\]

where \( \epsilon_0 \) is the free space permittivity. Without using any structure, that is for vacuum, the free space LDOS \( \rho^E_v \) is

\[
\rho^E_v(r, \omega) = \frac{\omega^2}{2\pi^2 c^3}.
\]
In the presence of a surface or a nanostructure, the LDOS is modified [69] and the change of the LDOS (i.e. the difference between the total and vacuum LDOS) is then:

\[
\Delta \rho^E(r, \omega) = \frac{\omega}{\pi c^2} \Im \{ \text{Tr} G(r, r, \omega) \} - \frac{\omega^2}{2\pi^2 c^3}.
\] (2.4)

Equation 2.4 provides the theoretical basis to calculate and simulate the spatial variation of the LDOS. Colas des Francs et al. established a relationship between images obtained by scanning near-field optical microscopy and LDOS maps providing that the tip employed essentially behaves as a dipole. Figure 2.1 shows a conceptual sketch of an experiment that could determine the LDOS [70]. Owing to the vectorial character of light fields and

![Fig 2.1: Sketch of an ideal setup of Scanning Near-field Optical Microscopy (SNOM). The sample is illuminated by a point-like dipolar light source located at \( r_{\text{tip}} \). The scattered light transmits through the transparent substrate and is collected with a large detection angle. Image adapted from [70].](image)

the orientation-preferred dipole moment, the total LDOS can be written as the sum of three projected LDOS:

\[
\rho^E(r_d, \omega) = \sum_{\alpha=x,y,z} \rho^E_{\alpha}(r_d, \omega),
\] (2.5)

in which \( x, y, z \) and \( r \) are Cartesian coordinates and the position of the dipole, respectively, and

\[
\rho^E_{\alpha}(r_d, \omega) = \frac{\omega}{\pi c^2} \Im G_{\alpha\alpha}(r_d, r_d, \omega).
\] (2.6)
By assuming a dipolar source $\mathbf{p}$ oriented along one of the Cartesian axes $\alpha(x, y, z)$ (Fig. 2.1), the transmitted intensity detected in the hemisphere below the sample can establish a link with the projected LDOS [71]:

$$I(r_d, \omega) = \frac{\pi \omega^2}{2\varepsilon_0} |P_\alpha^E(r_d, \omega)|^2.$$

Equation 2.7 indicates a proportional relation between the detected signal and the projected LDOS and opens up a feasible access to directly map the optical LDOS at a selected frequency $\omega$. This relation holds for large detection angle and has been used by numerous authors to associate their experimental images with the underlying LDOS [66, 72, 73].

### 2.1.2 Mapping LDOS of optical corrals and stadiums

The presence of a surface modifies the *electronic* local density of states [74] as well as the *electromagnetic* LDOS [69]. Crommie et al. [75] presented for the first time images of the change of the electronic LDOS of quantum corral using a Scanning Tunneling Microscope (STM). Figure 2.2 shows spatial images of the electronic eigenstates of a circular and stadium shaped corrals constituted of iron atoms constructed on the Cu(111) surface [75, 76]. The wave function of the electrons on the copper surface were confined to the corrals. The standing wave patterns inside the structure features the interior electronic LDOS dominated by the eigenstates density sustained by the corral.

![Fig 2.2: STM images of spatial LDOS variations. (a) a circular quantum corral: 48-atom Fe ring constructed on the Cu(111) surface (V= 0.01 volt, I = 1.0 nA). Diameter of the ring (atom center to atom center) is 142.6 Å [75]. (b) 76-Fe-adatom stadium of dimensions of 141 × 285 Å (V= 0.01 volt) [76]. Images adapted from Ref. [75, 76].](image)

By analogy with STM, some authors demonstrated a link between the images obtained...
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by a scanning near-field optical microscope and the electromagnetic LDOS and proposed a unified formalism [77, 78]. Colas des Francs et al. presented numerical simulations showing the change of the electromagnetic LDOS around the optical equivalent of a quantum stadium and corral [79]. Figure 2.3 shows the calculations. The standing wave pattern of the LDOS already demonstrated in Fig. 2.2 for the electronic LDOS are also observed inside the optical structures, indicating a strong modulation of the change of LDOS. Completing the analogy, the modulation reflects the electromagnetic modes supported by the corral and the stadium.

Fig 2.3: Optical LDOS simulations near nanostructures arranged as (a) a corral with a diameter of 3.6 \( \mu \)m and (b) a stadium. The calculations were performed at the wavelengths \( \lambda = 440 \text{nm} \) and 633nm, respectively. Each individual units is a truncated cylinder of 100nm in height and 100nm in diameter with an optical index of 2.2. Courtesy from Gérard Colas des Francs.

The first experimental electromagnetic LDOS images were observed with a “forbidden light” Scanning Near-field Optical Microscopy (SNOM) by using a near-field tip acting as a point-like source by Chicanne et al. [66]. In this experiment, the spatial variation of the LDOS was imaged around a stadium and a very good agreement between the theoretically predicted maps and the experimental data was obtained, especially inside the stadium. Imura et al. demonstrated a correlation between the expected LDOS and near-field transmission measurements performed on single gold nanorods even with a low collection angle (allowed light) [80]. It has been an issue that the signal detected with an aperture tip in Ref. [80] could be related to the magnetic contribution of the LDOS \( \rho^H \) which is in essence different to the approach of Ref. [66]. The eigenstates of semiconductor quantum dots and metallic nanostructures were also mapped by near-field techniques [81, 82, 83]. However, the interpretation of the images is difficult since the contrast can be plagued by the quality of the near-field tip, which often differs from an ideal illuminating dipole. Additionally, theoretical approaches unifying the LDOS maps
and the SNOM images neglect the cross-coupling mechanism between the tip and the structure.

### 2.1.3 Research motivation

The experimental setup performed by Chicanne [66] is based on Fig. 2.1 with the difference that the light transmitted below the critical angle is blocked. Detection of the radiation emitted at supercritical angles (forbidden light) leads to higher resolution imaging [84, 85]. The point-like tip acts as a source and scans over the sample. The transmitted intensity is measured and, in absence of a sample, reflects the evanescent components carried by the tip and converted by the glass interface [86]. A variation of the signals occurs when the tip is scanned over the nanostructures and represents therefore a differential measurement.

The beginning of a new project is always motivated by flaws. In our approach, discussed later on, the tip is replaced by a far-field illumination source focused by an objective. The object’s LDOS is therefore not encoded in the response of a dipole and is fundamentally different to the experiment of Chicanne. It is crucial to emphasize that in our approach, a scattered signal is detected only in the presence of a structure, and the strength of the signal is directly proportional to its scattering cross-section. When the particles are excited at their surface plasmon resonance, the scattering intensity is enhanced. Before discussing further the experimental details, it is necessary to introduce a brief introduction describing surface plasmon resonances occurring in metal nanoparticles, hence optical antennas, as they will be extensively employed throughout this manuscript.

### 2.2 Localized surface plasmon

Surface plasmon resonances are supported by materials possessing a negative real part of the dielectric constant and a small positive imaginary part. In this thesis, we will for the most part deal with localized surface plasmons supported by metal nanoparticles. We will therefore omit the discussion surface plasmon waves excited in extended metal films. When tiny metal particles are irradiated by an electromagnetic wave, the conduction electrons oscillate collectively thus creating a polarization on the nanoparticle. Figure 2.4(a) schematically shows the oscillation at the surface of a spherical nanoparticle as a response of a time-oscillating electromagnetic field. At a particular wavelength, the collective motion is greatly enhanced. This behavior is referred to as the surface plasmon resonance of the system. The resonance is determined by the electrons density, the ef-
fective electron mass, the shape and size of the charge distribution and the surrounding environment [87, 88, 89].

![Diagram of localized surface plasmon](image)

**Fig 2.4:** (a) Schematic of oscillation of the conduction electron cloud for a small metal sphere in the presence of an external electromagnetic field. Image adapted from Ref. [90]. (b)-(c): Distribution of field lines (excluding that scattered) surrounding a small aluminum particle irradiated by light with energy of (b) 8.8 eV and (c) 5 eV. A resonance occurs in (b), but not in (c). Image adapted from Ref. [91].

In order to relate the resonance frequency of a small particle to the dielectric constant, we assume that the particle is spherical and behaves as a dipole, that is the size of the particle (the radius $a$) is much smaller than the wavelength. Under these circumstances, the electric field remains quasi-constant across the particle and the interaction can be treated by electrostatics considerations. The electric field outside the metal sphere $E_{\text{out}}$ and the polarizability of the induced dipole $\alpha$ are then:

$$E_{\text{out}} = E_0 \hat{x} - \alpha E_0 \left( \frac{\dot{x}}{r^3} - \frac{3x r}{r^5} \right)$$  \hspace{1cm} (2.8)

with

$$\alpha = 4\pi a^3 \frac{\epsilon_m - \epsilon_s}{\epsilon_m + 2\epsilon_s}.$$  \hspace{1cm} (2.9)

$E_0$ is the electric field of the electromagnetic wave incident along the $x$-axis. $\hat{x}$ is an unit vector. $\epsilon_m$ and $\epsilon_s$ denote the dielectric constants of the metal particle and its surrounding medium, respectively. A complete formalism based upon Maxwell’s equations shows that the static dipole field used in Eq. 2.8 is in fact a radiating dipole. Hence, it contributes
to absorption and Rayleigh scattering by the metal sphere and their efficiencies (ratio of the optical cross-section to the geometrical cross-section $\pi a^2$) can be expressed as:

$$Q_{\text{abs}} = 4b \text{Im}\left(\frac{\epsilon_m - \epsilon_s}{\epsilon_m + 2\epsilon_s}\right)$$  \hspace{2cm} (2.10)$$

and

$$Q_{\text{sca}} = \frac{8}{3} b^4 \left|\frac{\epsilon_m - \epsilon_s}{\epsilon_m + 2\epsilon_s}\right|^2,$$  \hspace{2cm} (2.11)$$

where $b = 2\pi a \sqrt{\epsilon_s}/\lambda$. According to Eq. 2.9, the plasmon resonance occurs when the following condition is satisfied:

$$\text{Re}(\epsilon_m + 2\epsilon_s) = 0.$$  \hspace{2cm} (2.12)$$

The metal dielectric constant $\epsilon_m$ is strongly dependent on the frequency of the incident light. For a small metallic spherical particle, the resonance frequency is located in the green part of the spectrum for Au, and on the blue part of the spectrum for Ag.

Equation 2.9 is valid for the simple case of a spherical particle. For a more general shape, like ellipsoidal metal particle, the polarizability can be written as a function of a size parameter $L$ [91, 92]:

$$\alpha_i = \frac{4}{3} \pi abc \frac{\epsilon_m - \epsilon_s}{\epsilon_s + L_i(\epsilon_m - \epsilon_s)}, \quad \sum_{i=1}^3 L_i = 1$$  \hspace{2cm} (2.13)$$

where $a$, $b$, and $c$ are 3 semiaxes of an ellipsoid along $xyz$ coordinate and $L_i$ is a geometrical depolarization factor along the principal axes ($x$, $y$, $z$). By taking $L_1 = L_2 = L_3 = 1/3$, the polarizability reduces to that of a sphere (Eq. 2.9), as required by $\alpha_1 = \alpha_2 = \alpha_3 = \alpha$.

For large particles (e.g. Ag particle of radius 60 nm), higher-order resonance modes, especially the quadrupole are contributing to the extinction and the scattering behavior by modifying their spectral response [90]. The dipole resonance is redshifted and strongly broadens while the higher-order resonance appears at shorter wavelengths [93]. As the size of particle continues to increase, the redshift and broadening of the dipole plasmon are becoming more and more significant. A concomitant decrease of magnitude is caused by a dynamic depolarization [94] and a radiation damping effect [95] whereby the conduction electrons do not act simultaneously in phase. The effects of dynamic depolarization and radiation damping serve as the lowest-order correction to the quasi-static theory. However, they provide a transparent and inspiring way to interpret the physical phenomena occurring at the plasmon resonance. In addition, Eq. 2.8 can describe quite accurately the
near-fields at the particle surfaces for small enough particles, but radiative contributions become important at the field of 100nm away from the particle center and are not taken into account in Eq. 2.8.

Equation 2.12 also demonstrates that the resonance wavelength $\lambda_{lsp}$ can be shifted by changing the local environment, for example, by an adsorbate. The variation of wavelength $\Delta\lambda_{lsp}$ can be written [96, 97, 98]:

$$\Delta\lambda_{lsp} = m\Delta n(1 - e^{-2d/l_d}), \quad (2.14)$$

where $m$ is referred to as the bulk refractive-index sensitivity of the nanoparticle, $\Delta n$ denotes the variation of the refractive index $n$, $d$ is the effective thickness of the adsorbate layer, and $l_d$ represents the length of characteristic electromagnetic field decay. While the particle is immersed in a liquid (e.g. liquid crystal in chapter 4), by assuming that the thickness $d$ in Equation 2.14 tends to $\infty$ with respect to the size of the particle, we can get the linear relation between $\lambda_{lsp}$ and $n$ which has also been observed in Ref.[99, 100].

2.3 Experimental methods

Let us turn our attention to the main experimental methods used in this thesis. Since the antennas are small objects compared to the wavelength, their interactions with light are weak. Typical scattering cross sections are on the order of $10^{-16} m^2$ for small particles [101, 102, 103] at resonance and are therefore difficult to measure in presence of a large background.

To address this issue, we have developed a modified confocal microscope to retrieve the scattering responses of individual optical antennas. A schematic is depicted in Fig. 2.5(a). Our measurement platform is based on an inverted microscope. The illumination is provided by either a series of lasers spanning the green, red and near-infrared spectrum. The lasers are fiber-coupled to bring the light to a diascopic arm used for excitation of the optical antenna. The arm is composed of a combination of a polarizer and a wave plate to adjust the orientation of the outgoing polarization. The diascopic arm is then terminated by a low numerical aperture objective (N.A. = 0.65) employed as a focusing element. The estimated excitation spot is on the order of the wavelength used. The reason we used a weak focalization will become clear in the following.

Our detection path essentially relies on the combination of a high N.A. objective (1.45) and a beam stop. The latter being merely an aluminum disk placed in the Fourier plane of the microscope and therefore acts as a spatial filter. The diameter of the disk is chosen
such that it rejects the light angularly distributed below the critical angle. Only the signal emitted between the beam stop and the largest numerical aperture (here 1.45) is detected by a photomultiplier in a confocal arrangement.

It is important to note that the focal spot of the excitation and the detection spot spatially overlap at the sample plane in three dimensions. The sample is placed on a $x, y$ piezoelectric scanner and can be precisely positioned in the foci. In absence of structures, no signal is detected because the angular distribution of the illumination is rejected by the beam stop. It is only when a structure is present that a signal is recorded. The signal is arising from high angular regions and is therefore linked to the scattering characteristics of the sample under investigation. Since we used a detection window higher than the critical angle and the illumination is entirely rejected, the majority of the signal must originate from converted evanescent components associated with the structure.

In some particular occasions, notably during alignment and calibration procedures described later in the text, the setup depicted in Fig. 2.5(b) was used. Instead of relying on a low-N.A. diascopic illumination, an episcopic illumination was utilized whereby the high N.A. objective was employed for the excitation and the detection. The apparatus operates therefore in a back-reflection mode, the Fourier filtering with the beam stop remaining the same as in Fig. 2.5(a). From the detection point of view, this particular configuration resembles the one used by Chicanne et al. to measure the LDOS in that the information results from a differential measurement: there is always a detected signal even without the presence of a structure.

### 2.3.1 Imaging characteristics of our apparatus

To characterize the imaging properties of our apparatus, we introduce at that stage the concept of the point-spread function (PSF) of a microscope. The PSF of an optical system maps the three-dimensional intensity distribution resulting from a single point source in the object plane of the microscope. Even if the source is an ideal point, the image is not because of aberrations in the optical system spreading the image over a finite area (blurring), and diffraction effects. The process of imaging can be formulated using the convolution of the PSF and the real light source (or object), which shows the linear
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Fig 2.5: Experimental schemes. (a) Diascopic illumination: the structures are illuminated by a focusing objective (0.65 N.A.). The scattered components and the directly transmitted signal are collected through a large detection angle by a high N.A. oil-immersion objective (N.A.=1.45). A beam stop removes the signal radiated below the critical angle whereas signal emitted above is detected by photomultiplier (PMT). (b) Episcopic illumination: the high N. A. objective is used for excitation and for detection. The beam stop plays the same role of selecting the signal emitted above the critical angle.

property of the optical imaging systems. The formula is given by [104]:

\[ i(x, y) = \int \int_{-\infty}^{+\infty} O(\xi, \eta) h(x - \xi, y - \eta) d\xi d\eta, \]  

(2.15)

where \( i(x, y) \) and \( O(\xi, \eta) \) are the functions describing the image and the object, respectively. The term \( h(x - \xi, y - \eta) \) represents the PSF, and is the Fourier transform of the aperture function of the pupil when illuminated by coherent light. Figure 2.6 (a) and (b) show a computed PSF in a case of point-like source in a \( x - z \) plane parallel to the propagation (axial) and in a lateral \( x - y \) plane. In both planes, the image of the source is convoluted by the response function of the instrument.
Imaging single colloidal gold nanoparticles

Preliminary experiments were performed on single colloidal gold nanoparticles to gain further information of the intrinsic optical response of our microscope. Incidentally, this type of nanoparticles forms the simplest kind of optical antennas. The measurements described below are not only interesting from the point of view of the microscope but give insights on the scattering properties of simple optical antennas.

The gold nanoparticles (diameter 80 nm) were randomly deposited on a glass substrate covered by a very thin layer (< 30 nm) of indium tin oxide (ITO). The ITO layer is a conductive, optically transparent material compatible with scanning electron microscopy (SEM). A SEM micrograph of a selected region of the glass sample is shown in Fig. 2.7 (a) where four individual nanoparticles are visible. Figure 2.7 (b) is an image of the same sample area but acquired by our confocal microscope with a diascopic illumination. A nearly one-to-one correspondence with Fig. 2.7 (a) is observed. The excitation wavelength was fixed at $\lambda = 532$ nm with a polarization indicated by the black arrow on the bottom right of the image. At the location of the nanoparticle, we observe a bright contrast corresponding to an increased intensity surrounded by concentric rings on an otherwise constant background.

We understand the detected signal as being a measure of the integrated differential scattering cross section (DSCS) characterizing the nanoparticles. The DSCS represents the probability to observe a scattered photon per solid angle unit. The term ‘differential’ is referred to as $dI/d\Omega$, where $I$ and $\Omega$ represent scattered intensity and solid angle (Fig. 2.8).
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Fig 2.7: (a) Scanning electron micrograph of a selected zone showing 4 individual gold colloids nanoparticles (80nm in diameter) circled by dashed lines. (b) Scanning confocal micrograph of the same selected zone via a diascopic illumination and a beam stop (Fig. 2.5(a)). (c)-(d) close-up images of a selected single particle (circled in (b)) under two orthogonal polarizations (arrows). (e)-(f) were obtained by removing the beam stop. \( \lambda_{exc}=532\text{nm} \).

Fig 2.8: Illustration of the differential scattering cross section \( (d\delta I/d\Omega) \) of a small particle. \( I \) and \( \Omega \) are scattered intensity and solid angle, respectively. Black and red arrows represent the external and the scattered fields, respectively.

In our case, the integration runs over a limited solid angle bound by the beam stop for the lower angles and by the N.A. of the detection objective for the largest one. The signal reflects therefore only a partial DSCS. It is also understood that intensity distribution
does not reflect the intrinsic response of the nanoparticles, but the point-spread function of the microscope.

Figure 2.7(c) and (d) are close-up images of an individual particle for two orthogonal incident polarizations. We observed a slight asymmetry of the pattern oriented with the polarization. This is due to the inhomogeneous field distribution inside the focal region. In comparison, a similar pattern was found in Fig. 2.7(e) and (f) by moving away the beam stop. The background is now more important because the direct illumination is collected, thus reducing the contrast of the intensity scattered off the nanoparticle. It is important to point out that the intensity distribution is very sensitive to the axial position of the focus of the collection objective. We conducted a $x, z$ scan to measure the axial intensity distribution. Figure 2.9(a)-(b) show images of the integrated DSCS for a constant $y$-axis taken through the center of the nanoparticle and for two different polarizations. The $z$-direction was varied by using a piezoelectric actuation of the collection objective for a fixed position of the excitation objective. The images show a bright rod-like elongated structure indicating the vertical extend of the point spread function of this excitation/collection scheme. The position of the optimal focus of the collecting objective is located around
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the dashed lines in Fig. 2.9. Figure 2.9 (c)-(d) were taken under the same experimental conditions but without the beam stop. The contrast is naturally reduced and essentially shows the same general pattern that the patterns obtained with the beam stop. This is an important fact as the partial detection of the DSCS with our spatial filtering does not a priori reduce the information contained in the images.

For the sake of comparison, we have also observed the response of the same set of gold particles by using the episcopic mode depicted in Fig. 2.5 (b). Figure 2.10 (a) and (b) show the result of the scan for the two polarizations considered. A dark contrast is now observed at the location of the particles as it can be seen in the close up image of Fig. 2.10 (c). We understand this dark contrast as the interference of the reflected field

![Fig 2.10](image)

Fig 2.10: Confocal scanning micrograph (x, y plane) via the episcopic illumination mode without the beam stop under two orthogonal polarizations (arrows). (c) is a close up image of the selected particle enclosed by a blue circle in (a).

and the scattered field by the particle. At the glass/air interface, the reflected field $E_r$ for the incident angle above the critical angle experiences a phase shift of $-\pi/2$ with respect to the incident field $E_i$ [106]. This can be formulated as $E_r = rE_ie^{-\pi/2}$, where $r$ denotes the reflection coefficient. For a spherical nanoparticle (diameter $D \ll \lambda$), the scattered light propagates as a spherical wave and interferes with $E_r$. The scattered field can be expressed as $E_s = sE_i$ where $s = |s|e^{i\varphi}$ is the complex scattering amplitude with phase $\varphi$ [107] and is proportional to the polarizability of the particle. The measured intensity $I_m$ can be written as [108]:

$$I_m = |E_r + E_s|^2 = |E_i|^2(r^2 + |s|^2 - 2r|s|\sin\varphi). \quad (2.16)$$

The first term in Eq. 2.16, related to $r^2$, is simply treated as the background intensity. The second term proportional to $|s|^2$ is associated with the scattering signal and scales as $D^6$. The last term is a function of $D^3$. The second term changes faster than the last term
as the particle diameter varies. There is therefore a subtle balance between the second and the last terms. For large particles, the second term dominates and the particles appear brighter than the background. Whereas, for small particles, the last term becomes more important and the particles appears darker than the background.

### 2.3.2 Conoscopic imaging

Conoscopy refers to an imaging technique employed to measure the intensity of light distributed at the back focal plane of a microscope objective. This particular plane corresponds to the so-called Fourier plane of the lens system. It is well-known that a lens acts as a Fourier transformer [109, 104]: the electric field distribution located at the focal plane is Fourier-transformed by a lens at the back focal plane.

All the scattered waves in object plane maintain their phase and amplitude relationships in the Fourier plane. Therefore, a screen or a charged-couple device (CCD) placed at Fourier plane can image the angular intensity distribution and give important parameters of scattering, notably the distribution of wavevectors $k$.

By using an aplanatic, infinity-corrected objective, the angular distribution of emission is converted into a circular intensity distribution in the back focal plane. A linear relationship exists between the sine of the angle $\theta$ of emission emanating from the collecting objective’s focus and the radius $r$ (distance between the optical axis and the point of interest at the Fourier plane [110]:

$$ r = fn \sin \theta, \quad (2.17) $$

where $f$ is the focal length of the objective. Accordingly, the N. A. ($nsin\theta$) or wavevector $k$ is proportional to $r$ in the Fourier plane. This results in a conversion of angular emission distribution to an intensity distribution over the Fourier plane and a direct measurement of the wavevectors scattered at the object plane. In a standard inverted microscope, the back focal plane for high N.A. lens is situated inside the body of the objective. To access the back focal plane, a Bertrand lens is usually inserted before the eyepieces. To project the plane outside the microscope a series of relay lenses are typically employed [111, 112]. A schematic representation of the setup retrofitted for conoscopic observation is depicted in Fig. 2.11. A couple of relay lens placed after the tube lens of the microscope were appropriately placed to project the complete Fourier plane onto the chip of a CCD camera.

For calibration purposes, a 633 nm laser beam was focused onto a glass/air interface by the diascopic arm (0.65 N. A. objective). A 532 nm laser was simultaneously sent to the
episcopic path and was focused by the oil-immersion objective. Figure 2.12 (a) shows the image acquired by the CCD camera. A green ring is visible in the image of Fig. 2.12(a). This ring arises from the total internal reflection (TIR) of the 532 nm laser beam following the episcopic path. The inner edge of the ring represents the critical angle (N.A.=1.0) of TIR while the outer edge of the ring is given by the N.A. of the oil-immersion lens, that is 1.45. This illumination mode is particularly convenient to adjust the position of the relay lenses and calibrate the Fourier plane.

The calculation of the value of N. A. in the Fourier plane is based on the linear relation between \( r \) and the N.A. as shown in Eq. 2.17 by considering the N. A. value of the critical angle (denoted as N.A.\(_c\)) being 1. If \( r_0 \) (Fig. 2.12 (a)) represents the radius corresponding to the critical angle, the N.A. value of a given radius \( r' \) at the Fourier plane can be written as \( \text{N.A.} = \text{N.A.}_c \times \frac{r'}{r_0} = \frac{r'}{r_0} \). Superimposed to the green annulus, a red disk at the center of the Fourier plane is also visible. The disk represents the signature of the diascopic illumination. Using the considerations discussed above, the diameter of the red disk is estimated to be about 0.61, a number slightly smaller than the value specified by
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the manufacturer.

Figure 2.12 (b) shows the image of the Fourier plane when a beam stop is in place thus rejecting the illumination wavevectors. Here, a beam stop with a diameter corresponding to a N.A. of 0.82 was used. It is clear from the image that the beam stop plays its blocking role: there is no evidence of a red contribution in the Fourier plane.

**Radiation patterns of a dipole**

At that point it is important to note that the Fourier plane depicted in Fig. 2.12 was obtained without any structures and had the only purpose of adjusting and calibrating the conoscopic mode. What can we expect in the presence of nanoparticles? At first approximation, a nanoparticle much smaller than the wavelength can be considered as a dipole. The validity of this statement will be experimentally confirmed later on. In free space, a dipole always shows a spindle like far-field radiation pattern aligned perpendicularly to its moment orientation as depicted in Fig. 2.13(a). However, for a dipole emission close to an interface, the power distribution of a dipole changes dramatically and a significant portion of the dipole emission is emitted in the glass substrate, especially around the critical angle \( \theta_c \). Figure 2.13 (b) to (d) show the modified emission diagram for a dipole oriented in the plane of the interface and for an orientation normal to the interface. The emission patterns are calculated in the back focal plane of a microscope with a high N. A. objective (see Ref.[113]).

It is clear from this discussion that the radiation emitted in the superstrate can be reasonably omitted since most of the dipole radiation is transferred inside the highest
Fig 2.13: Calculations of the intensity distribution of a dipole placed (a) in free space and oriented in the $x,y$ plane. (b) The dipole is placed at a air/glass interface and is oriented along the $x$-direction and (c) along the $z$-direction. The upper panels indicate the orientation of the dipole moment (black arrows) and its surrounding medium. The calculations (method see Ref.[113])were courtesy provided by Dr. A. Bruyant (LNIO-UTT) and Dr. G. Colas des Francs.

dielectric medium [114]. Furthermore, propagating and evanescent components of the dipole emission are angularly separated in the glass substrate by $\theta_c$ (N.A.=1) [86]. Since most of the portion situated below $\theta_c$ is removed by a beam stop, the detected signal originates therefore from the evanescent components of the scattered spectrum converted by the substrate.
2.4 Far-field imaging of optical corrals and stadiums

In this section, we will validate our approach by measuring the optical response of an arrangement of nanoparticles. We have chosen two well-know configurations for the measurement: corrals and stadium constituted of individual gold nanoparticles. The choice over these two designs was motivated by the facts that they were already characterized experimentally by Chicanne et al. [66] using near-field techniques and were also numerically investigated by Colas des Francs [79] in terms of the LDOS and could serve therefore as a point of comparison with our results.

The samples were fabricated by electron-beam lithography. Briefly, the procedure is detailed as follow. A 300nm-thick layer of PMMA (Polymethyl Methacrylate diluted in Cholorobenzene) was deposited on an ITO-covered glass substrate by spin-coating. After a bake out of the sample to remove the excess of solvent, the pattern was inscribed in the resist by electron-beam lithography. The sample was then developed to expose the patterns prior to metal deposition. A typically 70nm thick gold layer was thermally evaporated on the sample. The remaining PMMA layer was then lift-off to reveal the final structures. A micrograph of a fabricated structure is shown in Fig. 2.14 where a series of individual gold disks are arranged to form a corral.

![Fig 2.14: Scanning electron micrograph of a corral-like structure fabricated by electron-beam lithography. The corral is constituted of 18 gold nanoparticles. The corral and the particles are $2.5\mu m$ and $80nm$ in diameter, respectively](image-url)
2.4.1 Optical corrals and the LDOS

The type of structure depicted in Fig.2.14 is optical arrangement analogous to electronic quantum corrals [79]. To mimic the formation of the optical corral, we have fabricated a series of structures showing a step-by-step construction of the complete optical corral. Figure 2.15(a)-(c) show micrographs of the four different phases of construction starting from a random arrangement of the nanoparticles to a final corral.

![Figure 2.15: (a) to (d) Scanning electron micrographs corresponding to a step-by-step construction of optical corral. (e) to (h) are three-dimensional rendering of the experimental confocal images corresponding to the construction phases. The excitation wavelength is \( \lambda = 633 \text{nm} \) and circularly polarized. The particles are identical (70 nm diameter and 50 nm height).](image)

Interestingly, we observe a significant modulation of the DSCS inside the corral, notably a bright maximum right at the center of the corral. A two-dimensional representation is shown in Fig. 2.16(a). It is important to point out that the diameter of the illumination region is estimated at \( \sim 1200 \text{nm} \) for an excitation wavelength \( \lambda = 633 \text{nm} \). When the particles are scanned through the focus, a number of them are illuminated...
simultaneously, while the confocal detection picks them individually. At the center of the corral, the particles are approximately 1μm away from the illuminated region, and the detection collects on a location where no particles are present, yet a signal is detected!

Following the full multiple scattering formalism [79], we calculated the total LDOS $\rho(\mathbf{r})$ 100nm above the corral. The two-dimensional distribution of the LDOS is shown in Fig. 2.16(b). We observe a large LDOS at the site of the particles, together with a series of concentric rings inside the corral that recall the modulation of the experimental differential scattering cross section (DSCS). The correlation between the modulation of $\rho(\mathbf{r})$ and the experiment is illustrated in Fig. 2.16(c). The experimental data (blue circles) are offset for clarity. Figure 2.16(c) shows that our measurement is in qualitative agreement with the pattern of the calculated LDOS. In particular, the period of the internal concentric rings is measured at 350nm on both graphs suggesting a significant angular emission inside our detection (no important wavevectors are missing).

![Fig 2.16](image)

**Fig 2.16:** (a) Experimental ($\lambda = 633$ nm with circular polarization) and (b) calculated LDOS $\Delta \rho_E$ at 100 nm above the complete corral. (c) Experimental (blue circles) and calculated (red solid) profiles taken along the dashed lines in (a) and (b). The broken zones in the curves in (c) are due to the magnitude of the LDOS diverging on the particle.

Our measure is in quantity different from the LDOS because a complete measurement of the LDOS is possible only if all the modes allowed by the structures are excited and the detection is integrated over a large solid angle [70]. Our approach makes an attempt to partially fulfill these two requirements, but some limitations remain.

First, as the result of excitation, the scattered field consists of a wavevector distribution dictated by the diffracting characteristics of the object, i.e. its differential scattering cross section. For small particles, the scattered wavevector spectrum is broad and contains both propagation and evanescent components. This scattered wavevector continuum provides
an efficient excitation source to populate the allowed intrinsic optical modes of the object itself, very much like what a dipole would do. However, not all the modes are accessible by our approach in particular the higher-order modes are likely to remain unpopulated by our illumination scheme [115]. Second, although the scattered signal is mainly distributed at the critical angle [86] (Fig. 2.13), the part that is tightly bound to the surface is not converted by the glass interface and is therefore not detected. Finally, the portion of transmission blocked by the mask is also missing in the total DSCS. Despite a non ideal excitation, i.e. a finite spectrum of wave vectors and a partial integration of the differential cross section, the most dominant modes of the corral are excited and detected by our approach. Although our approach cannot render a quantitative image of the LDOS, it provides with a rapid and easily-implemented qualitative measurement describing the main characteristics of the LDOS. Our approach avoids some disadvantages brought by the near-field imaging with the tip [66] such as the tip shape and the tip-sample interaction.

For the sake of comparison, we also measured the corral with the episcopic illumination mode of Fig. 2.5(b). Figure 2.17 shows a “negative” contrast at the position of particles already mentioned in Fig. 2.10. Importantly, there is no evidence of a modulation inside the corral demonstrating the uniqueness of the signal collected by our approach.

2.4.2 Optical stadium and projected LDOS

We then investigated a polarization-sensitive structure taking the form of an optical stadium. The stadium structure consists of 34 identical gold particles. The long and short axis are 4 μm and 2 μm, respectively. A micrograph is shown in Fig. 2.18. The excita-
tion wavelength $\lambda$ used is 532nm with a linear polarization oriented along either of the principal axis of the stadium.

![1 μm](image)

Fig 2.18: Scanning electron micrograph of an optical stadium constituted of 34 gold particles (thickness: 50nm thick; diameter: 70nm). The long and short axis are 4μm and 2μm, respectively.

Figure 2.19(a)-(b) show the experimental mapping of the stadium’s differential scattering cross section for a polarization oriented with the long and short axis, respectively. Similar to corral, we observe a significant modulation of the DSCS signal inside the stadium for the two state of polarizations, but significant differences on the pattern are visible. In particular, the stadium’s foci are well emphasized for a polarization oriented with the short axis (Fig. 2.19(b)).

To have a better insight into the mechanism of LDOS reconstruction, we analyzed the image formation of our setup using the reciprocity theorem [116]. The theorem implies that the signal recorded with the experimental setup shown in Fig. 2.5(a) is strictly equivalent to the signal measured when the illumination and detection positions are exchanged. Therefore, we consider the reciprocal system in which the sample is illuminated isotropically from the substrate by a N.A.=1.45 lens with an incoherent source having both TE and TM polarizations [116]. Figure 2.19(c)-(d) represents the square modulus of the $x$ and $y$ components of the electric field $|E_x|^2$ and $|E_y|^2$. The calculation was performed 100 nm above the stadium, and according to the reciprocity theorem, with the oil-immersion objective excitation. Within the constraint imposed by the diffraction limit, these intensities are similar to the signal detected by the N.A.=0.65 lens.

Figure 2.19(e)-(f) show the projected LDOS $\rho_x(\mathbf{r})$ (resp. $\rho_y(\mathbf{r})$) calculated 100 nm above the surface which were obtained by orienting a point-like dipolar source along the $x$ (resp. $y$) direction [117]. The intensity distribution of the electric field $|E_x|^2$ (resp. $|E_y|^2$) reproduces the main features, notably the inside modulations, of the calculated projected LDOS. Good agreement between the two calculated quantities indicates that the reciprocal illumination efficiently excites the dominant modes of the structure. Furthermore,
because the intensity and the projected LDOS concur, inserting a polarizer in the initial (nonreciprocal) setup should reproduce the projected LDOS with respect to the polarizer orientation. The inner modulation of the intensity and the projected LDOS resembles the experimental images: the weak modulation inside the stadium for a polarization along the short axis is reasonably reproduced in all images. Some discrepancies are visible at the location of the nanoparticles, indicating that some higher-order modes are either not excited or not detected. By using the reciprocity theorem, we conclude that the modes populated in the structure can be efficiently collected by the 1.45 N.A. objective in the nonreciprocal experimental setup of Fig. 2.5(a).

To compare our data with LDOS measurements taken by near-field technique, we reproduce in Fig. 2.20 the images obtained by Chicanne et al. using a SNOM tip to illuminate the sample, the detection being done by blocking the portion of the transmission located below the critical angle \[66\]. Our results (Fig. 2.19 (a) and (b)) are similar to the near-field images presented in Fig. 2.20 for the two polarizations suggesting thus that for this type of arrangement and structures, a significant number of modes can be excited using our approach and a near field approach isn’t required.

To quantify the amount of projected LDOS on the detected signal, we recorded the scattered intensity for an incident polarization oriented along the minor axis for two ana-
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Fig 2.20: Near-field experimental SNOM images of a \(4 \mu \text{m} \times 2 \mu \text{m}\) stadium with the two orientations (white arrows) of the source dipole. The size of gold nanoparticles are \(100 \text{ nm} \times 100 \text{ nm} \times 50 \text{ nm}\). Image adapted from Ref. [66].

lyzer orientations. The main features of Fig. 2.19(f), i.e., \(\rho_y(\mathbf{r})\), are again well reproduced for a parallel analyzer, notably the positions and the shapes of the stadium’s foci as shown in Fig. 2.21(a). Figure 2.21(b) shows the image obtained for an orthogonal analyzer. Despite a weaker signal, the shape of the modulations indicated that we have to account for a small portion of \(\rho_x(\mathbf{r})\) in the detected signal. Compared with the relative scattered intensities maxima, the detected information is the linear superposition of approximately \(0.95\rho_\parallel(\mathbf{r}) + 0.05\rho_\perp(\mathbf{r})\), where the labels \(\parallel\) and \(\perp\) stand for parallel with and perpendicular to the incident polarization, respectively. We neglected the out-of-plane \(\rho_z(\mathbf{r})\) because of the relatively small longitudinal depolarization induced the 0.65 N.A. lens.

Fig 2.21: Experimental LDOS for an incident \(y\) polarization (thick arrows) in the presence of parallel (a) and perpendicular (b) analyzer orientations (dotted arrows).

We have also investigated a larger stadium of the diameter \(5\mu \text{m} \times 3\mu \text{m}\) and Fig. 2.22 (a) and (b) show the experimental images. Significant differences with the previous stadium size are visible, notably in the number and contrast of the inner fringe pattern. Since
2.5 Conclusion

In electromagnetic theory, the density of optical states is directly related to the square modulus of the electric field associated with all the electromagnetic eigenmodes of a given structure and is therefore independent on the illumination mode. For a dipole in free space, the LDOS stays constant, but it changes in the presence of a surface or nanostructures. This variation reflects the intrinsic response of the surface or the nanostructures. The control of the LDOS with optical antennas is in its infancy and requires a profound understanding of antenna’s characteristics before harnessing light-matter interactions. With this chapter, we have introduced and characterized a novel imaging technique capable to
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qualitatively assess the local electromagnetic density of states. We have demonstrated that detecting the differential scattering cross sections of small particle gives valuable information about the underlying LDOS. The detected signal reflects the intrinsic scattering response of the photonic structures and renders the partial LDOS dominated by evanescent modes. We also demonstrated a theoretical understanding of the LDOS image formation and showed a qualitative agreement between experimental images and theoretical maps.

We conclude that the local density of electromagnetic states can be qualitatively imaged without introducing external dipole-like emitters providing that the more significant modes of the object can be excited by the scattered wave-vector spectrum. Although our approach remains diffraction-limited, we will use it in the following chapters to characterize the important parameters defining individual optical antennas.
Chapter 3

General characteristics of optical antennas

In the visible and infrared regimes, optical antennas, constituted of metal nanoparticles have distinct properties and functions, different from radio-frequency antennas. Optical antennas are generally characterized by their capabilities to strongly confined light and to enhance an optical response. Optical antennas are also a prime device to engineer radiation emitted by quantum systems. Investigating the characteristics of optical antennas are generally inferred from indirect measurements. The field enhancement factor for instance, is often derived from measurements involving the optical response to amplify: Raman scattering [118], fluorescence [18], or nonlinear photoluminescence [47, 119, 120]. However, an additional external molecular reporter introduces a perturbative influence on antenna characteristics [121] since the variation of the load medium modifies the plasmonic properties of the antennas and leads to a measurement characteristic of the antenna plus the reporter system, but not the antenna itself. Moreover, the characterization of optical antennas without probe molecules is usually restricted to their spectral properties, that is the position of the surface plasmon resonances.

Alù et al. took a somewhat different approach [122]. They defined antenna parameters such as gain and radiation efficiency to analyze plasmonic structures. Following Alù’s analogy with the terminology used in antenna theory, we will describe in this chapter a new set of characteristics. We introduce and measure critical scattering parameters defining an optical antenna: operating wavelength and bandwidth, detuning and gain from an excitation wavelength, and radiation pattern. These parameters reflect the performance of antennas interacting with light. These parameters depend on the localized surface plasmon resonance which is strongly affected by the morphologies of the particles [123,
124, 125]. Therefore, controlling the essential characteristics defining an optical antenna by changing the design geometry provides a passive control over the optical device.

### 3.1 Fundamental parameters of an antenna: efficiency, gain and directivity

Efficiency, gain and directivity are standard parameters describing the characteristics of radio frequency antennas. According to antenna theory [126], the relative power radiated by an antenna, or the antenna radiation efficiency \( \eta_{\text{rad}} \) is defined as:

\[
\eta_{\text{rad}} = \frac{P_{\text{rad}}}{P_0} = \frac{P_{\text{rad}}}{(P_{\text{rad}} + P_{\text{loss}})},
\]

(3.1)

where \( P_0, P_{\text{rad}}, P_{\text{loss}} \) are the input power, radiated power and power dissipated into heat and other channels, respectively. By integrating the angular radiation intensity \( p(\theta, \varphi) \), \( P_{\text{rad}} \) can be formulated as:

\[
\int_0^{2\pi} \int_0^{\pi} p(\theta, \varphi) \sin \theta d\theta d\varphi = P_{\text{rad}},
\]

(3.2)

where \( \theta, \varphi \) denote the polar angle and the azimuthal angle, respectively. By reflecting the ability of an antenna to convert feed energy into a specific direction, the gain \( G \) is defined as:

\[
G(\theta, \varphi) = \frac{p(\theta, \varphi)}{P_0/(4\pi)}.
\]

(3.3)

The term \( P_0/(4\pi) \) could be considered as the average distribution of the input power over the radiation sphere in steradian. The gain of an actual antenna is usually measured at the peak radiation intensity and exhibits the extent (ability) of the concentration of the power. However, it is not practical even difficult in the context of optical antenna to measure the input power in practice. Therefore we define the relative gain for optical antennas as a normalization of the maximum intensity from an antenna of interest over that of a reference antenna, which will be well discussed in the following section. A dipole antenna is usually used as a reference because the dipolar emission pattern is the simplest and is well characterized. In our work, we will therefore serve an antenna, essentially behaving as an optical dipole, as reference to evaluate the relative gain of more complex designs.
Another important parameter is so-called directivity which gives the antenna’s ability to concentrate radiated power in a specific direction and can be written as:

\[ D(\theta, \varphi) = \frac{p(\theta, \varphi)}{P_{rad}/4\pi}, \quad (3.4) \]

where the term \( P_{rad}/4\pi \) represents the average radiation intensity over the whole solid angle. The definition of directivity is similar to that of gain \( G \), but using the term \( P_{rad} \) instead of \( P_0 \). When the direction \((\theta, \varphi)\) is not specified, we often calculate the directivity at the direction of maximum intensity:

\[ D_{\text{max}} = \frac{p_{\text{max}}(\theta, \varphi)}{P_{rad}/4\pi}. \quad (3.5) \]

It is also difficult for optical antennas to measure the term \( P_{rad} \) by integrating the differential radiated power over the whole solid angle. However, we introduce another related parameter – the radiation pattern to investigate the directivity. The radiation pattern describes the intensity distribution in a specific direction, which is also our measure of interest. Because the vectorial character of the field, the radiation pattern can be separated into two orthogonal polarization components by using a collinear or crossed analyzer before the detection.

By combining Eq. 3.1, Eq. 3.3 and Eq. 3.4, we can get the relationship between gain \( G \) and directivity \( D \):

\[ G = \frac{4\pi p(\theta, \varphi)}{P_0} = \eta_{rad}D \quad (3.6) \]

From Eq. 3.6, gain and directivity differ only by the efficiency, but directivity is easily estimated from scattered patterns. Therefore, we analyze in the following section the radiation patterns in the azimuthal plane in order to estimate qualitatively the directivity of optical nano-antennas.

### 3.2 Sample fabrication

Antennas consisting of individual gold nano-particles and dimers were fabricated by following the fabrication steps described in Chapter 2. The layout of sample is schematically shown in Fig. 3.1 (a). The fabricated array is designed to represent a parametric space where the particle diameter and inter-particle distance is systematically changed: all the antennas are nominally different.
The individual nanoparticles have a varying diameter ranging from 66 to 90 nm along the $y$-direction. For the dimer antennas, the gap distance between element particles (edge-to-edge) was systematically decreased from 140 nm down to contact with a minimum separation distance of $10 \pm 2 \text{nm}$ along the $x$-direction. Figure 3.1 (b) and (c) show electron micrographs of a part of antennas array together with close up images of selected single and pairs. The first column on the left corresponds to single gold nanoparticles, whereas the last two columns on the right of the array are bridged particles. The spacing among dimers was kept constant to $3 \mu\text{m}$ to avoid any significant array-induced optical coupling between dimers.

Fig 3.1: (a) Schematic view of antennas array ($20$ rows $\times$ $15$ columns). Spacing among single dimers is $3 \mu\text{m}$. The first column on the left are single-particle antennas, and the last two columns are bridged particles. Interparticle gap within dimers decreases from $140 \text{ nm}$ down to contact with a minimum separation distance of $10 \pm 2\text{nm}$ along the $x$-direction. Particle diameters increase from $66 \text{ nm}$ at the top row up to $90 \text{ nm}$ at the bottom one. Scanning electron microscope images: (b) three adjacent rows within the antennas array and (c) the selected row boxed in (a). The lower panel shows close up images of the single particle and several typical dimer antennas.

### 3.3 Confocal scanning imaging

The experimental setup used in this chapter adopts the concept developed in Chapter 2 and is based on the detection of the differential scattering cross-section of our optical antennas. As a reminder, our detection scheme retains only the frustrated evanescent...
3.3. CONFOCAL SCANNING IMAGING

components of the scattering spectrum. We note that this detection scheme is different to other confocal approaches where the contrast originates from propagating components [125]. In this reference, the experiment was performed by scanning confocal dark-field microscopy. The illumination is restricted to a grazing-incidence ring of $\sim 0.95$ N.A. which highly limits the excitation modes. Moreover, since the majority of the dipole emission is concentrated around the critical angle, the higher modes of the scattering spectrum off the antennas could not be detected by using a 0.9 N. A. objective which results in a lower resolution and a significant loss of information. However, this kind of imaging affords a manner to understand the performance of optical antennas, which is a complementary means to our approach.

3.3.1 Excitation at $\lambda=633\text{nm}$

![Figure 3.2](image)

Fig 3.2: (a) Scattered intensities at $\lambda = 633$ nm from individual antennas constituted of gold nanoparticle dimers for a polarization (white arrow) parallel to the dimer axis. The first column on the left are single-particle antennas, and the two last columns on the right are bridged particles. Top line displays particles with diameter of 66 nm increasing up to 90 nm for the bottom line. (b) Three-dimensional rendering of the intensity distribution of (a). (c) is three-dimensional rendering of the line of antennas extracted from (a) (dotted box).

Figure 3.2 shows a two-dimensional scan of the differential scattering intensity from the array of antennas at an excitation wavelength $\lambda_{\text{exc}} = 633$ nm. The polarization
of the incident light was oriented along the dimer axis (line connecting the particle’s centers) as indicated by the white arrows. The magnitude of the scattered intensity is not constant within the array. In Fig. 3.2(b), the brightest antennas appear for larger particle diameters located on the bottom half of the array. This is consistent with Eq. 2.11 showing an increase of the scattering efficiency $Q_{\text{scat}}$ with the diameter of the particle. The single particles located at the first column on the left show a relative weak intensity with respect to the same line of dimer antennas. Figure 3.2(c) shows that the scattered intensity increases by reducing the gap distance between dimers. At first sight, one may reasonably assume the point spread function of the microscope to be responsible for this observation since the size of the pair for the largest gaps is comparable to the detection response of our apparatus. It is probably true for the largest gaps where the particles have a limited mutual interaction. This is confirmed by the images of Figure 3.3 where two dimers, one with a small gap separation (26 nm) and another with a large separation (126 nm) were imaged. The images display similar patterns for the two dimers with a slight elongation along the dimer axis for the largest gap. There are no significant differences in the magnitude of the scattered intensity between the two antennas.

![Dimer](image)

Fig 3.3: Scattered intensities at $\lambda=633\text{nm}$ from single dimers with a gap distance of (a) 26nm and (b) 126nm. Individual particle diameter is of 80nm. The arrows represent the polarization. The image size is of 2µm. The top panel indicates the orientation of the dimers.

The argument about the PSF may not be the only explanation since an abrupt falloff of the scattered intensity is observed for bridged pairs (circle in Fig. 3.2(c)). Furthermore, when the polarization is orientated perpendicular to the dimer axis, the contacted dimers
recover some scattering strength as shown in Fig. 3.4(a). For this polarization, the largest particles are also more efficient scatterers (Fig. 3.4 (b)). However, to the difference with the polarization aligned along the dimer axis, the magnitude of the scattered intensity is almost constant regardless of the gap distance (Fig. 3.4(c)).

![Diagram showing scattered intensities and polarization effects](image)

**Fig 3.4:** (a) Scattered intensities at $\lambda=633\text{nm}$ from single antennas constituted of gold nanoparticle dimers for a polarization (white arrow) perpendicular to the dimer axis. The first column on the left are single-particle antennas, and the two last columns on the right are bridged particles. Top line displays particles with diameter of 66nm increasing up to 90nm for the bottom line. (b) Three-dimensional rendering of the intensity distribution of (a). (c) is three-dimensional rendering of a line of antennas extracted from (a)(dotted box). $I_s$ and $I_d$ represent the intensities of the reference single particle and of a dimer, respectively.

### 3.3.2 Excitation at $\lambda=780\text{nm}$

To get further information of the influence of the excitation frequency on the scattering intensity, the antennas array was then excited at $\lambda_{\text{exc}} = 780 \text{ nm}$ and for the two crossed polarizations. The scattered intensities of the antennas at this excitation wavelength behave quite differently as shown in Fig. 3.5. The intensity increases with the reduction of the gap distance and even reaches the maximum for the bridged dimers (the column indicated by the yellow arrow in Fig. 3.5(a)). However, the isolated particles (the column indicated by the blue arrow) are almost within the background noise of our system. For
the perpendicular polarization, Fig. 3.5 (b) demonstrates a negligible intensity variation in the antennas array with the gap distance.

![Image](image.png)

Fig 3.5: (a) and (b): Scattered intensities at $\lambda = 780$ nm from antennas array consisting of single and dimer gold nanoparticle(s) for a polarization (white arrows) parallel to the dimer axis and perpendicular to it, respectively. The first column on the left is single-particle antenna, and the two last columns on the right are bridged particles. The scattering magnitude of the single particles antennas is weak (indicated by a blue arrow ) in (a), whereas the bridged pairs experience high scattering cross section (shown by a yellow arrow in (a)). (c) and (d) are three-dimensional renderings of a line of antennas extracted from (a) and (b) (dotted box), respectively.

The images of Fig. 3.6 show the evolution of intensity distribution for increasing gap separations (contact, 15 nm and 131 nm) and an on-axis polarization. It is clear that the magnitude of the scattered intensity increases with smaller gaps.

At that point of the discussion it is interesting to propose a hypothesis to explain the results exposed in these few pages. To summarize in few words the results, the intensity scattered off the antennas depends on a series of parameters. The morphology of the antenna (particle size, gap distance), the orientation of the polarization and the operating wavelength are all playing a role in the magnitude of the measured signal. We also know that these series of parameters are strongly affecting the position of the surface plasmon resonances in these systems. It is therefore tempting to hypothesize that plasmon
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resonances are inherently linked to the change of scattered intensity through Eq. 2.11: an increased scattering efficiency taking place at the plasmon resonance. In turns, when the antenna is excited close to its plasmon resonance, the scattering signal will be maximal. To verify our hypothesis, we have measured the spectral response of our antennas by using dark-field spectroscopy.

3.4 Spectral characteristics of individual and dimer particles

3.4.1 Dark-field imaging

The antenna array was mounted on a conventional dark-field microscope equipped with a spectrometer to measure spectral properties of antennas and deduce the position of their surface plasmon resonances. The illumination geometry consists of a cone of grazing-incidence wave-vectors defined by a 0.85–0.95 N.A. illumination ring. Scattered photons are collected by a 40×, 0.60 N.A. long-working-distance objective and detected, after an entrance slit, by a high-sensitivity charge-coupled device (CCD). This apparatus can be employed to record images or spectra by changing the orientation of the optical grating. We note that the dark-field images reflect the scattered radiation originating only from the propagative components of antennas. The evanescent components are not collected by the objective’s N.A. We assume therefore that the spectral content of the signal scattered
off the antennas is independent of the emission angle. Figure 3.7(a) shows a dark-field false-color CCD image of a part of the antennas array by using a white light source. Each bright dot represents an individual antenna (single or dimer). The orientation of the image is the same as of Fig. 3.2. The higher intensities tend to be found for the dimers with larger particles and smaller gaps (indicated by arrows in Fig. 3.7(a)) although this cannot be directly compared with Fig. 3.2 since here the signal is integrated over all the excitation spectrum. Furthermore, since the numerical apertures used for the detection in both apparatus are different, the magnitude at a given wavelength also cannot be compared because the scattered intensity strongly depends on the radiation angle.

![Image](image.png)

Fig 3.7: False colored CCD images of a part of antennas array recorded by dark-field microscopy with a slit of (a) 2500\(\mu\)m and (b) 250\(\mu\)m. (b) is the row enclosed in (a). The last two columns situated on the right are bridged particles.

In order to measure the scattering spectrum of an individual antenna we have first selected a line of antenna by closing the entrance slit as illustrated in Fig. 3.7(b). We then integrate the received signal only on the pixels corresponding to the location of an antenna.

A typical spectrum of a single particle antenna of diameter \(\sim 70\)nm is shown in Fig. 3.8 with a resonance peak at \(\sim 630\)nm and its full width at half maximum (FWHM) of 82 nm.

Figure 3.9 shows characteristic spectra originating from an individual dimer with an
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Fig 3.8: Spectrum of a single nanoparticle (diameter $\sim$ 70nm), fitted with a Lorentzian function (dashed black curve). The spectral maximum is denoted as $\lambda_{sp}$ and its full width at half maximum (FWHM).

approximate 10nm gap and 70nm diameter for an unpolarized and two respective polarized illuminations. A spectral maximum appears at $\sim$ 630nm for the polarization perpendicular to the dimer axis, and a $\sim$ 730nm resonance peak occurs for the parallel polarization. The unpolarized spectrum results from a combination of these two polarization spectra.

$\lambda_{sp}$ of the two crossed polarization for particle with a diameter of 80 nm is measured and plotted as a function of interparticle gap distance in Fig. 3.10. The vertical bars indicate the FWHM of resonance maxima. The splitting of $\lambda_{sp}$ starts for particle separation below 30 nm and a redshift of $\lambda_{sp}$ is observed for a polarization oriented along the main axis of the antennas in accordance with the literature [124, 127, 128, 129, 130, 131]. We note that averaged measurements on large arrays of coupled nanoparticles revealed a small blueshift of the resonance for an electric field perpendicular to the long dimer axis [124, 131, 132]. We do not see such a shift in our single-dimer measurements. Instead, we measured a systematic redshift of the resonances (Fig. 3.10). We attribute this difference to the unique fingerprints of individual dimers. These individual different responses can also be observed from dimers with large gaps ($> 50$nm) whereby the position of the maxima exhibits spectral oscillations despite nominally comparable particles.
3.5 Detuning and relative gain

The scattering field becomes enhanced as metal nanoparticles are excited from off-resonance to in-resonance state. This implies a dependence of the scattered intensity on the excitation wavelength. The scattering intensities excited at $\lambda = 633$ nm and $\lambda = 780$ nm as well as the spectral analysis were accomplished in the previous two sections. To correlate the variations in the scattered intensity at the excitation laser frequency with the spectral signature of the antenna, we define two parameters. The amount of detuning $|\delta \lambda|$ is obtained by measuring the difference between the laser wavelength $\lambda_{\text{exc}}$ and the resonance maxima:

$$|\delta \lambda| = |\lambda_{\text{exc}} - \lambda_{\text{sp}}|.$$  \hspace{1cm} (3.7)
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Furthermore, the relative gain $G$ is introduced to describe the ability of an antenna to concentrate light propagation into a certain direction. Gain is usually a ratio of the antenna’s radiation intensity (power) normalized to that of a reference radiator, i.e., a dipole [126]. For small particles compared to the wavelength of light, an isolated spherical nanoparticle behaves essentially like a dipole. We therefore define $G$ by measuring the magnitude of the scattered intensities $I_d$ (Fig. 3.4) originating from dimers and normalizing it to the one issued from single-particle antennas $I_s$ of the same diameter:

$$G = \frac{I_d}{I_s}. \quad (3.8)$$

This definition assumes that the scattered angular distribution and the collection efficiency of our experimental setup are constant regardless of the particle arrangement. The validity of this assumption will be asserted in the following subsection.

Figure 3.11 shows the evolution of the parameters $|\delta \lambda|$ and $G$ by reducing the gap between the dimer for an excitation wavelength at 633nm polarized along the dimer axis. For large gaps (> 50nm), detuning from the excitation laser $|\delta \lambda|_{633\text{nm}}$ is less than 25nm, indicating that the antennas are close to the resonance with the laser excitation. This is
confirmed by the trend of the $G$ factor, which varies around 2.5. For a group of identical particles characterized by a weak mutual optical interaction, $G$ should scale linearly with the number of particles presented in the detection volume if the excitation is homogeneous. However, the measured value is slightly larger than the expected value of $G=2$. We think this small difference originates from the polarization-sensitive inhomogeneous field distribution inside the excitation and detection volumes [34].

For small gaps, a strong electromagnetic coupling occurs between the particles constituting the antenna and $|\delta \lambda|_{633\text{nm}}$ increases rapidly even reaches up to 55 nm for a 15-nm gap. Under this condition, the antenna is significantly detuned from the excitation wavelength. $G$ dramatically drops from a maximum of 3.3 for a 25-nm gap to a value of 0.3 for the bridged dimer, confirming that the optical antenna is effectively detuned from its optimum excitation frequency.

Figure 3.12 shows the trend of $G$ and $|\delta \lambda|_{633\text{nm}}$ as a function of gap for a polarization oriented perpendicular to the dimer. $|\delta \lambda|_{633\text{nm}}$ oscillates around 15 nm and stays within the full width at half maximum of the surface plasmon resonances (see Fig. 3.10). The gain forms two platforms of almost constant $G$ values ($G=2.3$ and 1.6 with variations $\sim 10\%$) for gaps below 50 nm and gaps above 50 nm, respectively. Since $|\delta \lambda|_{633\text{nm}}$ stays near resonance with the excitation line and $G$ is close to its expected value of 2, we also

---

**Fig 3.11:** Detuning factor $|\delta \lambda|_{633\text{nm}}$ (blue) and gain factor $G$ (red) for the parallel polarization (arrow) with respect to the dimer axis. Particle diameter: 80 nm.
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Fig 3.12: Detuning factor $|\delta \lambda_{633nm}|$ (blue) and gain factor $G$ (red) for the perpendicular polarization (arrow) with respect to the dimer axis. Particle diameter: 80 nm.

attribute these two platforms to the inhomogeneity of the focal field distribution: it’s only when the particles are close enough to each other that the excitation intensity can therefore be assumed to be spatially constant.

We note that the experimental magnitude of $G$ does not reach very large enhancement values as predicted from strongly coupled nanoparticle pairs and small gaps [55, 133]. This relatively low gain has also been observed in Ref. [134]. It is worth emphasizing that the enhancement factors calculated in the literature are usually normalized to the applied field, whereas in the present work we compare $G$ to a reference dipolar antenna. Furthermore, the fabricated particles are not perfect spheres and a non-negligible loss should be taken into account in the particles. We note that $|\delta \lambda_{633nm}|$, and to some extent $G$, show some oscillatory behavior with increasing gap distance. This particularity is observed regardless of the particle size within the fabricated array and polarization orientation. We did not see in our measurement a systematic correlation between the positions of the oscillatory peaks and the interparticle distance. We therefore believe that the observed oscillations are resulting from variations in the antenna morphology inherent to the fabrication process.

Only one instance in the study of the array depicted in Fig. 3.2 shows that $G$ significantly increases. Figure 3.13 shows experimental values of $G$ and $|\delta \lambda_{633nm}|$ for the
top line of the array (particle diameter is 66 nm) and a polarization oriented along the dimer axis. For large gaps, typical spectral variation in $|\delta \lambda|_{633\text{nm}}$ is also observed and similar to that in Fig. 3.11. The gain factor is constant for the two largest gaps ($G \sim 2$) and displays a small increase for the 37-nm-gap dimer consistent with the low value of $|\delta \lambda|_{633\text{nm}}$. However, for smaller gaps, $G$ keeps increasing to reach a value of 6.3 for the 18-nm-gap dimer, although the antennas are slightly detuned according to the value of $|\delta \lambda|_{633\text{nm}}$. $G$ undergoes then an abrupt falloff for the bridged pair. Despite the antennas being detuned with respect to the laser line, the optical coupling and field amplification characterizing these particular antennas were sufficient to not only compensate $G$ for the detuning of the antenna but also enhance it by a sixfold factor. The measured gain for this coupled antenna was not reproduced inside the fabricated array. It is worth pointing out the difficulty to design electromagnetic hot spots by such fabrication technique with a resolution $\sim 40$ nm. Although the particle dimensions and gap distance are designed to be identical, in reality, there are always some variations in the exact size and shape of each particle and, in particular, in the separation between particles.

The contacted dimers feature a high detuning value and a very low gain at the excitation of $\lambda = 633$ nm for the parallel polarization (Fig. 3.13). It is therefore expected that
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Fig 3.14: Detuning factor $|\delta \lambda|_{780\text{nm}}$ (blue) and gain factor $G$ (red) for the parallel polarization (arrow) with respect to the dimer axis, respectively. Particle diameter: 80 nm.

by reducing the detuning the gain will be restored. To account for this phenomenon and confirm our approach to correlate the gain $G$ and the detuning, we have performed our analysis with the excitation wavelength of $\lambda = 780\text{nm}$. Figure 3.14 displays the evolution of $G$ and $|\delta \lambda|_{780\text{nm}}$ for the same set of antennas and for a polarization parallel to the dimer featured in Fig. 3.11. For decreasing gaps, $|\delta \lambda|_{780\text{nm}}$ also decreases as a result of the red shift of the resonance, and as hypothesized, strongly coupled dimers exhibit a significant recovering of $G$. In particular, the gain reaches the maximum for the contacted pair. To the difference with an illumination at 633 nm, antennas characterized by small gaps are better tuned toward a 780-nm-excitation line. It should be noted that the relatively high values of $G$ (up to $\sim 17$) is also attributed to the weak intensity $I_s$ scattered by the referenced single particle which is off resonance at 780 nm.

Figure 3.15 reports the case for a perpendicular polarization. $|\delta \lambda|_{780\text{nm}}$ indicates that the antenna is significantly detuned for this polarization regardless of the gap size. Accordingly, the antenna gains have low values compared to the orthogonal polarization. Nevertheless, a slow decrease in $|\delta \lambda|_{780\text{nm}}$ for small gaps is observed concomitant to a two-fold increase in $G$. 
3.6 Radiation patterns

In antenna theory, directivity and radiation patterns are key parameters to describe the ability of an antenna to interact electromagnetic wave (for details see subsection 3.1). For radio-frequency antennas, radiation patterns are generally measured in a homogenous dielectric medium (e.g. air). However, for optical antennas, they are traditionally deposited on a substrate like glass. The presence of an interface needs to be taken into account when dealing with the angular distribution of the scattered power. We have seen in the second chapter, and notably with Fig. 2.13, that the substrate converts part of the evanescent components of the scattered spectrum of a dipole [84] into propagating modes inside the substrate. The substrate modifies therefore considerably the radiation pattern and thus the directivity of the dipole.

To retrieve the scattering diagrams of our optical antennas we used the conoscopic apparatus introduced in Fig. 2.11. The experimental procedure consisted at mapping first the in-plane intensity distribution in order to isolate a desired antenna. Conoscopic imaging was then employed to record scattering pattern radiated in the substrate. The precise positioning of the antenna with respect to the excitation and detection foci was finely adjusted by the piezo-actuator. We remind the readership that our detection of the
radiation pattern is a partial determination since our detection path uses a beam stop to angularly filter the contribution of illumination.

3.6.1 Single-particle radiation patterns

Figure 3.16 displays experimental and theoretical scattered diagrams for a single colloidal 80-nm gold nanoparticle illuminated at \( \lambda_{\text{exc}} = 633 \) nm. Note that for this experiment, we used colloidal gold nanoparticle as opposed to e-beam fabricated antennas. Our motivation was to avoid any irregular shape, a fairly standard outcome in the fabrication process, to set a reference radiation pattern for the following. Figure 3.16(a) represents the intensity distribution pattern in the Fourier plane of the microscope for a polarization indicated by the thick arrow. A 150 \( \mu \)m pinhole was inserted to spatially filter off-axis scattering. By removing the part of light emitted below \( \theta_c \) in our measurement, the far field radiation pattern displays a typical two-lobe pattern with the lobes oriented along the polarization. Two lobes are concentrated around \( \theta_c \). These lobes are important characteristics of a dipole and their contrast depends sensitively on dipole orientation [84]. This scattered pattern is in very good agreement with our numerical calculation of a dipole emission shown in Fig. 3.16(e). The numerical calculation method used is the one described by Lieb and co-workers in Ref. [113]. Figures 3.16(b) displays the scattered diagram of the same particle analyzed through a parallel polarizer (broken arrow). Although The diagram retains the two-lobe pattern as seen in Fig. 3.16(a), there is a reduction in the intensity of the lobes. This is also obtained for a collinear arrangement of the polarizer and the analyzer regardless the original orientation of the polarizer (Fig. 3.16 (d)). Interestingly, in the presence of the cross polarizer (broken arrow) as shown in Fig. 3.16 (c), the scattered diagram changes dramatically and presents a four-lobe pattern. To account for the variation of the lobes, let us turn our attention to the polarization of the field scattered by the dipole at the surface shown in Fig. 3.17. The two-lobe pattern in Fig. 3.16 (b) corresponds to the zone labeled \( a \) in Fig. 3.17 where the field lines direction is parallel to the dipole orientation. Differently, the field lines in the zone \( b \) present two orthogonal components, which are the origin of the four-lobe pattern of Fig. 3.16 (b) and (c). Figures 3.16(f) and 3.16(h) are numerical simulations of the dipole emissions corresponding to the experimental polarizer and analyzer orientations. By comparing the experimental images and the calculations, a good agreement could be found between them, which indicate that the mainly scattered modes can be collected and detected by our apparatus. Moreover, a significant portion of the intensity is located
Fig 3.16: (a) to (d) Angular distribution patterns scattered from a single colloidal gold nanoparticle (80 nm diameter). The white thick arrows represent the incident polarizations and the broken arrows indicate the analyzer orientations. The scattered intensity is concentrated at the critical angle. (e) to (h) are the corresponding calculated intensity distributions. Note that the integration of the simulations runs over the complete numerical aperture. The center of experimental images is blocked by a beam stop with a N. A. of 0.86 (blue dashed circles). The N. A. maximum value is 1.45 for the experimental images (red dashed circles), but 1.5 for the calculations. The critical angle \( \theta_c \) (white dashed circles) indicated in (e) corresponds to N. A.=1.0. The calculations were courtesy provided by Dr. A. Bruyant (LNIO-UTT).

in the vicinity of \( \theta_c \), indicating that our Fourier filtering rejects a negligible portion of the scattered diagram. Note that all angles below \( \theta_c \) were included in the calculations. All the experimental images are rotated to compensate for a 45° tilt of the outport of our microscope.

### 3.6.2 Radiation diagrams of dimer nanoparticles

For an antenna consisting of more than one nanoparticle, the radiation pattern becomes more complicated and geometry-dependent. Arrangement of strongly interacting Yagi-Uda like nanoantennas were predicted to significantly modify molecular radiation patterns [58]. A different separation between a dipole antenna and a fluorescent molecule results in a considerable variation of the molecular radiation [56].

In the following, we investigated the radiation pattern of the dimer antenna already discussed in the early sections of this chapter. A 50 µm pinhole was inserted to spa-
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Fig 3.17: Field distribution of a dipole at the air/glass interface. The double arrow represents the orientation of the dipole. The single arrows indicate the electric field vectors. The two zones labeled 'a' and 'b' correspond to the field polarizations measured in Fig. 3.16 (see text for details). The calculation was courtesy provided by Gérard Colas des Francs.

Figures 3.19(a)-(c) present a series of radiation patterns for dimer antennas with gap distance of 26, 68, and 126nm, respectively and for a polarization orientated along the dimer axis. The typical two-lobes pattern holds regardless of the gap width. The diameter of individual nanoparticles was fixed at 80nm and the illumination wavelength is 633nm. Figures 3.19 (d)-(e) show the radiation diagrams of 126 nm wide dimer gap analyzed through collinear and crossed analyzers, respectively. As expected from these weakly interacting particles, the radiation patterns are very similar to the single particle pattern.
Fig 3.18: Partial scattering pattern for a dimer with gap of 35 nm and its constituted particle diameter of 66 nm. The broken black line shows the orientation of the dimer axis. The white thick arrows represent the incident polarizations and the broken arrows indicate the analyzer orientations. For coupled dimers, the angular emission patterns retain almost dipolar. $\lambda_{exc} = 633$ nm.

Figures 3.19(f)-(g) show the numerical simulations for gap values of 20nm and 150nm, respectively for the same particle diameter and polarization. Here too, the calculations suggest that the dimer antennas essentially have a dipolar response of their radiation pattern even for the strongly coupled dimer.

For the polarization perpendicular to the dimer axis, Figure 3.20 presents the diagrams of the same selected antennas shown in Fig. 3.19. These scattered diagrams have also two-lobe patterns. Interestingly, for a larger gap ($> 100$ nm) and for the perpendicular polarization, the scattered diagram of Fig. 3.20(c) shows an $90^\circ$ rotated arrangement of two lobes compared to Fig. 3.20 (a) and (b). The numerical calculation for larger gaps (Fig. 3.20(e)) confirms this lobe-arrangement rotation with a reducing contrast between the intensity maxima and the minima within the lobes. This abnormality originates from the far-field interaction of two individual particles. This interaction mechanism will be discussed in the later.

Although two-lobe patterns are essential radiation characteristics for the dimers, the contrast of the lobes seems to display a variation with the gap width. Therefore, in order to quantify the contrast of the lobes, a parameter $\eta$ accounting for the visibility of the
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Fig 3.19: Radiation pattern for the dimers of diameter: ((a) 26 nm, (b) 68 nm, (c)-(e) 126 nm, (f) 20 nm, (g) 150 nm. (f) and (g) are the numerical simulations. $\lambda_{exc} = 633$ nm. The N. A. values corresponding to the illumination, the critical angle and the maximum are labeled in (g). The dimer axis is along the horizontal direction. The diameter of individual nanoparticles constituting the dimer is 80 nm. The white thick arrows represent the incident polarizations and the broken arrows indicate the analyzer orientations. The calculations were courtesy provided by Gérard Colas des Francs.

lobes is defined by:

$$\eta = \frac{I_{max} - I_{min}}{I_{max} + I_{min}},$$  \hspace{1cm} (3.9)$$

where $I_{max}$ and $I_{min}$ represent the maxima and the minima of the intensity within the lobes. $\eta$ reflects the degree of the angular emission contrast and implies the ability of an optical antenna to radiate light in a certain direction. The measurement of $\eta$ may be an experimental way to directly assess the directivity of an optical antenna. The value of $\eta$ extracted from the colloidal particle (Fig. 3.16 (a)) and its corresponding simulation (Fig. 3.16 (e)) are in agreement at 0.5. A deviation of the value of $\eta$ ($\eta = 0.72$) was, however, found for the reference single particle within the antennas array. The difference of $\eta$ between the colloidal and the isolated lithographed particles may result from the different morphology of the particle. The measured evanescent scattering modes is highly sensitive to the morphology of the antenna [84].

Figure 3.21 shows the trend of $\eta$ of the optical antennas for varying gaps and for the two orthogonal incident polarizations. For the polarization parallel to the dimer axis, $\eta$
increases with the gap distance and reaches a value comparable to the reference single particle ($\eta=0.72$). However, for the perpendicular polarization, $\eta$ is closer to the value of the reference particle for the shortest dimer separation. The magnitude of $I_{\text{max}}$ does not significantly vary across the different antennas (variation $< 5\%$). Therefore, the value of $\eta$ is mainly governed by $I_{\text{min}}$ according to Eq. 3.9. In order to account for the different behaviors of the trends of $\eta$ for the two orthogonal polarizations (Fig. 3.21), let us start from the evolution of the near-field to the far-field radiation patterns (Fig. 3.22) of a dipole.

The radiation pattern of a free-space dipole displays an evolution as a function of propagating distance $r$ as illustrated in Fig. 3.22 [135]. The cross-section of the pattern undergoes a $90^\circ$ rotation from near field ($r/\lambda = 0.001$) to far field ($r/\lambda = 1$). In our case, the particles/dipoles are sitting on a dielectric interface and the radiated power is mainly emitted in the denser medium around $\theta_c$ [114, 86]. Backward scattering can be neglected (see Fig. 2.13 in chapter 2). In the presence of the substrate, the pattern of an in-plane
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**Fig 3.21:** Evolution of the contrast factor $\eta$ with the gap distance for the two incident polarization. The two dashed lines correspond to the contrast factor values of 0.5 and 0.72, respectively.

**Fig 3.22:** An overview of the electric field (lower panel) at different distance $r$ from a dipole in free space. Three cross sections (upper panels) indicate from right to left the radiation patterns at $r = 0.001\lambda$, $r = 0.375\lambda$ and $r = \lambda$, respectively. A $90^\circ$ rotation of the pattern is observed from near field to far field. Image adapted from Ref. [135].
dipole also displays a $90^\circ$ rotation from near-field distance to far-field zone [113].

The trend of $\eta$ could be explained by the field overlap between the two particles constituting the dimer. For a polarization along the dimer, the dipolar characteristics of the emission is perturbed for strongly interacting particles (small gaps). For the perpendicular polarization, however, the far-field radiation patterns of the two particles are aligned with the main axis of the dimer, and the overlap interaction (interference) is therefore stronger for larger gaps (evolving to far-field interaction distance). The evolution of $\eta$ for this polarization also confirms this hypothesis.

3.7 Conclusion

Optical antennas attract more attentions for their wide applications such as photonic devices, biomedical domains for their ability to operate light at nanoscale volume. To gain more insights of the optical response of antennas, we have performed a study on the optical properties of gold colloidal nanoparticles, disk-shaped gold particles and pairs of such particles prepared by electron beam lithography. By referring to radio-antennas theory, we measured and defined important parameters such as the operating wavelength, the gain, the detuning and the radiation patterns characterizing the behaviors of antennas. We analyzed the spectra of the localized surface plasmon resonance by varying gap separations and particle sizes for two orthogonal incident polarizations. We found that for small gap distances, a pronounced spectral redshift is observed for the polarization along the dimer axis, and a weaker redshift for the polarization perpendicular to the dimer axis. The gain was measured by integrating the differential scattering cross-section using a developed scanning confocal microscopy. The detuning factor is obtained by differentiating the resonance spectral positions and the excitation line. By correlating the detuning and the gain, we demonstrated that the gain decreases as the detuning increases. We also investigated the radiation patterns of single and dimer antennas and found that the measured radiation diagrams remain essentially dipolar. A contrast factor of the radiation patterns is also introduced to describe the influence of interparticle interaction on the directivity of antennas. One important advantage of our approach is allowing us to rapidly characterize the antennas at the excitation frequency without requirement of reporter molecules or nonlinear phenomena to probe the antenna’s response. Therefore, our approach is completely non-pertubative.

From this chapter, we gained better insights on the passive control on the antennas by designing the parameters. However, another idea comes into our minds: can we tune the
optical antennas without changing their morphologies? On the basis of this, we present in the following chapter a manner to actively control the behaviors of the antennas by an external command.
Chapter 4

Active control of optical antennas

We have seen in the previous chapter that some of the parameters defining an optical antenna can be adjusted by varying the morphology of the device. In particular, the scattering response of the antennas is governed by the position of the surface plasmon resonances existing in the structure. By analogy with radiowave antennas, changing the design parameters is equivalent to physically adjust the antenna length of a radio receiver to a desired broadcasting station. A more appropriate way of tuning the receiver is to change the electrical lump circuitry of the radio-frequency antenna in order to modify its load and therefore its operating frequency.

In the optical domain, the load of antenna can also be relatively adjusted by changing the medium in which the antenna is operated. Engheta et al. [136, 137, 138] introduced an interesting optically equivalent circuitry. These authors defined a material with a positive dielectric constant as an optical capacitor, a material with a negative dielectric constant as equivalent to an optical inductor and a material characterized by a non-zero imaginary part of the dielectric constant as an optical resistor. It is therefore conceptually straightforward to tune the optical antennas by playing with the load medium.

Continuing the analogy with a radio receiver, a particular emitting station is selected by a tuner which essentially consists in a resonant RLC load circuit with a variable capacitor to adjust the resonance frequency. In the optical domain, the variable capacitor can take the form of a medium characterized by an externally controllable index of refraction. An active control of the spectral responses of optical antennas was demonstrated by reversible electrochemical and molecular switches [139, 140] or by an electrooptically active medium [141, 142, 143] but did not focus on measuring the effect of the medium on the other essential parameters defining an optical antenna (gain, emission diagram...). In this chapter, we present an external control over the elastic scattering properties of single
and dimer antennas constituted of two interacting gold nanoparticles. This is achieved by electrically modifying an anisotropic load medium surrounding the antennas. The load medium chosen is a nematic liquid crystal (LC). A liquid crystal is a state of matter that falls in between a conventional liquid and a solid crystal. A LC may act as liquid, but its molecules may be arranged in a crystallin manner. There are several types of LC phases such as nematic, smectic and cholesteric phases, classified according to the amount of order of LC molecules in the material. LCs possess optical and dielectric anisotropies that can be adjusted by external parameters (electric field, temperature,...). In our work, nematic liquid crystals are chosen for their simple molecular ordering and ease of alignment by an external electric field as well as for their transparency in the visible spectrum regime.

4.1 Nematic liquid crystal

Nematic comes from the Greek νημα meaning thread [144]. Nematic liquid crystals consist of rod-like molecules without any positional order as shown in Fig. 4.1(a). The long axes of neighboring molecules are aligned approximately to one another. The average orientation for a small volume of molecules is defined as the director. Nematic liquid crystal is an anisotropic substance characterized by an ordinary index $n_o$ and an extraordinary one $n_e$. Figure 4.1 (b) illustrates a sketch of the index ellipsoid for an uniaxial positive
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Fig 4.2: The light polarization follows adiabatically the rotation of the optical axis and the outgoing polarization remains the polarization either parallel or perpendicular to it. The beam passes through LCs from top left to bottom right sides. The arrows represent the polarization.

birefringent molecule. The nematic LC used in our work is E7 © (from Merck). This LC has a positive birefringence of $\Delta n = 0.2179$ ($n_e = 1.7354$ and $n_o = 1.5175$ at $\lambda = 644$ nm and $T = 20^\circ$C [146]) which gives a large anisotropy and offers therefore a large potential of control of the load medium. A few properties of LC cell are briefly introduced in the following.

Fréedericksz’s transitions

The orientations of the LCs directors can be adjusted by an external electric field. When the electric field with a sufficient strength is applied, the orientation of LC molecules will realign in response to the external field. This phenomenon is called Fréedericksz’s transitions which lead to a distortion of the director field and therefore a polarization change of traveling light. The extent of the polarization modification depends on the strength of the applied electric field. The positive dielectric anisotropy of the LC molecules results in a parallel alignment of the extraordinary refractive index and the electric field line.

Mauguin’s theorem

One of the important properties of nematic LCs is their ability to modify the polarization of light. When light travels through liquid crystals with ordinary or extraordinary polarization, its polarization is rotated along the slow distortion of the director. This is referred to as Mauguin’s theorem. Figure 4.2 shows an illumination of Mauguin’s theorem. When a linear polarization of incident light is parallel or perpendicular to a neutral optical axis at the entrance plane, it will follow adiabatically the rotation of the optical
axis at the exit plane by remaining linearly polarized either perpendicular or parallel to it. Mauguin’s theorem is often used for analyzing the optical behavior of LC in the presence of twisted structures. It will also be used later on to explain some of the results.

4.2 Liquid crystal cell

The fabrication of the optical antennas embedded in a liquid crystal cell required a two-step fabrication procedure. A first step consisted on the fabrication of the macroscopic gold electrodes for electrically controlling the orientation of the LC director with an in-plane command. We used traditional UV lithography with mask contact to fabricate the layout of the electrodes (macroscopic transverse electrodes in Fig. 4.3). A 100 nm-thick gold layer was then deposited on the substrate prior to the lift-off of the resist. The second fabrication step consisted at fabricated close-up electrode systems (e.g. area circled in Fig. 4.3) and a series of optical antennas by electron-beam lithography already introduced before. The fabrication of the electrodes and optical antennas was done in a collaborative mode with Prof. Bachelot (LNIO, Troyes). Figure 4.4(a) shows a scanning electron micrograph of the selected area (circled in Fig. 4.3) of the sample. The macroscopic planar gold electrodes are separated by a 3.5 μm gap. Optical antennas are located at the center of the gap. The marked numbers (1-6) within the electrodes are for labeling the corresponding zone of the antennas between the electrodes. The axis of dimers orients alternatively, i.e., parallel to (x-direction) and perpendicular to (y-direction) the electrodes as schematically depicted in Fig. 4.4(b). The first particle on the left side is a single particle and will serve as a reference antenna to define the gain $G$. By design,
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Fig 4.4: (a) Scanning electron micrograph of the selected area (circled in Fig. 4.3) sample. The planar gold electrodes are separated by a 3.5 μm gap. The dimer optical antennas are located at the center of the gap. Particle diameter is \( \sim \) 70 nm with interparticle distance varying stepwise from contact to 100 nm (from left to right) for dimer antennas. (b) Schematic of the zone boxed in (a). The left antenna is the single reference particle. The orientation of the dimer (parallel or perpendicular to the electrodes) is alternating for each antenna. (c) Scanning electron micrograph of three dimer antennas (dashed circles) within the zone boxed in (a).

The dimer antennas consist of two identical elements (nanodisks) with a diameter and thickness of approximate 70 and 40 nm, respectively. The spacing is varied in the range of 0 to 100 nm. Figure 4.4(c) displays several dimers within the zone boxed in Fig. 4.4(a). The pitch between the dimers was kept constant at 3 μm in order to neglect the mutual optical interaction of adjacent dimers. Note that we have not used an ITO layer deposited on the glass substrate since ITO is conductive and would form a short circuit between the electrodes. Therefore, we cannot obtain higher resolution SEM images of dimers since highly gathered electron charges on the bare glass substrate strongly affect the quality of micrograph. The whole sample was then immersed in a nematic liquid crystal E7 \( ^{\circ} \) and then capped by a glass slide (\( \sim \) 0.17 mm) schematically represented in Fig. 4.5. The thickness of LC layer between two glass slides is \( \sim \) 6 μm and was adjusted by a spacer layer of latex beads.

4.3 Medium characterization

In our sample, we have not used any alignment-assisted layer [142] or pre-functionalized the surface of gold particles [147] to control the orientation of the LC molecules. The antennas embedded in such a layer or coated by a chemical material would reduce their
FIG. 4.5: Schematic of the LC cell: the electrodes and the antennas are immersed in nematic liquid crystals. The top and the bottom substrates are glass slides (∼0.17mm thick). The thickness of LC layer measures ∼6μm.

FIG. 4.6: Experimental scheme for measuring the polarization response of the cell by transmission and with crossed polarizers.

effective surface interacting with LCs and therefore the influence of LCs on the antennas. In addition, the use of chemical material will introduce a perturbative effect on the scattering properties of the antennas. Before characterizing the optical antennas themselves, preliminary experiments on the polarization properties of the cell were performed by using a crossed-polarized bright-field transmission microscope. An illustration of the configuration is shown in Fig. 4.6. Briefly, the cell was mounted on an inverted optical microscope and illuminated by a bright-field condenser. The polarization was controlled by a simple polarizer. The transmittance of the cell was collected by a low N.A. objective (N. A. = 0.65) and detected by a Charge Couple Device (CCD) camera placed in the image plane. The polarization state at the output of the cell was analyzed with a polarizer located before the CCD camera.
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4.3.1 Original state of LC molecules

There is a priori no previous knowledge of the ordering of the LC molecules neither at the surface of the antenna nor within the bulk of the cell. Figure 4.7 (a) and (b) show images of the transmitted intensity through the LC cell under a null bias with collinear and crossed analyzers, respectively. In the transmission images, the electrode pattern is well recognized as a dark region because of the finite transmission of the gold layer. Of course, the optical antennas remain indistinguishable from the large transmitted background. It is interesting to note that despite the lack of pre-alignment layer, there is no indication of the presence of domains or domains walls within the field of view indicating a homogeneous orientation of the LC molecules. For the analyzer perpendicular to the polarizer (Fig. 4.7 (b)), there is an obvious extinction of the transmission in the regions embedded in the liquid crystal. This indicates that the light passing through the cell did not acquire a significant retardance. We have varied the orientation of the incident polarization by steps of 45° and verified that the extinction was always obtained for the crossed analyzer. If the cell does do not significantly change the incident polarization under a null bias, it indicates that the index of refraction of the cell is constant (isotropic-like medium). The molecules have therefore arranged under a homeotropic alignment (director perpendicular to the interface) with $n_e$ oriented along the incident plane as illustrated in Fig. 4.8(a). Small contrast differences are visible at some peculiar areas nearby the electrodes (arrows)

Fig 4.7: Bright-field images of the LC cell at a null bias with (a) collinear polarizer (P, thick arrow) and analyzer (A, dashed arrow) and (b) crossed orientations. (c,d) Same configuration at an electric field of 2.9 V/$\mu$m.
in Fig. 4.7(b). We believe that the sharp edges of the electrodes are locally affecting the orientation of the LC [148, 149] leading thus to a local change in light polarization.

### 4.3.2 Electric field induced LC molecules states

In order to observe the response of the LCs to an external electric field, we electrically biased the cell. The electrodes were connected to a function generator. An alternating square waveform at 1 kHz frequency was chosen as it is usually used for LC devices [150]. The response time of the molecules is on the order of tens of millisecond [151], so they do not follow the waveform and will only react to the root mean square of the amplitude. This protocol limits the electrolysis and electrophoresis of the cell and avoid a precipitation of LCs.

Figure 4.7 (c) and (d) display transmission images recorded under the same combinations of polarizer and analyzer with an electric field $U_b = 2.9 \, \text{V/\mu m}$. For the analyzer parallel to the incident polarization, Fig. 4.7 (c) shows an optical contrast similar to that in Fig. 4.7 (a) except for the zone between the electrodes where the electric field lines are rotating the LC molecules. There is an obvious extinction of the light transmitted in the gap indicating effectively a change of polarization triggered by LC orientation. Figure 4.8(b) illustrates this effect. The directors in the gap underwent an out-of-plane $90^\circ$ orientation to align the $n_e$ index parallel to the sample plane and perpendicular to the electrode. The molecules located outside the electrode system remain unaffected by the bias since they are at an equipotential. We note that the electric field lines pattern is rather inhomogeneous between the electrodes and it is only at the center of the gap
that the director is in-plane. Further above, and close to the electrodes the molecules are oriented with a complex in-plane and out-of-plane orientations.

Figure 4.7 (d) shows a bright contrast in the gap for the analyzer perpendicular to the polarizer. This confirms that the bias-induced realignment of LCs in the gap region results in a change in the polarization of light passing through the gap.

4.4 Controlling optical antenna’s differential scattering cross section

From the considerations above, we understand that when the cell is biased, the polarization at the exit of the cell is modified from that at the entrance of the cell. As the incident polarization undergoes a change through the biased cell, the exact state of polarization impinging the optical antenna is difficult to assess. We will therefore assume in the following that the polarization at the exit of the cell is the same as the one experienced by the antennas since the optical antennas are resting at the bottom of the cell.

To demonstrate a control over the scattering properties of optical antennas by an external electrical command, we have investigated the individual responses of the optical antennas boxed in Fig. 4.4(a). In order to simplify the results, we aimed at two orthogonal polarizations states seen by the antenna corresponding to $x$- or $y$- orientation of the dimer axis.

Figure 4.9 shows the distribution of intensity scattered off the optical antennas for two polarizations and for three different biases applied to the electrodes. The top panel sketches the corresponding antenna geometries. The first bright spot on the left side represents the scattered signal from the single particle and will be considered as the reference antenna. At a null bias, Fig. 4.9 (a) shows the $x$-oriented dimers have a 2-fold higher scattered intensity $I_{\text{scat}}$ compared to both the reference antenna and the $y$-oriented dimers. Profile of the intensity taken through the center of the optical antennas is shown in Fig.4.10. The magnitude of $I_{\text{scat}}$ for parallel dimers does not significantly depend on the dimer-gap range considered here and is consistent with the results exposed in chapter 3.

For $U_b = 0.71 \text{ V/\mu m}$ (Fig. 4.9 (b)), we observe a 30% and 40% reduction of the intensity scattered by the reference and the $x$-oriented dimers, respectively, while the intensity from the $y$-oriented dimers is typically increased by 60% (Fig. 4.10). Figure 4.9(c), corresponding to $U_b = 2.57 \text{ V/\mu m}$, the intensities of the reference and of the $x$-oriented dimers
Fig 4.9: (a) Two dimensional intensity distribution of the light scattered by the antennas (boxed area in Fig. 4.4 (a)) obtained with a linear polarization perpendicular to the electrodes and for three values of $U_{bias}$: (a) 0V/μm, (b) 0.71 V/μm, and (c) 2.57 V/μm. (d) The polarization is parallel to the electrodes and $U_{bias} = 2.57$ V/μm. The top panel shows the corresponding antennas. $d_1$ and $d_2$ are two selected dimers of interest. Dashed line taken along the center of the antennas is used for intensity profiling in Fig. 4.10.

are comparable to the case of a null bias. However, the $y$-oriented dimers display a more than 2-fold decrease of $I_{scat}$. This 2-fold reduction of the intensity when the polarization is aligned with the axis of the dimer is confirmed in Fig. 4.9(d) for the orthogonal polarization.

4.5 Detuning and relative gain

In order to interpret the modification of $I_{scat}$ by $U_b$, two phenomena are taken into account. To the difference with the previous chapter, the antennas are immersed in an index-varying medium with a dielectric constant comparable to the glass substrate. The consequence is that this high index medium leads to a significant alteration of scattered angular distribution inside the substrate. The second phenomenon is the concept introduced in Chapter 3. The variation of $I_{scat}$ can be also understood in terms of a detuning factor $|\Delta \lambda| = |\lambda_{laser} - \lambda_{sp}|$, which defines the difference between the excitation wavelength $\lambda_{laser}$ and the spectral position of the dimers’ longitudinal and transverse surface plasmon resonances $\lambda_{sp}^{L,T}$ [128, 130, 152]. These resonances depend on the local refractive index, and for liquid crystals, on the applied voltage [153]. In order to account for this
dependance, we chose two dimers labeled $d_1$ and $d_2$ (boxed area of Fig. 4.9) characterized by two orthogonal orientation. Figure 4.11 shows the position of the surface plasmon resonance $\lambda_{sp}^T$ for $d_2$ excited along its transverse polarization and for two biases. The graph illustrates a red shift from $\lambda_{sp}^T=645$ nm to $\lambda_{sp}^T=670$ nm when the electric field is increased from 0 to 2.57 V/µm. This red shift, already observed by Müller et al., was discussed in terms of an increased molecular density [141]. Considering the position of the resonance and the conclusions of the previous chapter, $I_{scat}$ is larger for the $x$-oriented dimers because the laser wavelength (633 nm) is closer to the transverse resonances ($\sim$645 nm) than the red-shifted longitudinal plasmon. Figure 4.12 shows the non-monotonous evolution of $I_{scat}$ for the dimer $d_2$ ($I_{d_2 scat}^T$) and for the reference antenna (single particle) ($I_{ref scat}$) as a function of $U_{bias}$. The intensity scattered from the reference antenna has a weak dependence on $U_{bias}$ with an average amplitude of $10 \pm 2$ (arbitrary unit) and point to point variations below 30%. The shaded area in Fig.4.12 delimiting 0.5 V/µm $< U_{bias} <$ 1.25 V/µm is the electric field range where $I_{d_2 scat}^T$ undergoes the most dramatic changes. This range corresponds to the onset of Fréedericksz’s transitions between two stationary orientations [153, 154]. This transition range was systematically observed for all the antennas.

Figure 4.12 also shows the detuning factor $|\Delta \lambda|$ where $\lambda_{sp}^L$ was extracted from dark-field spectroscopy [153]. Here too, the largest detuning is obtained for field values comprised within the Fréedericksz’s transitions (shadowed area). The exact orientation of the LC
Fig 4.11: Scattered spectra of the $\lambda_{sp}^T$ of $d_2$ for two biases. The polarization is perpendicular to the dimer axis.

Fig 4.12: Intensity and detuning as a function of $U_{bias}$ for the reference and the dimer $d_2$ with a $y$-polarization. Shadowed area represents the onset of the Fréedericksz’s transitions.
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The shadowed areas corresponds the onset of Fréedericksz’s transitions.

molecules in the vicinity of the antenna is difficult to determine solely from spectroscopic data. However, for this range of $U_{bias}$ and polarization alignment, the surface plasmon resonance has red-shifted by 25 nm from its position at null bias due to a locally higher refractive index. There is a clear opposite trend between the intensity scattered by $d_2$ and $|\Delta \lambda|$ indicating that $I_{scat}$ is maximum when $|\Delta \lambda| \to 0$. We therefore consider that detuning is probably more effective in modifying $I_{scat}$ than the redirection of scattered power out of the detection angles.

4.5.1 Relative gain

One of the important properties of optical antennas is the relative gain $G$ obtained by normalizing the response of an antenna by a reference measurement. Following the approach described in Chapter 3, the scattered intensity $I_{scat}^{dimer}$ radiated by the dimer antennas are therefore normalized to that of the reference single-particle antenna. Figure 4.13 (a) and (b) show the $U_{bias}$-dependency of the relative antenna gain $G = I_{scat}^{dimer} / I_{scat}^{ref}$ for the two selected dimers $d_1$ and $d_2$ with two orthogonal polarizations. Two regimes can be distinguished in the evolution of the $G$ versus $U_{bias}$. A first range of electric field is where $G$ is significantly modified (shadowed areas). This range corresponds to the onset of Fréedericksz’s transitions. A second bias regime located on either side of the Fréedericksz’s transitions whereby $G$ oscillates weakly around the value measured at a null bias. $d_2$ has a much lower $G$ than antenna $d_1$ because the detuning for $d_2$ is important outside the Fréedericksz’s region (Fig. 4.12).
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On the contrary, $G$ is significantly altered by the onset of Frédéricksz’s transitions. $G$ of $d_1$ decreases and reaches half of its magnitude at $U_{bias}=0.85\text{V}/\mu\text{m}$, however $d_2$ has 3-fold increase in $G$ at $U_{bias}=0.75\text{V}/\mu\text{m}$ because the excitation is close to the resonance ($\Delta\lambda \to 0$). According to the trend outlined by Fig. 4.12, the reorientation of the LC molecules makes the longitudinal plasmon resonance $\lambda_{sp}^L$ closer to the excitation line $\lambda_{laser}$. This is confirmed by the evolution of $d_2$ for a $x$-polarization (Fig. 4.13(b)), probing the transverse resonance $\lambda_{sp}^T$. Figure 4.13(b) shows a minimum $G$ of $d_2$ around $U_{bias}=0.75\text{V}/\mu\text{m}$ in the Frédéricksz’s transitions region where $d_1$ has a maximum around $U_{bias}=0.70\text{V}/\mu\text{m}$. We note that these graphs represent the behavior of the antennas excited at a 633 nm laser line. The dependence and amplitude of $G$ versus $U_{bias}$ will be modified with a different laser (see Chapter 3).

4.6 Radiation pattern

To fully characterize the scattering properties of the antennas, we measured their scattering diagrams by detecting the angular distribution of the intensity in a conjugated Fourier plane (setup see Fig. 2.11). To the difference with the measurement performed in the previous chapters, the presence of the nearby electrodes generated a background signal. A $30\mu\text{m}$ pinhole was therefore inserted to spatially filter off-axis scattering.

4.6.1 Single particle antenna

Figures 4.14 shows the bias-dependance evolution of scattering diagram of the reference antenna radiated in the substrate. The diagrams represent the angular distribution of the intensity for a fixed polarization incident of the cell ($y$-direction). The inner edge of the diagrams corresponds to the beam stop measures $\text{N.A.}_{\text{BS}}=0.85$ and the outer one $\text{N.A.}_{\text{max}}=1.45$ (Fig. 4.14(a)). When the electrodes are biased, the orientation of the polarization of the incident light is modified as it travels through the cell (Mauguin’s theorem). The previous chapter demonstrated the scattered diagram of small antennas essentially reproduces the emission of a dipole with a characteristic two-lobe pattern oriented perpendicular to the incident polarization. This two-lobe pattern is recognized in Fig. 4.14(a) confirming two conclusions from the previous sections. First, from the orientation of the two-lobe, the polarization at the antenna seems to be primarily oriented along the $y$ direction and therefore did not change when passing through the cell. This is consistent with a homeotropic alignment at a null bias (polarization parallel to $n_o$.
4.6. RADIATION PATTERN

Fig 4.14: (a)-(d) False color CCD images of the angular distribution of the scattered intensity from the reference antenna as a function of electric field for a fixed incident polarization (y-direction). The bottom panel indicates the polarization (arrow) seen by the corresponding antenna, which is obtained by analyzing the two-lobe pattern (dotted and dash dotted lines). The calibration of the N. A. values is reported on the first diagram. The top panel shows the corresponding applied bias.

Regardless of the incident orientation. Second, despite the presence of a high dielectric medium, a significant portion of the light is emitted in the substrate by forward scattering.

When $U_{bias}$ increases, the LC director gradually aligns with field lines in a planar arrangement between the electrodes thus imposing a change of the polarization. The consequence of the change is the rotation of the two-lobe pattern as a function of $U_{bias}$ observed in Fig. 4.14(b-c). Figure 4.14(d) shows that increasing $U_{bias}$ above the Fréedericksz’s transitions leads to a nearly 90° shift of the polarization. Note that the rotation occurs in the Fréedericksz’s region and the diagram of Fig. 4.14(d) does not evolve for $U_{bias}$ comprised between 1.42V/µm and 2.57V/µm because of a relative stable alignment of the director field. The rotation of the two-lobe pattern as a function of $U_{bias}$ provides a means to electrically control in-situ the radiation diagram of a single optical antenna.

4.6.2 Dimer antenna

Figure 4.15 shows a series of scattering diagrams obtained for the dimer $d_2$ as a function of $U_{bias}$. To the difference to the previous measurement, the shift of polarization through the biased cell was pre-compensated in order to keep the polarization seen by the antenna
constant, here aligned along the $x$-direction.

At a null bias (Fig. 4.15(a)), the angular intensity distribution presents an ill-defined two-lobe pattern. This is consistent with the previous chapter where the near-field interaction between the individual particles constituting the dimer was affecting the contrast ratio $\eta$. Figure 4.15(b) shows the intensity distribution for $U_{bias}$ comprised within the Fréedericksz’s transitions. The azimuthal distribution of the light is rather homogeneous with an overall reduction of the received intensity. Despite some local inhomogeneities in the azimuthal distribution due to spatial filtering, the radiation diagrams do not drastically change their overall angular response with $U_{bias}$ (Fig. 4.15(a-d)). The integrated intensity (Fig. 4.15(a) to (d)) follows the evolution of $G$ of $d_2$ measured in Fig. 4.13(b). In particular, the reduced relative gain around the Fréedericksz’s transitions is confirmed by Fig. 4.15(b) for $U_{bias}=0.71V/\mu m$.

### 4.7 Conclusion

In this chapter, we have demonstrated a control over the scattering response of individual optical antennas. The amount of detuning, the relative gain and the scattering diagram can be electrically adjusted. This command is achieved by modifying the load of the antenna, very much like the tuner in a radio receiver. In our investigations, the load in which the antenna is operating is a liquid crystal formulation chosen for its electro-optically activity and very large anisotropy. Our results showed that the variation of the response of the optical antenna is maximized for electric field corresponding to the onset of Fréedericksz’s transitions and not necessarily at the largest applied bias. This fact
is promising for a perspective of application since Fréedericksz’s transitions are usually triggered by weak electric field (<1V/µm in our case).

To continue with the radio-frequency analogy, it is interesting to remark that the capability of acting on the relative gain of an optical antenna offers a way to encode information in a nanoscale optical wireless device, very much like the amplitude-modulation (AM) used for transmitting data in a radio carrier wave. Although the time response of traditional liquid crystals is rather slow (tens of millisecond [155]), ferroelectric liquid crystals for instance have a faster response (ms) [156] that may be sufficient for applications where fast switching is not required.
Conclusions and perspectives

Optical antennas are devices capable of interfacing far-field radiation to interactions occurring at the nanoscale. This capability is inferred from fascinating optical properties characterizing optical antennas: field confinement, intensity enhancement, and radiation engineering. Therefore, a complete characterization of optical antennas became a necessity. Interestingly, this characterization is often performed by indirect means, for instance by looking at the modified response of an external emitter (fluorescence life time, ...). This method certainly brings a wealth of information about the coupled system, but fails to bring insight about the response of the antenna itself.

To overcome this limitation, we present in this thesis a series of measurements aimed at characterizing the main properties of individual optical antennas. Our approach relies on the determination of important parameters deduced from Rayleigh scattering. We have based our measurement on the detection of the differential scattering cross sections of optical antennas by developing novel experimental tools. The determination of the differential scattering cross section gives us some informations about the local density of electromagnetic modes supported by the devices which contain the complete optical response. We demonstrate our approach by imaging optical corral and stadium and showed reasonable agreement between the experimental maps and the calculated density of states.

We applied our principle to characterize optical antennas. In this thesis, we essentially focused on simple geometries, namely disk-shaped antennas and coupled antenna forming dimers. The optical responses of these antennas are discussed in the frame work of classical antenna theory notably by introducing concepts like gain, detuning and radiation pattern. We showed that these parameters can be adjusted by varying the morphology of the antennas (size, gap width) but also by the excitation conditions (wavelength, polarization). Drawing an analogy with radio-frequency antennas, this is equivalent at adjusting the length and orientation of a wire antenna on a receiver to detect a desired broadcasting station. The introduction of a tuner to match the impedance of the antenna to the equip-
ment greatly improved the bandwidth of receivers without changing the dimension of the antenna itself. We used a similar approach to actively command the scattering properties of optical antennas by using a controllable load medium. In our case, the adjusting parameter of the load is not a variable capacitor as in the case of a radio tuner, but its optical equivalent: the refractive index. We demonstrate that by electrically acting on the index of refraction in which the optical antenna is operating, the main characteristics of the antenna can be tuned and possibly modulated.

What are the different perspectives of the research presented here? For one, the geometries considered here were restricted to simple examples. Numerical calculations showed that multi-element antennas may respond beyond a dipolar response, notably by concentrating the angular distribution in well-defined domains in an optical equivalent of Yagi-Uda antenna. Figure 4.16(a) shows a scanning electron micrograph of fabricated gold Yagi-Uda optical antenna with its feed and parasitic elements. The geometry of the different parts was adjusted to an operating wavelength of 633 nm. Figure 4.16(b) and (c) show the spatial distribution of the differential scattering cross section for two polarization orientation. The images depict a complex intensity distribution because the footprint of the antenna is much larger than the detection and excitation focal areas. Figure 4.16(d) and (e) illustrate the angular distribution of the light scattered inside the substrate for the two polarizations considered. It is evident that the antenna is not functioning properly because the intensity distribution in the azimuthal plane is symmetric. The two vertical dark lines are the results of a Fraunhofer interference triggered by the presence of the parasitic elements.

This example nicely illustrates the limitation of our approach. A Yagi-Uda antenna (radiowave or optical regime) is essentially a near-field device. When operating as a transmitter or a receiver, the equipment is connected solely to the feed element. In our case, the feed and the adjacent elements are simultaneously excited because our excitation/detection is diffraction-limited. In order to characterize the scattering pattern of such an antenna, it is therefore necessary to use a local source. The precise placement of a molecule or a quantum dot at the feed point is extremely difficult. However, a near-field nanometer-size aperture tip can be positioned accurately above the structure and would allow a point-by-point analysis of the real emission diagram.
Fig 4.16: (a) Scanning electron micrograph of the optical equivalent of Yagi-Uda antenna. (b) and (c) Spatial distribution of the intensity scattered by the antenna for two polarizations (arrow). (d) and (e) are the corresponding scattering diagram recorded.
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