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1.1.1.1. INTRODUCTIONINTRODUCTIONINTRODUCTIONINTRODUCTION    

1.1. SIGNIFICANCE OF NON-CANONICAL BIOENERGETICS 

Canonical bioenergetics has explained on the basis of Mitchell chemiosmotic theory the 

mechanisms of ATP synthesis in mitochondria, chloroplasts, bacteria, and other entities, including the 

essential coupling of the electron flow through the complexes of the respiratory chain and 

concomitant proton pumping with the ATP synthesis by the ATP synthase. Protons are the 

intermediates of this coupling and a physical quantity called  gradient of electrochemical potential of 

protons (across the inner mitochondrial membrane) taken at pH 7, ∆µ~
H+. When expressed in mV 

(divided by Faraday constant) the quantity is called according to Nobel Prize laureate Peter Mitchell, 

the protonmotive force, ∆p (∆p = ΔΨm -60∆pH, in mV at 30 oC, where ΔΨm is membrane potential). 

Yet, the canonical bioenergetics has recognized detail structure of huge respiratory chain complexes 

(pioneered by Hartmudt Michel as Nobel Prize laureate), rotatory mechanism of ATP synthesis as well 

as structure of the ATP synthase (other 1997 Nobel laureates, John Walker, Paul D Boyer) and 

numerous other findings including biogenesis and assembly of these complexes. 

Nevertheless, canonical bioenergetics turned out to be unable to explain various physiological and 

pathological phenomena. Non-canonical bioenergetics concerns with those physiological and 

pathophysiological situations under which ATP synthesis is suppressed. The early findings of Otto 

Warburg (actually the first Nobel Prize laureate in bioenergetics) led to his hypothesis on the 

exclusively glycolytic phenotype of tumor cells. Since 1961 a brown adipose tissue has been 

discovered, a tissue deliberately dissipating energy into the heat. Subsequent discoveries of 

mitochondrial uncoupling protein-1 (UCP1), originally found specific for brown adipose tissue (today 

known with extended expression pattern), and the whole subfamily of uncoupling proteins (UCP2 to 

UCP5 plus three plant isoforms) have opened a new chapter of non-canonical bioenergetics, 

recognizing that a mild uncoupling may physiologically regulate superoxide formation of 

mitochondria, hence the redox signaling in mitochondria and cell (see below). A self-standing field 

concerns with the "tax for life", i.e. inevitable inherent formation of superoxide within the respiratory 

chain Complexes I and III. Superoxide is a species at the top of cascade of reactive oxygen species 

(ROS), creating oxidative stress if elevated. A constant ROS formation as an inevitable byproduct of 

respiration leads to aging and if pathogenically accelerated it causes numerous diseases. This field of 

oxidative stress however, has expanded into a vast field of redox regulations, recognizing 

"physiologically slight" ROS elevations as fundamentally initiating certain information signaling 

pathways. An exemplar prototype concerns with ROS-initiation of hypoxia-mediated-factor-signaling, 
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in fact representing oxygen sensing in hypoxia by the respiratory chain. Thus non-canonical 

bioenergetics of the cell is the science for years to come.  

Related disciplines that might be also grouped under umbrella of non-canonical bioenergetics 

concern with the mitochondrial pathways of apoptosis and other forms of programmed cell death or 

mitochondrial biodegradation; and also with mitochondrial morphology and yet only genetic 

discipline unknown in details, genetics of mitochondrial DNA. Although accidentally reported by 

morphologists for decades, the fact that mitochondria form a reticular network within the cell has 

been recognized fully in the advent of confocal microscopy since 1990s. Colleagues in my Czech 

laboratory have recently mastered three-dimensional (3D) microscopy with higher (100 nm) 

resolution than conventional (250 at x,y, >700 at z axis) and demonstrated a rich 3D mitochondrial 

network nearly completely interconnected with uniform tubule diameter around 260 nm. The last 

decade has discovered several major proteins, termed mitodynamins, and numerous signaling 

pathways that concern with the dynamics and morphology of such mitochondrial network and its 

fission (disintegration) and fusion. The fission is indicating but not exclusively initiation of apoptosis. 

Small objects dividing from the network by fission are hypothetically considered to be marked for 

mitochondrial biodegradation. In turn, mitochondrial network physiologically disintegrates in G2 and 

M phases of the cell cycle. Mitochondrial DNA organized in nucleoids might be redistributed evenly or 

unevenly during transfer of mitochondrial material to the daughter cell.  Uneven distribution might be 

fatal in case of extended heteroplasmy, when percentage of mutated mtDNA exceeds a certain 

threshold, causing fatal oxidative stress due to providing 13 VIP subunits (now mutated with impaired 

function) of the respiratory chain and ATP synthase. Besides the mtDNA impairment, also other 

pathology of mitochondria is frequently reflected just by the altered morphology of mitochondrial 

network and altered morphology of the inner mitochondrial membrane formed topologically rich 

sacks protruding to the matrix. These topological structures traditionally called cristae possess their 

own shape-forming machinery (not yet discovered) and also change upon physiological and 

pathophysiological stimuli. Classic electron microscopy is able to study mitochondrial tubule sections 

with sectioned cristae morphology, while thicker sections providing 3D images of "cristae sacks" 

results from the 3D electron tomography. Nevertheless, due to impossibility to combine many of such 

small cubes into an overall 3D image, future super-resolution (3D ~30 nm) microscopic techniques 

such as isoSTED or BiplaneFPALM will be required for imaging of both network and cristae 

morphology simultaneously. 

During my PhD studies I have participated in two laboratories dealing with non-canonical 

bioenergetics. In Prague laboratory of the Institute of Physiology, under supervision of Dr. Petr Ježek, 

PhD., DSc., I have studied two sub-disciplines of the non-canonical bioenergetics, a role of 

mitochondrial uncoupling proteins as deduced from their transcript distribution in various tissues and 
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organs; and the role of yet not fully understood factor CIDEa in mitochondrial apoptosis. As a part of 

PHD studies of “co-tutelle” between France and the Czech Republic, supported by a grant from the 

French Government, I have spent nearly two years in the laboratory of my second supervisor Dr. 

Rodrigue Rossignol, at the Université Victor Segalen-Bordeaux 2, Bordeaux (France). Here I have 

studied specific bioenergetic phenotypes of cancer cells, hence the par excellance issue of the non-

canonical bioenergetics. Together with my colleagues in both laboratories, I have attempted to 

summarize knowledge in sometimes confused field of bioenergetics during tumorigenesis (review 

Smolková et al, submitted invited review) and I have participated in another overview of non-

canonical bioenergetics excluding tumorigenesis and dealing with basic physiological situations under 

which oxidative phosphorylation is suppressed (review Ježek et al, submitted invited review). These 

are not only phases of embryonic development prior to implantation (hence including bioenergetics 

of stem cells) and events following hypoxic adaptations of the cells, but even yet hypothetically 

predicted postprandial transient suppressions of oxidative phosphorylation upon insulin signaling due 

to the transient synthesis of nitric oxide by its mitochondrial synthase activated due to insulin-Akt2 

signaling (Finocchietto et al. 2008). This hypothesis by Juan Poderoso elegantly explains the type-2 

diabetes mellitus etiology as the impairment of the periodically elevated nitrosative stress and its 

pathological conversion into the progressive nitrosative and oxidative stress affecting insulin receptor 

and its signaling pathway itself and causing peripheral insulin resistance, as well as affecting mtDNA, 

hence causing another dysfunction of cell bioenergetics in peripheral tissues and impairment of 

glucose-stimulated insulin secretion in pancreatic beta cells. This hypothesis is yet to be supported by 

more experimental evidence. Nevertheless, it shows an enormous impact of non-canonical 

bioenergetics on biomedicine.  

That is why I combined results of my studies in the two principal laboratories into one PhD thesis 

under umbrella of non-canonical bioenergetics.  Although studies of uncoupling proteins , pro-

apoptotic factor CIDEa, and cancer cell phenotypes might seem as unrelated diverse stories, the 

opposite is true. All these entities concerns with cellular bioenergetics when oxidative 

phosphorylation is by a certain extent suppressed and modified with enormous consequences as 

outlined above. Nevertheless, for simplicity, I present a common Introduction/Background and 

subsequently discuss these three issues in the separate three parts of my PhD thesis. I hope that this 

"non-canonical" set up will be warmly accepted by members of PhD committee.         

1.2. SPECIFIC ASPECTS OF PRESENTED STUDIES 

High degree of genetic variability among cancer types along with enormous flexibility in term of 

assimilation to extreme environmental conditions of solid tumors, where nutrients and oxygen are 

limited, implies difficulty of cancer treatment. Growing body of evidence indicate large complexity in 
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alterations of energy pathways and its modulation by tumor microenvironment in cancer cells. 

Metabolic pathways adjustments are in turn reflected in elevated vitality and high probability to 

survive of otherwise detrimental conditions. Main objective of this part of thesis was to analyze the 

strategies that cancer cells utilize in order to survive harsh conditions, namely glucose and oxygen 

limitation, similar to those present in solid tumors. The biological question under investigation is of 

particular importance for a better understanding of cancer biology and energy metabolism regulation. 

There are well-defined general metabolic strategies, designated as metabolic phenotypes of cancer 

cells, classified according to the relative contribution of distinct metabolic pathways involved in 

energy production. However, there is a limited number of information concerning the exact pattern of 

mitochondrial functioning in process of metabolic remodeling. Thus, this study concentrated on 

characterization of bioenergetic parameters of mitochondrial oxidative phosphorylation in respect to 

selected conditions. In my thesis we focused on breast cancer because of the high incidence, which 

accounts for 2,000 deaths in Czech Republic every year. We have also chosen this type of malignant 

tumor since previous studies indicate that breast cancer microenvironment is typically aglycemic and 

hypoxic. Impact of glucose and oxygen deprivation on mitochondrial bioenergetic properties was 

analyzed in comparison to non-cancer cells. Thesis contains an overview of current knowledge about 

cancer cell metabolism and basic theories concerning strategies that facilitate cell survival and leads 

to cancer progression. 

Uncoupling proteins (UCPs, UCPn) are members of SLC25 gene family of anion carrier proteins 

residing in the inner mitochondrial membrane. Likewise chemical uncouplers, UCPs uncouple 

respiration from ATP synthesis by their protonophoric activity. The mechanism for this protonophoric 

activity is not definitely resolved, but most probably free fatty acids are required to "activate" 

uncoupling function. Although various models propose principally different mechanisms, only the  

UCP1 isoform in brown adipose tissue is present in so excess that it can cause nearly complete 

uncoupling and concomitant heat production. Not only UCP1 is required for the thermogenic function 

but all stoichiometry of the respiratory chain, low content of the ATP synthase, etc. is composing the 

thermogenic function. This is clear e.g. from experiment where UCP1 has been overexpressed in the 

heart, and no uncoupling took place, probably due to a high concentration of ATP, ADP, and other 

inhibitory purine nucleotides. For the other UCP isoforms a concept of a "mild uncoupling" amounting 

only several mV changes has ben developed. The physiological function of such a mild uncoupling 

might be suppression of mitochodnrial ROS production, hence oxidative stress. In pancreatic β-cells 

UCP2 also serves as negative modulator of glucose-sensing function required for glucose-sensitive 

insulin secretion. Thus we cannot judge any definitive conclusions on the role of distinct UCP isoforms 

in various tissues. However, some light might be shed from the knowledge of their absolute amounts 

expressed in the tissues. Proteomics of UCPs is, however, extremely difficult as for all hydrophobic 
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integral membrane proteins, hence we can have some estimates from evaluations of mRNA for given 

UCPs.  Indeed, UCPs are expressed in five distinct isoforms in mammals with various tissue 

distribution. Originally determined tissue distribution seems to be invalid, since novel findings show 

that UCP1 is not restricted exclusively to brown fat and that originally considered brain-specific 

isoforms UCP4 and UCP5 might have wider tissue distribution. Hence, in this part of thesis, I discuss 

consequences of findings of UCPn transcripts in the studied tissues. 

 Apoptosis is a natural, genetically controlled process of cell elimination. The mechanisms of its 

activation and regulation is a fundamental scientific question and a growing body of evidence reveal 

further molecular pathways of apoptotic machinery. The well-known caspase activation cascade along 

with pro- and anti-apoptotic members of BCL family is the basic structure of apoptotic machinery. 

However, side pathways of executive steps of apoptosis have been revealed, namely proteins with 

homology to nuclease DFF responsible for apoptotic DNA cleavage. In this part of thesis, we tried to 

elucidate another apoptotic pathway connected to mitochondria, independent of caspases.  

1.3. AIMS 

In this regard, aims of the thesis were designed as follows: 

 

• To analyze the impact of glucose and oxygen limitation on the overall survival of cancer 

cells and corresponding normal cells, mainly their bioenergetic profile and 

mitochondrial features. 

 

• To to present the quantification of mitochondrial uncoupling proteins transcripts in rat 

and mouse tissues brain, heart, kidney, liver, spleen, skeletal muscle and white adipose 

tissue. 

 

• To elucidate cellular function of CIDEA protein, its possible migration between cellular 

compartments and organelles and thus attempt to determine its function in apoptosis. 
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2.2.2.2. BACKGROUNDBACKGROUNDBACKGROUNDBACKGROUND    

2.1. MITOCHONDRIA – GENERAL FEATURES 

2.1.1. Mitochondria, their structure and composition 

Mitochondria are historically described as kidney-shaped organelles, with two distinct membranes 

- outer (OMM) and inner mitochondrial membrane (IMM). Since OMM is permeable to ions and 

metabolites due to presence of VDAC/porin protein, transport of ions and metabolites across the 

IMM is conducted by a family of specific mitochondrial transporters and regulated channels. 

Impermeability of IMM for charged ions makes possible formation of proton gradient. Recent studies 

revealed a detailed structure of mitochondria and defined further mitochondrial compartments. 

Ultrastructural analysis of mitochondria established that cristae of 2D electron microscopic images in 

fact represent sacks protruding deeply into the central matrix space of the mitochondrial tubules 

(Mannella 2006). Consequently, the major morphologic features of mitochondrion can be 

distinguished: the outer membrane (OM), topologically contouring the tubular surface; the inner 

membrane (IM), with its peripheral IM part called inner boundary membrane (IBM) and intracristae 

parts (ICM); the intermembrane space, with its peripheral part (PIMS), located between OM and IBM, 

and intracristae part (cristae sacks interiors, ICS); and finally, the matrix, filling the IM-engulfed space. 

Sectioning the tubule, one can view either a unique peripheral sandwich OM-PIMS-IBM-matrix; or 

below OM one may point to cristae (sack) outlets and ICS, below which ICM and finally matrix layers 

are recognized (FIG 2-1), (Ježek and Plecitá-Hlavatá 2009).  The inner membrane with its enormous 

surface capacity is the site of oxidative phosphorylation (OXPHOS), machinery of which is enriched in 

ICM (Benard and Rossignol 2008).  

Traditional picture  of mitochondria as isolated oval organelles is now considered to be just an 

intersection of a single mitochondrial tubule (FIG 2-2), (Benard and Rossignol 2008); instead the 

mitochondrion in reality most probably exists as a single mitochondrial reticulum network in a typical 

cell (Plecitá-Hlavatá et al. 2008). Mitochondria are, in fact, a dynamic reticulum maintained through a 

balanced mitochondrial fusion and fission events. The field of mitochondrial dynamics study dynamic 

changes of mitochondrial network in living cells, causes and consequences of such changes and 

mobility. The dynamics is regulated by so-called mitodynamins. Profusion proteins of OMM are 

mitofusins Mfn1/2, and Mgm1p/OPA1 for fusion of IMM and cristae morphology. Fis1p, and dynamin 

related protein 1 (Drp1) are pro-fission proteins. Principles of mitochondrial dynamics are summarized 

in several reviews (Ježek and Plecitá-Hlavatá 2009; Benard and Rossignol 2008; Twig et al. 2008). We 

recognize two extreme morphological situations, namely fragmented mitochondria and filamentous, 

highly interconnected mitochondrial network. Large diversity in mitochondrial network is linked to the 
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physiological and/or energy status of the cell. Changes of mitochondrial network have been observed 

in response to energy substrate, calcium signaling, or upon the inhibition of oxidative 

phosphorylation, energy status (Benard et al. 2007; Plecitá-Hlavatá et al. 2008) and apoptosis. Despite 

the significant effort, to predict or recognize exactly the ongoing cellular processes by contemplating 

mitochondrial network is not possible with present data as well as to set the rules that link 

mitochondrial network organization to particular physiological or pathological state. 

 Mitochondria bear their own genome. Proteins of electron transport chain (ETC) are encoded 

either by nuclear and mitochondrial DNA (mtDNA). mtDNA is 16.5 kbp circular molecule (FIG 2-3), 

(Scarpulla 2008), localized in mitochondrial matrix, typically present in approximately 1,000 copies per 

cell (but more than 20,000 copies in oocyte). mtDNA displays maternally inheritance pattern and 

cellular phenotype is determined by many mtDNA copies within the cell. In addition, because mtDNA 

is a multicopy genome, an individual cell may harbor more than a single sequence, a condition 

referred to as heteroplasmy. mtDNA contains 37 genes, including 13 genes encoding proteins that 

function as subunits for respiratory complexes I, III, IV, and V, and also the 22 tRNAs and 2 rRNAs 

necessary for the translation of these respiratory subunits within the mitochondrial matrix, for review 

see (Scarpulla 2008). mtDNA is mostly a coding region; the only non-coding region is the D-loop, the 

site of transcription initiation of divergent promoters (HSP, LSP).  In order to protect, maintain, and 

propagate the mitochondrial genome accurately, mtDNA is packaged into protein-DNA assemblies 

called mitochondrial nucleoids. Concept of nucleoids is relatively recent, contradicting the general 

view of mtDNA without any structural proteins. mtDNA is effectively packaged into the compact, 

discrete structures of approximately 70 nm in diameter (Iborra et al. 2004), having a layered structure 

consisting of mtDNA with associated proteins (Bogenhagen et al. 2008). The most abundant structural 

protein is mtDNA transcription factor A (TFAM), major nucleoid organizing protein. TFAM is essential 

in regulating of mtDNA copy number (Ekstrand et al. 2004). Mitochondrial nucleoids contain 

approximately 6 copies of mtDNA per nucleoid (Gilkerson et al. 2008).  Among other protein 

components of mitochondrial nucleoids, mtDNA-associated compounds have been characterized to 

participate in mtDNA maintenance and transciprion/replication of mtDNA, including Twinkle helicase, 

mitochondrial polymerase γ, mitochondrial single-stranded binding protein (mtSSB) (Garrido et al. 

2003) and ATAD3 (He et al. 2007), probably associated with D-loop in transcription and replication. 

Within mitochondrial network, nucleoids are localized in discrete units distributed regularly along the 

mitochondrial tubules (Iborra et al. 2004) and probably freely diffusing throughout the mitochondrial 

network. Interestingly, when fragmenting, each mitochondrion possesses at least one nucleoid 

(Margineantu et al. 2002). Conversely, mtDNA nucleoids can efficiently repopulate the mitochondrial  

DNA of mtDNA-deficient Rho0 cells (Legros et al. 2004).  
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Partially known but not yet fully understood principles of mtDNA replication and transcription are 

summarized in reviews (Clay Montier et al. 2009; Fernandez-Silva et al. 2003). 

Mitochondria possess more than 1500 proteins, the majority of which is nuclearly-encoded and 

imported into mitochondria. To depict important members of mitochondrial resident proteins besides 

proteins of respiratory chain, there is an enzymatic machinery of Krebs (TCA) cycle and β-oxidation in 

the mitochondrial matrix. The important members of IMM are mitochondrial transporter proteins, 

including the ADP/ATP carrier, phosphate carrier and uncoupling proteins. Both membranes are 

spanned by the translocation proteins of OMM and IMM. 

 The lipid component contains major classes of phospholipids found in all cell membranes. 

Mitochondrial membranes, however, lack cholesterol. Thus, both OMM and IMM consist of 

phosphatidylcholine, phosphatidylethanolamine (PE), phosphatidylinositol, phosphatidylserine, and 

phosphatidic acid, as well as phosphatidylglycerol (PG) and cardiolipin (CL). CL is located 

predominantly if not exclusively to the mitochondria (Zinser et al. 1991). PE, PG, and CL are 

synthesized "in house," whereas the others must be imported. Phospholipids play a fundamental role 

in the function and import of mitochondrial proteins, which in turn regulate the synthesis of these 

phospholipids.  

2.1.2. Mitochondrial biogenesis 

A process involving formation of mitochondrial mass with complete mitochondrial protein 

machinery and membranes is termed mitochondrial biogenesis. It is a dynamic process which besides 

nuclear gene expression and addressing products to OMM, intermembrane space, IMM, or matrix, 

includes mtDNA replication, and simultaneous mitochondrial membrane formation. Most of 

references describe mitochondrial biogenesis as a process directly dependent on mtDNA replication, 

which may be wise, and consider a mitochondrial membrane formation secondary to mtDNA 

transcription process. However, mitochondrial membrane biogenesis requires a coordinated import 

and synthesis of proteins, as well as phospholipids. Mitochondria are not formed de novo, rather they 

grow and divide from the pre-existing mitochondrial pool, exactly from the pre-formed mitochondrial 

network. An increase in the mitochondrial mass does not necessarily correlate with the cell cycle. 

Rather, biogenesis of mitochondria occurs in response to various external stimuli, like exercise, caloric 

restriction and hormonal signaling (Feige and Auwerx 2007). Since mitochondrial OXPHOS has certain 

respiratory capacity, an increased energy demand is dependent on formation of new mitochondrial 

mass with enrichment of OXPHOS protein pool. Therefore, increase biogenesis of mitochondria in turn 

results in increased respiratory rate (Wu et al. 1999). Since mitochondrial OXPHOS proteins are both 

nuclearly and mitochondrially encoded, biogenesis requires the participation and coordination of the 

nuclear and mitochondrial genomes. Mechanisms, how cell regulate expression of OXPHOS complexes 
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simultaneously and how stoichiometry of mitochondrial-to-nuclear-encoded subunits is maintained, is 

poorly understood. Nevertheless, a coordinated action has been described for peri-OMM ribosomes 

and matrix ribosomes in order to form simultaneously parts of respiratory chain complexes where one 

subunit comes from the nuclear and the second one from the mitochondrial genome.  

A central regulator of mitochondrial genes expression is PGC-1 which transmits the external stimuli 

into intracellular biogenesis pathway. PGC-1 activity is regulated at the level of expression. 

Additionally, PGC-1 interacts with other cellular targets and undergoes numerous modifications at the 

post-translational level, which regulate its activity (Ventura-Clapier et al. 2008). PGC-1 governs the 

expression of nuclear respiratory factors (NRF-1 and NRF-2) and estrogen-related receptors (ERR), 

which are transcription factors that trigger the expression of genes coding for both nuclear subunits of 

the respiratory chain and proteins involved in mitochondrial DNA transcription and replication. 

Expression of mitochondrial-encoded proteins is directed by TFAM (Feige and Auwerx 2007; Scarpulla 

2008). Importantly, expression of TFAM is also regulated by NRFs. Biogenesis correlates with 

transcriptional activity of mtDNA, therefore the regulation of mtDNA transcription is essential in the 

regulation of mitochondrial biogenesis. Since mtDNA replication and transcription are most probably 

coupled processes, activation of biogenesis pathways results in increased expression of OXPHOS 

proteins and also mtDNA content. 

2.1.3. Function of mitochondria 

2.1.3.1. Oxidative phosphorylation 

During oxidative phosphorylation ATP is synthesized from ADP and inorganic phosphate (Pi). This 

reaction is driven by energy released from oxidation of reducing equivalents NADH and FADH2 which 

are generated in cellular catabolic pathways. Electrons from NADH or FADH2 are transferred via ETC 

(FIG 2-4) which consists of complex I (NADH:ubiquinone oxidoreductase), complex II 

(succinate:ubiquinone oxidoreductase), complex III (coenzymQ:cytochrome c oxidoreductase), and 

complex IV (cytochrome c oxidase, COX). Complexes of ETC protrude in the inner mitochondrial 

membrane (except of complex II attached from the matrix side) and are organized according to the 

increasing redox potential. The final electron acceptor is molecular dioxygen (O2) which is then 

converted to molecule of water. According to Mitchell’s chemiosmotic theory this process of electron 

flow is accompanied by conformational changes of Complex I, III, and IV leading to the proton 

pumping from the mitochondrial matrix into the intermembrane space via these respiratory 

complexes. This generates a proton-motive force (Δp) which is composed of pH gradient (ΔpH) and 

electrical membrane potential (ΔΨm). Proton-motive force, in turn, is driving force for protons that 

drive F1FO-ATPase (complex V) to generate ATP. By the action of the ADP/ATP carrier, the generated 
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ATP can exit the mitochondria in exchange for ADP and this provides energy pool for various cellular 

processes. 

Flow of electrons through the electron transport system can be regulated by Δp, since the electron 

transport is directly coupled to the proton translocation. For instance, when the energy demand is 

increased, cytosolic and subsequently the intramitochondrial concentration of ADP rises, causing 

discharge of the Δp as protons pass through F1FO-ATPase, regenerating the ATP pool. As a result, 

electron transport is substantially activated. Thus, the magnitude of the Δp reflects the energy charge 

of the cell and, importantly, regulates the electron transport rate. The rate of electron transport is 

usually measured by assessing the rate of oxygen consumption and is referred to as the mitochondrial 

respiratory rate.  

Theoretically under experimental conditions when we measure the respiratory rates of isolated 

mitochondria, bioenergetics refers to the respiratory states (Chance and Williams 1956). The 

respiratory rate is known as the state 2 rate when the energy charge is high, the concentration of ADP 

is low, and electron transport is limited by ADP. When ADP levels rise and inorganic phosphate is 

available, the flow of protons through F1FO-ATP synthase is elevated and higher rate of electron 

transport is observed; the resulting respiratory rate is known as the state 3. When ADP pool is 

depleted, state of inhibited respiration by lack of ADP is referred as state 4. Difference of state 2 and 

state 4 is the presence of ATP in state 4. When experimenting with intact cells, we refer to 

endogenous or routine respiration instead of state 3. Endogenous respiration is different than state 3 

(also referred as as state 3½) as mitochondrial respiration is limited in situ by substrate delivery 

(including  oxygen) and ADP content (while in isolated mitochondria both are given in excess). State 4 

in intact mitochondria is the oligomycin-inhibited state, where ADP-regulated respiration is inhibited.  

2.1.3.2. Energy metabolism  

Besides oxidative phosphorylation, mitochondrial matrix gathers other important pathways of 

energy metabolism, namely Krebs cycle (tricarboxylic acid, TCA cycle) and fatty acid oxidation. Within 

the TCA cycle, a glycolytic product pyruvate is further oxidized, resulting in a production of reduced 

equivalents NADH, FADH2, and also GTP. Intermediates of TCA cycle can be exported from 

mitochondria and used as biosynthetic precursors in a process called cataplerosis of TCA cycle (FIG 2-

5). Anaplerotic reactions replenish TCA cycle by metabolites. The citric acid cycle is a hub of 

metabolism, with degradative pathways leading in and anabolic pathways leading out and it is closely 

regulated in coordination with other pathways. One of the key TCA enzymes, succinate 

dehydrogenase (SDH) is also a complex of respiratory chain (complex II). 
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2.1.3.3. Apoptosis 

Mitochondria are involved in regulation of programmed cell death, termed apoptosis, a sequence of 

processes that lead to cell elimination. It originates from intrinsic or extrinsic signals and progress in 

multiple pathways involving apoptotic proteins, and results in a transmission of the molecular signal, 

activation of caspases and eventual cell death. Mitochondria perform executive step in apoptotic 

control, permeability transition, during which, cytochrome c and other factors are liberated of 

mitochochondria to trigger cytoplasmic part of apoptosis, apoptosome. Mitochondrial permeability 

transition is controlled by sensors of a bioenergetic status, components of the permeability transition 

pore (PTP), Bcl-2 family proteins, mitochondrial dynamins, and mitochondrial lipids (Cheng et al. 

2008). So far, there are three general models of how permeability could transition occur: formation of 

yet unidentified permeability transition pore (Halestrap 2005), interaction of pro-apoptotic proteins 

of Bcl-2 family leading to BAX-BAK hexameric channels enabling cytochrome c release, and 

involvement of mitochondrial fission process (Youle and Karbowski 2005). Principles of these three 

models are depicted in FIG 2-6 (Alirol and Martinou 2006). Permeability transition is followed by 

formation of apoptosome and activation of caspases. Activated caspases initiate proteolytic cell 

destruction by cleaving DNA, nuclear and cytoplasmic structural proteins. Additional pathways that do 

not involve caspases activation, cell death independent of caspases, have been reported. This includes 

activation of EndoG nuclease, another mitochondrial protein, that mediates nuclear DNA degradation 

(Lindholm et al. 2004).   

Next to the mitochondrial permeability transition, mitochondria also sequester numerous pro- and 

anti-apoptotic factors reside in mitochondria (Kim et al. 2006b; Cheng et al. 2006). Relay of 

information signaling, that involves mitochondria, is mediated by proteins possessing the ability to 

migrate between mitochondria and cytosol or other cell organelles or compartments, notably to the 

nucleus where subsequent signaling cascades may be initiated. On one hand, a “regular” protein 

import proceeds into mitochondrion (import of nuclear-coded mitochondrial proteins) bringing in 

either executive or regulatory proteins (Baker et al. 2007). Among the latter, PKC-, tyrosine- and other 

kinases were found to access at least the intermembrane space (Salvi et al. 2005). On the other hand, 

an export of signaling proteins into the cytosol or other cell organelles exists and plays an essential 

role in life and death (Garrido et al. 2006; Cheng et al. 2006; Kim et al. 2006b). Thus, protein export 

mechanisms for apoptosis mediators such as cytochrome c, Smac/Diablo, apoptosis-inducing factor or 

EndoG serve as well established, but not completely understood examples (Vařecha et al. 2007; Kim 

et al. 2006b; Cheng et al. 2006).  
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2.2. BASIC FACTS FOR CIDE PROTEINS 

Executive part of apoptotic pathway involves the action of DNA fragmentation factor (DFF) 

protein in nucleus, a chief apoptotic DNA nuclease. DFF is important effector of apoptosis performing 

the final step of apoptosis – DNA fragmentation/chromatin condensation.  It is a heteromultimeric 

protein (Lechardeur et al. 2005) that consists of the 40-kDa caspase-3-activated nuclease (DFF40, 

CAD), and its 45-kDa inhibitor (DFF45, inhibitor of CAD or ICAD). Cleavage of DFF complex by caspase-

3 liberates the functional nuclease thus promoting the internucleosomal DNA fragmentation (Inohara 

et al. 1999; Bayascas et al. 2004; Erdtmann et al. 2003). 

Sequence similarity searches revealed proteins homologous to DFF, CIDE proteins, with possible 

proapoptotic function (Inohara et al. 1998). CIDEs are related to N-terminal of both subunits of the 

DFF (FIG 2-7). There are three members of so-called cell death-inducing DFF45 (DNA fragmentation 

factor)-like effector (CIDE) protein family described: CIDEa (Inohara et al. 1998; Zhou et al. 2003b), 

CIDEb (Inohara et al. 1998; Lugovskoy et al. 1999; Chen et al. 2000) and CIDE-3/FSP27 (Liang et al. 

2003). CIDEs are small proteins (~25kDa) expressed in two isoforms arising from alternative splicing 

(Liang et al. 2003). Complete three-dimensional structure of CIDE proteins is not established. 

However, we recognize two distinct protein domains in CIDE proteins, so-called CIDE-N and CIDE-C 

domains. Common feature among DFF and CIDE proteins is conserved CIDE-N domain, located in N-

terminal halve of the protein. CIDE-C domain, other specific feature of CIDE family, is not present in 

DFF proteins (FIG 2-7).  

Structure of CIDE-N domain has been determined (Lugovskoy et al. 1999), consisting of about 75 

amino acids forming of a twisted five-stranded β-sheet with two α-helices arranged in an α/β roll 

(Lugovskoy et al. 1999).  Higher assembly features were also described - CIDE proteins seems to 

oligomerize by their CIDE-C domains to form dimers (Chen et al. 2000). 

2.2.1. Expression 

Atlhough expression of CIDEa and CIDEb is not ubiquitous, their expression was detected in a wide 

variety of human and mouse tissues and cell lines. A complication to physiological studies may be the 

fact that the three CIDEs have different tissue distributions for their mRNA. Their physiological roles 

specific to given tissues are unknown. Besides, CIDEa and CIDEb exhibit tissue-specific non-

overlapping expression pattern. CIDEa mRNA has been found namely in human heart, and at lower 

level in skeletal muscle, brain, lymph node, thymus, appendix and bone marrow as a 1.3 kb transcript, 

while 1 kb transcript was found at low levels in placenta and 7 kb transcript in kidney and at low levels 

in heart, brain, placenta and lung (Inohara et al. 1998). Detectable transcript levels were 

independently confirmed in brown adipose tissue, heart, brain, skeletal muscle, lymph nodes, 

appendix, and bone marrow (Liang et al. 2003). CIDEb mRNA, 1.3 kb transcript, was found in high 
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amounts in liver and small intenstine (Chen et al. 2000) or in fetal liver (Inohara et al. 1998); a lower 

level in colon, kidney and spleen (Chen et al. 2000), 2.5 kb transcript was detected in low levels in 

spleen, peripheral blood lymphocytes, bone marrow, and fetal liver (Inohara et al. 1998). CIDE3 was 

found in small intenstine, heart, colon, and stomach (Chen et al. 2000).  

2.2.2. Bological function 

Existing information about CIDE proteins provides more confusing than determining proof of their 

cellular function. Their identification was based on homology to N-terminal domain (termed CIDE-N) 

of DFF45 (ICAD) (Inohara et al. 1998), which is known to inhibit DFF40 (CAD), the major cell death 

executor nuclease responsible for DNA fragmentation. Inactive DFF, which is constitutively targeted to 

nucleus, should consist of 2 molecules of CAD and 2 molecules of ICAD (Lechardeur et al. 2005), 

although exact stoichiometry is a matter of debate. Activation occurs upon caspase-3 cleavage of 

ICAD, liberating active nuclease CAD. CIDE-N domain seems to be responsible for oligomeric assembly 

of inactive DFF complex, as well as activated CAD oligomer. 

Since their identification, studies of CIDE proteins were concentrated on tracing possible 

connection with control of apoptosis induction or progression. Overexpression of CIDE-A and CIDE-B 

results in induction of apoptosis and DNA fragmentation (Inohara et al. 1998). Importantly, CIDE-

induced apoptosis was not inhibited by caspase inhibitors, but was inhibited by DFF45. Nuclease 

function of CIDE-A or CIDE-B proteins, such as for EndoG, was not reported. Instead, action of CIDE-A 

and CIDE-B proteins, is more likely connected to DFF40 and DFF45 and provides a possibility of 

regulation of DFF activation by domain interactions, and independently of caspases.  

Structure analysis of CIDE-N domain of CIDE-B revealed surface (interface) and charge 

compatibility of individual CIDE-N domains and weak interaction of CIDE-N domains has been 

confirmed (between CIDE and DFF) (Lugovskoy et al. 1999). In contrast, CIDE-C was demonstrated to 

bind CIDE-C domains with high affinity resulting in stable dimer formation (Chen et al. 2000); and 

further to govern mitochondrial targeting. CIDE dimerization was reported to be likely required for 

induction of apoptosis caused by CIDEb (Lugovskoy et al. 1999). 

With this background, one can assume a model of apoptosis regulation by CIDEA. The CIDE-N 

domain, common with DFF, can bind to the homologous domain on DFF45 opposing its inhibitory 

effect on DFF40 (Lugovskoy et al. 1999), FIG 2-8. However, it is not clear whether CIDE has higher 

affinity for DFF45 than DFF40 and is thus able to release DFF40 from the complex allowing it to exert 

its nuclease activity. One should also bear in mind other regulatory mechanisms of apoptosis, such as 

that DFF45 is synthetised  in excess to DFF40 ensuring fine tuning of DFF activation and decreasing the 

probability of CIDE-N buffering by CIDE proteins. 
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2.2.3. Interaction with UCP1 

Other finding reports CIDEa interacting with UCP1 in mitochondria in mitochondria, CIDEa 

proteins were shown to interact with inner-membrane protein UCP1 (Zhou et al. 2003b). This 

important finding reports that protonophoric activity of UCP1 can be inhibited by CIDEa protein. Zhou 

and coworkers observed that CIDEa deficient mice had higher metabolic rate, lipolysis in BAT and core 

body temperature when subjected to cold treatment. They reported that these roles of CIDE-A are at 

least in part caused by its direct suppression of UCP1 activity. 

2.2.4. Possible migration of CIDE proteins into mitochondria and consequences  

In processes of apoptosis activation, protein-protein interaction and subcellular localisation,  CIDE 

domains play distinct roles. Unlike CIDE-C domain, without which apoptosis does not occur, 

responsible for CIDE-CIDE interaction, CIDE-N domain cooperates with other CIDE-N domains by 

homophilic interaction (both with CIDE or DFF proteins) and thus it is considered as a regulatory 

subunit of CIDE proteins.  

Regarding subcellular targeting of CIDe proteins, various monitoring approaches revealed distinct 

subcellular localization. CIDEa and CIDEb were shown to be targeted either to mitochondria (Chen et 

al. 2000; Liang et al. 2003), cytoplasm and nucleus (Iwahana et al. 2006). Mitochondrial localization is 

strictly dependent by CIDE-C domain (Chen et al. 2000), since its removal causes redirection into 

cytoplasm. Suprisingly, recent findings uncovered also nuclear localization,  which is dependent on 

glycosylation status of CIDE proteins (Iwahana et al. 2006) and  that deglycosylation promotes 

translocation of CIDE-A into cytoplasm from nucleus.  

Current consensus states that the CIDE-N domain of CIDE proteins is required for binding to DFF45 

or DFF40 (Inohara et al. 1998; Lugovskoy et al. 1999; Chen et al. 2000), whereas the CIDE-C domain is 

required for mitochondrial localization and apoptosis (Inohara et al. 1998; Chen et al. 2000). The latter 

finding opposes the obligatory location of mitochondrial addressing sequences (pre-sequences or 

scattered motifs) within the N-terminus. Actually, none of the protein sorting software tools, e.g. 

PSORT, indicated the presence of any mitochondrial addressing sequence within CIDEa or CIDEb. It 

seems that the localization of CIDE proteins in mitochondria results from yet unknown addressing 

sequence or scattered motifs.  

When considering interaction with DFF, problem lies in the evidenced localization of CIDEa (Zhou 

et al. 2003b), CIDEb (Chen et al. 2000), and CIDE3 (Liang et al. 2003) in mitochondria. Therefore, it is 

not known in which cellular compartment CIDE may interact with the DFF45&DFF40 complex. Nucleus 

is the most likely location because the entire DFF45&DFF40 complex is imported preferably into the 

nucleus (Lechardeur et al. 2000). Glycosylated CIDEb was demonstrated to reside in the nucleus, 

whereas the deglycosylated form is exported into the cytosol (Iwahana et al. 2006). Alternatively, 
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CIDE interacts with DFF45 or its short form lacking the nucleus localization sequence in the cytosol, 

thus preventing the import of free DFF45 into the nucleus. The third possibility is that the complex 

DFF45/DFF40 is disrupted by CIDE in the cytosol with consequent migration of free DFF40 into the 

nucleus. This model implies apoptosis regulation independently of caspases, because CIDE-induced 

apoptosis is not sensitive to caspase inhibitors but is inhibited by DFF45 (Inohara et al. 1998). CIDEs 

may bypass the caspase-dependent apoptosis due to a crosstalk between mitochondria and nucleus 

and as such they are important subjects of molecular physiology of the cell. 
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2.3.  BIOENERGETICS OF CANCER CELLS 

2.3.1. Energy metabolism of cancer cells 

2.3.1.1. Warburg effect 

Based on proposal of Warburg (Warburg 1956), glycolysis of cancer cells is often highly enhanced 

even in the presence of oxygen, resulting in an excessive lactate production (Warburg effect, aerobic 

glycolysis). These findings lead investigators to consider oxidative phosphorylation of cancer cells to 

be necessarily impaired during carcinogenesis. Aerobic respiration from glucose produces 38 mol of 

ATP, 19 times more than glycolysis, although the rate of ATP production by the OXPHOS is less rapid 

than glycolysis (Pfeiffer et al. 2001). However, due to the high glycolytic turnover that cancer cells 

maintain, ATP production is sufficient to support the cell growth. In many aspects, Warburg effect 

resembles metabolic switch occurring as an adaptation to anaerobic conditions (chapter 2.3.2.1.) 

Based on the studies with FDG uptake (positron emission tomography imaging of 2-(18F) fluoro-2-

deoxy-D-glucose) of human living tumoral tissues it was assumed that glucose uptake is largely 

elevated in cancer cells when compared to surrounding normal tissue (Nakata et al. 2001; Mankoff et 

al. 2007). Cancer cells have greater uptake of glucose but use a smaller fraction of this glucose for 

complete oxidation, even when oxygen is abundant. Rather, it is secreted as a lactate.  

Despite obvious disadvantage in term of producing ATP, elevated glucose metabolism is 

considered to be somehow supportive in cell growth. It must be stressed that cellular metabolism, 

and particularly oxidative metabolism, is totally subverted to the needs of cancer cells in which 

proliferation is the primary function. Enhanced glycolysis is also considered a preconditioning for 

hypoxic conditions and high lactate concentrations as a product of glycolysis facilitate tumor invasion 

and suppress anticancer treatment. Besides rapid ATP production, cells benefits from glycolysis, as 

intermediates of glucose metabolism are source of pentose-phosphate pathway (PPP). It was 

proposed, that aerobic glycolysis is the essential step in cellular transformation (Gatenby et al. 2007).  

Later in this thesis, we present, that cancer cells utilize preferentially glucose to other energy sources. 

Some tumor cells are reported to be strictly dependent on glycolytic ATP (Fantin et al. 2006), so that 

proliferation with OXPHOS-derived ATP exclusively is attenuated. 

2.3.1.2. Variability 

Despite the existence of aerobic glycolysis in numerous tumor types, OXPHOS activity within tumor 

cells is not necessarily attenuated considering numerous reports indicating strong OXPHOS activity 

and dependency on aerobic ATP production (Moreno-Sánchez et al. 2007). Therefore, Warburg 

hypothesis cannot be interpreted so strictly anymore, despite the indisputable fraction of tumors with 
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aerobic glycolysis; mitochondria of cancer cells are not dysfunctional in general, rather it operates at a 

low-capacity there. For instance, analysis of MCF-7 cells originating from a mammary gland epithelial 

adenocarcinoma revealed that ATP production is 80 % oxidative in glucose medium (Guppy et al. 

2002). Likewise, in hepatoma cells mitochondrial respiration was found to be coupled to ADP 

phosphorylation and produced 40% of the total cellular ATP in glucose medium (Nakashima et al. 

1984). More recently, it has been revealed that in HeLa and AS-30D young-spheroids, the contribution 

of OXPHOS to the total ATP supply was 60% (Rodríguez-Enríquez et al. 2006). They further studied this 

feature and evidenced a class of tumor cell lines in which the oxidative metabolism prevails over 

glycolysis. This situation has been extensively reviewed (Moreno-Sánchez et al. 2007), and the authors 

even conclude that "high glycolysis" is not a prerequisite of all cancer cells but could be acquired 

during the highest proliferative activity and/or in response to stringent micro-environmental 

conditions, such as intermittent hypoxia. Accordingly, a critical review of numerous studies comparing 

cancer cells with normal tissues concluded that several tumors derive most of their ATP from 

mitochondrial oxidative phosphorylation, in striking contrast to Warburg's hypothesis (Zu and Guppy 

2004). Therefore, due to the genetic heterogeneity of tumor cells, OXPHOS capacity should be 

experimentally evaluated for each particular tumor type, to assess whether the enhanced glycolysis is 

indeed accompanied by a significant depression of mitochondrial function. 

2.3.1.3. Dysfunctional mitochondria and alterations in cancer cells 

Numerous genetic rearrangements of mitochondrial and nuclear DNA-encoding mitochondrial ETC 

components have been referred to occur in cancer cells. There are cancer-related mitochondrial 

alterations (for review see (Chatterjee et al. 2006)) and mutations related to specific cancer cell type 

that arise with increasing degree of carcinogenesis in a process of mutation accumulation. mtDNA 

mutations may arise as a result of tumor progression (Brandon et al. 2006), but some mtDNA 

mutations might actively contribute to tumor progression. Likewise, mitochondrial defects imply 

increased glycolysis (Ishikawa et al. 2008a) and glucose uptake (Lopez-Rios et al. 2007) in human 

carcinoma cells. The expression of a mutant mtDNA-encoded complex I - subunit 2 concomitantly 

stimulates aerobic glycolysis, reactive oxygen species (ROS) production, and tumor growth (Zhou et al. 

2007). The activity of other enzymes involved in oxidative phosphorylation is known to be decreased 

in cancer cells according to numerous reports. The α-subunit of mitochondrial F1FO-ATPase has been 

shown to be downregulated in colorectal carcinomas (Sakai et al. 2004; Shin et al. 2005). Similarly, the 

defect of β-subunit of F1FO-ATPase expression in liver, kidney and colon carcinomas, lung, and breast 

(Cuezva et al. 2002; Isidoro et al. 2004) was associated with increased FDG uptake and poor 

prognostic outcome. These mutations have been also used as mitochondrial markers of cancer cells. 

Tumor mitochondria are often relatively small, lack cristae, and are deficient in the β subunit of the 
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F1FO-ATPase (Lopez-Rios et al. 2007). Moreover, the reduced biogenesis is characterized by the 

decreased expression level of the PGC-1 found in lung (Bellance et al. 2009a) and breast cancer 

(Watkins et al. 2004) and of the mitochondrial TFAM protein. Decreased level of mtDNA has also been 

reported (Mambo et al. 2005). Decreased content of oxidative phosphorylation complexes (complexes 

II, III and IV of the respiratory chain, and F1FO-ATPase) has been associated with renal cell carcinoma 

(Simonnet et al. 2002). Mitochondrial mutations and subsequent ROS production have been shown to 

regulate cell growth and metastatic potential (Ishikawa et al. 2008b).  

2.3.1.4. Crabtree effect 

Besides long-term metabolic adaptations known as Warburg effect, it was shown, that tumor cells 

are able to react rapidly to a presence of exogenous fuel. Acute inhibition of respiration by exogenous 

hexoses glucose and fructose (but not galactose) is known as Crabtree effect. Addition of glucose to 

cell culture induces immediate transition to anaerobic metabolism, lactate production (Burd et al. 

2001) and, mainly, pronounced decrease of cellular respiratory rate. It was demonstrated for several 

tumor cell types and normal fast-proliferating cells. Mechanism of Crabtree effect is mostly 

unresolved. Up to date, there is no clear explanation or molecular mechanism proving, that during 

Crabtree effect, direct inhibition of mitochondrial respiratory system occurs; or if there is a regulatory 

mechanism at the level of substrate administration between aerobic and anaerobic metabolic 

pathways; or triggering of cellular signalization causing activation/inactivation of target enzymes 

involved.  

Inhibition of mitochondrial respiration occurs in response to addition of glycolytic intermediates, 

including glucose-6-phosphate (G6P), fructose-6-phosphate (F6P), glycelardehyde-3-phosphate, 

phosphoenolpyruvate (Melo et al. 1998). Elevated levels of glycolytic intermediates G6P, F6P, and 

fructose-1,6-bisphosphate (FBP) were reported during Crabtree effect (Rodríguez-Enríquez et al. 2001) 

along with decreased ATP/ADP ratio (metabolic link between glycolysis and OXPHOS). Addition of 

galactose, nonfermentable substrate, does not inhibit respiration (Rodríguez-Enríquez et al. 2001). 

Elevated glucose intermediates, particularly FBP, were suggested to affect respiratory complexes and 

respiration in yeast cells (Diaz-Ruiz et al. 2008).  However, FBP influence activity of several enzymes of 

glycolytic pathway, including pyruvate kinase (PK) and phosphofructokinase (PFK), so allosteric 

activation of glycolysis is probably involved (Rodríguez-Enríquez et al. 2001). Lactate production is also 

elevated during Crabtree effect (Burd et al. 2001). 

Crabtree effect has been also reported for proliferating thymocytes (Guppy et al. 1993). During 

transition from resting to proliferative state, thymocytes increases glycolysis and lactate production. 

In proliferating, but not resting cells, respiration was inhibited in the presence of glucose to the level 

of respiration of resting cells. ATP production is also shifted from aerobic to glycolytic in proliferating 
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cells, when glucose is present (Guppy et al. 1993). Proliferating cells are therefore, as well as tumor 

cells, able to readily react to exchange of exogenous substrate, and it was concluded that Crabtree 

effect might be a feature of proliferative rather than tumoral tissue. Another report describes the 

effect of extracellular pH on respiration of melanoma cells (Burd et al. 2001). Melanoma cells, which 

normally exhibit pronounced Crabtree effect, adapted to growth in low pH (6.7) exhibit glucose-

stimulated increase of respiratory rate and decrease of lactate production (Burd et al. 2001). This is an 

important finding demonstrating that within a tumor, multiple regions of distinct metabolic activity 

may exist dependent on metabolite concentration, in this case lactate. By reversal of Crabtree effect, 

cells which grow in already acidic environment overcome further acidification and protect themselves 

by potentially harmful consequences of lactate production.   

(Auer et al. 2007; Bentzen et al. 2003; Beppu et al. 2002; Brizel et al. 1996; Brizel et al. 1997; 

Cardenas-Navia et al. 2004; Collingridge et al. 1999; Hockel et al. 1996; Hockel et al. 1999; 

Hohenberger et al. 1998; Kayama et al. 1991; Koong et al. 2000; Lartigau et al. 1997; Lyng et al. 1997; 

Mayer et al. 2008; Nordsmark et al. 2001; Nordsmark et al. 2007; Nordsmark et al. 1996; Rudat et al. 

2000; Stadler et al. 1999; Sundfor et al. 1997; Vaupel et al. 2003; Vaupel et al. 2006) 
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2.3.2. Possible origin of cancer metabolic remodeling 

It is clearly established that cancer cells undergo genetic and biochemical changes leading to so-

called metabolic remodeling. Importantly, metabolic remodeling occurring in cancer cells depends 

on nutrient and substrate availability that in turn ultimately influence substrate distribution in tumor 

cells and determine cell functions. One of the demonstrations of this metabolic conversion is that 

cells become dependent on glucose for their survival when glucose is present, downregulated 

OXPHOS in some tumors or, conversely, upregulation of OXPHOS activity in others. In general, due 

to the genetic heterogeneity of tumor cells, there are multiple metabolic strategies that cancer cells 

utilize in order to support proliferation under the particular environmental and substrate conditions. 

Metabolic intermediates may in turn regulate enzymes of energy production pathways.  

High rate of glycolysis is not only beneficial in hypoxic conditions but also supports the cell 

growth and proliferation. This presumes that the regulation of cellular energy production is 

multifactorial, very complex and flexible. An alternative energetic pathway of cancer cells that utilize 

mitochondrial oxidative phosphorylation is glutaminolysis, where cells use available glutamine as 

bioenergetic substrates along with glucose, or when glucose is no longer available will be described 

(chapter 2.3.2.4.). Aerobic glycolysis is also considered to result from reprogramming of metabolic 

genes to allow cancer cells to function more like fetal cells (2.3.2.5.) and to enable a greater fraction 

of glucose metabolites to be incorporated into macromolecule synthesis rather than burned to CO2.  

In this chapter, I summarize general metabolic strategies engaged in order to survive nutrition 

variations, and genetic and environmental features that directly control metabolic phenotype of 

cancer cells will be described.    

2.3.2.1. Hypoxia: Adaptation and survival in low oxygen 

2.3.2.1.1. Tumor oxygenation 

Blood system organization and principal pattern of oxygen transport based on hemoglobin is 

described in all textbooks of physiology. Shortly, atmospheric pressure of air at the sea level is 760 

mmHg, comprising of 20.93% of air (159 mmHg). Gaseous exchange between capillary blood of lung 

and alveolar air occurs across the “air-blood barrier”, which is the alveolar epithelium and capillary 

endothelium with their adherent basement membranes and epithelial cell cytoplasm.  Oxygen is 

bound to hemoglobin of red blood cells in alveoli capillaries, where the partial oxygen pressure is 

near 100 mmHg and hemoglobin saturation the highest. Transport of oxygen to tissues is carried out 

by arterial blood with typical oxygen pressure of 80 – 100 mmHg. Partial oxygen pressure further 

decreases in tissues, as oxygen is released with decreasing hemoglobin saturation. Administration to 
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single cells within tissue is held by microvascular system. Oxygenation of well perfused tissues 

ranges of 30 – 60 mmHg (see TAB 2-1, 2-2). Homeostasis between oxygen demand of metabolically 

active tissue, oxygen delivery and release is regulated by blood flow variations, pH, and diffusion flux 

from the microvessels. On the contrary, tumor vasculature is often structurally and functionally 

impaired and provides an inadequate oxygen supply. 

Acute or chronic regions of hypoxia or anoxia are often observed in solid tumors, i.e. large 

fraction of cervical, breast, head and neck carcinomas contain tissue fractions of pO2 less than 10 

mmHg (considered hypoxic). Acute (perfusion-limited) hypoxic regions are formed in response to 

increasing tumor mass without proper vascularization. Acutely hypoxic cells are believed to 

experience several short-term periods of hypoxia during their lifetime. The duration of these periods 

has been shown to range from less than a minute to several hours in experimental tumors (Dewhirst 

et al. 1998). Intermittent hypoxia gradually develops into chronic (diffusion-limited) hypoxia caused 

by increased oxygen diffusion distance due to the tumor expansion, which affect cells distant more 

than 100 µm (FIG 2-9) from the nearest capillary (Rijken et al. 2000). Areas of severe hypoxia are 

often necrotic, containing cells which have lost their vital function.  

Detection of hypoxia is of great clinical interest, since tumor hypoxia decreases treatment 

effectiveness; correlation was found between tumor hypoxia and survival after radiotherapy (Brizel 

et al. 1997). In addition to treatment resistance, hypoxia is considered to induce genomic instability 

(Rofstad et al. 2000) to promote metastatic dissemination (Rofstad et al. 2005) and being a selective 

pressure for metastatic phenotype within individual cells (Subarsky and Hill 2003). Hypoxic tumors 

have been observed to have elevated metastasis propensity and higher malignant potential (Cairns 

et al. 2001), resulting in poor overall prognosis (Brizel et al. 1996; Johan et al. 2003). There is to be 

considered, whether hypoxia is a cause or consequence of enormous vitality of cancer cells. 

Presumably, a combination of both scenarios would mean that hypoxia is the cause of increased 

aggressiveness since it promotes tumor progression, while at the same time being a consequence of 

aggressive malignant growth that leads to defective (“chaotic”) vascular morphology and function 

together with other alterations in the nonmalignant part of the tumor, thereby creating an 

environment which is adjusted to the pathophysiological demands of the tumor (Subarsky and Hill 

2003). Routine detection of tumor oxygenation status and various hypoxic markers is therefore 

useful information about clinical stage of disease and prognostic information for optimization of 

treatment strategy. Methods for improvement of tumor oxygenation in order to obtain a better 

treatment outcome have been described, i.e. oxygen breathing or glucose administration to inhibit 

oxygen consumption (Erickson et al. 2003), because the respiratory activity of tumor can 

significantly influence tumor oxygenation. 
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A direct correlation between tumor size and oxygenation status is not usually observed, even 

small tumors contain hypoxic or anoxic fractions, and large tumors might contain numerous hypoxic 

fractions or none. In contrast to tissue of origin, in which oxygenation is regulated by variations of 

blood flow and therefore homogenous, spatial distribution of hypoxic regions within tumor is 

heterogeneous (there may be several hypoxic areas, even adjacent to tissue with normal oxygen 

tension) and reflects the variations in blood supply and vascular organization. Hypoxic tumor may 

contain different subpopulations of hypoxic cells (FIG 2-9), according to duration, severity of hypoxia 

and morphology of vascular network. The role of O2 transport capacity of blood (hemoglobin 

content) has been also reported to impact tumor oxygenation (Snyder et al. 2001; Baudelet and 

Gallez 2002). Tumor oxygenation is also dependent on metabolic and respiratory activity of cellular 

subset, for instance when glycolysis impaired tumors (dependent on respiration) they still consume 

less oxygen and have a higher average pO2 because their individual cell growth rate is slower 

(Helmlinger et al. 2002). Oxygenation status of selected cancers is summarized in TAB 2-1, 2-2. For 

further overview of human tumor oxygenation, see reviews of Vaupel et al., e.g. (Vaupel et al. 2007). 

2.3.2.1.2. Respiration at low oxygen 

In general, mitochondrial respiration rate is independent of oxygen when oxygen is abundant, 

but declines with declining oxygen pressure in low oxygen range (Gnaiger et al. 1995). Respiration in 

low oxygen pressure, as described by Chance (Chance 1965), is a hyperbolic function, with P50 

ranging from isolated mitochondria to intact cells. With development of steady-state oxygraphy 

applications it has become clear, that each point of aerobic-anoxic transition represents the steady-

state respiration corresponding to the oxygen level. So, as a primary regulatory kinetic mechanism, 

oxygen flux through mitochondrial respiratory system is imposed by oxygen itself. Secondary 

adaptive changes to low oxygen pressure include complex redox-, cellular signalization and protein 

expression changes. It has been reported that cells grown under hypoxic conditions decrease their 

mitochondrial oxygen consumption;  24 hours hypoxia exposure resulted in 50% reduction of total 

cellular oxygen consumption either in primary human or immortalized mouse fibroblasts 

(Papandreou et al. 2006). Subarsky reported (Subarsky and Hill 2008) a reversal to normal oxygen 

consumption after 6 hours of growth in normoxia, so that expression pattern leading to suppression 

of respiration has been altered during this time. These experiments were performed under standard 

atmospheric conditions and describe alterations of OXPHOS system arising as an adaptation to 

hypoxia, similarly to results presented in this thesis. Further evaluation of cellular respiration of 

adapted cells under the hypoxic oxygen tension is required.   
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2.3.2.1.3. HIF pathway 

The hypoxia-inducible factor is a transcriptional regulator essential for normal response to hypoxia. 

HIF is a heterodimeric transcription factor, consisting of HIF-α and HIF-β subunit (aryl hydrocarbon 

nuclear receptor, ARNT) (Semenza 2002). Both subunits are constitutively expressed, although half-

life of HIF-α subunit is dependent on oxygen level. Degradation of HIF-α occurs at normal oxygen 

conditions and it is mediated by action of cytosolic enzymes prolyl-hydroxylases (PHD), catalyzing 

O2-dependent hydroxylation of two proline residues located in oxygen-dependent degradation 

(ODD) domain of HIF-α. Besides oxygen, PHD requires Fe2+ and α-ketoglutarate (α-KG) as cofactors. 

Hydroxylated prolines are in turn recognized by the von Hippel-Lindau protein (pVHL), which is a 

component of multi-protein E3 ubiquitin ligase, and targeted for proteosomal degradation. 

Stabilization of HIF-α occurs when oxygen level declines, because PHD mediated hydroxylation of 

HIF-α is inhibited by lack of oxygen, so that HIF-1α is no longer degraded. Stabilized subunit 

dimerizes with β-subunit to form functional transcriptional factor, and along with p300/CBP 

transcription coactivator induces transcription of target genes by specific interaction with hypoxia-

responsive element (HRE, 5´-RCGTG-3´), (Semenza 2007). Genetic knockout of either HIF-1α or ARNT 

is lethal (Iyer et al. 1998; Maltepe et al. 1997) and impairs survival of derived cell strains under the 

hypoxia (Hänze et al. 2003; Welford et al. 2006), which is a demonstration of importance of HIF 

function in normal development.  

 

• Regulation of HIF activity by FIH 

Transactivation function of HIF-α is regulated by factor inhibiting HIF (FIH), asparaginyl-

hydroxylase which hydroxylate asparagine residue of HIF. Similarly to prolyl-hydroxylases, FIH 

utilizes 2-oxoglutarate as cofactors and depends on oxygen availability. Modification of HIF-α by 

hydroxylation of Asn803 blocks the interaction of HIF-α C-terminal transactivation domain with 

coactivator p300/CBP, thus inhibiting assembly of functional transcriptional complex (Lando et al. 

2002). In addition to controlling of stability of HIF, oxygen level regulates directly the ability of HIF to 

initiate transcription of the target genes.  

 

• Regulation of HIF-α stabilization by ROS 

Several lines of evidence depicted relationship between redox signaling originating at the 

complex III of the respiratory chain and HIF-α activation during hypoxia. Using mitochondria devoid 

ρ0 cells (Mansfield et al. 2005; Bell et al. 2007; Schroedl et al. 2002), cells lacking cyt c (Mansfield et 

al. 2005) or knock-down of Rieske Fe-S protein (Bell et al. 2007) it has been shown, that hypoxic HIF-

1α and HIF-2α protein stabilization was prevented. Similarly, knock-down of TFAM, resulting in 
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depletion of mtDNA and impairment of ETC subunits, impairs stabilization of HIF-α (Bell et al. 2007). 

All these studies suggested a direct relationship between mitochondrialy generated ROS and HIF-α 

stabilization. Moreover, cells lacking cyt b (Bell et al. 2007) and complex I activity (Schroedl et al. 

2002) both stabilize HIF-α in response to hypoxia, despite electron transport and respiration being 

incompetent, the ability of ROS production at complex III QO site is retained. QO site of complex III, 

has been proposed to be  responsible for the increased hypoxic ROS production and consecutive 

HIF-α stabilization by inhibiting hydroxylation of HIF-α (Bell et al. 2007; Klimova and Chandel 2008). 

Indeed, ROS produced by complex III released into intermembrane space of mitochondria (Muller et 

al. 2004) may enter cytosol (Ježek and Hlavatá 2005) and affect cellular processes, e.g. by changing 

cytosolic redox-state. 

Mechanism of how mitochondrial ROS influence PHD activity is mostly unresolved, possibly by 

combination of a posttranslational modification of the PHDs, such as phosphorylation and 

decreasing the availability of crucial cofactor Fe2+ (oxidizing it to Fe3+) which is required for 

hydroxylation to occur (Bell et al. 2007; Klimova and Chandel 2008). Contrary to hypoxia, ρ0 cells are 

able to stabilize HIF-α in anoxia. Inhibition of ROS acts on the PHD activity and HIF-α stabilization. 

HIF-α stabilization is prevented by mitochondrialy-targeted antioxidant MitoQ (Bell et al. 2007), 

Glutathione S transferase addition decreased ROS and HIF in JunD-/- cells (Gerald et al. 2004).  

Antioxidant treatment was observed to diminish HIF-1α expression and Myc-mediated 

tumorigenesis in mouse xenograft models (Gao et al. 2007). Herein, suppression of tumor growth by 

antioxidants was dependent on ability to promote HIF-1α degradation, since tumors expressing 

stabilized form of HIF were not affected by antioxidants.  Nevertheless, the role of mitochondria in 

these processes is yet to be investigated in details, since the sole dependence of ROS production on 

oxygen concentration for isolated mitochondria does not include any ROS burst region and it is 

simply hyperbolically declining (Hoffman and Brookes 2009). 

 

• Regulation of HIF by metabolites: presudohypoxia 

The physiological function of HIF is to promote adaptation of cells to low oxygen by inducing 

glycolysis and promoting changes that lead to neovascularization. Stabilization of HIF-α occurs not 

only in response to low oxygen tension; a phenomenon termed “pseudohypoxia”, describes a high 

activity of HIF under normoxic conditions (Selak et al. 2005). Pseudohypoxia is a result of impaired 

HIF-α degradation, which can arise in response to various genetic alterations, such as VHL-tumor 

suppressor loss in renal carcinoma (Staller et al. 2003) and loss of mitochondrial tumor suppressors 

succinate dehydrogenase SDH)  and fumarate hydratese (FH); see (King et al. 2006), that lead to 

formation of pheochromocytoma, paraganglioma and leiomyoma, respectively. Since VHL loss 



 
27 

influences directly HIF-α degradation process, the defects caused by SDH and FH loss are more 

complex (metabolic signaling). Mutations in subunits B and D of SDH cause disintegration of SDH 

complex and loss of SDH enzymatic activity, which results in accumulation of succinate in 

mitochondrial matrix. Succinate which leaks out into cytosol then inhibits prolyl hydroxylation of 

HIF-α by product inhibition of cytosolic PHDs. SDH and FH deficient tumors were reported to have 

elevated levels of fumarate and succinate, HIF expression and high vascularity (Pollard et al. 2005). 

Inhibition of PHD by its product succinate leads to HIF-α stabilization and activation of HIF-pathway. 

Similarly, FH-defficiency results in accumulation of fumarate, which inhibits PDH owing to chemical 

similarity to succinate. This is a novel mechanism of cellular signalization, where certain metabolic 

intermediates act as “signal” transductors to influence distant cellular targets. Metabolic signaling 

includes other metabolites, such as pyruvate (Lu et al. 2002), which was reported to promote HIF-α 

stabilization independently of oxygen presence. Among other metabolites, lactate, fumarate, 

succinate and oxoglutarate are involved in metabolic signaling (Bellance et al. 2009b; Koivunen et al. 

2007). HIF stabilization by metabolites can strengthen the HIF effect in hypoxia or maintain HIF 

expression level after hypoxic period in the tissue.  

 

� HIF-1 mediated changes 

HIF-1 transcription factor regulates expression of multiple genes (Semenza 2007; Papandreou et 

al. 2006; Hu et al. 2003; Wigfield et al. 2008) involved in energetic metabolism in response to HIF-α 

stabilization event. HIF-1α and HIF-2α regulate overlapping subset of genes; alternatively, genes that 

possess both HRE1 and HRE2 are differently regulated by HIF-1 and HIF-2. Generally, regulation is 

cell-type specific and depends upon extent of expression of particular HIF-α isoform (Fukuda et al. 

2007). Expression of HIF in hypoxia mediates changes leading to angiogenesis in order to 

reoxygenate hypoxic tissue, which is a primary function of HIF. For instance, expression of VEGF and 

EPO governed by HIF expression has been shown to promote angiogenesis (Rankin et al. 2008). 

Suppression of HIF-α impairs cell survival under the hypoxia (Welford et al. 2006). HIF is considered 

to regulate overall fate of intracellular glucose, mainly connection to anabolic processes and switch 

between them. In following section, basic responses mediated by HIF in response to hypoxia 

contributing to phenotypic switch, namely glycolytic phenotype, will be summarized. Among other 

targets, anti-apoptotic protein BCL-xL has been described to be regulated in HIF-dependent manner 

(Chen et al. 2009). More targets of HIF are being reported continually. 
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� Upregulation of glucose uptake and glycolytic pathway 

HIF stimulates in parallel the enzymes responsible for the glycolytic breakdown of intracellular 

glucose, such as hexokinase1 (HK1) and 2 (HK2), more important in hypoxia, (Mathupala et al. 

2001), PFK-1 (or C and L , PFK-C, PFK-L), aldolase, enolase1 and glyceraldehyde-3-phosphate 

dehydrogenase (GAPDH). It has been reported that all 12 enzymes required for glycolysis are 

directly regulated by HIF so that the entire process is coordinately stimulated (Iyer et al. 1998; 

Seagroves et al. 2001). 

 

� Regulation of lactate dehydrogenase 

Typical feature of certain cancer cells is high lactate production, resulting in cytosolic and 

extracellular acidification. Such an adaptation is required in order to maintain sufficient NAD levels 

even if oxidative phosphorylation is attenuated. Activation of glycolysis provides sufficient ATP levels 

under the conditions of increased energetic demand in hypoxia or in highly proliferative tissues. 

Expression of LDH is controlled either by c-Myc (Shim et al. 1997) and HIF pathway (Ebert and Bunn 

1998) and cAMP-related pathway (Li et al. 2004). Primarily, increase of LDH expression is an 

adaptation to low oxygen, but lactate formation is also a principal hallmark of Warburg effect. 

Overexpression of LDH has been reported in various tumors (Forti et al. 2002). It is not clear, 

whether the overexpression of LDH is a cause or consequence of downregulated respiration. 

Obviously, there is tight interconnection between glycolysis and oxidative phosphorylation, since 

LDH inhibition results in increased respiration (Fantin et al. 2006) and vice versa. Similarly, 

attenuation of mitochondrial respiration in the presence of LDH has an impact on mitochondrial 

membrane potential. Inactivation of respiratory chain causes, that mitochondrial membrane 

potential is concomitantly increased, as mitochondria of cells that rely solely on glycolytic ATP 

remain in state 4 (Rossignol et al. 2004). Elevated mitochondrial membrane potential is a common 

feature of various tumor cells (Lum et al. 2007). In contrast to normal cells, absence of LDH slows 

down a growth rate of tumor cells even under the normoxic conditions and impairs growth under 

hypoxia (Fantin et al. 2006). Block of proliferation is attributed to the inability of cancer cells to 

maintain ATP levels in the absence of LDH. Interestingly, oxidative metabolism is possible only in 

subset of tumors; some of cancer cells strictly require LDH presence (Xie et al. 2009). Tumor cells 

have elevated pyruvate-to-lactate conversion catalyzed by LDH and genetic alteration including PDH 

attenuation promotes shift in metabolic strategy towards anaerobic metabolism and supports 

aggressive phenotype of tumor in vivo. LDH-A form increases during mammary gland tumorigenesis 

(Li et al. 2004) and LDH activity is also elevated in breast tumors compared to normal mammary 

tissues (Hilf et al. 1976). 
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� Regulation of pyruvate dehydrogenase 

Pyruvate is converted to acetyl-coenzyme A (Ac-CoA) by mitochondrial pyruvate dehydrogenase 

complex (PDH) and subsequently enters the TCA cycle. Reaction is irreversible and unique within the 

cell, therefore carefully controlled to maintain glucose and lipid homeostasis. PDH activity is 

regulated by products NADH and acetyl-CoA, which inhibit pyruvate decarboxylation and further 

reactions of PDH by acetylating of E2 subunit. 

 Additional regulatory mechanisms of PDH activity include phosphorylation/dephosphorylation of 

E1 subunit. Pyruvate dehydrogenase kinase (PDK), which is allostericaly activated by acetylated 

(inactivated by product inhibition) E2 subunit in turn phophorylates E1 subunit of PDH (Patel and 

Korotchkina 2003). Reactivation is accomplished by pyruvate dehydrogenase phosphatase (PDP). 

There are four isoenzymes of PDK and two isoenzymes of PDP present in mammalian tissues, with 

different tissue distribution, specific activity and sensitivity (Patel and Korotchkina 2006).  

Active inhibition of oxidative metabolism seems to be a part of adaptation to hypoxia. PDK-1 

expression level has been shown to be increased in response to HIF-α stabilization (Kim et al. 2006a) 

after hypoxia exposure and in VHL-deficient cells (Papandreou et al. 2006b). PDK-1 induced 

inactivation of PDH in hypoxia effectively decreases mitochondrial oxygen consumption 

(Papandreou et al. 2006). Inhibition of oxidation of pyruvate in hypoxia provides growth advantage, 

since it makes pyruvate available for LDH. Pyruvate to lactate conversion and glycolytic ATP 

production is therefore accelerated. PDK-1 inhibition results in increased cell-death in hypoxia in 

head and neck carcinoma (McFate et al. 2008) so that downregulation of respiration is a 

requirement for cell survival in hypoxia. It was also proposed that PDK-1 mediated attenuation of 

TCA cycle reduces ROS production in conditions when electron transport is ineffective due to the 

limited oxygen (Kim et al. 2006a) or to protect tumoral cells which are suddenly oxygenated by new 

blood vessel, from oxidative stress caused by oxidative burst after reoxygenation (Wigfield et al. 

2008). To support this view, HIF activation in PHD-/- mouse (Aragones et al. 2008) causes reduction 

of mitochondrial respiration along with oxidative stress (PDK everexpressed, glycolysis increased). 

On the contrary, wild-type animals, unable to switch to anaerobic metabolism so fast, displayed 

increased oxidative damage of mitochondria. Further utilization of oxidative metabolism was not 

possible in cells derived of wt animals. Inhibition of respiration is considered to be necessary in 

hypoxic conditions, because when hypoxia is severe and sustained, mitochondria may be impaired 

by oxidative damage if HIF is not activated. 

PDK-1 expression and PDH inhibition can significantly influence the level of metabolites in cells. 

Accordingly, it has to been reported that by inhibition of PDH, the ability of cells to generate 

sufficient cytosolic Ac-CoA is compromised. Reduction of TCA activity and rate of conversion of 
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pyruvate into Ac-CoA and further citrate generation suppress cells growth and proliferation. Indeed, 

inhibition of cell growth and proliferation has been observed upon HIF activation in normoxia in 

hematopoietic cells (Lum et al. 2007). This is the apparent contradiction in term of advantage of 

PDK-1 expression, considering negative effect on proliferation of cancer cells, even if PDK-1 

expression was reported to support cell growth. The extent of PDH inhibition by HIF should be 

considered to evaluate consequences of PDH attenuation in respect to cell type and oxygen tension.  

 

� Interference with Myc pathway - regulation of mitochondrial biogenesis 

Myc protein is an essential transcription factor that regulates various cellular processes. Myc 

dimerizes with Max to form a functional transcription factor (Cowling and Cole 2006), and binds E-

box element to direct genes involved in regulation of proliferation, glucose and energy metabolism, 

apoptosis and differentiation. Myc competes with Mad family members (e.g. Mxi1 protein) to form 

a dimer with Max and repress Myc-inducible genes (Nilsson and Cleveland 2003). Myc pathway 

promotes apoptosis induced by hypoxia or serum deprivation (Brunelle et al. 2004).  Myc antagonist 

Mxi1 protein was shown to be highly increased in hypoxic cells (Corn et al. 2005) in HIF-1α-

dependent manner. On the contrary, c-Myc expression in hypoxia was downregulated completely. 

Downregulation of Myc expression during hypoxia gives Mxi better opportunity for interaction with 

Max and repression of Myc-regulated genes (Corn et al. 2005; Zhang et al. 2007), so in fact HIF 

regulates Myc function.  

Interestingly, there are genes involved in glucose metabolism, which are regulated by both c-Myc 

pathway and HIF pathway, for example LDH-A, GLUT1 and (Osthus et al. 2000), which possess both 

Myc and HIF-responsive elements. The implication for coordinate regulation of glycolysis by these 

two transcription factors depends on whether we consider the metabolism of a normal cell versus a 

cancer cell. Normal cells are governed by mitogenic stimuli to switch to anaerobic metabolism. In 

normoxia, mitogenic stimuli induce transition to fast-proliferation state, where high glycolysis is 

required and glycolytic genes are upregulated in Myc-directed manner (Corn et al. 2005). Similarly, 

in normal cells exposed to hypoxia, HIF-1 dependent upregulation of glycolytic genes mediates an 

appropriate physiologic transition to glycolysis for ATP production. In hypoxia, even when Myc is 

downregulated, upregulation of glycolytic enzymes can still occur due to upregulation of HIF 

pathway. Hypoxia results in repression of c-Myc target genes except when they are also regulated 

by HIF pathway. Genes regulated solely by c-Myc pathway, are generally repressed under hypoxia 

unless there is also a regulation by HIF pathway. Coordination of regulation of glycolytic genes by c-

Myc an HIF has been proposed to explain the observation that cancer cells preferentially utilize 

glycolysis versus oxidative phosphorylation to harness energy when oxygen is limited. Deregulation 



 
31 

of c-Myc and HIF in cancer cells results in activation of glucose transporters and glycolytic enzymes.  

Myc activity however is elevated in HIF-2 expressing tumors. Opposite effect of HIF-1 and HIF-2 on c-

Myc activity and differential response to cell cycle regulation (Gordan et al. 2008) has been 

reported.  

Importantly, since both HIF and Myc upregulate glucose transport and glycolysis, they have 

different functions in regulating mitochondrial metabolism. Mechanism of Myc downregulation of 

mitochondrial respiration and mitochondrial mass in HIF-dependent manner during hypoxia are 

reported (Zhang et al. 2007). Hypoxia-dependent Myc downregulation and Mxi-1 upregulation 

results in inhibition of PGC-1β. This consequently inhibits mitochondrial biogenesis when HIF 

expressed.  

 

� Regulation of OXPHOS proteins expression 

As mentioned previously, HIF regulates energy metabolism by enhancing glycolysis and inhibits 

pyruvate entering into the mitochondria. HIF also regulates oxidative metabolism at the level of 

OXPHOS enzyme, namely cytochrome-c oxidase (COX) synthesis. COX subunit 4 (COX4), is a 

regulatory subunit which binds ATP and causes allosteric inhibition of COX activity at high ATP/ADP 

ratios. In yeast cells, hypoxia activates expression of COX5a (yeast homologue of COX4). COX5b 

expression is repressed and COX5a transcription is activated at high O2 concentrations, whereas at 

low O2 concentrations, COX5a transcription is inactivated and COX5b transcription is de-repressed 

(Semenza 2007). Replacement of COX5a by COX5b results in increase of enzyme turnover rate and 

rate of intramolecular electron transfer of comparing to normoxic complex. First, the turnover rate 

of cytochrome c oxidase in cells that express Vb is higher than in cells that express Va. Second, the 

rates of intramolecular electron transfer are also higher in cells that express Vb (Waterland et al. 

1991) (alterations of kinetic properties of COX and optimization of respiration according to oxygen 

availability). 

COX4-2, but not COX4-1 isoform, is induced under hypoxia in HIF-dependent manner, since gene 

encoding COX4-2 contains HRE (Fukuda et al. 2007). COX4-1 is rapidly degraded in hypoxic 

conditions. Degradation of COX4-1 is probably promoted by mitochondrial protease LON, which is 

also induced by HIF. COX4-2 maintains respiratory rate in hypoxic condition in contrast to COX4-1. 

Expression of COX4-1 in hypoxic cells causes elevation of ROS production by respiratory chain. 

Therefore, a switch of the isoforms should optimize electron transport, ATP production, and ROS 

production according to oxygen availability (Fukuda et al. 2007), in concert with other hypoxic 

adaptations, such as PDK and LDH expression. Increased production of ROS in cells expressing COX4-

1 may be relevant for in vivo situations, when blood flow into tumor is interrupted and oxygen 
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tension declines rapidly. In such cases, cells which are not yet adapted to hypoxia, thus expressing 

normoxic COX4 isoform, could be hypothetically responsible for ROS burst during primary hypoxic 

exposure, which may in turn improve HIF stabilization (Klimova and Chandel 2008).  

Alterations of OXPHOS complexes biogenesis has been observed in renal carcinoma cells, which 

are VHL-deficient. VHL-deficiency results in constitutive HIF expression, which in turn causes 

processing of OXPHOS proteins (namely COX precursors), mtDNA (Hervouet et al. 2005) and 

stimulation of Mn-SOD expression (Hervouet et al. 2008). We can assume, that VHL-deficient cells 

undergo complex alteration in mitochondrial OXPHOS system and antitoxidant defense to deal with 

potentially harmful effect of increased ROS production in hypoxia. Autoregulation between levels of 

HIF, ROS and OXPHOS subunit content may exist: ROS produced stabilize HIF, HIF downregulates 

OXPHOS and ROS, production decreases (Hervouet et al. 2008).  

2.3.2.1.4. AMPK pathway NFκB, mTOR participation in hypoxia 

AMP-activated protein kinase (AMPK) is a cellular energy sensor since its activity is sensitive to 

AMP: ATP ratio and promotes catabolic processes while inhibiting anabolic metabolism (Towler and 

Hardie 2007). The O2 limitation usually brings about an immediate ATP shortage, as the supply of O2 

to mitochondria drops. Recently it has been suggested that oxidative stress and not an increase in 

the AMP/ATP ratio is required for hypoxic activation of AMPK (Emerling et al. 2009). Full activation 

of AMPK requires specific phosphorylation within the activation loop of the catalytic domain of the 

α-subunit by upstream kinases such as the serine/threonine protein kinase LKB1. Hypoxia via a ROS-

burst reportedly activated AMPK through LKB1 without an increase in the AMP/ATP ratio (Emerling 

et al. 2009). Likewise for HIF, mitochondrial origin of these ROS has been demonstrated by 

experiments, in which ρ0 cells failed to activate AMPK during hypoxia but were able to upon addition 

of external H2O2. When activated, AMPK phosphorylates and inhibits acetyl-CoA carboxylase (ACC), 

the rate-limiting enzyme in fatty acid synthesis, catalyzing malonyl-CoA formation. The latter is a 

potent inhibitor of fatty acid oxidation, therefore, this is promoted, whereas lipogenesis is reduced. 

Likewise the 3-hydroxy-3-methylglutaryl CoA reductase is inhibited by AMPK, reducing cholesterol 

formation. Upon excercise AMPK elevates GLUT4 and consequently glucose uptake. AMPK 

upregulates glucose energy metabolism and transcriptional activity of HIF. Hypoxia-induced 

mitochondrial ROS have been also shown to enhance the DNA-binding of nuclear factor κB (NFκB, 

(Chandel et al. 2000)). This provides an alternative redox-dependent regulation of gene expression. 

Typically, activation of the NFκB pathway starts with phosphorylation of IκB at specific serine 

residues that targets its proteasome degradation. The consequent release of NFκB subunits allows 

their migration to the nucleus and binding to promoter/enhancer regions of target genes. An 
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alternative without IκB degradation upon its phosphorylation at tyrosine residues also plays a role. 

High hypoxia has been found to activate NFκB via phosphorylation at tyrosine residues but with IκB 

degradation (Koong et al. 1994). In HeLa cells it may proceed via activation of redox-regulated 

tyrosine kinase c-Src (Fan et al. 2002). A dual role of mitochondrial ROS than exists, at moderately 

elevated levels during hypoxia NFκB activation via c-Src promotes cell survival, whereas at high burst 

it led to cell death (Lluis et al. 2007).  

2.3.2.2. Oncogenes in metabolic reprogramming 

Ongoing genetic characterization of human cancers reveals very complicated architecture of 

potential cancer promoters and tumor-suppressor genes which implies also a great variability of 

metabolic phenotypes. The diverse mechanisms of tumor induction have in common their influence 

on differentiation, cell cycle arrest, and apoptosis.  Genomic instability as a force for new mutations 

causes checkpoint loss and disruption of cell-cycle controls and cellular metabolism (Halazonetis et 

al. 2008). Many molecular features of cancer cells including DNA mutations in oncogenes can 

increase the ratio of glycolysis to oxidative glucose metabolism as a secondary effect of oncogene 

activation. Combination of different transforming proteins showed a correlation between tumor 

aggressiveness, dependence on glycolytic energy production and decreased dependence on 

mitochondrial energy production (Ramanathan et al. 2005). Several general oncoproteins can 

influence energy substrate utilization by affecting cellular targets leading to metabolic changes that 

favor cancer cells to survival, apart of cellular proliferation control. In this chapter, I will summarize 

some of the main oncogenic pathways reported to contribute to metabolic remodeling. 

 

• PI3K/Akt pathway 

Alterations of Akt pathway have been reported in various malignancies (DeBerardinis et al. 2008), 

generally Akt pathway being augmented by various mechanism thus promoting cell survival of 

cancer cells.  Akt expression has been reported to directly stimulate glucose uptake and induce 

aerobic glycolysis; moreover, maintenance of Akt activity was required for the rapid dissemination 

of malignancy of leukemic cell in vivo (Elstrom et al. 2004) thus promoting cancer progression apart 

of apoptosis resistance. With increased glycolysis, no increase of respiration was observed; 

however, accumulation of NADH was additional effect of limited ability of glycolytic pathway to 

reoxidize NADH. Although increased LDH expression is observed in highly glycolytic cells, NADH can 

accumulate, since glucose uptake is maintained in high excess of cellular demand. Besides, Akt 

stimulated metabolic changes make cells unable to survive in glucose-limiting conditions (Elstrom et 

al. 2004). Changes in NADH levels have beed observed also in respiratory-deficient model (Pelicano 
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et al. 2006). Here, mitochondria dysfunction leads to the complex cellular redox changes that 

mediate inactivation of PTEN lipid phosphatase (a negative regulator of Akt), thus activate Akt.  Akt 

activation and elevated glycolysis gives a growth advantage in normoxic as well as in hypoxic 

conditions. Inhibition of Akt pathway was reported to reduce glucose uptake, but does not influence 

glutamine metabolism (Wise et al. 2008). Among other targets of Akt, Akt/PI3K pathway has been 

reported as a regulator of HIF-α stabilization and function (Zundel et al. 2000), although HIF-α is not 

a direct target of Akt phosphorylation.  AKT also stimulates fatty acid synthesis by increasing the 

activity of ATP citrate lyase (ACL), (Hammerman et al. 2004). In this way mitochondrial fatty acid 

oxidation is suppressed either by increased production of acetyl-CoA, the product of the ACL 

reaction; or by downregulating carnitine palmitoyl transferase 1A (Buzzai et al. 2005). As a result, 

parental cells can maintain their viability in the absence of glucose by oxidizing the fatty acids, while 

AKT-transformed cells lack this ability and undergo apoptosis. 

 

• p53 pathway 

p53 tumor suppressor protein is a common transcription factor of multicellular organisms known 

for its role to retain a stability of genome by preventing genome mutation. Additional cellular 

functions of p53 has been reported, e.g. cell cycle regulation, apoptosis regulation and, also, aerobic 

metabolism regulation. It has been shown, that oxygen consumption was affected in p53-defficient 

mice and subsequently in human cancer cells with p53 deficiency, as compared to non-deficient 

model (Matoba et al. 2006). Respiration deficiency underlies to SCO2 protein deregulation by p53 

deficiency. p53 regulates level of SCO2, a protein required for proper assembly of cytochrome c 

oxidase, resulting in impaired COX-2 biogenesis, which is mitochondrial-encoded subunit. This 

alteration causes impairment of COX assembly and a shift towards anaerobic metabolism. Lactate 

synthesis was concomitantly increased, but ATP levels remained stable. Decreased COX activity and 

COX-2 synthesis has been confirmed by other study (Zhou et al. 2003a).  

 

• Myc pathway 

 Myc deregulation has been described in multiple human cancers (Nilsson and Cleveland 2003). 

High levels of c-Myc overexpression can result in accumulation of significant DNA damage (Ray et al. 

2006) interfering with p53 function (Vafa et al. 2002). Myc regulates broad spectrum of genes 

involved in cell cycle regulation, metabolism, mitochondrial function and regulation of apoptosis by 

transcription and posttranscriptional manner (Cole and Cowling 2008). Myc heterodimerizes with 

Max to form a functional transcription factor and MYC/Max dimers bind to E-box of specific target 

genes and stimulate transcription (Cowling and Cole 2006). Conversely, Myc-regulated genes are 
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repressed by Mxi/Max transcription complex. Deregulation of Myc expression is sufficient to 

promote cellular transformation and tumorigenesis, induced by genomic instability. Myc 

deregulation occurs as a result of point mutations, gene amplification, chromosomal translocations 

and other oncogenic events in gastric carcinoma (Calcagno et al. 2008). 

Myc has been shown to influence genes involved in glucose metabolism by inducing expression 

of glycolytic enzymes (Valera et al. 1995) as a response to mitogenic or growth factor stimuli, which 

requires transition to glycolysis for rapid ATP production. Myc has been shown to be involved also in 

the glutamine dependence feature of certain tumours, leading to commit Myc-dependent apoptosis 

in a glutamine deficient ambient (Yuneva et al. 2007). Myc with deregulated expression has 

increases glutamine metabolism, and upregulated glutamine importers controlled by Myc (Wise et 

al. 2008). Herein, glutamine was necessary to maintain a viability and survival despite the 

abundance of glucose.  

 

• Ras 

Ras transformation has been reported to influence cellular targets linked to energy-production 

pathways, indicating that oncogenic K-ras induces a strong remodeling of metabolism during the 

transformation process. Correlations between oncogenic Ras and energy metabolism have been 

reported (Vizan et al. 2005). Depending of type of mutation, cells exhibited either increased 

glycolysis and lactate production, or high PPP flux with increased nucleic-acid synthesis and high TCA 

flux. Former phenotype enhanced resistance to apoptosis. In other study, K-ras transformation 

resulted in a stronger dependence from glycolysis for cell survival, reduced oxidative 

phosphorylation ability and a fragility towards glucose depletion compared to their immortalized, 

normal counterparts (Chiaradonna et al. 2006). Expression profiling revealed alteration of several 

genes encoding subunits of cytochrome-c oxidase. An increased glycolytic flux, down-regulated 

expression of several genes involved in fatty acid biosynthesis, unbalanced transcription of genes 

encoding subunits of the pyruvate dehydrogenase complex, subunits of respiratory complex II and 

IV as well as of ATP synthase was observed in Ras-transformed fibroblasts compared to their control 

cell line. 

 

• HER  and  regulation of fatty acids metabolism 

Metabolism of fatty acids seems to be a rather underestimated issue as compared to glucose 

metabolism in cancer cells. Tumor behaviour has been shown to be influenced by expression of fatty 

acid synthase (FASN) towards enhanced invasiveness and proliferation. Indeed, expression of FASN 

and de-novo lipogenesis has long been attributed to several cancer types (Kuhajda et al. 1994; 
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Kuhajda 2000). Interestingly, FASN overexpression causes transformation itself (Vazquez-Martin et 

al. 2008). Cellular inducers of FASN hyperactivity remain elusive, but it is established that FASN 

expression correlates with hypoxia, ROS production, and with HIF and PIP3/AKT pathways due to the 

PTEN inactivation, with increasing resistance to apoptosis in hypoxia (Furuta et al. 2008; Menendez 

et al. 2004). Consequently, de-novo lipogenesis is not only supporting cell growth but belongs to 

important signaling events. Moreover, tumor-associated FASN activity regulates intracellular 

signaling pathway associated with human endothelial receptor (HER) (Menendez et al. 2004). 

Importantly, FASN overexpression causes an immediate susceptibility of transformed cells to the 

FASN inhibitor, an inhibitor C75 (Vazquez-Martin et al. 2008). Thus cell die upon inhibitor addition. 

This is clearly explained by the ability of FASN to trigger expression and activity of tyrosine kinase 

receptor HER/neu receptor. In turn, HER activation further affects cell survival and provides a 

feedback regulation on expression of FASN (by SREBS activation) to support cell growth and control 

of proliferation by tyrosine kinases, etc.  Tyrosine kinase receptor HER2/3 (also termed erbB-2) also 

initiates PIP3/AKT signaling. In conclusion, fatty acid synthesis is integrated with prosurvival 

signaling pathways in tumor cells. Note also, that NADPH synthesis by pentose phosphate shuttle 

and by cytoplasmic malic enzyme is required for fatty acid synthesis. 

2.3.2.3. Proliferation rate 

To maintain tumorigenic potential, sustained high proliferation rate of cancer cells during 

invasive growth is necessary. Proliferation rate is, however, very demanding on biomass formation 

and requires appropriate metabolic adaptations to provide constant supply of proteins, lipids and de 

novo synthesis of purines and pyrimidines as well as ribose for nucleic acid synthesis to form new 

cells. In normal proliferating cells (embryogenesis, growth) signals that stimulate cell proliferation 

also participate in the reorganization of metabolic activity that enables proliferation. High rate of 

glucose uptake is often disproportional to low oxygen consumption rate in tumor cells. Glucose has 

at least two possible fates within the cell: it may be oxidized to produce cellular bioenergy  or it may 

be converted into other macromolecules to support cellular biosynthesis. Extracellular signals may 

directly upregulate glucose utilization in order to meet energy demand and stimulate glucose-

dependent macromolecular synthesis. Reports of metabolic studies of human glioblastoma cells 

indicate, that despite low respiration, constant pyruvate flux through PDH is maintained 

(DeBerardinis et al. 2007). Pyruvate, product of glucose metabolism, imported into mitochondria, is 

major precursor of Ac-CoA but also the citrate for FA synthesis, particularly phospholipids, essential 

for cell growth. In the same study, the role of glutamine metabolism was highlighted. By glutamine 

metabolism, NADPH pool is maintained for cellular biosynthetic pathways, and recovers low NADPH 
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production by PPP. Major contribution of glutaminolysis to lipid synthesis is production of 

oxaloacetate or malate (FIG 2-10), which replenish TCA cycle by cataplerotic reactions and along 

with glucose-derived Ac-CoA participate in citrate synthesis. Utilization of two distict pathways, 

glycolysis and glutaminolysis, provides glioblastoma cells ability to generate biosynthetic precursors 

for multiple catabolic pathways, form biomass, reflected in growth advantage over non-transformed 

cells. New lipid biomass might be derived from the conversion of other macromolecules to lipids or 

from the utilization of pre-existing extracellular lipids. Proliferative cells as well as cancer cells, 

however, utilize preferably de-novo synthesis of FA (Jackowski et al. 2000). Accordingly, major 

cellular lipid precursor remained glucose over glutamine (DeBerardinis et al. 2007) based on 

detection of radioactive tracer. 

Depression of respiration in hypoxic cells can be well explained by lack of substrate due to the 

pyruvate shunt towards fermentation (section 2.3.2.1.3.). These glucose-derived carbons, when 

incorporated into citrate, may either be oxidized via the TCA cycle or exported from mitochondria 

(cataplerotic flux). It was reported, that depression of respiration in proliferating cells in normoxia 

was caused by lack of substrate for OXPHOS due to the elevated citrate efflux from mitochondria 

(during glutaminolysis) to maintain high rate of FA synthesis (DeBerardinis et al. 2007; Bauer et al. 

2005). In this case, reduction of respiration is secondary to metabolic activities needed for 

biosynthesis of proliferating cells. Once citrate exported of mitochondria, cytosolic citrate is 

processed by ATP citrate lyase (ACL) to produce cytosolic Ac-CoA and regenerate oxaloacetate. 

Cytosolic Ac-CoA is the requisite building block for all endogenous synthesis of acyl groups and 

sterols. ACL expression/inhibition likely regulate formation of cytosolic Ac-CoA, governs the 

direction of citrate towards oxidation by TCA cycle, and mitochondrial oxygen consumption (Bauer 

et al. 2005). Combination of glucose presence and ACL overexpression provides tumor cells an 

advantage to proliferate extensively (Hatzivassiliou et al. 2005). Upon interruption of its high 

glucose-to-lipid flux, factors in the in vivo tumor microenvironment may allow a tumor cell to initiate 

adaptive responses, such as differentiation, in order to maintain its survival and compensate for the 

growth rate. Disrupting citrate transport offers the possibility to treatment strategies (Mashima et 

al. 2009) by suppressing of proliferation rate of tumor cells.  

Proliferation rate can be regulated in hypoxic conditions also by HIF, since expression of PDK-1 

attenuated pyruvate entry to mitochondria by inhibiting of PDH activity. When expressed, PDK-1 

suppresses the activity of PDH and limits the influx of pyruvate into the TCA cycle. As pyruvate entry 

into the TCA cycle is suppressed, there would be a concomitant decline in the production of citrate. 

At this point, the additional regulatory mechanism should be reminded. In growing cells, the citrate 

exported from mitochondria into the cytosol suppresses glycolysis at the level of PFK-1. This partial 
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suppression of PFK-1 may be adaptive for cell growth by allowing a greater amount of G6P to be 

diverted into nucleotide biosynthesis and glycosylation reactions. Therefore, HIF-1α enhanced PDK-1 

activity results in a decline in mitochondrial citrate production, resulting in a derepression of PFK-1 

activity and a concomitant suppression of lipid synthesis (both by PPP- and citrate-related ways). By 

activated LDH that utilize pyruvate, HIF-1α transcription reprograms the intracellular utilization of 

glucose from its use in lipid and nucleotide synthesis and redirects glucose almost exclusively into 

anaerobic glycolysis to support cellular NADH reoxidation. Deregulation of pyruvate entering to 

mitochondria, slows down the rate of FA synthesis, as reported for hematopoietic cells (Lum et al. 

2007). However, considering variability of existing expression pattern of multiple enzymatic 

isoformes, this model remains one of many and may be specific for a particular cell type. 

2.3.2.4. Metabolism of glutamine in cancer cells, glucose deprivation 

Although metabolism of cancer cells is strongly dependent on glucose, depletion of glucose can 

occur in solid tumors; therefore, cancer cells possess alternative metabolic adaptations to overcome 

glucose deprivation. Among these, utilization of fatty acids (FA) can be used as metabolic substrate, 

or alternatively, utilization of glutamine to support cancer growth. Since this thesis deal with 

glutamine metabolism, in this chapter I will shortly summarize basic principles of glutamine 

metabolism and glutamine utilization and its interference with glucose-utilizing pathways. Some 

tumor-derived cells have been reported to grow in glucose-free medium supplemented with amino 

acids (Helmlinger et al. 2002), which was a result of altered channeling of amino acids into metabolic 

pathways, namely glutamine, as compared to normal cells and tissues. In HeLa cells, although only 

5% of metabolized glucose entering the TCA cycle, significant oxidative ATP production is 

maintained owing to glutamine metabolism (Reitzer et al. 1979). Glutaminolysis is the alternative 

pathway utilized  to replenish TCA cycle and produce ATP by oxidative metabolism even in the 

presence of glucose (Reitzer et al. 1979). Elevated glutamine-dependent metabolism was observed 

in various types of tumors (Matés et al.), however, glutaminolysis is not universal for all cancers, and 

it might be as well induced as a consequence of oncogenic event, for instance Myc deregulation 

(Wise et al. 2008). Glutamine is gained from the extracellular space by glutamine transporters such 

as ASCT2 and SN2. Inside the cell, glutamine is deaminated to glutamate via glutaminase (GLS) or 

the transamidated to glutamate through the enzymes of nucleotide biosynthesis, following by the 

transamination of glutamate to α-ketoglutarate (α-KG) via transaminases such as alanine 

aminotransferase (ALT, see FIG 2-10). α-KG is imported to mitochondria and enters the TCA cycle. 

Glutamine which entered Krebs cycle (in form of KG) does not have to be metabolized 

completely, but readily exported of mitochondria as malate (FIG 2-10) and catalysed by the 
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cytoplasmic malic enzyme (ME) to pyruvate. This reaction results in NADPH production, largely 

induced along with glutaminolysis. Pyruvate formed by the reaction of malic enzyme (ME) 

contributes to the lactate production (Reitzer et al. 1979; DeBerardinis et al. 2007). Indeed, 60% of 

glutamine was observed to be metabolized to lactate in human glioblastoma cells (DeBerardinis et 

al. 2007). Alternatively, citrate efflux supports the FA synthesis. Bi-product of FA synthesis OAA is 

reduced to malate via cytosolic malate dehydrogenase and is imported to mitochondria via 

malate/α-KG exchanger. Reaction of malate dehydrogenase is driven if excess NADH existing in 

cytoplasm (as occurs with high rate of aerobic glycolysis). Increased lipid metabolism, particularly 

phospholipids synthesis, was observed as a response to activation of glutaminolysis through 

transcriptional regulation of glutamine transporters and glutaminolytic enzymes induced by Myc 

oncogene (Wise et al. 2008).  

If complete TCA takes place, malate imported to mitochondria can replenish TCA cycle. However, 

due to the increased activity of mitochondrial ME (Moreno-Sánchez et al. 2009), malate is preferably 

metabolized to pyruvate. Pyruvate along with glutamine can support full TCA cycle activity. 

In case of glucose starvation, glutamine can fully compensate for missing glucose; i.e. activation 

of glutaminolysis and reduction of pyruvate metabolism in mitochondria prevents cell death caused 

by glucose limitation (Mazurek et al. 2002). Indeed, glutaminolysis can in fact compensate for 

cellular ATP, pyruvate, lactate and NADPH pool, normally supplied by glucose metabolism via PPP. 

Requirement for glutaminolysis is, however, aerobic conditions. Therefore, it is possible that some 

cells within tumor adapt to current substrate by reprogramming of energy metabolism according to 

the actual exogenous substrate. Furthermore, combination of substrate availability therefore 

notably influence metabolism of cancer cells. In case of Myc deregulation induced changes in 

glutamine metabolism, which in turn influence other processes involved in glucose metabolism 

(Wise et al. 2008). Myc, however, in this case caused complete dependency of cell growth and 

proliferation on glutamine in human glioma cells. According to Reitzer, glutaminolysis is dependent 

on character of present sugar. On contrary, deregulation of Myc and induction of glutamine 

metabolism influence also the fate of glucose, namely towards lactate production and not to 

mitochondrial oxidation. This apparent contradiction is not so contradicting considering genetic 

variability of tumor cells and fully depends on character of oncogenic transformation. These 

differences can appear even within one tumor, resulting in a heterogenous spatial organization of 

cells with different metabolic activity. Such hypothesis is supported by findings of metabolites 

gradients and metabolites concentrations differences within one tumor. Glucose presence enables 

proliferation in regions of high-glucose concentrations. Induction of glutaminolysis allows cancer 

cells to invade areas with low glucose. In human colon cancer cell lines, glutamine supplementation 
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stimulates proliferation, promotes a less differentiated phenotype and inhibits cell adhesion to solid 

matrix, changes expected for a more aggressive tumour behavior in vivo (Turowski et al. 1994). 

2.3.2.5. Reversal to fetal phenotype  

Aerobic glycolysis can be considered to be a result of reprogramming of metabolic 

genes/enzymes to make cancer cells to function more like fetal cells and to enable a greater fraction 

of glucose metabolites to be incorporated into macromolecule synthesis rather than burned to CO2. 

Hypothesis of rettrodifferentiation interprets increased glucose metabolism as a transition from 

normal to fetal-like energy metabolism during oncogenesis (Uriel 1976). For instance, during fetal 

development the hepatocytes derive most of its energy requirements from glycolysis producing 

large amounts of lactate. However, soon after birth, the increased availability of oxygen triggers a 

sharp reduction in the rates of glucose consumption (Cuezva et al. 2007). Similarly, (Taketa et al. 

1988) express fetal isoforms of glycolytic genes. Recent studies indicate a new role of embryonic 

pyruvate kinase isoform M2 (PKM-2), a glycolytic enzyme that catalyzes the final, irreversible, step 

of glycolysis in carcinogenesis (Christofk et al. 2008a; Christofk et al. 2008b). These studies describe, 

how single exchange of enzymatic isoform influence metabolic phenotype of the cell. PKM-2 is a 

splice variant of PKM-1, expressed during embryonic development. Tumor tissues have been 

reported to express exclusively embryonic isoform (Taketa et al. 1988). Pyruvate kinase is 

allosterically activated by glycolytic intermediate FBP and PKM-2 was shown to be able to bind 

phosphorylated tyrosines (Christofk et al. 2008b). Interestingly, binding of tyrosine–phosphate 

catalyses release of FBP from PK and inhibition of enzyme and build-up of glucose intermediates. 

Regulation of pyruvate kinase by phophotyrosine and FBP binding is specific for M2 isoform, 

whereas PKM-1 is constitutively active enzyme. PKM-1 expression results in reversal of Warburg 

effect (decreased lactate production and increased oxygen consumption) supported by PKM-2 

expression, and dependency on oxidative phosphorylation for cell proliferation. PKM-2 expressing 

cells convert pyruvate preferentially to lactate whereas PKM-1 expressing cells metabolise pyruvate 

in the mitochondria. Presence of PKM-2 isoform provides ability to undergo a dynamic regulation 

both by substrate and tyrosine pathway and growth factor signal transduction. Expression of PKM¬2 

enables cells to distribute glucose metabolites into anabolic versus catabolic processes depending 

on the demands of rapidly growing cells (Christofk et al. 2008b).  

More recently, concept of retrodifferentiation was challenged by the discovery of cancer 

initiating stem cells which might also explain the presence of embryonic features in tumors. Recent 

data has been provided to support the existence of so-called cancer stem cells in blood cell-derived 

cancers and solid tumors of the breast (Kakarala and Wicha 2008), colon (Lenz 2008), pancreas (Lee 
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et al. 2008), and skin (Schatton et al. 2008). Cancer stem cells may be responsible for self-renewal 

and tissue repair, resistance to apoptosis, and unlimited replication. Energy metabolism of cancer 

stem cells, however, remains to be explored. 
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2.4. MITOCHONDRIAL UNCOUPLING PROTEIN ISOFORMS  

Among members of uncoupling protein subfamily, eight distinct isoforms can be recognized 

which form one branch of mitochondrial anion carrier gene family, containing 46 members in 

mammals (Hanák and Jezek 2001; Ježek and Urbánková 2000). In mammals, isoforms UCP1 to UCP5 

are recognized and three other isoforms (originally termed PUMPn) exist in plants. The 

phylogenetically oldest seems to be the UCP4 isoform, the orthologues of which exist in 

Dictyostelium discoideum and Caenorhabditis elegans (Hanák and Jezek 2001). In mammals, the 

UCP2 isoform exhibits the widest expression pattern among all isoforms, while UCP3 is expressed 

typically in skeletal muscle and UCP3 (Boss et al. 1997; Vidal-Puig et al. 1997) and UCP4 typically in 

the brain (Mao et al. 1999; Sanchis et al. 1998), however, their expression in certain other tissues 

was not excluded. UCP1, originally ascribed exclusively to brown adipose tissue, has been reported 

recently in thymocytes (Carroll et al. 2005; Adams et al. 2008a; Adams et al. 2008b), pancreatic β-

cells (Sale et al. 2007), thymus (Carroll et al. 2005; Frontini et al. 2007; Carroll et al. 2004 ), skin 

(Mori et al. 2008), and brain (Jastroch et al. 2007). 

2.4.1. Uncoupling by uncoupling proteins 

Although established mitochondrial transporters, transport substrates for UCPs are yet to be 

definitively recognized. Uncoupling proteins are transporters of anionic forms of fatty acids. Within 

the context of search for the substrate pattern, hydroperoxy fatty acids (FAs) derived from 

polyunsaturated FAs (PUFAs) are reported as just one series of the best transport substrates for 

UCP2. Indeed, hydroperoxy FAs have been confirmed by our group to induce protonophoric 

(uncoupling) ability in UCP2-containing proteoliposomes (Jabůrek et al. 2004), being transported by 

UCP2 in anionic forms. The widest anion substrate specificity has been found for the UCP1 isoform 

(Ježek and Garlid 1990). Also short-chain alkylsulfonates, as well as halide anions, typically chloride, 

and several small anions such as hypophosphate and physiologically relevant anions such as 

pyruvate and other ketokarboxylates are translocated in a uniport mode by UCP1. The question 

whether also UCP2 and other mammalian UCPs conduct chloride or pyruvate is still un-answered. 

Nevertheless, transport of these two and other small anions has been excluded for PUMP1 (Costa 

and Vercesi 1996; Ježek et al. 1997).   

Similarly, the detail transport phenotype of UCPs still remains to be determined. Indeed, models 

of uncoupling for UCP2 have been developed (likewise for UCP1, (Klingenberg and Echtay 2001; 

Garlid et al. 2000; Ježek et al. 1998; Skulachev 1991; Nedergaard and Cannon 2003).  Classical 

mitochondrial experiments as well as reconstitution studies suggest that all UCP isoforms are able to 
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mediate proton translocation across the lipid bilayer. Free FAs released from the triglycerides are 

considered as physiological activators of UCP1 function. However, there remains considerable 

controversy about the molecular mechanisms of this activation. Currently, two mechanisms are 

accepted: i) the fatty-acid cycling, or protonophore model (Skulachev 1991; Garlid et al. 1996) and ii) 

the proton buffering model (Winkler and Klingenberg 1994). Both hypotheses continue to be matter 

of debate and arguments have been made for and against both models.   

In fatty acid cycling or protonophore model of fatty acid cycling model (FIG 2-11), the FA anions 

are regarded as true anionic transport substrates of UCPn. UCP translocates the anionic forms of FAs 

or alkylsulfonates from matrix side of the membrane to the intermembrane space which is driven by 

electric potential generated by electron transport.  In the absence of a carrier, charged fatty-acid 

anions inside the matrix would not be able to cross the inner mitochondrial membrane. After 

protonation in the intermembrane space, FA returns (alkylsulfonates are unable) in a protonated 

form by flip-flop mechanism, hence carrying and subsequently releasing proton. Note, that such 

mechanism would act until all cycling substrates are removed from the membrane either by 

metabolism or being bound to sites with higher affinities, if exist (Ježek et al. 1998). Evidence 

supporting the fatty acid cycling model are derived from the experiments in which UCP1 was proved 

to transport alkylsulfonates ranging in alkyl chain length between C11 and C16. These molecules are 

considered as analogues of fatty acids which cannot be protonated at physiological pH and 

therefore exist only as an anionic form (Ježek and Garlid 1990). Alkylsulfonates were shown to be 

competitive inhibitors of UCP mediated Cl- transport (Ježek and Garlid 1990). UCP1, UCP2, UCP3, 

and PUMP1 have been reported to provide anion uniport of long-chain alkylsulfonates, univalent 

hydrophobic FA mimics unable to return in a protonated form through the lipid bilayer, and hence 

transport of alkylsulfonates is not accompanied by counter-directional H+ uniport. The FA cycling 

model (Skulachev 1991) has also been supported by numerous reconstitution studies in liposomes 

(Garlid et al. 2000; Ježek 1999; Jabůrek et al. 1999) and black lipid membranes (Urbánková et al. 

2003; Beck et al. 2007). It has been shown that transport of PUFAs is faster with UCP1 and UCP2 

reconstituted to liposomes (Žáčková et al. 2003) as well as to BLM (Beck et al. 2006; Beck et al. 

2007). Also hydroperoxy FAs derived from PUFAs during lipid peroxidation and liberated from 

phospholipids by phospholipase A2 have been confirmed as UCP2 anion transport substrates 

(Jabůrek et al. 2004), as well as nitrolinoleic acid.  

The opposing models to FA cycling hypothesized (FIG 2-11) the existence of a pure proton-

pathway for which FAs are enhancers of otherwise basal transport (Klingenberg and Echtay 2001; 

Nedergaard and Cannon 2003). According to this model, intermembrane fatty-acids insert their 

head groups into the proton transport pathway and provide buffering sites to assist proton 
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translocation via UCP1. Except of inserted fatty acids, proton transport pathway is formed by 

histidines and arginines resident in UCP1 structure. Among "enhancers", numerous other 

compounds have been suggested, such as 9-hydroxynonenal (HNE) and similar compounds (Murphy 

et al. 2003) originating from lipid peroxidation likewise hydroperoxy FAs (Brand et al. 2004; Ježek 

and Hlavatá 2005). The proton-buffering model is supported by the fact that fatty acid activation of 

UCP1 function is pH-dependent. There is a sharp increase across the IMM over pH range 7.0-8.0 

(Nicholls and Rial 1989). The pH dependency may be an indication of the involvement of an amino 

acid side chain of UCP1 which was proposed in proton buffering model. Also mutagenesis 

experiments showed amino acids HIS145, HIS147 and ASP 27 to be necessary for fatty acids 

dependent transport (Klingenberg and Huang 1999), however these residues are not conserved 

among all UCP isoforms (Ježek and Ježek 2003). 

A common prediction of both models (and several "mixed" transport models for UCPs 

(Klingenberg and Echtay 2001; Nedergaard and Cannon 2003; Cannon et al. 2006) is that 

compounds arising from lipid peroxidation may initiate function of UCP2, hence may activate UCP2-

mediated uncoupling (Jabůrek et al. 2004; Murphy et al. 2003). Even if this uncoupling cannot reach 

a high extent (in terms of mitochondrial membrane potential, ∆Ψm - rather a mere decrease of 

single units of mV is expected) due to a minute amounts of UCP2 expressed in tissues (Ježek et al. 

2004; Alán et al. 2009), such a "mild uncoupling" possesses the ability to significantly attenuate 

mitochondrial production of superoxide on both Complex III (Korshunov et al. 1997; Korshunov et al. 

1998) and Complex I (Dlasková et al. 2008b; Dlasková et al. 2008a; Plecitá-Hlavatá et al. 2009) sites. 

This ability led to suggestions of a feedback suppression of oxidative stress and particularly lipid 

peroxidation by its intermediates (Jabůrek et al. 2004; Murphy et al. 2003). Note, that according to 

the nature of the model for UCP2 transport mechanism (due to the considered transport 

substrates), distinct species might play a role in such a feedback mechanism. If, UCP2 is a pure 

protonophore and lacks the ability to translocate anions, certain "activating" species such as 

previously suggested HNE would serve a role in such a hypothetical feedback mechanism. HNE and 

the other reactive alkenals are near-terminal products of lipid peroxidation cascade and originate 

from the PUFA chains still covalently bound to the lipids (Brand et al. 2004; Ježek and Hlavatá 2005). 

Hence, their release is automatically ensured. In turn, according to the FA cycling hypothesis, 

cleaved-off, free PUFAs or hydroperoxy PUFAs (Jabůrek et al. 2004), represent the exclusive 

alternative.  
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2.4.2. Possible physiological roles of mitochondrial uncoupling proteins UCP2 to 5  

More than decade of studies did not answer the basic question of its function in mitochondria and 

its physiological roles, neither demonstrated in indisputable manner exemplar situations under which 

such roles might be executed. Scientists would hardly find more controversial field, where both 

mechanism as well as a physiological role were disputed for a studied protein. Controversy of 

uncoupling mechanism is accompanied by the explanation of their specific role in cell biology. The 

originally suggested functional roles were later disputed such as for attenuation of reactive oxygen 

species (ROS) formation (Nedergaard and Cannon 2003; Cannon et al. 2006; Fisler and Warden 2006; 

Krauss et al. 2005; Mattiasson and Sullivan 2006) since mild uncoupling is the principal regulator of 

oxidative stress (Dlasková et al. 2008a; Plecitá-Hlavatá et al. 2009), besides ROS protection has a wide 

implications to cell physiology and pathology. Among other physiologically acceptable roles of UCPS,  

regulation of glucose-stimulated insulin secretion (GSIS) (Zhang et al. 2001; Joseph et al. 2004), and 

regulation of mitochondrial Ca2+ handling (Trenker et al. 2007; Wu et al. 2009; Brookes et al. 2008), 

chemoresistnce of tumors (Derdak et al. 2008), neuroprotection (Mattiasson and Sullivan 2006), and 

atherosclerosis (Blanc et al. 2003) have been proposed.  

2.4.2.1. UCP2 and diabetes 

ATP/ADP ratio is important factor for regulating insulin secretion from pancreatic β-cells. If this 

ratio is decreased by uncoupling of oxidative phosphorylation, the effect of glucose on insulin 

secretion is reduced. Therefore, UCP2 was suggested as a negative regulator of insulin secretion. This 

theory was first proven by adenoviral overexpression of UCP2 in insulin secreting cells and rat islets, 

which led to the decreased level of insulin secretion after treatment with glucose (Chan et al. 1999). 

Zhang et al. (Zhang et al. 2006) showed that pancreatic islets of Langerhans from UCP2 knockout 

mice have increased insulin secretion in response to glucose and lower glucose blood level than 

control animals. Furthermore, the authors showed that the leptin-deficient ob/ob islets, in which 

insulin secretion is unresponsive to glucose, expressed much higher levels of UCP2 than control islets. 

The authors then crossed the ob/ob mice with the UCP2-/- mice and showed that the ob/ob mice 

lacking UCP2, although still severely obese, were partially rescued from the development of diabetes 

as a result of improved β-cell function. Thus these studies indicate that UCP2 may be a link between 

obesity, β-cell dysfunction, and type 2 diabetes. De Souza et al. (De Souza et al. 2007) examined 

effects of short-term treatment of animal models of type 2 diabetes mellitus with an antisense 

oligonucleotide RNA to UCP2. The treatment resulted in a significant improvement of hyperglycaemic 

syndrome. This effect was due to an improvement of insulin secretion, and also to improved 

peripheral insulin action. 
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2.4.2.2. UCP2 and immunity response 

As already mentioned, UCP2 is highly expressed in the cells of immune system and several studies 

confirmed important physiological role of UCP 2 in regulation of immunity response. Arsenijevic and 

co-workers (Arsenijevic et al. 2000) were the first to demonstrate it. They investigated the response to 

T. gondii infection in Ucp2-/- mice, and found that they are completely resistant to infection, in 

contrast with the high lethality observed in WT littermates. During this chronic infection T. gondii 

cysts were nearly three times more numerous in wild-type mice than in UCP2-/- mice. To explain this 

observation they isolated macrophages from wild-type and mutant mice and compared their ability to 

eliminate T. gondii in vitro. They found that macrophages isolated from UCP2-/- mice have 80% 

increased ROS production and greater toxoplasmacidal activity even in vitro. Therefore, they 

concluded that the ability of UCP2-/- mice to more efficiently resist to T.gondii infection is related to 

greater capacity of their macrophages to generate ROS. 

The work was extended (Rousset et al. 2006) by the observation that UCP2 influences the early 

stage of immune response. During acute Listeria monocytogenes infection UCP2-/- mice had lower 

level of anti-inflammatory cytokine IL10. This cytokine mediates its anti-inflammatory effect by 

inhibiting pro-inflammatory cytokines production. Indeed, low level of IL10 at day 3 after infection 

resulted in higher level of pro-inflammatory cytokines IFNγ, IL6, and IL1β and of the chemokine MCP1 

at day 4 in UCP2 ablated mice. This consequently led to significantly higher amount of recruited 

phagocytes in the spleen of Ucp2−/− mice and more efficient immune response. LPS is an endotoxin, 

which binds to the CD14/TLR4/MD2 receptor complex and thus promotes the secretion of pro-

inflammatory cytokines in many cell types, but especially in macrophages. It was observed that 

treatment of isolated macrophages with LPS causes decrease of their UCP2 mRNA and protein level 

(Arsenijevic et al. 2000). Recently it was published that UCP2 downregulation after LPS treatment is 

mediated by MAPK family, namely p38 and JNK signalling pathways. In fact, the authors suggested a 

signal amplification loop, in which this downregulation of UCP2 protein leads to increased level of 

mitochondrial ROS production in macrophages which in turn intensifies MAPK signalling (Emre et al. 

2007). Furthermore, it was observed that overexpression of UCP2 in macrophages cell line negatively 

regulates level of nitric oxide generation induced by LPS treatment. This would imply that UCP2 is 

involved in regulation of generation of bactericidal agens peroxinitrite, which derives by combination 

of superoxide and NO  (Kizaki et al. 2002). 

2.4.2.3. UCP2 and atherosclerosis 

Negative role of ROS in formation of atherosclerotic plaques is well established and the role of 

UCP2 was investigated (Blanc et al. 2003). They used LDLR-/- mice, which are prone to atherosclerosis 
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and destroyed their bone marrow by irradiation. Subsequently they performed bone marrow 

transplantation with wild type or UCP2-/- donors. After feeding the mice with atherogenic diet for 7 

weeks they observed significant increase in atherosclerotic lesion size in the aortic sinus and thoracic 

aorta  of UCP2-/- transplanted mice. Analysis of plaque composition revealed a significant increase in 

macrophage accumulation, apoptotic cell death, and also decrease in collagen content. Nitrotyrosine 

staining confirmed higher level of ROS in plaques from UCP2-/- transplanted mice. Previous 

observation are in agreement with work of Ryu (Ryu et al. 2004) who showed that THP1 monocytes 

with UCP2 overexpression had lower protein and mRNA levels of ß2 integrins. Consequently, adhesion 

of these monocytes to TNF-α–stimulated human aortic endothelial cell (HAEC) monolayers and to 

plates coated with intercellular adhesion molecule-1 was reduced. UCP2 overexpression also inhibited 

cell spreading and actin polymerization in monocytes treated with TNF-α and monocyte 

chemoattractant protein-1 (MCP-1), and reduced MCP-1–induced transmigration of monocytes 

through HAEC monolayers. 

2.4.2.4. UCP2 and neuroprotection 

Evidence is accumulating that UCP2 is also involved in neuroprotection. UCP2 prevents cell death 

in global cerebral ischemia (Mattiasson and Sullivan 2006). Following cerebral ischemia, the levels of 

glucose and oxygen rapidly reduces and thus also levels of ATP production by mitochondria are 

lowered. The main consequence of such energy deficit is a neuronal depolarization with postsynaptic 

release of glutamate. The binding of glutamate to its receptors on postsynaptic neurons induces entry 

of Ca2+ into the cell. This activates a cascade of intracellular events leading to cell death. In mice 

overexpressing human UCP2, brain damage after cerebral ischemia was diminished after experimental 

stroke and traumatic brain injury, and neurological recovery was enhanced. In cultured cortical 

neurons, UCP2 reduced cell death and inhibited caspase-3 activation induced by oxygen and glucose 

deprivation. The authors proposed that UCP2 neuroprotective effect can be explained by lowering 

membrane potential, which is known to decrease the level of Ca accumulation in mitochondria. The 

accumulation of intramitochondrial Ca is generally associated with release of cytochrome c and other 

events leading to apoptosis or cell death. 

2.4.3. Minute protein amount expression of uncoupling proteins and its consequences 

Controversies in the research on UCPs cover all aspects including their putative function, i.e. 

doubts exist whether these proteins really uncouple mitochondria in vivo (Cannon et al. 2006; Esteves 

and Brand 2005) since protein have not been localized. Their physiological roles in tissues will be 

undoubtedly given by the extent of uncoupling they induce when activated (Esteves and Brand 2005; 

Ježek et al. 2004). The lack of consensus on UCP function, even after a decade of research since the 
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discovery of UCP2 and UCP3 isoforms, stems from the rather minute amounts expressed (as 

compared to UCP1) and imported into the inner membrane and from the lack of a clear 

understanding of isoform-specific tissue distribution. From a bioinformatics viewpoint, UCP1, UCP2, 

UCP3, UCP4, and UCP5 form a distinct subfamily within the gene family of mitochondrial anion 

carriers (Hanák and Jezek 2001; Ježek and Urbánková 2000; Klingenspor et al. 2008). The carrier most 

sequentially similar to UCPs is the oxoglutarate carrier, which, however, lacks the unique uncoupling 

protein signature sequences (Hanák and Jezek 2001; Ježek and Urbánková 2000). Functionally, in vivo 

uncoupling was demonstrated unequivocally for the first known member, UCP1, originally considered 

to be specific for brown adipose tissue (BAT), where it serves as the final molecular component of 

catabolic cascade of nonshivering thermogenesis (Cannon et al. 2006). However, UCP1 has also been 

detected in thymocytes (Carroll et al. 2005; Adams et al. 2008a; Adams et al. 2008b), where its 

thermogenic role is probably replaced by a regulatory role in apoptosis due to its ability to attenuate 

production of mitochondrial reactive oxygen species (ROS) (Dlasková et al. 2006). ROS facilitate 

apoptosis, and hence UCP1 activation would have a preventive effect on apoptosis whereas UCP1 

inhibition would promote apoptosis. UCP1 was recently detected in skin (Mori et al. 2008), where it is 

proposed to function (as in thymocytes) as a suppressor of mitochondrial ROS production. 

  Attempts to derive physiological roles for distinct UCPs also have been based on their 

expression pattern in various tissues. Owing to their low expression levels (with the exception of UCP1 

in BAT), their thermogenic function is rather excluded and as the most relevant function seems to be 

the attenuation of mitochondrial ROS production (Affourtit et al. 2007; Arsenijevic et al. 2000; Cannon 

et al. 2006; Esteves and Brand 2005; Jabůrek et al. 2004; Ježek et al. 2004). Indeed the mild 

uncoupling is able to attenuate both superoxide formation within the Complex III (Ježek and Hlavatá 

2005) as well as the Complex I (Dlasková et al. 2008a; Dlasková et al. 2008b). The extent of such an 

"antioxidant" mechanism in vivo would depend not only on absolute UCP levels but also on the 

activation state of each UCP and the extent of inhibition by purine nucleotides (Beck et al. 2007). The 

absolute protein levels serve as a basic parameter for rough estimation of UCP functional relevance in 

a given tissue.  

2.4.4. Existing transcript quantifications for mitochondrial uncoupling proteins UCP2 to 5  

Determination of UCP expression patterns is difficult due to their extreme hydrophobicity and 

impossibility to raise antibodies, which would not cross-react with other UCPs (Pecqueur et al. 2001; 

Hurtaud et al. 2007) or with other members of anion carrier gene family. Hence, most studies have 

relied on methods quantifying UCP mRNA levels such as northern blotting and RT-PCR. Despite the 

translational down-regulation described for UCP2 (Hurtaud et al. 2006; Pecqueur et al. 2001) and 
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UCP5 (Kim-Han et al. 2001), or the translational up-regulation of UCPs (Hurtaud et al. 2007), the 

precise determination of transcript levels still provides a valuable information.             

 UCP2 is considered to be expressed ubiquitously in mammalian tissues (Fleury et al. 1997; 

Gimeno et al. 1997; Lengacher et al. 2004). In contrast, UCP3 mRNA has been detected in northern 

blots of human skeletal muscle and in rodent skeletal muscle, heart, and BAT originally (Boss et al. 

1997; Vidal-Puig et al. 1997). The original reports for UCP5 and UCP4 mentioned their high expression 

in the central nervous system (Mao et al. 1999; Sanchis et al. 1998). Northern blotting also detected 

UCP5 mRNA in both mouse and human heart, kidney (Kim-Han et al. 2001; Sanchis et al. 1998; Yu et 

al. 2000) and skeletal muscle (Lengacher et al. 2004; Sanchis et al. 1998; Yu et al. 2000). These results 

were confirmed by UCP5 immunodetection (Kim-Han et al. 2001). However, Sanchis et al. (1998) 

found even wider distribution of UCP5 mRNA, in the rat, mouse, and human gut, lung, testis, uterus, 

spleen, and white and brown adipose tissue. Additional findings were reported for the human 

prostate, pancreas, adrenal medulla and cortex, thyroid gland and liver, as well as for the mouse liver 

(but not spleen), lung, and skeletal muscle (Yu et al. 2000). Using quantitative RT-PCR with TaqMan 

probes {Lengacher, 2004 #48} found not only UCP4 and UCP5 mRNA in the mouse brain cortex 

(together with a lower amount of UCP2 transcript), but also ~100 times lower levels of UCP3 and 

UCP1 mRNA. In BAT and skeletal muscle, Lengacher et al. (2004) also identified all five UCP mRNAs, 

with the UCP1 mRNA level in BAT being ~100-fold higher than all other isoforms, and with UCP3 

mRNA level being at least 10-fold higher in skeletal muscle. It is unclear, however, whether the minute 

levels of UCP mRNAs become translated into mature proteins. If indeed they were translated, one 

must re-evaluate the molecular physiology of UCPs based on their tissue distribution in light of 

findings such as UCP1 mRNA in human pancreatic β-cells (Sale et al. 2007), UCP5 in endocrine cells 

(Ho et al. 2005; Ho et al. 2006), UCP4 mRNA in preadipocytes (Zhang et al. 2006), or of the emerging 

role of UCP4 and UCP5 in brain pathologies (Liu et al. 2006; Chan et al. 2006; Nakase et al. 2007; 

Naudí et al. 2007). Observed disparity between the abundance of certain mRNAs and their 

corresponding protein products has been attributed to both translational down-regulation (Pecqueur 

et al. 2001; Hurtaud et al. 2006) and up-regulation (Hurtaud et al. 2007).  
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3.3.3.3. METHODSMETHODSMETHODSMETHODS    

This thesis describes three different projects. Methods are therefore presented as three 

separated parts A, B, C corresponding to the particular project. 

3.1. METHODS A 

3.1.1. Cell cultures 

HTB-126 cells (strain derived of the ductal carcinoma of the breast) and HTB-125 (control cell 

line, a normal fibroblast-like line from the same patient, from normal breast tissue peripheral to 

an infiltrating ductal carcinoma which was the source for HTB-126) were purchased from ATCC 

(FIG 3-1). 

3.1.1.1. Culturing conditions 

HTB-126 cells were maintained in two principal cultivation conditions. "Glucose medium" 

(further in text designated as Glc medium)consisted of High Glucose Dulbecco's Modified Eagle 

Media (DMEM; GIBCO, No 11960) containing 25 mM glucose, supplemented with 10% fetal calf 

serum (Hyclone), 100 U/ml penicilin, 100 U/ml of streptomycin, 10 mM Hepes. Alternatively, we 

used the "galactose medium" (further in text designated as glucose-deprived or Gln/GAL medium) 

that consisted of DMEM deprived of glucose and pyruvate (GIBCO, No 11966), supplemented with 

10 mM galactose, 4 mM glutamine, 10 mM Hepes, 1 mM sodium pyruvate, and 10% fetal calf 

serum - dialyzed (Hyclone, No SH30079). Medium of HTB-125 was supplemented with 30 ng/ml of 

mouse EGF. All cells were kept in 5% CO2% at 37°C at air saturation. 

3.1.1.2. Hypoxic cultivation 

For hypoxia experiments, HTB-126 cells were incubated in hypoxic workstation InVivo300 

(RUSKIN) under 1% O2, 5% CO2, balanced with N2 for desired time period.  

3.1.2. Cell proliferation 

Cell proliferation studies were carried out by plating 1 x 105 cells on 10 cm (diameter) dishes 

containing 20 ml of cultivation medium. In order to prevent substrate limitation, medium was 

replaced every 2-3 days. At daily intervals, cells were harvested by trypsinization and counted. 

Doubling time was calculated according to the formula: DT = 0,693×t/ln(N/N0) with t (elapsed 

time), N0 (starting number of cells), N (final number of cells). 
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3.1.3. Neutral red assay 

The neutral red (NR) assay measures the ability of viable cells to incorporate and bind neutral 

red, a supravital dye. We used the neutral red assay to assess cell viability, as originally detailed in 

(Borenfreund and Puerner 1985). Cells were grown in 96 well-plates in various conditions including 

aglycemia and hypoxia. First, cells were incubated 3 hours at 37°C with neutral red solution (1/60 

v/v of a 4 mg/ml neutral red solution in NaCl 9‰). After, a washing of the cells was performed 

with NaCl 9‰ and cell fixation was obtained by a rapid washing a formol-calcium solution (1 ml 

formaldehyde 40%, 10ml of 10% calcium-chloride and 89 ml distilled water). Then, cell 

permeabilization and intracellular membranes lysis was obtained with a solution of 50% ethanol 

and 1% acetic acid. This results in the extraction of neutral red from the cell and homogeneization 

was performed by stirring the plate. Absorbance was measured in a multi-well scanning 

spectrophotometer (SAFAS MP96) at a wavelength of 540 nm with a reference set at 630 nm. 

Tests were done in quadruplicate and repeated three times. The results of neutral red uptake 

(viability) were expressed as percent value of the control (untreated cells) absorbance. 

3.1.4. Microscopy 

The morphology of the mitochondrial network was studied by fluorescence confocal 

microscopy using Mitotracker Green FM (Molecular probes). Excitation and emission maxima for 

Mitotracker Green are 490 and 516 nm, respectively. Staining was performed 20 minutes in 37°C 

using 200 nM of Mitotracker green FM. Microscopy was performed on FluoView laser scanning 

inverted microscope (Nikon). The reconstitution of three-dimensional images was performed 

using Imaris Software (Bitplane). Cells were grown in desired cultivation conditions on glass 

chamber (Lab-Tek) and series of images were taken from three different chambers. For image 

analysis, images were selected randomly and the analysis was performed using a double-blinded 

approach. The area of mitochondrial sections was determined using Scanview and ImageJ 

softwares. The total mitochondrial area was normalized to the nucleus area on each micrograph.  

3.1.5. Lowry assay 

For protein determination, Lowry assay was used. Samples were mixed with distilled water to 

the final volume of 200 µl. Calibration of protein content was performed using 1 mg/ml of bovine 

serum albumin (BSA) solution of 10, 20, 30, 40 and 50 µl mixed with distilled water to the final 

volume of 200 µl. Blank was 200 µl of distilled water.  

Samples, blank and calibration were mixed with 200 ul of 1 N NaOH solution. 2 ml of Solution A  

(mixture of 100 ml of Na2CO3 20 g/l, 1 ml of tartrate KNa 20 g/l, 1 ml of CuSO4 10 g/l) was added to 

each sample and incubated for 10 minutes at room temperature. 100 µl of folin solution (SIGMA) 
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was added and incubated for 20 minutes at room temperature in dark. After incubation, OD700 

value was measured using spectrometer (SAFAS). Blank was subtracted from the value. The 

amount of protein in each sample was calculated relating to the standard curve. 

3.1.6. ATP measurement 

Cellular ATP synthesis was carried out on whole-cell lysates according to Ouhabi et al. (Ouhabi et 

al. 1998). Cells were treated with oligomycin, 2-deoxyglucose (2-DG) and oxamic acid for 4 hours. 

Cell pellets were solubilized in lysis solution. For each collected sample, the quantity of ATP was 

measured using bioluminescence in a Luminoskan using the ATP monitoring reagent (ATP 

Bioluminescence Assay, Roche). Standardization was performed with known quantities of ATP 

provided with the kit (5, 10, 15, 20, 25 pmol) and measured in parallel. The rate of ATP synthesis 

was calculated using linear regression. Rates were expressed in pmol ATP/mg protein.  

3.1.7. Western blotting 

3.1.7.1. Sample preparation 

Following treatment of interest (hypoxia or normoxia), cells were washed with PBS and 

harvested by trypsinization (0.25% trypsine-EDTA). Cell pellet obtained after centrifugation (5 min 

at 500 RCF) was washed once with PBS (GIBCO) and redundant liquid was removed completely. 

Pellet was frozen overnight in -80 °C. Cells were lysed using 4 % lauryl-maltoside with protease 

inhibitors (0.5 mM phenylmethylsulfonyl fluoride, 10 mg/ml pepstatin, and 10 mg/ml leupeptin) 

for 1 hour or unless complete solubilized. Additionaly, the lysate was sonicated.  

Protein concentration in extracts was quantified by Lowry protein assay.   

Samples were diluted in 2x SDS-PAGE sample buffer (20% glycerol, 4% SDS, 100 mM Tris pH 

6.8, 0.002% bromophenol blue) and 2% β-mercaptoethanol, to the final concentration of 1 mg/ml 

and incubated 30 min at 55°C.  

3.1.7.2. Electrophoresis 

Whole cell extracts were resolved either in 12% acrylamide gel or gradient gels (for oxphos 

quantification followed) with a linear acrylamide concentration 10 - 20%, which gives optimal 

resolution of proteins between 10 and 100 kDa. Gradient gels were prepared in multicasting 

chamber (Bio-Rad Mini-PROTEAN II). Electrophoresis was performed in electrophoresis running 

buffer (25 mM Tris, 192 mM glycine, 0.1% SDS) at 150 V. Gels with separated proteins were 

washed in transfer buffer for 15 minutes right before transfer.  
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3.1.7.3. Protein transfer and immunodetection 

 Transfer was performed in CAPS electroblotting transfer buffer (10 mM 3-[cyclohexylamino]-1-

propane sulfonic acid pH 11 with NaOH; 10% methanol) to 0.45 μm polyvinylidine difluoride 

(PVDF) membranes for 2 hours at 100 mA. Membranes were blocked overnight in 5% non fat milk 

in PBS with 0.02 % azide. 

Membranes were incubated with primary antibody incubation (MitoProfile Total OXPHOS Human 

Antibody Cocktail (MitoSciences) containing mixture of mouse monoclonal antibodies against 

Complex I subunit NDUFB8 (MS105), Complex II subunit 30 kDa (MS203), Complex III subunit Core 

2 (MS304), Complex IV subunit II (MS405), and ATP synthase subunit alpha (MS507) as an 

optimized premixed cocktail) for 4 hours at room temperature. Primary antibodies incubation was 

followed by three washes (15 min) in phosphate buffered saline solution (PBS, 1.4 mM KH2PO4, 8 

mM Na2HPO4, 140 mM NaCl, 2.7 mM KCl, pH 7.3) with 0.05% Tween-20. The membranes were 

incubated for 1 hour with horseradish peroxidase-conjugated goat anti-mouse or anti-rabbit 

secondary antibodies (Bio-Rad) diluted in 5% non-fat milk. After washing membrane twice in PBS-

Tween and once in PBS, immunodetection was performed with horseradish peroxidase 

development solution (ECL Plus reagent, GE Healthcare).  

The signal was quantified by densitometric analysis using ImageJ software (NIH).  

3.1.7.4. Western-blot detection of CIDEa 

Cells were collected by scraping off in the growth medium to ensure the detached cells are 

not lost in the rinsing procedure. The cell suspension was centrifuged and the pellet was 

resuspended in 50 μl of the lysis buffer. Alternatively, isolated mitochondria were used. Following 

addition of SDS-PAGE sample buffer (50 μl) it was boiled for 5 min at 95°C. 20–30 μg of total 

protein/lane was run on 12% SDS-PAGE, blotted onto PVDF membrane and the CIDEa antigen was 

detected using rabbit primary antibody (ProSci). Horseradish peroxidase- conjugated secondary 

anti-rabbit antibody and Luminol reagent (Santa Cruz Biotechnology) were used for visualization. 

Alternatively, alkaline phosphatase conjugated secondary anti-rabbit antibody (Sigma) was used 

and visualization was performed using BCIP/NBT reagent. 
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3.1.8. Respirometry 

3.1.8.1. General use of oxygraph 

Respirometry was performed using high-resolution respirometer OROBOROS OXYGRAPH -2K 

(OROBOROS). Respiration is measured in a glassy chamber which is sterilized with 70% ethanol for 

30 min before every measurement. The chamber is calibrated for 2 ml volume. Service of the 

electrodes is performed when oxygen signal does not respond to rapid changes of oxygen, when 

the time constant is insufficient or flux signal is not stable. Anode cleaning is performed with NH4 

solution (25%; 2 × 15 min) and cathode cleaning with aluminium oxide powder provided by 

manufacturer. 1 M KCl solution is used as an electrolyte. Oxygen calibration of oxygen signal is 

performed as a two-point calibration of 100% (R1) and and 0% air saturation (R0) of medium (FIG 

3-2). Resulting air calibration is the O2 concentration at air saturation cO2 [nmol/ml; μM], 

calculated as a function of temperature, barometric pressure, and oxygen solubility factor of the 

medium. Typical local barometric pressure was 101.1 kPa and oxygen concentration at 37°C was 

210 nmol/ml (using O2 solubility factor 1 for pure water). 

3.1.8.2. Instrumental background 

Instrumental background experiment is performed routinely in order to subtract the influence 

of oxygen flux arising from oxygen consumption of the oxygen sensor at high oxygen range and 

minimum back-diffusion into the chamber at low oxygen range. Background is specific for specific 

set-up and the user.  

Background experiment is performed in cultivation medium with oxygen sensor calibrated for 

R1 an R0 in closed oxygraph chamber with no sample at experimental conditions. In closed 

chamber, oxygen flux reflects oxygen consumption of polarographic oxygen sensor. Afterwards, 

gradual step-wise reduction of oxygen content in oxygraph chamber is performed by injection of 

N2 (FIG 3-3 A). Resulting flux reflects oxygen consumption specific for actual oxygen level (FIG 3-3 

A, B). At progressively lower steps of oxygen level, the oxygen consumption by the sensor 

decreases linearly, and the effect of oxygen back-diffusion is finally apparent as a positive slope or 

negative flux. Usually 3 - 5 steps at various oxygen levels are performedThe linear instrumental 

background equation with slope, b°, and intercept, a°, is calculated (JO2 = bo·cO2 + ao; FIG 3-3 B). 

Values ao and bo are applied into the DatLab4 software (OROBOROS) and used for following 

experiments or DatLab2 analysis, where uncorrected flux is recalculated according to inserted 

values into the corrected flux (FIG 3-3 C). Background flux is subtracted at each point of the 

measurement. 
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3.1.8.3. Measurement of oxygen kinetics 

Mitochondrial respiration is a hyperbolic function of oxygen pressure. Each respiratory system 

is characterized by specific kinetic properties that determine oxygen kinetics of respiratory 

system. To perform kinetic measurement, cellular respiration is measured throughout the entire 

oxygen scale. Cells in oxygraph chamber are left to consume oxygen completely and reach the 

anoxic state. It is high-resolution application. Cellular respiration is measured as a function of pO2 

in physiological conditions (DMEM).  

Calibration of oxygen sensor for air saturation (R1) was performed in open oxygraph chamber 

after signal stabilization. Further, a stirrer test was performed in order to obtain an exponential 

time constant for subsequent oxygen signal deconvolution (time response correction of oxygen 

signal) during data analysis. Measurements were performed at 37°C with stirring rate 700 RPM. 

Datlab4 enables to get enough data points and provides sufficient time-resolution to acquire 

maximum of data points for oxygen kinetics evaluation. Data were recorded with the sampling 

interval of 1 s interval. Background calibration and oxygen signal deconvolution is required.  

Cells were harvested by trypsinization and cellular pellet was resuspended in cultivation 

medium (DMEM) to the desired cellular concentration (typically in a range of 0.5 – 1 × 106 

cells/ml). After cells consume the oxygen completely and reach the anoxic state, zero calibration 

(R0) was performed. After anoxic state (approximately 5 min), oxygraph chamber was uncovered 

in order to reoxygenate cellular suspension and to check eventual changes in cell viability caused 

by anoxic transition. Respiration after reoxygenation step is supposed not to differ markedly from 

the initial respiration at the beginning of the experiment (FIG 3-4 A). Independence of respiration 

on oxygen in high range can be tested if N2 is applied in order to deplete oxygen in chamber in 

order to accelerate experiment. Repeated aerobic-anoxic transitions can be studied. Due to the 

time-dependent decrease of respiration and cell viability, initial respiration does not have to be 

reached.  

Data were calculated using DatLab2 software (OROBOROS) as a routine function of Datlab 

software. Raw data were exported from DatLab4 (OROBOROS). During analysis, the raw signal is 

deconvoluted with the exponential time constant of the oxygen sensor and oxygen flux is 

corrected for instrumental background. Internal zero calibration is performed with DatLab 2 

software following instructions. Oxygen solubility applied for DMEM was 9.5 (O2 solubility in 

DMEM [µM×kPa-1]). As a result, P50, pO2 value at which respiratory rate is half-maximal, and Jmax, 

maximal flux, is calculated from the hyperbolic function (Eq. 1) fitted over the low-oxygen range of 

0 – 1,1 kPa (FIG 3-4 B). Extension of pO2 region for analysis leads to the distortion of hyperbolic 

relation and gives artificial data. 
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3.1.8.4. Respiratory rate and respiratory states of intact cells 

For following assays, data recording interval was 2 s. Flux was corrected for background. 

Respiratory states were monitored in intact or, alternatively, permeabilized cells (section 

3.1.8.6.). Using the intact cells provides a convenient way to monitor respiration as occurs under 

the cell culture conditions. Respiration of intact cells is supported exclusively by endogenous 

substrates, provided by the cell culture medium. This allows us to compare the eventual changes 

of cell respiration to variations of cell growth.  Cells were harvested by trypsinization, and cellular 

pellet was resuspended in respiration medium and cell number was determined using 

hemocytometer. Permeabilization of cell membrane is not required since all inhibitors used are 

membrane permeant. When measurement with intact cells followed, cells were resuspended in 

DMEM. Routine respiration of intact cells was determined after signal stabilization. Transition to 

state 4 was stimulated by addition of 4 mg/ml solution of oligomycin (2 µg/ml final). Subsequent 

FCCP titration (0.5 µM steps) stimulates flux to the maximum capacity. Optimal concentration for 

maximum uncoupling was 1.5 µM of FCCP. Rotenone addition (200 nM) indicates the impact of 

complex I and antimycin A (AntA, 2.5 µM) of complex II and delineate extra-mitochondrial 

oxidative reactions. Protocol was held in saturating oxygen conditions to avoid effect of oxygen 

limitation on respiration.  

From obtained values, analysis of respiratory ratios followed. Calculation of respiratory states 

is a convenient way how to compare studied samples. The respiratory control ratio (RCR – ration 

of endogenous respiratory flux to oligomycine-inhibited flux) and the uncoupling ratio (UCR – ratio 

of uncoupled flux to endogenous respiration) were originally defined by Chance and Williams 

(Chance and Williams 1956) on isolated mitochondria. The RCR is state 3 to state 4 respiration, 

and the UCR is uncoupled to state 3 respiration. These two bioenergetic indexes are useful, but 

they can not be strictly determined with intact cells, since the endogenous respiration is different 

than state 3 as mitochondrial respiration is limited in situ by substrate delivery (including  oxygen) 

and ADP content (while on isolated mitochondria both are given in excess). Thus, we prefer to use 

the term of cell coupling ratio instead of RCR to designate the ratio of the endogenous respiration 

over that determined in presence of oligomycin, and the term of cell uncoupling ratio instead of 

UCR for the ratio of the uncoupled respiration on intact cell to the endogenous respiration. 
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However, designation of RCR and UCR is the point of convenience and will be further utilized 

during results presentation and discussion until indicated otherwise. 

3.1.8.5. Cell permeabilization 

Cells were harvested by trypsinization and resuspended in respiration medium (0.5 mM EGTA, 

3 mM MgCl2.6H2O, 65 mM KCl, 20 mM taurine, 10 mM KH2P04, 20 mM Hepes, 110 mM sucrose, 1 

g/l BSA, pH 7.1) and cell number determined. Cell suspension was diluted preferably to the final 

concentration of 1 × 106 cells/ml. After flux stabilization, rotenone, succinate (10 mM final) and 

ADP addition (4 mM final) followed. Optimal concentration of digitonin was determined by 

titration of digitonin (1 mg/ml solution in DMSO) with steps of 1 µg (FIG 3-5). At optimal 

concentration of digitonin, respiration increased. Optimal concentration of digitonin was for HTB-

126 5-6 µg per 106 cells.  

3.1.8.6. Multiple substrate-inhibitor protocol with permeabilized cells  

After flux stabilization (E), complex I substrates malate (2 mM final) and glutamate (10 mM 

final) were added. Digitonin addition followed, resulted in decrease of respiration due to the cell 

permeabilization (state 2 respiration). ADP (4 mM final) was added to stimulate state 3 

respiration. Succinate addition (10 mM final) resulted in state 3 with convergent complex I and II 

input. Maximal respiratory capacity was induced by FCCP. Inhibition with rotenone and AntA 

followed to inhibit complex I and complex II respiration. RCR and UCR were determined as state 3 

to state 4 respiration and uncoupled respiratory rate to state 3 respiration.  

3.1.9. Statistical analysis 

All the data presented in this study correspond to the mean value of N experiments ± SD. Comparison 

of the data sets was performed with the Student's t test, using SigmaPlot (Microsoft). Two sets of 

data were considered statistically different when p<0.05. 
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3.2. METHODS B 

3.2.1. Experimental animals 

For quantification of UCPs mRNA, rat and mouse tissues were used. We used Wistar rat (250 

to 275 g) and mouse Balb/c (20-25 g) as controls, UCP2-/- mouse strain was kindly donated by prof. 

Lowel of Harvard University (Zhang et al. 2001). Animals were kept at 24 ± 1 °C with 12:12-h light-

dark cycles and full access to water and food. Animals were starved 24 hours prior decapitation. 

After decapitation, respective organs were removed with sterile instruments, and stored in -70°C. 

Rats were obtained from animal house of Institute of Physiology. Mice were raised in animal 

house of IKEM institute (SEMED).  

3.2.2. RNA preparation 

3.2.2.1. Total RNA isolation 

To work with RNA, everything is sterilized twice by autoclaving. We used a standard phenol-

chloroform extraction method of the RNA isolation (Chomczynski and Sacchi 1987). About 200 mg 

of frozen animal tissue was grind into the powder using liquid nitrogen. Powder was removed and 

dissolved in 2 ml of lysis buffer (4 M GITC, 25 mM sodium citrate, 0,5% N-lauroyl sarcosil, 0,7% 2-

mercaptoetanol, pH 7) and 200 µl of 2 M sodium acetate, pH 4.3. Phenol-chloroform extraction 

followed; 1,8 ml of phenol solution (pH 8, equilibrated with Tris-HCl) and 600 µl of chloroform was 

added and mixed. Solution was incubated on ice for 10 minutes and centrifugated afterwards 

(10,000 × g for 10 minutes). During centrifugation, two phases formed. The upper fraction (water 

phase containing RNA) was detracted, put into sterile eppendorf tube and precipitated with 2 

volumes of ethanol (98%) at -20°C for 1 hour, followed by centrifugation (20,000 × g for 20 

minutes). Pellet was washed twice with 75% ethanol (centrifugation 20,000 × g for 15 minutes).  

Pellet was dried and resuspended in sterile water.  

Total RNA of skeletal muscle and white adipose tissue were extracted using a Fibrous Tissue 

and Regular Midi RNeasy kit (Qiagen), respectively. This procedure includes on-column DNAse 

treatment.  

3.2.2.2. DNAse treatment 

DNAse treatment was applied to degrade potential contamination by genomic DNA during 

RNA isolation. Solution containing RNA was treated with RNAse-free DNAse (Top-Bio, Czech 

Republic) in 1× DNAse buffer (5× DNAse buffer consists of 100 mM Tris-HCl, 100 mM NaCl, 60 mM 
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MgCl2, 20 mM CaCl2, pH 7.6) in 37°C for 1 hour, following phenol-chloroform extraction as 

described in previous paragraph.  

3.2.2.3.  mRNA isolation 

mRNA was isolated from total RNA treated with DNAse, using mRNA isolation kit (Roche) and 

Oligo(dT) 3’Bio-oligo(dT)20 (Metabion, Czech Republic). To separate mRNA from other fractions of 

total RNA, magnetic particles covalently bound to tetrameric streptavidin were used. Biotin is 

bound to oligo-dT that hybridizes with polyA sequences of mRNA. Streptavidin interacts with 

biotin which allows specific separation of mRNA from the sample.  

3.2.2.4. Determination of RNA amount 

Nucleic acid content in the RNA samples were quantified from their spectra with a subtracted 

light scattering contribution using an Agilent 8453E UV-VIS spectroscopy system and 200-µl quartz 

cuvettes or using NanoDrop spectrophotometer ND-100. An mRNA sample was used for further 

analysis only when its purity was reflected by the A260/A280 ratios of 1.7 to 1.9. 

3.2.3. Quantitative real-time PCR 

Real-time PCR was performed on a LightCycler instrument (Roche) in LightCycler Capilaries. 

Data are recorded with LightCycles software. RNA content was quantified using the method 

termed second derivative maximum which determines the threshold cycle (crossing point, Ct) in 

which fluorescent signal in capilary extend the background fluorescence (starting the exponential 

phase of the amplification). Crossing point is inversely correlated to the quantity of mRNA in the 

reaction mix.  

3.2.3.1. Signal detection 

Real-time PCR was performed using fluorescent hybridization probes specifically annealing to 

the target sequence of desired gene additionally to specific primers. First probe is modified on 3´ 

terminus by fluorescein, the other probe, annealing in the first one´s proximity is modified on 

5´terminus by fluorescence marker – LC-Red 640 for UCPs and LC-Red 705 for GAPDH. 3´ terminus 

of second probe is modified by phosphate. When the probes are in proximity, Forster´s resonance 

energy transfer proceeds between the probes and indicates their correct annealing to the 

amplicon cDNA in each PCR cycle. Principle is described in FIG 3-6. 
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3.2.3.2. Design of LightCycler primers and hybridization probes  

Sets of two primers and two fluorescent hybridization probes were designed as shown in the 

TAB for rat and mouse UCP2 (Ruzicka et al. 2005), UCP3, UCP4, and UCP5. A primer set for 

glyceraldehyde-3-phosphate dehydrogenase (GAPDH, reference house-keeping gene) as well as 

primer and probe synthesis was provided by TIB MOLBIOL (Berlin, Germany). Several essential 

criteria were kept for primer design in order to achieve the highest precision of mRNA 

quantification. Each PCR primer from a pair was designed to anneal to a separate exon 

(corresponding to the unspliced mRNA molecule or to the gene sequence, where exons are 

separated by a long intron). This arrangement avoids any quantification of potential 

contaminating genomic DNA. PCR primers and hybridization probes were designed to hybridize 

the most variant part of the UCP sequence (the 5'-most) where various UCP isoforms differ (Ježek 

and Urbánková 2000). For example, in the case of rat UCP2 the amplicon spans 349 base pairs (i.e. 

bp 136-485). A 1-3 bp gap was usually left between adjacent hybridization probes (TAB 3-1). We 

thus sacrificed to choose amplicons close to the 3’ terminus, i.e. the way that also includes 

detection of mRNA that potentially could have been cut/damaged during isolation. In turn, our 

selected design for UCP3 and UCP5 covers all their splicing variants. This is impossible to achieve 

with amplicons close to the 3’ terminus. 

3.2.3.3. Quantification method 

Absolute quantification approach was chosen to quantify UCPs RNA amount. This approach 

allows the precise determination of copy number per cell, total RNA concentration, or unit mass of 

tissue. It requires the construction of a standard curve for each individual amplicon to ensure 

accurate reverse transcription and PCR amplification profiles. 

Calibrations were made by seven order of magnitude-spanning dilution series of the PCR-

amplified amplicons (example is given in FIG 3-7 A, B), starting from an initial quantity of 10 ng per 

reaction. Calibration curve is calculated by plotting the threshold cycle against cycle number on a 

logarithmic scale (FIG 3-7 B). The calculated calibration slopes (TAB 3-1) approached the predicted 

theoretical slope of 3.3, meaning that if two starting mRNA samples differed in content by one 

order of magnitude then equivalent amplified levels would be achieved 3.3 cycles apart. This is 

equivalent to doubling the amplicon amount in each single cycle. 

3.2.3.4. Performance of the real-time RT-PCR 

Routinely, 20–80 ng mRNA was used for real-time RT-PCR on a LightCycler (Roche) with 0.5 

µM primers and 0.2 µM hybridization probes. Reverse transcription step (30 min at 55°C) was 
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followed by the reverse transcriptase inactivation for 30 s at 95°C, and by 40 cycles of 2 s 

denaturation and annealing for 25 s at temperatures described in Table I, and elongation for 25 s 

at 72°C. The MgCl2 content was optimized for each set of primers and probes (see TAB 3-1). 

Fluorescent value of emitted light is recorded during annealing step and represents the respective 

amount of the amplified product. The absolute mRNA amounts, in picograms, were calculated 

from crossing points of each run according to standard calibration curve specific for each 

amplicon.  

 A series of control experiments were performed for each sample. PCR product length was 

confirmed by electrophoresis on 1.5% agarose gels. To verify that the genomic DNA was not 

amplified and thus did not contribute to the quantification, the reverse transcription step was 

omitted in control runs; in such controls, no fluorescence was detected. The specificity of the 

primers and hybridization probes for mouse UCP2 was verified with the various tissue mRNA 

samples of UCP2–/– mice and no fluorescence was observed. Similarly, there was no cross-

amplification between particular UCP isoforms when a PCR reaction was performed with a vector 

containing a cDNA for any other UCP isoform (rat and human UCP2, UCP4).    

3.2.4. Statistical analysis 

All the data presented in this study correspond to the mean value of N experiments ± SD. 

Comparison of the data sets was performed with the Student's t test, using SigmaPlot (Microsoft). 

Two sets of data were considered statistically different when p<0.05. 

 

 



 62 

3.3. METHODS C 

3.3.1. Cell cultures  

In this project, cell lines for inducible protein expression were used, Hela and 293-HEK cell 

lines stably expressing tet-repressor protein (pcDNA6/TR vector expressing tet-repressor) were 

purchased from Invitrogen.  

Cells were cultured in the presence of antibiotic blasticidin (1 μg/ml) to maintain tet-repressor 

expression at 37°C in a humidified incubator with 5% CO2 in the Eagle’s minimum essential 

medium (EMEM, HeLa cells) of Dulbeco´s modified eagle medium (DMEM, 293-HEK) 

supplemented with 2 mmol/l L-glutamine, 10% fetal calf serum, 100 IU/ml penicillin, and 100 

μg/ml streptomycin. Alternatively, HEP-G2 cells stably expressing mitochondrial-targeted GFP (mt-

RoGFP) were used. Transfections were performed using Lipofectamine 2000™ (Invitrogen) or 

Fugene (Roche) transfection reagents with estimated efficiency up to 50%. Following transfection, 

cells were allowed to stabilize for 24 h and then subjected to further treatments. For confocal 

microscopy, cells were cultured for 2 days on glass coverslips coated with poly-L-lysine.  

3.3.2. Expression plasmids preparation 

ORF of human CIDEA (clone ID IOH22361) was purchased from Invitrogen cloned into the 

pENTR-221 vector. For inducible expression of native protein, ORF CIDEA from pENTR-221 was 

subcloned by LR recombination reaction of Gateway system (Invitrogen) into the expression 

(destination, DEST) vector pT-REX-DEST30 (FIG 3-8 A), giving rise to the pT-REX-DEST30-CIDEA. For 

fluorescent imaging, CIDEA was cloned into the destination vector pDEST-53, enabling N-terminal 

fusion with green fluorescent protein (GFP). 

ORF CIDEA was further used for preparation of truncated CIDEA ORFs lacking either CIDE-C 

domain (designated as CIDE∆C) or CIDE-N domain (designated as CIDE∆N). CIDE∆C and CIDE∆N 

were prepared using multistep PCR method, consisting of two separate PCR reactions, as depicted 

in a FIG 3-9 with primers of TAB 3-2. PCR reactions were performed according to standard 

protocol with Pfu polymerase (Fermentas). Using attb primers of the Gateway system, PCR 

product were subcloned into pDONR-221 vector by BP recombination reaction, giving rise to 

pENTR221-CIDE∆C and pENTR221-CIDE∆N. In order to obtain its fusion with GFP, these clones 

were subcloned by LR-recombination reaction into the pDEST-53, thus expressing N-terminal GFP-

tag. To prepare CIDEA tagged with red fluorescent protein (RFP), ORF CIDEA was amplified by PCR 

and subcloned into the pDsRed-Monomer-C1 (Clontech) using XhoI and EcoRI restriction sites with 

T4 DNA ligase (USB).  
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For native CIDEa expression with inducible expression, an ORF of human CIDEa in an entry 

vector pENTR221 (Invitrogen) has been transposed into a vector T-REx pDEST30 (Invitrogen) for a 

tetracycline-induced expression, obtaining pDEST30-CIDEa plasmid containing the CIDEa. The HeLa 

cell line and 293-HEK cell line overexpressig the tet-repressor (Invitrogen). When transfected with 

vector DNA bearing tet-responsive element within promoter region, expression does not take 

place due to the binding of tet-repressor protein. To unblock the expression, tetracycline was 

added to the final concentration of 1µg/ml. Tetracycline binding causes dissociation of tet-

repressor from promoter thus initiating the expression (FIG 3-8 B). 

3.3.3. Confocal microscopy 

Confocal microscopy was used to visualize fluorescent conjugates of CIDEa. The inverted 

fluorescent microscope Olympus IX81 with FluoView FV1000 laser scanning unit was employed for 

single photon microscopy with an Argon laser (457 nm, 488, 515 nm, 30 mW total output) for 

excitation (Olympus). A pinhole unit (50–800 μm) was used to set confocal conditions. For most of 

the experiemtns, The confocal inverted fluorescent microscope Leica SP2 AOBS DMIRE2 HCFluo 

TCS 1-B (an objective PL APO 100×/1.40–0.70 oil) was used with an Argon laser (488 nm/20mW, 

514 nm/20mW) for excitation of cells in a thermostable sample chamber set to 37°C, supplied 

from a CO2 incubator, to mimic cultivation conditions. A pinhole 1 Airy unit was used to set 

confocal conditions. 

Confocal microscopy was used for colocalization experiments of CIDEA with mitochondria or 

nucleus. To localize CIDEa to mitocondria, red fluorescent dye TMRE (Molecular Probes, 0.5 µM, 

excitation 546 nm and emission 574 nm) or Mitotracker Green (Molecular Probes, 200 nM, 

excitation 490 and emission 516 nm) were used. For GFP (DEST 53) excitation 478 nm and 

emission 707 nm was used, for RFP 557 nm excitation and 585 nm emission maxima were used. 

Obtained pictures were analyzed and managed using Leica LCS Lite software.  

3.3.4. Initiation of apoptosis 

The pDEST30-CIDEa-transfected T-REx-HeLa cells were subjected to tetracycline (1 μg/ml) for 

defined time intervals, thus obtaining a time-course of induced CIDEa expression. 

In experiments where apoptosis initiators were used, cells were subjected to tetracycline 

treatment for 8 h followed by 2 h incubations with following apoptosis initiators: a DNA 

topoisomerase I complex inhibitor camptothecin (2 μmol/l); a protonophore CCCP (2 μmol/l); a 

potassium ionophore valinomycin (2 μmol/l); and a calcium ionophore A23187 (2 μmol/l). Extent 
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of apoptosis was assayed using caspase-3 activity, TUNEL assay and cell death assay assessing cell 

morphology. 

3.3.5. Preparation of subcellular fractions 

Minor modifications of previously described method (Carcamo et al. 2002) have been adapted. 

T-REx-HeLa cells were washed twice with 2 ml of ice-cold PBS and scraped into 1 ml of PBS. 

Suspension was centrifuged (1500 × g, 5 min, 4°C), the pellet was resuspended by gentle pipetting 

in 300 μl of ice-cold buffer A (10 mmol/l HEPES, pH 7.9; 10 mmol/l KCl; 1.5 mmol/l MgCl2; 0.5 

mmol/l DTT; 0.1% (v/v) NP-40), incubated for 10 min on ice, and centrifuged (5500 ×g, 10 min, 

4°C). Following collection of supernatant, which contains cytosolic and mitochondrial fraction, the 

pellet was vigorously resuspended by syringe/needle in 3 volumes of icecold buffer B (20 mmol/l 

HEPES, pH 7.9; 420 mmol/l NaCl; 0.2 mmol/l EDTA; 1.5 mmol/l MgCl2; 0.5 mmol/l DTT; 0.5 mmol/l 

PMSF; 25% (v/v) glycerol) and incubated for 30 min on ice. Following centrifugation (12,000 × g, 20 

min, 4°C), the supernatant (nuclear extract) was collected. Both extracts were stored in –80°C until 

further use. Protein content in extracts was determined by the Bradford method (Bradford 1976). 

3.3.6. Izolation of mitochondria 

Cells were washed with PBS and harvested by trypsinization. Cellular pellet was homogenized 

using homogenizer. In ice-cold homogenization buffer (0.25 M sucrose, 5 mM HEPES, 0.1 mM 

EDTA, pH 7.2) with 0.1 % BSA. The homogenate was centrifuges at 500 × g for 10 minutes. The 

pellet was discartes and the supernatant was centrifuged at 10,000 × g for 10 minutes to obtain 

the mitochondrial pellet. The resulting pellet was washed and resuspended in homogenization 

buffer without BSA. Mitochondrial fraction was subjected to western-blotting. 

3.3.7. Caspase-3 activity 

The PBS-washed cells were lysed in 50 μl of ice-cold lysis buffer (50 mmol/l HEPES, pH 7.4; 

0.5% Triton X-100, a protease inhibitor cocktail tablet, 5 mmol/l DTT; 4°C; 15 min). The lysate was 

cleared by centrifugation (14,000 × g; 4°C; 15 min) and the supernatant total protein determined 

by the Bradford method (Bradford 1976). The lysate was assayed in 20 mmol/l HEPES, pH 7.1, 2 

mmol/l EDTA, 5 mmol/l DTT, containing a protease inhibitor cocktail tablet and caspase-3 

fluorescent substrate (Ac-DEVD-AMC; 50 μmol/l) by incubation at 37°C for 60 min. Background 

fluorescence was subtracted, as obtained in parallel samples with a caspase-3 inhibitor (Ac-DEVD-

CHO; 2 μmol/l). The fluorescence was measured at 380/450 nm using an LS 50 B 

spectrofluorometer (Perkin–Elmer). 
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3.3.8. Western-blot detection of CIDEa 

Cells were collected by scraping off in the growth medium to ensure the detached cells are 

not lost in the rinsing procedure. The cell suspension was centrifuged and the pellet was 

resuspended in 50 μl of the lysis buffer. Alternatively, isolated mitochondria were used. Following 

addition of SDS-PAGE sample buffer (50 μl) it was boiled for 5 min at 95°C. 20–30 μg of total 

protein/lane was run on 12% SDS-PAGE, blotted onto PVDF membrane and the CIDEa antigen was 

detected using rabbit primary antibody (ProSci). Horseradish peroxidase- conjugated secondary 

anti-rabbit antibody and Luminol reagent (Santa Cruz Biotechnology) were used for visualization. 

Alternatively, alkaline phosphatase conjugated secondary anti-rabbit antibody (Sigma) was used 

and visualization was performed using BCIP/NBT reagent. 

3.3.9. In situ detection of apoptosis (TUNEL assay) 

Detection of apoptosis by TUNEL assay was performed as per manufacturer instructions 

(Roche). Samples were evaluated under fluorescent microscope Olympus IX70 (Olympus). TUNEL 

assay is widely used assay for detection of DNA fragmentation.  

3.3.10. Immunocytochemistry 

Cells were fixed by adding ice cold methanol and the whole plate was placed overnight into a 

–20°C freezer. Upon thawing, cells were rinsed twice with PBS and permeabilized by incubating in 

0.2% Triton TX-100/PBS (v/v) for 30 min at room temperature. Blocking was performed by 

incubation for 15 min at room temperature in 3% BSA/PBS (w/v) and was followed by incubation 

with anti-CIDEa primary antibody (ProSci) diluted 1 : 100 in 3% BSA/PBS (w/v) for 45 min at 37°C. 

After rinsing three times in PBS, cells were incubated for 30 min at room temperature in 

fluorescein-conjugated secondary anti-rabbit antibody (Molecular Probes) suspended in 3% 

BSA/PBS (w/v). Following three washes in PBS, the slides were mounted using fluorescent 

mounting medium (Dako Cytomation). Confocal microscope FluoView FV1000 (Olympus) was used 

for evaluation of the slides. 

3.3.11. Cell death assay 

Slides for immunocytochemistry were also used for identifying apoptotic cells. Approximately 

300 cells total and 100 CIDEa positive cells were counted in random fields of each slide under 

fluorescent/phase contrast microscope. Apoptotic cells were distinguished based on typical 

morphological alteration of adherent cells undergoing apoptosis including becoming rounded and 

condensed. Condensation of cells was also readily apparent after nuclear staining by Hoechst 
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33258 dye (MolecularProbes, excitation, emission 352 nm / 461 nm). Cell numbers were then 

used for estimation of apoptotic cell percentages. 

3.3.12. Quantitative RT-PCR 

Quantitative PCR was performed as described in Part B, using CIDEa specific primers and probes 

(TAB 3-2.). 

3.3.13. Statistical analysis 

All the data presented in this study correspond to the mean value of N experiments ± SD. 

Comparison of the data sets was performed with the Student's t test, using SigmaPlot (Microsoft). 

Two sets of data were considered statistically different when p<0.05. 
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4.4.4.4. RESULTSRESULTSRESULTSRESULTS    

4.1. GLUCOSE DEPRIVATION 

Intention of this part of the work was to elucidate, how glucose limitation influences the 

overall metabolic behavior of selected breast cancer cell versus their normal, non-cancer 

counterparts originating from the same myoendothelial breast tissue. To address this, cell growth 

and viability were tested first and respiration assays subsequently to clarify the working 

hypotheses and derive the relevant mechanisms. Cells were grown in a high-glucose (25 mM) 

medium (Glc medium) or in an alternative medium deprived of glucose and containing glutamine 

as an energy source and galactose as a carbon source required for maintaining PPP cycle activity 

and nucleic acid synthesis (Gln/GAL medium). Note, that glutamine content was equal in both 

media. Such a modification of cultivation medium forces the cells in the Gln/GAL medium to use 

mitochondrial OXPHOS to generate ATP, and thereby allows us to manipulate with the energy 

metabolism of living cells. Thus, the ATP production of cells grown in Gln/GAL medium is strictly 

dependent on mitochondrial oxidative phosphorylation. The Gln/GAL medium supports the 

“respirative” phenotype, since galactose is a poorly fermentable sugar, so that glycolysis is 

restricted. In the Gln/GAL medium, the TCA cycle flux is supported by glutaminolysis (Reitzer et al. 

1979). On the contrary, the Glc medium induces a “glycolytic” phenotype. Both fermentative and 

oxidative phenotypes can only be expressed to the extent specific to the particular cell type. 

Metabolic alterations induced by the cultivation medium have been described elsewhere (Reitzer 

et al. 1979; Rossignol et al. 2004; Dlasková et al. 2008b).   

4.1.1. Cell growth 

To assess the differences in cell growth, breast cancer HTB-126 and myoendothelial HTB-125 

cells (originating from the same tissue) were plated to 10 cm dishes at the cell density of 105 per 

plate in two distinct cultivation media; Glc and Gln/GAL. Cellular population was observed over a 

period of 10 days. During this time, confluency was reached only in case of HTB-126 cells in Glc 

medium at day 9. Doubling time of HTB-125 cells in Glc medium was 34±1.5 hours, and 28±1.3 

hours for HTB-126 cells. Cultivations in the Gln/GAL medium resulted in augmentation of doubling 

time (slower growth) to 47±2.1 and 39±1.1 hours for HTB-125 and HTB-126 cells, respectively. No 

extensive acidification of the medium occurred (FIG 4-11), as typical for e.g. HeLa cells. Slight 

differences in cellular morphology were observed in HTB-126 cells upon Gln/GAL cultivation, i.e. 

cell clustering and lesser uniformity was observed as compared to the cells grown in the Glc 

medium (not shown).  
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4.1.2. Cell viability upon mitochondrial inhibition 

Impact of mitochondrial inhibitors on cell viability of cancer HTB-126 cells was tested to 

illustrate better the effect of energy substrate exchange on their survival. Cells were plated on 96-

well plates to the density of 104 per well. After 24 hours, the medium was replaced with media 

containing specific inhibitors of mitochondrial respiratory chain: rotenone for complex I, antimycin 

A for complex III and oligomycin for complex V (final concentrations are designated in FIG 4-1). 

Treatment continued for 8. Neutral red assay was performed to test the cellular viability.  

Results are expressed as a ratio of neutral red uptake of the sample to the control sample 

grown with no inhibitor. Declining ratios indicate the loss of cell viability during the treatment. The 

aim was to ascertain: i) whether inhibition of mitochondria reflects in cell viability, and ii) to what 

extent mitochondrial energy producing pathway contributes to the cell survival in cancer cells. As 

shown at FIG 4-1 A, B, and C, there is a difference in responses of Glc and GAL cells when exposed 

to mitochondrial inhibitors. Cell viability, as expressed by neutral red uptake ratio, was 

significantly influenced by the presence of mitochondrial inhibitors in the Gln/GAL medium, while 

a little effect was observed in the Glc medium. This demonstrate that cancer cells verily utilize 

mitochondrial OXPHOS to produce ATP and maintain viability when glucose is absent in the 

medium.  
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4.1.3. Respiration 

• Respiratory flux, JO2   

To follow the functional adaptation of the mitochondrial oxidative phosphorylation of cells 

grown in glucose or glucose-deprived medium, a high-resolution respirometry was used. 

Respiration of intact cells was measured. The respiratory flux (JO2) is the highest at the air 

saturation and declines to the low extent in the range above 2 kPa (0-10 % flux for HTB-126 GAL 

cells). Addition of succinate had no stimulatory effect on oxygen consumption indicating that cell 

membrane is intact. We have compared the respiratory flux values (routine respiration of intact 

cells supported by intrinsic substrates) measured i) in glucose medium (Glc), ii) after the glucose 

removal (instant replacement by Gln/GAL medium, Gal0), and iii) in cells adapted to the growth in 

the glucose-deprived medium (GAL 4, such adaptation occurs after 4 days of growth in the glucose 

deprived-medium). Cultivation under glucose-deprived conditions (minimum of 4 days) leads to a 

large increase in the respiratory flux (FIG 4-2 and 4-3 B) of cancer cells (90.7±4.8 pmol O2 × s-1 ×10-6 

cells) compared to Glc cells (24±4.8 pmol O2 × s-1 × 10-6cells). No significant increase was observed 

in non-cancer HTB-125 cells (41.4±1.6 in Glc, 49.9±4.4 in the Gln/GAL medium, respectively).  

The removal of glucose and its replacement by Gln/GAL medium (Gal0) led to a two-fold 

increase in cell respiration of cancer cells HTB-126 (40±4.8 pmol O2 × s-1 × 10-6cells), whereas no 

significant change was observed in the non-cancer cells (FIG 4-2). The difference between Glc and 

GAL0 group might be a result of the inhibitory effect of glucose exerted on mitochondrial 

respiration. The increased respiratory flux of Gal0 group was attributed to the removal of Crabtree 

effect (more in section 4.4.).  

 

• P50, Jmax 

A steep decline of oxygen consumption was observed below the oxygen pressure of 2 kPa. For 

cancer and control cells, we have determined the oxygen pressure at 50 % of maximum flux (P50), 

which gives a measure of the apparent cellular affinity to oxygen. P50 can be determined by high-

resolution respirometry by plotting the flux value as a function of the pO2 and fitting with a 

theoretical hyperbolic curve. The 1.1 kPa region was used to calculate P50 and the corresponding 

maximal flux - Jmax. The calculated Jmax is pertinent to the low oxygen range and is usually 5-10% 

lower than the flux observed at air saturation - JO2, indicating that oxygen saturation is nearly but 

not fully reached. Oxygen kinetics curves corresponding to the cell-specific flux are shown in FIG 4-

3 A, B. The P50 values are shown in the histogram of FIG 4-4. They have revealed higher P50 values 

in the cancer cells, in comparison to the non-cancer cells. A slight decrease of P50 values observed 

in cells grown under high glucose as compared to the glucose-deprived medium (GAL4) indicated a 
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lower apparent affinity of the cellular respiratory system to oxygen. Besides characterization of 

the cellular response to hypoxia, P50 is an indicator of the activity of ETC, particularly COX turnover 

rate. Increase of P50 value of HTB-126 GAL4 group compared to HTB-126 Glc is associated with an 

increase of activity and turnover rate of the respiratory chain components upon sustained growth 

in glucose-limiting conditions. However, slight increase of P50 does not correspond to robust 

increase of respiratory rate (4-fold increase of GAL4 compared to Glc) that presumes large 

increase of P50. Although the respiratory flux was significantly higher for the glucose-deprived 

cells, P50 values differed only by 10% (p<0.05), indicating higher, but still comparative metabolic 

state of both Glc and GAL4 groups.   

Aside of the metabolic state, resulting P50 is a function of oxygen gradient that depends on cell 

size (diameter), regularity of the cellular shape, and possibly also on mitochondrial network 

arrangement and vicinity to the cell membrane. The effect of oxygen diffusion on mitochondrial 

respiration can be evaluated by comparing P50 values at different cell densities (FIG 4-5). By testing 

multiple cell densities, we also test the independence of the enzyme affinity from the enzyme 

concentration. In non-cancer HTB-125 Glc cells, the plot of P50 as a function of Jmax indicates a 

constant value of P50 for a broad range of cell densities. Conversely, in cancer HTB-126 cells we 

observed an increase of P50 with increasing Jmax (FIG 4-5). The resulting slopes (given in the figure 

legend) should provide an estimation of the diffusion effect. Increasing slope indicates increased 

influence of oxygen diffusion. Thus, it can be deduced that oxygen diffusion toward the 

mitochondrion varies between HTB-126 and HTB-125 cells. It remains to be understood how 

carcinogenesis introduced this difference.  

 

• Intact cells 

To investigate closely the nature of increased flux of cells growth in Gln/GAL medium, 

respiration with respiratory inhibitors was performed. To rule out the possibility that increase of 

respiration upon growth in glucose-deprived conditions is caused by uncoupling, quantification of 

coupling and uncoupling rations were performed. The routine respiration consists of the 

mitochondrial oxygen consumption and the non-mitochondrial oxygen consumption (side 

oxidative reactions, these usually account for 4-15% in our system). The cellular endogenous flux 

(routine respiration, corresponding to the in situ state of mitochondrial respiration) is a result of 

oxidation of endogenous substrates (NADH and FADH2 derived from cellular catabolic reactions of 

glucose and lipids) by ETC. Routine respiration is a function of ATP demand and substrate 

availability, which could be considerably limited. Respiration is used to produce ATP at the level of 

the FOF1-ATPase, so that inhibition of by oligomycin leads to the reduction of respiration to the 

extent corresponding to the respiratory rate that is utilized for ATP synthesis. A significant part of 
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flux was inhibited by oligomycin both in cancer and control cells indicating high extent of 

respiratory capacity is controlled by ADP phosphorylation rate. Subsequently, RCR ratios of 

respiratory states were evaluated (FIG 4-6 A), as routine respiration expressed relatively to 

oligomycin-inhibited respiration. This ratio is a measure of flux dependence on phosphorylation 

rate – coupling of electron transport to ATP synthesis. 

 The uncoupled flux reflects the maximal capacity of the respiratory chain, which occurs 

without feedback control by the FOF1-ATPase (termed uncoupling). Uncoupling of respiration 

indicates the reserve capacity of ETC, or how close the system in routine state works to its upper 

limit (maximally uncoupled flux) as expressed by UCR (FIG 4-6 A). For instance, if the ADP level is 

elevated due to the increased energy demand, the routine flux increases and the UCR ratio 

declines nearer to 1. Alternatively, a decline of UCR can be caused by uncoupling.  No cells tested 

exhibited routine respiration close to its fully uncoupled maximal flux, indicating the reserve 

capacity of respiratory chain both in control and cancer cells.  Limitation of the endogenous flux 

comparing to maximal capacity may be caused by substrate flow into mitochondria, possibly along 

with ADP limitation. 

Addition of rotenone gives us the estimation of the flux supported by complex I since complex 

II can still operate despite complex I inhibition. Antimycin A (AntA) inhibits the remaining electron 

flow through ETS and delineates mitochondrial respiration from the side cellular oxidative 

reactions (FIG 4-6 B). The routine respiration was generally inhibited completely by rotenone, 

indicating a strong contribution of complex I respiration to the absolute respiratory rate, while 

complex II does not participate on the electron transport of ETS  (except for HTB-126 GAL cells, 

FIG). The difference between oligomycin and AntA–inhibited states is attributed to the leak 

respiration. 

Quantification of components of the respiratory flux is shown in FIG 4-6 B. Bars shows, how 

individual elements of respiratory flux (leak, complex I and complex II respiration) are integrated 

and contribute to the final flux and ETC capacity.  

 

• Permeabilized cells 

This assay (described in section 3.1.8.6.) was used to decide, whether complex II was deficient 

in HTB-126 Glc cells or limited by substrate in intact cells. When measuring respiration of 

permeabilized cells, we could evaluate an impact of exogenous substrates on the mitochondrial 

respiration in situ; permeabilization allows maintaining mitochondrial network integrity and its 

interactions with the cytoskeleton, the Golgi system and the endoplasmic reticulum. Using 

permeabilized cells we can monitor the mitochondrial respiration by addition of specific 

substrates and inhibitors of the OXPHOS. This method is widely used for the diagnosis of 
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mitochondrial diseases (permeabilized muscle fibers). In permeabilized cells, flux of internal 

substrates is disconnected and respiration is entirely dependent on the exogenous substrates 

added. Contrary to the intact cells, where substrate availability may limit the respiratory flux, 

artificial substrates are added to the permeabilized cells in excess, thus stimulate maximal 

performance of the intermediate metabolism and associated mitochondrial respiration. Cells were 

permeabilized by digitonin, measurements have been performed in the respiratory medium, 

distinct from DMEM.  

The assay is a modification of the one used for intact cells, as it is shown in FIG 4-7 A (grey line). 

First, the endogenous flux was monitored, followed by the addition of glutamate and malate, 

which, however, did not exert any influence on respiration of intact cells. Permeabilization by 

digitonin resulted in a decline of respiratory  rate to the level corresponding to state 2 (substrate 

present, no ADP). After stabilization, ADP was added to stimulate state 3 respiration with complex 

I input (due to the presence of complex I – specific substrates glutamate and malate). Addition of 

succinate, surprisingly, activated complex II respiration, resulting in complex I+II respiration 

(quantified as a succinate control ratio, SCR, TAB 4-1). This indicates that complex II is functional 

and can participate in electron transport, when substrate is available contrary to intact HTB-126 

Glc cells, where complex II activity has not been detected. Hence, lack of complex II respiration 

detected in intact cells means that little succinate or FADH2 is present in the intact cells.  The 

addition of oligomycin resulted in transition to state 4 respiration (pseudo state 4 respiration since 

ADP is present).  At this point we can calculate RCR as uncoupled flux to state 3 respiration (with 

complex I+II input). Data are presented in FIG 4-7 and TAB 4-1.  The uncoupling of flux by 

uncoupler (FCCP) stimulates the flux to its maximal capacity. Interestingly, convergent complex I+II 

electron input stimulated respiration of HTB-126 Glc cells close to the maximum capacity of 

respiratory system (UCR 1.08 FIG). Hence, when considering the contribution of succinate on 

respiratory flux, the increase of state 3 respiration compared to endogenous respiration of intact 

cells (ratio 3/E), can be attributed to the complex II as indicated by succinate control ratio (SCR, 

TAB 4-1). These data show that complex II is not defective in HTB-126 Glc cells, but rather 

attenuated due to the lack of substrate.  

In HTB-126 GAL cells, substrate combination resulted in the elevated state 3 respiration as 

compared to endogenous flux. However, UCR ratio was 1.7 (FIG 4-7, TAB 4-1). Under the 

conditions of unlimited substrate and ADP delivery, state 3 respiration does not meet its kinetic 

limits. Therefore, we can suggest that principal controlling factor of the state 3 respiratory rate of 

HTB-126 GAL cells is the rate of phosphorylation system (ATP synthase, the ADP/ATP carrier, and 

Pi carrier), but not substrate. Contribution of complex II respiration has been also elevated in HTB-

126 GAL cells (SCR).  
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Increase of state 3 respiration of permeabilized cells related to routine respiration as occurs in 

intact cells with endogenous substrates is summarized in TAB 1 (ratio 3/E). This indicates that 

substrate flux is compromised in intact cells and respiratory complexes do not proceed at the 

maximum kinetic rate. Respiration of permeabilized cells revealed complex II inhibition under the 

standard cultivation conditions of cancer cells. Importantly, the existence of SCR (>1) clearly shows 

functionality of complex II. Participation of individual respiratory complexes to the overall 

respiratory flux is summarized in FIG 4-7 B and TAB 4-1. 

4.1.4. ATP synthesis  

ATP amount was measured in HTB-126 Glc cells in response to glycolytic inhibitor 2-deoxy 

glucose (2-DG), lactate dehydrogenase inhibitor (oxamate) and FOF1-ATPase inhibitor oligomycine. 

Results were expressed as pmols per mg of total cellular protein and subsequently related to 

control samples. FIG 4-8 shows, that inhibition of hexokinase disrupts the cellular ATP balance to 

higher extent than inhibition of LDH or mitochondrial ATP synthesis.  

4.1.5. Expression of OXPHOS proteins 

The expression levels of respiratory chain proteins (subunits of complex I, complex II and 

complex IV) was estimated by western blots of cell lysates prepared from HTB-125 and HTB-126 

cells grown in glucose medium or glucose-deprived medium at least 4 days. An example of 

western blot is given (FIG 4-9 inset) and the results of the densitometric analysis are summarized 

in the histogramm of FIG 4-9. The results were expressed as the ratios of the protein band 

densities measured in the glucose-deprived medium, to those obtained in the glucose medium 

(for the same content of cell lysate proteins). A value of 1 means no change in the expression level 

of complex I, II, and IV in the glucose deprived medium, while a value >1 indicates upregulation of 

expression. The results show an increase of protein expression with a mean factor of 1.26±0.098, 

1.88±0.48, and 2.39±0.15 for CI, CIV, and CI, respectively, in non-cancer cells grown in the absence 

of glucose. In cancer cells, this increase was more pronounced and the mean factor value was of 

1.28 ±0.01, 4.17±0.34, and 5.97±1.70 for CI, CIV, and CII, respectively.  

Elevated respiratory rate along with induction of OXPHOS proteins expression shows that 

mitochondrial biogenesis is activated in the glucose-deprived medium.    
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4.2. HYPOXIA 

Additionally to glucose deprivation, we exposed cells to the low oxygen conditions (1% oxygen, 

6 days). As for glucose deprivation, cell growth, respiration and OXPHOS composition were 

examined. 

4.2.1. Cell viability under the hypoxia 

Cell viability was measured at hypoxia using the neutral red assay. Cancer and normal cell were 

plated to 96-well plates to the cell density of 10,000 (HTB-126) and 5,000 (HTB-125), respectively. 

Both cell types were grown in the Glc as well as Gln/GAL medium. After cells attached (8 hours), 

plates were moved to 1% oxygen or to normoxic condition as reference. Neutral red assay was 

performed after 24 hours and after 6 days, respectively. We expressed the results as the ratios of 

cell viabilities obtained in hypoxia to that measured at normoxia (FIG 4-10). A ratio of 1 means 

that viability is similar in hypoxia and normoxia; a ratio <1 indicates a loss of viability during 

hypoxia. This notion of viability must be clarified here, as the neutral red assay reflects the active 

uptake of neutral red inside the cell. Increase of neutral red uptake can be related to increased cell 

mass, but also be used as a metabolic index (Nouette-Gaulain et al. 2009). In the glucose medium, 

hypoxia induced a minute decrease (20 % reduction in cell viability) at day 1, and no change was 

observed after 6 days (8 %). Conversely, in cancer HTB-126 cells, hypoxia resulted in a large 

increase in the cell viability after 6 days (54 % increases). In the glucose-deprived medium, 6 days 

of hypoxia induced a significant decrease of cell viability (51 % reduction after 6 days) in HTB-125 

non-cancer cells. The same phenomenon was observed in cancer cells, albeit to a dramatic extent. 

Indeed, 1 day of hypoxia induced a 43 % decrease in cell viability in the glucose-deprived medium, 

and after 6 days all the cells died. These observations suggest that 1% hypoxia exerts opposite 

effects on cancer cells viability, depending on the presence or the absence of glucose in the 

culture medium. They also reveal that cancer cells are more sensitive to hypoxia, as they undergo 

a larger metabolic remodeling in comparison with non-cancer cells.  

4.2.2. Respiration 

The endogenous respiration of HTB-125 and HTB-126 cells grown in glucose or glucose-

deprived medium was measured after 6 days in normoxia or 1% hypoxia. The respiratory flux of 

intact cells was determined FIG 4-11, as was the pH value of the cell culture medium. The results 

show that 1% hypoxia slightly increased cell respiration by 34 % for the HTB-125 cells grown in the 

Glc medium, and by 26 % in the glucose-deprived medium for control cells. Conversely, 1% 

hypoxia reduced mitochondrial respiration in cancer cells by 36 % in the glucose medium and by 
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23 % in the glucose-deprived medium. These results indicate that hypoxia stimulates cell 

respiration in non-cancer cells, independently of the culture medium, while it inhibits cell 

respiration in cancer cells. Again, this argues for a different sensitivity and a variable response of 

cell metabolism toward hypoxia in cancer cells versus the non-cancer counterpart. When P50 

measured, there was an increase in P50 in HTB-126 Glc cells (1.3 in hypoxic as compared to 0.86 in 

normoxic cells), indicating decrease of mitochondrial performance in regulation. In term of 

affinity, increase of P50 means decrease of affinity to oxygen. P50 of HTB-126 GAL cells did not 

change.  

4.2.3. OXPHOS proteins expression under hypoxia 

Western blot of cell lysates of HTB-126 cells grown in 1% oxygen was compared to control 

samples (normoxia). As expected from the data of respiration, there was a profound decrease of 

subunits of complexes I, IV, and III (FIG 4-12). No significant change was observed for HTB-126 GAL 

cells exposed to hypoxia.  
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4.3. MITOCHONDRIAL NETWORK MORPHOLOGY 

Mitochondrial bioenergetic capacity is linked to the configuration of the mitochondrial 

network, so we analysed this feature in living HTB-125 and HTB-126 cells by confocal microscopy. 

Data are depicted in FIG 4-13. In non-cancer HTB-125 cells, neither the removal of glucose nor the 

limitation of oxygen availability caused changes of the mitochondrial network morphology and 

total area. Interestingly, the combination of glucose deprivation and 1% O2 induced a wider 

spreading of this network, with a significant increase in the total organellar area (as compared to 

normoxic HTB-125 in glucose medium). In HTB-126 cancer cells these changes were more 

sensitive, as the sole removal of glucose trigerred an increase in mitochondrial total area (1.51-

fold). Yet, the combination of aglycemia and 1% O2 hypoxia induced further changes (total 

mitochondrial area was increased by a factor of 1.91), comparable with what was observed in the 

non-cancer HTB-125 cells. In all conditions, the mitochondrial network remained in the tubular 

configuration and no excessive fragmentation was observed. 
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4.4. CRABTREE EFFECT 

A short-time effect of the presence of glucose on cell respiration was investigated in HTB-126 

cancer cells. HTB-126 GAL cells possess the pronounced Crabtree effect (FIG 4-14 A, B). The effect 

of glucose addition or removal on respiratory rate and P50 of HTB-126 was evaluated.  

Glucose addition (25 mM final) to the respiring HTB-126 GAL cells induced a rapid and 

pronounced (40%) decline of respiration in glucose-deprived cells (designated as GAL/Glc – FIG 4-

15). Surprisingly, this rapid decline of respiratory rate had no effect on P50 (TAB 4-2). Likewise, 

removal of this Crabtree effect was reached when cells originally grown in the Glc medium were 

transferred to the Gln/GAL medium (this sample was designated as Glc/GAL). Such a shift results 

in a two-fold increase of cellular respiratory rate. In this group, glucose addition, again, could 

reduce the respiratory rate below original value (not shown).  

According to results presented above, the cell specific uncoupled flux of HTB-126 Glc cells 

reached as high as 38 pmol O2×s-1×10-6cells, represented by the UCR of 1.64 (a 1.64-fold increase 

over the routine respiration). Glucose removal then stimulated respiration to the level comparable 

to the uncoupled flux of HTB-126 Glc cells.  

To find out, whether removal of glucose stimulates respiration to the limits of maximal 

respiratory performance of HTB-126 Glc cells, titration by an uncoupler was performed. 

Surprisingly, the respiratory flux of HTB-126 Glc/GAL sample can be further stimulated by 

uncoupler, resulting in the UCR of 1.53. Enhancement of maximal capacity can be caused either by 

induced mitochondrial biogenesis or removal of present inhibition. Regarding the rapid 

experimental set-up and time scale, we definitely exclude involvement of biogenesis in this case. 

Rather, the ability to uncouple flux upon glucose removal suggests that electron transport and 

concomitant proton pumping was retarded when glucose was present. The removal of glucose 

withdraws this inhibition. 

Conversely, the glucose addition causes a rapid transition to the low-respiration state 

(designated as a GAL/Glc sample group). Uncoupling of oxygen flux in the GAL/Glc group is 

possible albeit not to the original extent. The results of rapid transition exclude the bioegenesis 

process, hence the resulted effect must be fully regulated by metabolic alteration.  

The data present in this section indicate an inhibition of electron transport through complexes I 

or II when glucose is present. The removal of glucose causes the extension of ETS capacity. The 

exact nature of this effect requires further investigations.  
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4.5.  ABSOLUTE QUANTIFICATIONS OF UCP2 TRANSCRIPTS 

We have confirmed the presence of UCP2 mRNA in all eight rat tissues studied (FIG 4-16). The 

absolute amount of UCP2 mRNA (in pg per 10 ng of total isolated mRNA) decreased in the order of 

spleen > heart > lung > WAT > brain > skeletal muscle > kidney > liver, spanning a 30-fold 

difference in UCP2 transcript content (FIG 4-16 A). Only in the rat spleen and lung were the UCP2 

transcript levels of the same order of magnitude as the control GAPDH transcript levels (FIG 4-19). 

With the exception of the heart UCP2 mRNA, a similar pattern was found for mouse tissues (FIG 4-

17 A). The heart UCP2 transcript level in mouse was up to 40-fold lower than in the mouse lung. In 

turn, the heart and lung UCP2 transcript levels were equivalent in the rat. 

4.6. ABSOLUTE QUANTIFICATIONS OF UCP3 TRANSCRIPTS  

As expected (Boss et al. 1997; Vidal-Puig et al. 1997), we detected the highest UCP3 mRNA 

levels in rat and mouse skeletal muscle and intermediate levels in mouse heart (FIG 4-17 B), the 

latter being of the same order of magnitude as the UCP2 lung transcript levels. In contrast to the 

very high UCP2 mRNA levels found in the rat heart, the UCP3 mRNA was much less abundant. The 

other UCP3 transcript levels reached only ~10–3 pg per 10 ng of total isolated mRNA with the 

exception of rat liver (~10–5) and rat kidney (not detectable, FIG 4-16 B). A similar pattern was 

found for mouse tissues, with the exception of higher levels of UCP3 transcript in the spleen and 

WAT (FIG 4-17 B).  

4.7. ABSOLUTE QUANTIFICATIONS OF UCP4 TRANSCRIPTS 

The absolute mRNA levels of the UCP4 isoform in rat tissues were generally among the lowest 

determined (FIG 4-16 C). There were by up to three orders of magnitude lower than the UCP2 

mRNA levels. As expected (Mao et al. 1999), the maximum UCP4 mRNA level was in the brain, but 

still two orders of magnitude lower than the UCP2 mRNA level. In turn, UCP4 transcript 

abundance in the rat brain (similarly for UCP5, see below) was similar to that of UCP2 mRNA in the 

mouse lung (FIG 4-16 C vs. FIG 4-17 A).  The mouse skeletal muscle UCP4 transcript level exceeded 

that of UCP2.  Similarly, mouse WAT contained nearly equivalent levels (~0.05 pg per 10 ng of total 

isolated mRNA) of UCP2, UCP3, and UCP4 transcripts. The UCP4 transcript level was not increased 

in the brain of the UCP2–/– mice compared with wild-type mice (FIG 4-18). 
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4.8. ABSOLUTE QUANTIFICATIONS OF UCP5 TRANSCRIPTS  

Similar to the rat UCP3 and UCP4 mRNAs, rat UCP5 mRNA was primarily expressed in a single 

tissue, namely brain. Whereas in the case of rat UCP3 such an apparent exclusivity was found in 

the skeletal muscle, in the case of rat UCP5 it was the brain (FIG 4-16 D). In other tissues the levels 

of UCP5 mRNA (~10–3 pg per 10 ng of total isolated mRNA) transcript levels of UCP5 were similar 

to the UCP3 levels. The rat UCP5 mRNA levels were still at least three-fold higher than those of 

UCP4. The tissue distribution of mouse UCP5 mRNA expression was somewhat more 

heterogeneous compared with the other UCPs, although UCP5 mRNA levels in brain were highest 

among the tested tissues (FIG 4-17 D). Notably, ~0.5 pg per 10 ng of total isolated mRNA was 

found for the UCP5 and UCP4 transcripts in the mouse brain, as well as for UCP2 mRNA in mouse 

lung and UCP3 mRNA in mouse skeletal muscle.  The mouse heart UCP5 mRNA level was 

equivalent to that of UCP3. UCP5 mRNA in WAT and spleen was even more abundant than UCP3 

mRNAs in these tissues and UCP2 mRNA in WAT. Although only at levels of ~0.05 pg per 10 ng of 

total isolated mRNA, UCP5 was the predominant isoform in the mouse liver and kidney. The UCP5 

transcript was not elevated in the brain of UCP2–/–   mice. 

4.9. QUANTIFICATION OF UCPS TRANSCRIPT LEVELS IN UCP2-NULL MICE TISSUES 

To test, if genetic deletion of UCP2 triggers compensatory expression of other UCPn isoform, 

expression pattern of UCPn isoform was quantified in lung, brain and liver. We have obtained no 

compensatory increase in transcript level of any isoform tested (FIG 4-18). 
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4.10. QUANTIFICATION OF GAPDH 

GAPDH is extensively used as a housekeeping gene in number of studies. However, we have 

detected variable levels of GAPDH transcripts in tested tissues, among which skeletal muscle and 

heart were the tissues with the highest expression of GAPDH (FIG 4-19).  

4.11.  QUANTIFICATION OF CIDEA TRANSCRIPT LEVEL IN RAT TISSUES 

Published quantification of CIDEa transcripts were usually based on Northern-blot analyzis or by 

classical non-quantitative PCR method. In this work, basal level of CIDEa transcript were quantified 

by quantitative real-time PCR. We have analyzed WAT, heart, brain, kidney, spleen, liver, skeletal, 

muscle and lung tissue. The highest expression was reported in BAT (Zhou et al. 2003; Inohara et 

al. 1998), which was not analyzed in this work. The highest expression was found in WAT (FIG 4-

20). 
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4.12. CIDEA OVEREXPRESSION LEADS TO APOPTOSIS IN HELA CELLS 

Previous studies on CIDE proteins stated that overexpression of the protein causes apoptosis 

(Chen et al. 2000). We have employed T-REx HeLa cells, a cell line stably expressing tetracycline 

repressor, transfected with pDEST30-CIDEa, which allows regulated and timed CIDEa expression 

under control of tet repressor binding element. First a time course of tetracycline incubation was 

studied. Time point 0 h clearly shows no expression of CIDEa (FIG 4-21 B), similarly to 293-HEK (FIG 

4-21 A), indicated that expression of the protein is suppressed in the absence of tetracycline 

during the 24 h stabilization period post transfection.  

We found that the maximum expression was reached at 12 h post tetracycline (1 μg/ml) 

addition (16 h for 293-HEK), but afterwards, the expression was declining. It may imply that 

overexpression of CIDEa induces apoptosis resulting in cell death, a fact corresponding with 

previous reports (Chen et al. 2000). The disappearance of CIDEa in the cell population suggests 

that the transfected cells die, whereas the non-transfected do not. In our case, the majority of 

transfected cells would perish between 12 and 24 h post-tetracycline addition. Such a short time 

required for the cells to die may reflect the amount of CIDEa plasmid used for transfection, also 

shown by others (Inohara et al. 1998), and sensitivity of the cells.  

While caspase-3 activity varied throughout the time course (data not shown), the percentage 

CIDEa redistribution during apoptosis in HeLa cells 95 of TUNEL-positive cells displayed an 

apparent maximum at 8–12 h with both time points showing significantly higher percentage than 

time point 0 (FIG 4-22). Hence further experiments conducted used 8 h of tetracycline (1 μg/ml) 

treatment followed by 2 h in the presence of apoptosis initiators. 
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4.13. CELLULAR DISTRIBUTION OF CIDEA UPON ITS OVEREXPRESSION  

CIDEb was shown to be localized in mitochondria when overexpressed in Chinese hamster 

ovary cells (Chen et al. 2000) and CIDEa in brown fat mitochondria (Zhou et al. 2003). Similarly, in 

this work we attempt to localize CIDEa protein into mitochondria by different approaches; by 

using fusion proteins with GFP or RFP tags or by imunohistochemistry.  

RFP-fused CIDEa protein localization was examined in HeLa cells with mitochondrially-targeted 

Ro-GFP stable cells line (not shown). Similarly, GFP-fused CIDEa protein localized to mitochondria, 

as compared to TMRE-stained mitochondria of HEK-293 cells (FIG 4-23).  

We also found that CIDEa was localized to mitochondria upon its tetracycline-regulated 

expression in HeLa cells. Immunocytochemistry of CIDEa-overexpressing T-REx HeLa cells shows 

both nuclear as well as extranuclear localization of CIDEa (FIG 4-26). Quantification of CIDEa-

positive cells over four independent experiments (100 CIDEa-positive cells counted per 

experiment) yielded higher number of cells displaying either nuclear or mixed, i.e. nuclear as well 

as extranuclear, CIDEa localization in camptothecin- and valinomycin-treated cells, 50 and 80%, 

respectively, versus the DMSO-treated cells – 40%  (FIG 4-27). 
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4.14. ROLE OF CIDE-N AND CIDE-C DOMAIN IN SUBCELLULAR LOCALIZATION 

To investigate a role of so-called CIDE-domains in cellular localization of CIDEA protein, we 

tested cellular localization of CIDE∆C and CIDE∆N proteins fused with N-terminal GFP. Our results of 

our experiments clearly support a role of CIDE-C domain for mitochondrial localization of CIDEA 

protein. Since CIDE∆N showed mitochondrial localization, CIDE∆C protein conferred cytosolic 

localization, as shown in FIGs 4-24, 4-25.  
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4.15. CIDEA REDISTRIBUTION IS ASSOCIATED WITH TREATMENT OF HELA CELLS WITH 

APOPTOSIS INDUCTORS 

CIDEa expressed under inducible repressor regulation appears to localize in both extranuclear 

and nuclear space as shown in confocal microscopy images (FIG 4-26, DMSO). Despite the 

plausibility of confocal images, we used CIDEa immunodetection in subcellular fractions of CIDEa-

overexpressing T-REx HeLa cells to reveal the presence of the protein in general cytosolic, containing 

mitochondria, as well as nuclear fractions (FIG 4-27).  

Valinomycin effect on CIDEa redistribution is more apparent than in the case of camptothecin 

and corresponds with the quantification of CIDEa-positive cells displaying at least some nuclear 

localization of CIDEa (vide supra). Heterogeneous cell population was present in our experiments 

with variable percentage of cells undergoing apoptosis (FIG 4-27).  

Pretreatment of cells with pan caspase inhibitor z-VAD-fmk did not significantly alter the 

percentage of CIDEa positive cells displaying apoptotic morphology, i.e. cells displaying shrinkage 

and/or nuclear fragmentation, thus demonstrating the caspase-independence of the process (FIG 4-

28). On the contrary, the percentage of CIDEa positive/apoptotic cells insamples treated with 

valinomycin was significantly higher than those treated with DMSO (78 vs. 40%) thus supporting the 

link between redistribution of CIDEa and apoptosis.  
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5.5.5.5. DISCUSSIONDISCUSSIONDISCUSSIONDISCUSSION    

The first objective of my thesis was to analyse the impact of glucose deprivation and oxygen 

limitation, as occurs in most solid tumors, on the bioenergetic properties of cancer cells in 

comparison with non-cancer cells. It was the intention to determine the capacity and the 

functioning level of the mitochondrial oxidative phosphorylation in breast cancer cells. Then, we 

followed in investigation whether microenvironmental metabolic stresses (i.e glucose and/or oxygen 

limitation) could reshape this system to permit cell survival.  

Few studies have performed in-depth analysis of mitochondrial bioenergetics in cancer cells, as 

they most typically measured the intracellular ATP levels or the mitochondrial content. Here we 

used high resolution respirometry to decipher the functioning of the oxidative phosphorylation 

system and we assessed the main bioenergetic parameters such as the respiratory flux, the coupling 

degree, the uncoupling ratio, the apparent affinity to oxygen or the contribution of each of the 

respiratory chain complexes to the overall flux of energy production. We combined measurements 

performed on intact cell and permeabilized cells to determine the control of respiration by substrate 

delivery. The cells were grown in different culture conditions to measure the impact of energy 

substrate type and availability on the remodeling of the metabolic machinery but also cell viability 

and mitochondrial network morphology. As recently proposed, the bioenergetics of tumors is 

variable, and the role of microenvironment was not thoroughly evaluated. Here we evaluated the 

combined impact of glucose deprivation and oxygen limitation as no study considered this problem 

from the bioenergetic perspective. 

In the recent years, studies of carcinogenesis focused on the action of oncogenes, induction of 

DNA instability, regulation of signaling pathways and processes that lead to uncontrolled cell 

proliferation resulting in neoplastic transformation. However, an emerging role of metabolic 

remodeling and ROS signaling has arisen recently. According to several theories, metabolic 

remodeling that accompanies cancer progression possesses an equal impact on survival than 

initiators of carcinogenesis, or that it is even required for cancer cells to gain their neoplastic 

potential. In the pioneering work of Otto Warburg, the incapacity of a cell to perform mitochondrial 

respiration was considered as the initiating cause of cancer. This concept was strengthened by the 

discovery of cancers caused by mutations in mitochondrial energy proteins (SDH, FH), but it is also 

challenged by the discovery of cancers which utilize more mitochondrial OXPHOS rather than 

glycolysis to proliferate.  

This latter proposal encouraged further exploration of energy metabolism of cancer cells and 

revealed a wide spectrum of metabolic activities within tumor types, differing by ratio of utilization 

of aerobic and anaerobic pathways for energy production. Aerobic glycolysis remains among most 

common phenotype of cultured cancer cells, but the importance of mitochondrial OXPHOS remains 
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underinvestigated in surgical pieces. Such aerobic glycolysis (i.e. glycolysis occurs but OXPHOS does 

not despite the presence of oxygen) remains unclear. Likewise, it is not known how mitochondria 

and the (dys)function of OXPHOS participate in the development of oncogenic transformation. To 

answer these question necessitate a rigorous analysis of the bioenergetic profiles of cancer cells and 

tumors. 

Second, we also performed complete analysis of expression pattern of mitochondrial uncoupling 

proteins in rat and mouse tissues to clarify recent discrepancies about their tissue distribution. 

Providing this information, we can better evaluate yet incompletely understood physiological role of 

UCPs.  

Further, we investigated a role of the CIDEa protein in apoptosis. According to the proposed 

model of CIDE participation in apoptosis, CIDE proteins bind to the DFF-45 protein which is an 

inhibitor of DFF-40 nuclease, thus activate apoptotic DNA frangmentation independently of 

apoptosis. We hypothesize that the significance of mitochondrial (Inohara et al. 1998; Zhou et al. 

2003) location of CIDE proteins lies in being an inactive (non-apoptotic) position (Valoušková et al. 

2008). CIDE proteins may even associate with yet unknown docking partners in the intermembrane 

space, thus strengthening the inactive position (vide infra). Our second hypothesis assumes that 

upon certain (again yet unknown) stimuli, relocation of CIDE from this “resting position” takes place 

in order to induce apoptosis (Valoušková et al. 2008). Migration of CIDEs from mitochondria to 

nucleus (or to cytosol) has not been reported until 2008, at least not for apoptosis induced by 

staurosporine or etoposide (Chen et al. 2000).  

 

• Glucose deprivation and its impact on energy metabolism 

In our work, we have shown, that OXPHOS composition, content and performance depends 

largely on substrate availability and cell type. As depicted in FIG 4-2, respiration of HTB-126 cells 

grown under standard high-glucose conditions is four-times lower than after the adaptation to 

Gln/GAL medium, short of glucose. Despite a wide belief of the mitochondrial aberration in cancer 

cells, we have demonstrated that mitochondrial respiration is intact and fully competent in HTB-126 

cells. Cancer and normal cells void of glucose are able to maintain cell proliferation under the 

normoxic conditions albeit with considerable loss of proliferation rate. Under the high-glucose 

conditions, HTB-126 cells exhibit a low-respiration state and mostly glycolytic ATP production (FIG 4-

8); this phenomenon is normally described as the Warburg effect. A four-fold increase of respiration 

in Gln/Gal medium can be ascribed to several factors. Compared to the Glc medium, the coupling 

ratio in the Gln/GAL medium was preserved, therefore, we can exclude the possibility that 

uncoupling would be responsible for this increase of respiratory rate. If the increase of respiration 

was caused by an extensive uncoupling, the coupling ratio would be proportionally decreased. 
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Moreover, P50 is sensitive to uncoupling, so transition into uncoupled state probably does not occur, 

since P50 remains constant. On the contrary, respiratory system seems to retain its qualitative 

properties, as assumed from UCR and RCR ratios of intact cells, which remained within the similar 

range. In the Gln/GAL medium increase of P50 can be attributed to the overall turnover of ETS 

activity due to the impact of complex II activity (FIG 4-6 B).  

Next, we have investigated why the respiration is low in the HTB-126 Glc cells. We can only 

predict that sustained glucose presence possesses a stimulatory effect on glucose metabolism 

and/or inhibitory effect on oxidative metabolism. We assumed, that glucose could supports the cells 

growth aside of ATP production. In order to support also the cell growth, FA synthesis should be 

enhanced to support membrane synthesis. The major precursor of FA synthesis is citrate, 

synthesized in TCA cycle. TCA cycle does not have to be necessarily intact (Owen et al. 2002). It has 

been frequently recognized that truncation of TCA cycle might occur in number of cell types and 

serves to synthetize number of metabolic precursors for anabolic processes (cataplerotic flux). 

When glucose serves as a chief energy substrate, remaining carbons that are not deviated to lactate 

synthesis, enter a truncated TCA cycle where citrate is preferentially extruded to the cytosol and 

feeds the fatty acids and sterol synthesis. The citrate extrusion from mitochondria would explain the 

low respiratory flux of HTB-126 Glc cells with the exclusive complex I electron input (FIG 4-6 B). Such 

organization of metabolic pathways and metabolite sorting would theoretically support the high cell 

growth rate of cancer cells grown in high-glucose medium.  

In intact cells, complex II activity has not been detected. This may be caused either by complex II 

deficiency or substrate limitation. Experiments with permeabilized cells gave us a better picture 

about functioning and organization of mitochondrial respiration of cancer HTB-126 cells. We have 

concluded that the substrate flux through TCA cycle is probably compromised in intact cells with 

regard to the succinate-related respiration in permeabilized cells (FIG 4-7 B). Complex II respiration 

does not occur in intact cells despite the presence of sufficient amount of complex II subunits, 

obvious complex II functionality with succinate and sufficient substrate levels in culturing medium 

(glutamine). Therefore, we support the statement that complex II is limited by substrate at the level 

of TCA cycle in HTB-126 Glc cells. This phenomenon can be explained on the basis of cell-growth 

support, as reported previously (DeBerardinis et al. 2007). In this case, metabolites of TCA cycle are 

rather utilized as anabolic precursors of FA rather than for completion of TCA cycle. Thus the citrate 

efflux of mitochondria would depress the substrate flow through succinate-dehydrogenase complex 

and explain the absent flux through complex II (FIG 5-1).  

The cells growing in Gln/GAL medium were considered to undergo glutaminolysis in order to 

support the cell growth utilizing mitochondrial OXPHOS. In attempts to confirm this, we have 

revealed that glutaminolysis likely support other cellular processes. The Gln/GAL medium provides a 
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source of glutamine, a major oxidizable substrate of tumor cells. It is deaminated to glutamate 

through a phosphate-dependent glutaminase. Glutamate is preferentially transminated to α-

ketoglutarate that enters the TCA cycle afterwards. Even if glutamine is not oxidized completely, 

before extrusion from TCA cycle towards anabolic processes, it has to be metabolized to malate and 

pass the succinate-dehydrogenase complex. Therefore, in any case glutaminolysis must support 

complex II respiration. However, in HTB-126 GAL cells, complex II participated on the respiratory flux 

by a minor part. NADH reoxidation was detected as complex I respiration represents the major part 

of respiratory activity of HTB-126 GAL intact cells. NADH production in TCA cycle cannot operate 

without a source of Ac-CoA. Pyruvate as a precursor of Ac-CoA can be gained from culturing media, 

and synthesized by cytoplasmic or mitochondrial malic enzyme from malate (FIG 5-2).  

Decreased proliferation rate can be subscribed to glutamine distribution among the ATP 

producing and the anabolic pathways. We suggest a dual role of glutamine in the glucose-free 

medium; being an energy source and also a metabolic precursor of synthetic pathways. Similarly to 

HTB-126 Glc cells, permeabilization of HTB-126 GAL cells revealed a strong limitation of complex II 

respiration in intact cells. Succinate as a respiratory substrate supports the complex II respiration to 

the higher extent than intrinsic substrates in intact cells (FIG 4-7).  

Furthermore, preferential utilization of glucose over glutamine has been revealed in cancer cells. 

The Gln/GAL medium is widely used to stimulate cells to maximal OXPHOS performance, designated 

as the OXPHOS phenotype. Dependency of glucose-deprived cancer cells on OXPHOS has been 

demonstrated by the elevated sensitivity to mitochondrial inhibitors and by viability tests (FIG 4-1). 

In this study, however, we indicate the Gln/GAL medium as a “glucose-deprived” medium, since 

glucose and galactose are the only variable components of culturing media; the other components 

including pyruvate and glutamine remain constant. Glutaminolysis can, therefore, occur under both 

conditions (i.e. Glc and Gln/GAL medium) and cells could theoretically use oxidative metabolism to 

produce ATP both in Gln/GAL or Glc medium. Instead, breast cancer HTB-126 cells clearly prefer 

glucose to glutamine as an energy substrate when glucose is present, as indicated by the low 

respiratory flux of HTB-126 Glc cells. Indeed, HTB-126 cells do not exhibit any complex II-dependent 

respiration. We hypothesized, that presence of glucose has an inhibitory effect on respiration 

additionally to being a preferred energy source and FA precursor. Such an effect has already been 

described as Crabtree effect. This is demonstrated by an immediate increase of respiration upon 

removal of glucose medium and its replacement by Gln/GAL medium (FIG 4-14). In this case, we 

have obtained a 40% increase of respiratory rate due to the glucose removal. This 40% can be 

attributed to the removal of Crabtree effect. The remaining increase of respiration is attributed to 

more general adaptation that cells undergo in order to survive glucose deprivation. This adaptation 



 

 
89 

occurs, however, on the expense of cell growth rate, which is considerably retarded under the 

glucose-limiting conditions.  

The Crabtree effect occurs in cancer and fast proliferating cells and is defined as the inhibition of 

respiration by the added glucose. During our experiments, glucose was either added, or removed by 

exchange of medium. To date, mechanism of Crabtree effect remains unresolved. A single 

mechanism has been set to explain cause of Crabtree effect in yeast, since a FBP overproduction 

upon glucose addition further inhibits complex I directly or indirectly (Diaz-Ruiz et al. 2008). It is not 

known, whether Crabtree effect and glycolytic cancer cells (observed in a Warburg effect) utilize the 

same enzyme isoforms and/or pathways. 

The effective proof that the respiration and/or substrate flow to the mitochondria is inhibited 

has not yet been given. In this thesis it has been shown, that glucose presence significantly 

decreases the respiratory flux and depresses a respiratory capacity of the respiratory system. We 

suggest that molecular inhibition of individual respiratory complexes probably occurs. Two 

arguments are given to support this view. i) If a decrease of respiration was caused by the decreased 

substrate influx to the respiratory chain, maximum respiratory capacity (measured as uncoupled 

flux) would remained unchanged and corresponding UCR ratio would decrease concomitantly. 

Physical inhibition of electron transport and proton pumping could compromise maximum capacity 

of respiratory chain along with inhibition of routine flux. Similarly, when glucose was removed, we 

have obtained the increased respiratory flux, that exceeds former ETS capacity. In addition, further 

uncoupling is possible, indicating, that the previous inhibition was removed by glucose removal. ii) A 

decrease or increase of respiratory flux should be accompanied with concomitant decrease or 

increase of cellular P50. We can predict that inhibition of components of ETS, including cytochrome-c 

oxidase population, occurs during glucose presence. P50 should be increased with increased enzymes 

turnover, but, instead, we can speculate about repression and derepression of respiratory enzymes 

and cytochrome-c oxidase. In other words, P50 obtained for HTB-126 Glc cells was higher because of 

the repression of enzymes of ETC but should have been lower. Of course, this hypothesis remains to 

be explored in more details. 

Note that the control cells do not exhibit the Crabtree effect. For them, the respiratory flux and 

P50 does not change upon manipulation of glucose levels. Consequently, we can speculate about 

other cellular mechanism contributing to the observed Crabtree effect. Even if HTB-126 cells exhibit 

an intermediary phenotype with the respect to aerobic glycolysis and OXPHOS utilization and 

dependence on ATP production, they still exhibit a strong Crabtree effect. Because of this and since 

the definition of Crabtree effect is not so strict when we consider it occurs also in fast-growing 

normal cells. It is often demonstrated along with the Warburg effect, so we can take into account 

enzymatic pattern of cancer cells.  
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However, elevated respiratory capacity of HTB-126 GAL cells cannot be only attributed to 

removal of glucose inhibitory effect. The difference of respiratory capacity between of Glc and Gal0 

group is attributed to removal of glucose inhibitory effect, since increased flux of GAL4 as compared 

to Gal0 group must have other origin. We proposed, that mitochondrial biogenesis was induced 

during adaptation to glucose starvation based on the elevated OXPHOS protein levels. Despite 

complex alterations of metabolic pattern upon shortage of glucose, the kinetic properties of 

respiratory chain, as reflected by P50, remained within a comparable range. Normally, increased 

respiratory flux caused by increase of metabolic activity results in increased activity of respiratory 

complexes. Kinetic functioning of respiratory chain dependent on oxygen is described by P50, which 

also expresses behavior of the system under hypoxic conditions occurring during aerobic-anoxic 

transition. Each point of the measurement actually represents the steady-state at the respective 

oxygen level, which would occur if cells were exposed to that particular oxygen level. P50 is not a 

constant value, but culminates with functional respiratory chain alterations. A basic example is the 

transition from state 2 to state 3 by ADP stimulation that causes increase of the respiratory flux as 

well as P50. P50 value is directly dependent on turnover rate of enzymes of respiratory chain, mostly 

cytochrome-c oxidase. Excess capacity of cytochrome-c oxidase causes that the enzyme works far 

from its kinetic limits. Owing to the excess capacity, COX turnover rate is low even at the maximum 

aerobic performance and COX can therefore effectively regulate affinity to oxygen by flexibly 

regulating turnover rate. Increase of respiratory flux presumes increased metabolite influx into the 

mitochondria and increase of electron input of respiratory system in our conditions. Although 

respiration of HTB-126 GAL cells multiplied compared to HTB-126 Glc cells, the P50 values remained 

within a narrow range. This suggests that system works under similar kinetic conditions and that 

COX acts at a comparable turnover rate. Since the kinetic data predicate the increased quantity, we 

suggest that stimulation of biogenesis occurs as an adaptative response to the glucose removal in 

breast cancer cells. Increase of respiratory activity is basically attributed to elevated mitochondrial 

mass and enrichment of OXPHOS proteins. As a result, respiratory rate increases. In our system, 

biogenesis results in multiplying of mitochondria content with similar qualitative properties as such 

as P50, RCR and UCR, indicating comparable fluxes through COX. Indeed, we have detected increase 

of OXPHOS proteins levels quantified by western-blot.  

Taken together, regulation of respiratory flux of HTB-126 is multifactorial. Respiration can be 

inhibited by presence of glucose, substrate administration among respiratory and biosynthetic 

pathways and the level of mitochondrial biogenesis. 
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• Hypoxia and its impact on energy metabolism 

Investigations of hypoxic adaptations have shown that cancer cells downregulate mitochondrial 

OXPHOS. In general, the neoplastic potential of cancer cells depends on high growth rates compared 

to the tissue of origin. We have followed how cell-type specific differences along with substrate-

specific differences influence a cell growth. Cell proliferation under normoxia is not dependent on 

the presence of glucose, although glucose medium markedly improved the cell growth rate of both 

cancer and control cells (FIG 4-10). The role of mitochondria in survival of hypoxia remains 

questionable. The interesting difference between the control and cancer cells has arisen when 

viability tests were performed. We hypothesized, that compromised mitochondrial oxidative 

metabolism under hypoxia has an impact on the viability of cancer cells in 1% oxygen. Cancer cells in 

glucose medium are able to outgrow their normoxic counterparts in the same time scale. Since 

under normoxia, contact inhibition between cells is maintained, hypoxia resulted in stacking of cells.  

Decreased respiration is reported after hypoxic exposure (2.3.2.1.2.). Decrease of respiration 

arises from expression changes which subsequently result in restriction of pyruvate influx into the 

mitochondria (Kim et al. 2006a; Papandreou et al. 2006). Observed acidification of medium indicates 

an increase of lactate-dehydrogenase activity, which is typically accompanied by the decrease of 

respiratory rate by channeling of pyruvate towards fermentative metabolism. Increased rate of 

glycolysis is plausible under these conditions considering increased growth of cancer cells in glucose 

and excessive medium acidification.  Biogenesis of mitochondria has been reported to be affected in 

hypoxic cells, which usually originates from gene expression pattern dependent on HIF activation 

(Zhang et al. 2007). We have observed pronounced decrease of OXPHOS proteins in HTB-126 Glc by 

WB (FIG 4-12). Induction of mitochondrial degradation probably occurs as there was no substrate 

influx to the mitochondria. As a consequence, suppression of mitochondrial biogenesis can be 

induces. On the other side, both control cell types were able to survive hypoxic exposure, with 

decreased viability by 20%.  

When glucose was missing, cancer HTB-126 GAL cells were unable to survive under hypoxic 

conditions. This is interesting difference, which seems trivial at the first sight. Mitochondrial 

respiration, mitochondrial P50 and OXPHOS proteins content and did not change after hypoxia 

exposure. All data predicts that the decrease of mt biogenesis did not occur. Control cells under the 

same conditions were able to survive hypoxic conditions, only at the expense of decrease viability by 

20%. These results are important in the context of mitochondrial biogenesis induction in numerous 

pathophysiological states where oxygen limitation triggers the up-regulation of OXPHOS. This 

compensatory adaptative response of normal tissues was described in physiological conditions of 

hypoxia, such as exercise training or high altitude (Dufour et al. 2006; Essop 2007). Moreover, it was 

reported, that during hypoxia, ADP/O ratio increases so that mitochondrial oxidative 
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phosphorylation works more efficiently (Gnaiger et al. 2000). Another possibility to overcome 

hypoxia is to rearrange mitochondrial composition to increase affinity to oxygen. This, however, we 

cannot confirm since P50 changes of HTB-125 GAL in response to hypoxia were not observed.  

The P50 analysis revealed a decreased affinity of HTB-126 Glc cells to oxygen, which, along with 

extremely low flux indicates a strong impact of oxygen on respiration and decreased control by non-

oxygen related factors, such as ADP. Increased sensitivity to oxygen would cause inhibition of 

respiration during incubation at 1% oxygen and inhibition of utilization of oxidative metabolism 

completely. Adaptations to hypoxia are well known under pathological conditions (cancer), such as 

channeling of substrates towards fermentative pathways and compromised mitochondrial 

metabolism. Decreased affinity to oxygen would be the next consequence and outcome of cellular 

adaptation to hypoxia. We have also observed a decrease of mitochondrial content by microscopy 

and western-blot. In cancer cells, inhibited biogenesis pathways in hypoxia have been reported 

previously (Zhang et al. 2007) and we support the respective hypothesis predicting these changes to 

occur. On contrary, no decrease of OXPHOS components has been observed in glucose-deprived 

medium. It remains to be determined, if HIF stabilization was affected due to the lack of glucose. 

Similarly, it is to be understood if mitochondrial degradation is the crucial step in hypoxic 

adaptations of cancer cells along with induction of glycolysis. In this case, suppression of 

mitochondrial degradation could be the crucial deficit for survival of cancer cells in 1% oxygen.  

In conclusion, we hypothesize, that inhibition of biogenesis might be of equal importance in 

survival of hypoxia than induction of glycolysis in cancer cells. Cancer cells deprived of glucose can 

not survive hypoxic exposure, since inhibition of respiration is infeasible upon glucose deprivation. 

Mitochondria of HTB-126 GAL cells are not aberrant in glucose limiting conditions, but not able to 

provide energy to maintain cell growth under the hypoxia. However, what seem disadvantageous 

for under certain conditions can possibly be advantageous for cancer cells under different condition 

beyond the scope of this study, such as invasion to the glucose-limiting areas. Under our 

experimental conditions, glucose deficiency seems to be superior to oxygen deprivation. 

 

• Novel findings of presence of a wider pattern of UCPn isoforms in studied tissues 

Historically, UCP2 has been presented as a protein with wide expression pattern throughout the 

body tissues, since UCP3, UCP4 and UCP5 exhibited more specific expression pattern. This work has 

revealed wider expression of UCP5 isoform among studied tissues. 

The advantage of quantitative real-time PCR with properly designed primers and probes lies in 

the unsurpassed selectivity and resolution that are not achievable by northern blotting or “chip 

screening”. Thus we provide reference data for the four UCP isoform transcript levels that span four 

to five orders of magnitude. The major question remains how the translation machinery deals with 
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transcripts of such varying and distinct abundance. Is the resulting translation only 10,000-fold less 

frequent when the transcript is of 10–4 relative abundance? Alternatively, is there a threshold under 

which translation is nil for a very-low-abundance transcript? One could also speculate on the 

existence of a mechanism that upregulates the translation of low-abundance transcripts. Indeed, 

the observed disparity between the abundance of certain mRNAs and their corresponding protein 

products has been attributed to both translational down-regulation (Pecqueur et al. 2001; Hurtaud 

et al. 2006) and up-regulation (Hurtaud et al. 2007).  

We have chosen a reference unit that is quite versatile and has practical implications, namely 

the unit of picograms of a given transcript per 10 ng of total isolated mRNA. One unit is close to the 

expected average transcription of 10,000 genes if all genes were transcribed equivalently. Only the 

level of the UCP2 transcript in the rat spleen approached one such unit. The selected reference 

gene, GAPDH, was transcribed in different tissues at levels between 1 and 10 pg per 10 ng of total 

isolated mRNA, corresponding to 0.01% to 0.1% of average gene representation (mRNA abundance). 

The finding that UCP2 transcript abundance was highest in the spleen points to important 

physiological role of UCP2 in macrophages (Arsenijevic et al. 2000; Giardina et al. 2008) and other 

white blood cell types, resident in the spleen. Similarly, the second highest UCP2 transcript amount, 

found in the rat and mouse lung, may reflect its predominating expression in the alveolar 

macrophages.  

Attempting at least to find the order of magnitude proportionality between the measured levels 

of UCP mRNAs and their corresponding protein products, we can compare data for mouse spleen. 

These data show that UCP2 accounts for ~0.03% of all mitochondrial proteins (Pecqueur et al. 2001). 

Compare this to our finding of 0.002% for UCP2 transcript abundance (FIG 4-17 A). Considering on 

average 10,000 transcribed genes as 100%, these data would match only, if approximately each 

tenth transcribed protein in general was mitochondrial. The reported mouse lung UCP2 protein level 

(~0.002 % of rat mitochondrial proteins, Pecqueur et al. 2001) seems to correlate with a rather high 

estimated transcript abundance of 0.004% (FIG 4-17 A). Also, our [3H]GTP binding study reflecting 

UCP2 protein amounts (Žáčková et al. 2003) correlated better with the rat UCP2 transcript 

quantification (FIG 4-16 A), indicating rather high amounts of UCP2 protein in rat lung mitochondria, 

and 10-fold lower levels in rat liver mitochondria (Žáčková et al. 2003). However, specific 

quantification of UCP protein level and to distinct the specific isoform with an antibody is impossible 

to our knowledge. Indeed, the UCP2 mRNA was one order of magnitude greater in lung than in liver 

(FIG 4-16 A).  

The results presented clearly show that the tissue-specific expression pattern of individual 

isoforms is quite distinct between rat and mouse and that the levels of mouse UCP4 and UCP5 

transcripts, previously considered to be very low, are in fact quite high. The question, what 
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transcript amount tells us about the protein level and if the low transcription of UCPs isoforms really 

results in translation and maturation of the mitochondrial protein, is a matter of debate. The finding 

that numerous tissues express more than one UCP isoform sheds new light on previous studies in 

mice in which one isoform, UCP2 or UCP3, was ablated. Their reported interpretations might be yet 

inconclusive due to the possible expression of other UCP isoforms, if one considers the possibility of 

functional redundancy among UCPs. However, in attempt to see any compensatory increase of 

other UCP isoform after UCP2 ablation, no difference has been found (FIG 4-18). 

Regarding the GAPDH quantification, large differences in transcript levels has been detected 

both in rat and mouse tissues. This supports numerous notions, that one should be careful when 

interpreting data normalized to GAPDH levels. GAPDH varies with various stimuli, such as 

carcinogenesis, for review see (Bustin 2000). In this study, however, GAPDH was used only as a 

reference gene. 

 

• Possible consequences of the presence of several UCPn isoforms in organs and 

tissues  

With the precision of calibrated real-time RT-PCR, we can claim that when no amplification 

proceeds within a sample there is definitively no transcript present, unless it exists in the range of 

attograms per 10 ng of total isolated mRNA. With such sensitivity, we identified UCP5 and UCP4 

transcripts in all tested rat tissues, and we confirmed previous findings of UCP5 mRNA in mouse 

liver, lung, kidney, and spleen (Sanchis et al. 1998), heart (Kim-Han et al. 2001; Sanchis et al. 1998; 

Yu et al. 2000), and skeletal muscle (Lengacher et al. 2004; Sanchis et al. 1998; Yu et al. 2000). In the 

mouse these transcripts levels were very high (0.1 pg per 10 ng of total isolated mRNA, FIG 4-17 D).  

Also surprising was the rather high UCP4 mRNA level in mouse skeletal muscle (up to 0.1 pg per 10 

ng of total isolated mRNA), being only five times lower than the UCP4 transcript level in mouse brain 

(4-17 D). 

Patterns of the four studied UCP isoforms are remarkable for the heart and brain. In the rat 

heart, UCP2 mRNA was present at up to 0.5 units (i.e. pg per 10 ng of total isolated mRNA, the 

second highest level measured in our tissue set), exceeding by the two to three orders of magnitude 

the levels of UCP3, UCP4, and UCP5 transcripts. In turn, among mouse UCP mRNAs, UCP3 and UCP5 

mRNAs were the most abundant and nearly equivalent, whereas UCP2 mRNA was 10-fold less 

abundant. For reason unknown, UCP2 seems to have been phylogenetically selected for its role in 

the rat heart, and likewise for UCP3 and UCP5 in the mouse heart. This finding puts into context the 

previous striking reports demonstrating the importance of UCP2 function in the rat heart (Bo et al. 

2008; McLeod et al. 2005).  
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 In the rat brain, the predominant rat UCP2 transcript and roughly half-abundant UCP5 

transcript exceeded 10-fold the UCP4 mRNA levels, whereas, on the contrary, in the mouse brain 

the UCP4 transcript and the equally abundant UCP5 transcript outnumbered UCP2 mRNA by 10-fold. 

In conclusion, the tissue distribution of UCP isoform mRNAs differs between rat and mouse. As such, 

researchers must heed caution when extrapolating the findings/conclusions for one of these rodent 

species onto the other and when reporting on studies of single-gene knockout mice. 

 

• CIDEa protein redistribution 

The aim of this work was to elucidate cellular function of CIDEA protein, its possible migration 

between cellular compartments and organelles and thus attempted to determine its function in 

apoptosis. Our presumption raised from published data of possible pro-apoptotic function of CIDEa 

protein, which possess the sequence relation to DFF (Inohara et al. 1998). Proposed model suggests 

that homologous domain of CIDEa protein binds domains of DFF45 thus liberating DFF40 to execute 

apoptosis. Prerequiresite of this model is localization of CIDE proteins into the cytosolic or nuclear 

fraction. Since it remains to be determined, if assembling of DFF proceed in cytosol or nucleus, and 

thus action of CIDE proteins in cytosolic or nuclear fraction is elusive.  

Here, we determined mitochondrial localization of CIDEa protein overexpressed in cultured cells 

and nuclear redistribution upon apoptosis induction. However, the final proof that CIDE binds to the 

homologous domain on DFF45 hence opposing its inhibitory effect on the DFF40 nuclease, which 

subsequently cleaves DNA, is still missing. Owing to its mitochondrial and nuclear localization, and 

interaction with mitochondrial UCP1, CIDEA may serve as a sensor of energy production in 

mitochondria and after the signal, overcome caspases to induce apoptosis independently of 

caspases cleavage. However, it seems that this is not the case.  

Our findings of CIDEa redistribution during incumbent apoptosis, induced either by CIDEa 

overexpression or in synergy with other apoptotic initiators, make the model, in which the 

DFF45/DFF40 complex enters the nucleus and CIDEa has to migrate therein to initiate its 

dissociation, more plausible. This model is also supported by the finding that the whole 

DFF45/DFF40 complex is imported more readily into the nucleus than its components separated 

(Neimanis et al. 2007). If CIDEa could disrupt the complex in the cytosol, migration of the free DFF40 

nuclease into the nucleus might not be as intense. We found that migration of CIDEa into the 

nucleus is more apparent during apoptosis initiation by camptothecin and valinomycin and is 

independent of caspase activity. Hence, in some cell types (Gummesson et al. 2007), CIDEa may 

constitute another mitochondria-mediated apoptotic pathway alternative to others well-known, e.g. 

cytochrome c release (Garrido et al. 2006). Exact pathway leading to CIDEa redistribution is unclear; 

however, we perceive the different mode of action for each stimulus as the culprit for more 
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pronounced redistribution of CIDEa after valinomycin treatment (FIGs 4-26 and 4-27 ). Main target 

of camptothecin, DNA- topoisomerase I complex, is clearly located in the nucleus. Result of the 

interaction, i.e. DNA strand breaks, could lead to release of mitochondrial proteins, including CIDEa, 

only via indirect means and after nuclear signaling to mitochondria. On the other hand, valinomycin 

is a potassium uniporter that causes collapse of mitochondrial membrane potential and its whole 

transformation into ΔpH (Dlasková et al. 2008b), hence it likely triggers release of mitochondrial 

proteins as a result of mitochondrial network transformation.  

Pro-apoptotic proteins Bax and Bak were shown to be involved in normal as well as apoptotic 

mitochondrial morphogenesis (Karbowski et al. 2006). But we think that role of CIDEa in apoptosis 

resembles that of cytochrome c rather than that of Bax/Bak. Previously, the overexpression of CIDEb 

in COS-1 cells was linked to apoptosis and those studies supported the pro-apoptotic role of the 

protein (Chen et al. 2000). Our data agree with the pro-apoptotic role of CIDEa, if present in high 

amounts in HeLa cells, where expression of native CIDEa is absent. In contrast, induction of CIDEa in 

mouse liver (Viswakarma et al. 2007) or brown fat (Liang et al. 2003; Zhou et al. 2003b) was not 

accompanied by an increase in apoptosis. This can be explained by the existence of a hypothetical 

co-factor of mitochondrial origin present in certain cell types and capable of preventing CIDEa–

dependent apoptosis, suggesting regulation of CIDEa export from mitochondria. A co-factor could be 

a protein binding CIDEa. Previously, CIDEa was reported to interact with mitochondrial uncoupling 

protein UCP1 present nearly exclusively in brown adipose tissue, a tissue in which CIDEa did not 

induce apoptosis (Zhou et al. 2003b). Our attempts to verify the proposed interaction between 

CIDEa and UCP1 using surface plasmon resonance spectroscopy are so far inconclusive (Ježek and 

co-workers, unpublished data). Similarly, we do not have any evidence that CIDEa may interact with 

UCP1 homolog, UCP2, despite the presence of UCP2 in HeLa cells (Valoušková and co-workers, 

unpublished results). Nevertheless, our data (FIG C-26) support the mitochondrial origin of the 

postulated co-factor, since overexpressed CIDEa was found to be predominantly localized in 

mitochondria (Zhou et al. 2003b), similarly to its homolog CIDEb (Chen et al. 2000; Liang et al. 2003) 

or CIDE3 (Liang et al. 2003). Mitochondrial localization of CIDE proteins may thus serve as 

sequestering of potentially dangerous proteins much like others previously demonstrated (Kim et al. 

2006b) that would otherwise put cells into peril of an unavoidable apoptosis.  

Release of CIDEs from mitochondria and their migration to the nucleus would be then linked to 

apoptosis. The “resting position” would be represented by CIDE association with the postulated co-

factor. Mechanisms of CIDE release from their supposed location within an intermembrane space of 

mitochondria are unknown, but hitching a ride on small mitochondrial “rafts” as proposed by 

Skulachev (Skulachev et al. 2004) and hypothesized for ganglioside GD3 (Garofalo et al. 2007) is 

possible. Certain stimulus must exist that causes CIDE to be exported out of mitochondria. Stimulus 
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may be represented by binding to another regulatory protein exhibiting higher affinity then a 

docking site, by glycosylation (de-glycosylation), by phosphorylation (de-phosphorylation), by redox 

regulations, etc.  

One can also speculate that CIDE export across the outer mitochondrial membrane may be 

accomplished by transport through multimers of Bax/Bak or through voltage-dependent anion 

channel complexes with ceramide, a mechanism either similar or distinct from the ways used by 

other pro-apoptotic messengers such as cytochrome c, apoptosis-inducing factor, or endonuclease 

G (Kim et al. 2006b). Alternatively (similar to cytochrome c release), relocation of CIDE from 

mitochondria to cytosol may happen during frequent fission events in concert with participation of 

pro-fission proteins, such as DRP1, or inhibition of pro-fusion proteins, such as OPA1. OPA1 cleavage 

to an inactive form induced by potential collapse has been reported to explain an uncoupler-

mediated mitochondrial fission, however we have shown that decreasing oxidative phosphorylation 

is required for initiation of fission (Plecitá-Hlavatá et al. 2008). 

The CIDE transfer into the nucleus should have serious consequences. It would prepresent 

important feedback information signaling of e.g. energetic status towards modulation or even 

execution of apoptosis. As we demonstrated, the CIDE pathway is caspase-independent. 
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6.6.6.6. CONCLUSIONSCONCLUSIONSCONCLUSIONSCONCLUSIONS    

 

1. Cancer cells exhibits low respiratory flux in the presence of glucose. Glucose deprivation 

resulted in elevated respiration. In this thesis, I proposed that three distinct mechanisms 

regulate mitochondrial respiration of cancer cells: i) glucose inhibition, ii) substrate flux at the 

level of TCA cycle, iii) level of mitochondrial mass. 

2. Crabtree effect exists in breast cancer cells. In this study it was clearly shown, that glucose 

presence possess the inhibitory effect on the mitochondrial respiration. Therefore, Crabtree 

effect can be interpreted as an active inhibition of respiration by glucose at the level of 

mitochondrial respiratory enzymes. 

3.  Survival of oxygen limitation of breast cancer cells is dependent on glucose presence. Further, 

lack of glucose inhibits the downregulation of mitochondrial biogenesis under the hypoxia. 

4. Individual UCP isoform mRNA levels varied by up to four orders of magnitude in rat and mouse 

tissues.  

5. UCP2 mRNA content is relatively high (0.4 to 0.8 pg per 10 ng of total mRNA) in rat spleen, rat 

and mouse lung, and rat heart.  

6. Levels of the same order of magnitude were found for UCP3 mRNA in rat and mouse skeletal 

muscle, for UCP4 and UCP5 mRNA in mouse brain, and for UCP2 and UCP5 mRNA in mouse 

white adipose tissue.  

7. Significant differences in pattern were found for rat vs. mouse tissues, such as the dominance 

of UCP3/UCP5 vs. UCP2 transcript in mouse heart and vice versa in rat heart; or UCP2 (UCP5) 

dominance in rat brain contrary to 10-fold higher UCP4 and UCP5 dominance in mouse brain.  

8. We have confirmed mitochondrial localization of CIDEa and the role of CIDE-C domain in 

mitochondrial localization. 

9. We observed redistribution, enhanced upon treatment with camptothecin or valinomycin, of 

CIDEa from mitochondria to nucleus.  

10. We hypothesize that CIDEa is sequestered in mitochondria while transfer of this protein from 

mitochondria into the nucleus intensifies or even initiates apoptosis. 
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7.7.7.7. SUMMARYSUMMARYSUMMARYSUMMARY    

Non-canonical bioenergetics concerns with those physiological and pathophysiological situations 

under which ATP synthesis is suppressed. This thesis brings an outcome of three types of studies  

within the field of the non-canonical bioenergetics, investigating  specific bioenergetic phenotypes 

of cancer cells, on one hand; and a role of mitochondrial uncoupling proteins as deduced from their 

transcript distribution in various tissues and organs; plus a role of a novel and likely pro-apoptotic 

factor CIDEa in mitochondria.  

Cancer cells generally present abnormal bioenergetic properties including an elevated glucose 

uptake, a high glycolysis and a poorly efficient oxidative phosphorylation system. However, the 

determinants of cancer cells metabolic reprogramming remain unknown. The main question in this 

project was how environmental conditions in vivo can influence functioning of mitochondrial 

OXPHOS, because details of mitochondrial bioenergetics of cancer cells is poorly documented. We 

have combined two conditions, namely glucose and oxygen deprivation, to measure their potential 

interaction. We examined the impact of glucose deprivation and oxygen deprivation on cell survival, 

overall bioenergetics and OXPHOS protein expression. As a model, we have chosen a human breast 

carcinoma (HTB-126) and appropriate control (HTB-125) cultured cells, as large fraction of breast 

malignancies exhibit hypoxic tumor regions with low oxygen concentrations and poor glucose 

delivery. The results demonstrate that glucose presence or absence largely influence functioning of 

mitochochondrial oxidative phosphorylation. The level of mitochondrial respiration capacity is 

regulated by glucose; by Crabtree effect, by energy substrate channeling towards anabolic pathways 

that support cell growth and by mitochondrial biogenesis pathways. Both oxygen deprivation and 

glucose deprivation can remodel the OXPHOS system, albeit in opposite directions. As an adaptative 

response to hypoxia, glucose inhibits mitochondrial oxidative phosphorylation to the larger extent 

than in normoxia. We concluded that the energy profile of cancer cells can be determined by 

specific balance between two main environmental stresses, glucose and oxygen deprivation. Thus, 

variability of intratumoral environment might explain the variability of cancer cells´ bioenergetic 

profile.  

Mitochondrial uncoupling proteins are proteins of inner mitochondrial membrane that uncouple 

respiration from ATP synthesis by their protonophoric activity. Originally determined tissue 

distribution seems to be invalid, since novel findings show that UCP1 is not restricted exclusively to 

brown fat and that originally considered brain-specific isoforms UCP4 and UCP5 might have wider 

tissue distribution. Hence, in second part of this thesis, I discuss consequences of findings of UCPn 

transcripts in the studied mouse and rat tissues. We have shown that mRNA of UCPn varies up to 

four orders of magnitude in rat and mouse tissues with highest expression in rat spleen, rat and 

mouse lung, and rat heart. Levels of the same order of magnitude were found for UCP3 mRNA in rat 
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and mouse skeletal muscle, for UCP4 and UCP5 mRNA in mouse brain, and for UCP2 and UCP5 

mRNA in mouse white adipose tissue.  Further, we have shown that expression pattern of UCPn 

varies between animal species, rat versus mouse, such as the dominance of UCP3/UCP5 vs. UCP2 

transcript in mouse heart and vice versa in rat heart; or UCP2 (UCP5) dominance in rat brain 

contrary to 10-fold higher UCP4 and UCP5 dominance in mouse brain.  

Side pathways of apoptotis were revealed recently, namely those including proteins with 

homology to nuclease DFF responsible for apoptotic DNA cleavage, CIDE. Migration of CIDEs from 

mitochondria to nucleus (or to cytosol) has not been reported until 2008, except for cases with 

staurosporine or etoposide. We have shown for the first time that under conditions of spontaneous 

apoptosis due to CIDEa overexpression in HeLa cells, adapted for a tetracycline-inducible CIDEa 

expression, a portion of mitochondria-localized CIDEa molecules migrates to cytosol or nucleus.  
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ABBREVIATIONS 

2-DG  2-deoxy glucose 
Ac-CoA  acetyl-coenzymeA 
ACL    ATP-citrate lyase  
ADP    adenosine 5'-diphosphate  
ALT   alanine aminotransferase 
AMPK   AMP-activated protein kinase 
AntA   antimycin A  
ARNT  aryl-hydrocarbone receptor nuclear translocator 
ATP    adenosine 5'-triphosphate  
BAT   brown adipose tissue 
BAX    Bcl-2-associated X protein  
BSA    bovine serum albumin  
cAMP   cyclic adenosine 3',5'- monophosphate  
CIDE   DNA-fragmentation factor-like effector 
CoQ    coenzyme Q (ubiquinone)  
COX   cytochrome-c-oxidase 
CREB  cAMP response element-binding protein  
DFF   DNA-fragmentation factor 
DMEM   Dulbecco’s modified Eagle’s medium  
DMSO   dimethyl sulfoxide  
EDTA   ethylenediaminetetraacetic acid  
EGTA   ethylene glycol-bis(2-aminoethylether)-N,N,N′,N′-tetraacetic  
EPO    erythropoetin 
ETC, ETS  electron transport chain/electron transport system 
F6P   fructose-6-phosphate 
FA   fatty acid 
FAD, FADH2  flavin adenine dinucleotide 
FASN  fatty acid synthase 
FBP   fructose 1,6-bisphosphate 
FCCP   carbonyl cyanide p-trifluoromethoxyphenylhydrazone  
FDG   2-(18F) fluoro-2-deoxy-D-glucose 
FH   fumarate hydratase 
FIH    factor inhibiting HIF (hypoxia-inducible factor)  
G6P   glucose-6-phosphate 
GAPDH  glyceraldehyde-3-phosphate dehydrogenase 
Glc   glucose 
Gln/GAL  glutamine/galactose medium 
GLS    glutaminase 
GLUT   glucose transporter  
GTP   guanosine 5'-triphosphate  
HEPES   4-(2-hydroxyethyl)piperazine-1-ethanesulfonic acid  
HER   human endothelial receptor 
HIF   hypoxia-inducible factor 
HK   hexokinase 
HRE    hypoxia-responsive element  
IBM    inner boundary membrane 
ICM    intercristae membrane 
ICS   cristae sacks interiors 
IM    inner membrane 
IMM   inner mitochondrial membrane 
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LDH    lactate dehydrogenase 
MAPK   mitogen-activated protein kinase  
ME   malic enzyme 
MnSOD   manganese superoxide dismutase  
mtDNA  mitochondrial DNA 
NAD, NADH  β-Nicotinamide adenine dinucleotide 
NADPH  nicotinamide adenine dinucleotide phosphate 
NFκB  nuclear factor-κB  
NO   nitric oxide 
NRF   nuclear respiratory factor 
OAA   oxaloacetate 
ODD   oxygen-dependent degradation 
Oligo   oligomycin  
OM    outer membrane 
OMM   outer mitochondrial memrane 
OXPHOS  oxidative phosphorylation 
PDK   pyruvate dehydrogenase kinase 
PDP   pyruvate dehydrogenase phosphatase 
PFK   phosphofructokinase 
PGC-1  PPARγ coactivator-1 
PHD   prolyl-hydroxylase 
PI3K   phosphoinositide 3-kinase 
PK   pyruvate kinase 
pO2   oxygen pressure 
PPP   pentose-phosphate pathway 
PUFA  polyunsaturated fatty acid 
RCR   respiratory control ratio 
ROS   reactive oxygen species 
RT-PCR  real-time PCR 
SCR   succinate control ratio 
SDH   succinate dehydrogenase 
TCA   tricarboxylic acid cycle 
TFAM  mtDNA transcription factor A 
UCP   uncoupling protein 
UCPs, UCPn  uncoupling proteins, any uncoupling protein isoform 
UCR   uncoupling control ratio 
VDAC   voltage-dependent anion channel 
VEGF  vascular endothelial growth factor 
VHL   von Hippel-Lindau protein 
WAT   white adipose tissue 
α-KG  α-ketoglutarate 
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Abstract: Breast cancer cells can survive and proliferate under harsh conditions of nutrient 
deprivation, including limitation in oxygen availability and glucose disponibility. We 
hypothesized that such environments could trigger metabolic adaptations of mitochondria 
promoting tumor progression. Here we mimicked aglycemia and hypoxia in vitro and 
compared the mitochondrial and cellular bioenergetic adaptations in human cancer (HTB-
126) versus non cancer (HTB-125) cells, originating from breast tissue. Using high-
resolution respirometry, we showed that glucose deprivation induced the enhancement of 
oxidative phosphorylation (OXPHOS) capacity (5 fold) in cancer cells, whereas it 
remained unchanged in control cells. Likewise, sustained hypoxia (1% oxygen during 6 
days) improved cell respiration in non-cancer cells grown in glucose or glucose deprived 
medium (+34% and +26%, respectively). Conversely, under these conditions of oxygen 
limitation, routine respiration was strongly reduced in cancer cells (-36% in glucose 
medium, -24% in glucose deprived medium), and this effect disappeared when hypoxia 
was combined with glucose deprivation. This demonstrates that cancer cells behave 
differently than normal cells in bioenergetic adaptations to microenvironmental conditions. 
These differences in hypoxia and aglycemia tolerance of breast cancer cells compared to 
non-cancer predecessors may be important in the optimization of strategies for the 
treatment of breast cancer. 
 



 
Introduction: 
 
 
 To understand how cancer cells derive their vital energy from microenvironmental 
nutrients and oxygen is of fundamental importance for the elaboration of adapted anti-
cancer therapies and diagnostic approaches (Kroemer and Pouyssegur, 2008). Recent 
developments indicate that bioenergetic features of cancer cells are highly variable, and 
could reflect both the primitive metabolic apparatus of cancer-initiating cells, and its 
ongoing modulation by the tumor microenvironment. The Warburg hypothesis (Warburg, 
1930) of glycolytic-only cancer cells was recently challenged by biochemical studies that 
revealed the existence of a wide class of tumors where ATP is produced at a higher extent 
by mitochondrial oxidative phosphorylation (OXPHOS) rather than solely by glycolysis 
(Moreno-Sanchez et al., 2007). Hence, a survey of these studies showed that various 
tumors produce a significant part of their ATP (> 80%) by the mitochondrion (Zu and 
Guppy, 2004). Subsequently, an effort has been made in the last decade to propose a 
bioenergetic classification of cancer cells according to the relative contribution of sole 
glycolysis and OXPHOS to cellular ATP supply (Moreno-Sanchez et al., 2007). This was 
further supported by molecular studies which allowed to decipher the metabolic profile of 
various types of cancer cells, and provided evidence for a bioenergetic signature of human 
tumors (Cuezva et al., 2004, Cuezva et al., 2002). Yet, the determination of the expression 
level of key components of glycolysis and oxidative phosphorylation could be used for 
molecular diagnostics and prognostics. Further detailed investigations of the OXPHOS 
system in tumors revealed a broader range of modifications including decreased 
mitochondrial biogenesis (Pedersen, 1978, Cuezva et al., 1997), alterations in activity of 
the respiratory chain complexes (Simonnet et al., 2002, Simonnet et al., 2003), inhibition of 
the pyruvate dehydrogenase (PDH) complex (Kim et al., 2006), truncation of the Kreb's 
cycle with citrate extrusion (Hatzivassiliou et al., 2005), higher binding of hexokinase II to 
the mitochondrion (Pedersen, 2007), changes in organellar shape and size (Arismendi-
Morillo and Castellano-Ramirez, 2008, Arismendi-Morillo, 2009) and the accumulation of 
mutations in mitochondrial DNA (Ishikawa et al., 2008, Chatterjee et al., 2006). These 
studies (see review article (Nadege et al., 2009)) helped to delineate the metabolic 
remodeling of cancer cells and brought inspiration for further investigations. It remains 
unknown whether the metabolic profile of cancer cells originates from a predefinite cancer 
initiating stem cell, and how the tumor microenvironment carves this pattern. In a previous 
study we showed that both the type and the availability of energy substrates participate in 
the determination of cancer cells bioenergetic profile (Rossignol et al., 2004). For instance, 
glucose deprivation led to a profound modification of energy pathways toward an oxidative 
metabolism, with upregulation of respiratory chain proteins and a higher branching, along 
with a constriction of the mitochondrial network in uterine cervix adnocarcinoma (HeLa), 
osteosarcoma (143B) or hepatocellular carcinoma (HEPG2) (Rossignol et al., 2004, 
Plecitá-Hlavatá et al., 2008). Such aglycemia-driven changes were less evident in non-
cancer cells, suggesting a cancer specific adaptability to bioenergetic stresses (Rossignol et 
al., 2004). It is also well known that human primary cells excised from their tissue of origin 
and placed in cell culture dishes for artificial growth, rapidly shift toward a glycolytic 
phenotype (Gnaiger and Kemp, 1990, Gstraunthaler et al., 1999). Besides glucose, another 
key player in the definition of cancer cell's metabolic profile is oxygen tension (pO2). 
Hypoxia is a common feature of the microenvironment of cancer cells, and tumor 



oxygenation can be severely compromised as compared to normal tissue (Vaupel et al., 
2007). Thus, it seems more appropriate to investigate the impact of hypoxia and aglycemia 
on cancer cells which typically encounter this type of stress in situ. Therefore, we focused 
our study on breast cancer cells which have the adaptative capacity to survive under such 
microenvironmental substrate deprivation (Vaupel and Hockel, 2000). Accordingly, the 
group of Peter Vaupel obtained low values of intratumoral oxygen tension ranging between 
3 to 10 mmHg in breast malignant tissue, while the non-cancer tissue presented with higher 
values close to 50 mmHg (Vaupel et al., 2003). The "Gatenby and Gillies" 
microenvironmental model of carcinogenesis (Gatenby and Gillies, 2004, Gatenby and 
Gillies, 2008) considers that pre-cancer cells are typically found in tissue regions where 
oxygen and glucose delivery is low. This might have pre-adapted energy metabolism to a 
life of uncontrolled growth and deregulated cell death. They further proposed that during 
tumor growth, angiogenesis leads to the elaboration of an inadequate microvasculature, 
which results in the set-up of intermittent oxygen and glucose deprivation to cancer cells, 
along with acidification of the extracellular space. Although the impact of aglycemia, 
hypoxia and acidification on cancer cells metabolic remodelling was analysed in parcellar 
studies, their combined interaction was insufficiently investigated. Different levels of 
hypoxia are observed in tumors, and Peter Vaupel proposed the "Janus face" model 
whereby metabolic adaptations are thought to occur when oxygen levels are decreased 
below 1%, while more drastic hypoxia (below 0.1%) could trigger the generation of new 
genetic variants and resistance to apoptosis (Vaupel, 2008, Vaupel and Mayer, 2005). In 
the present study, we conducted a longitudinal bioenergetic analysis of cancer cells 
adaptability to oxygen and glucose deprivation. We used human breast carcinoma cells 
(HTB-126) and their non-cancer counterpart (HTB-125). Our results evidence a 
bioenergetic improvement of the mitochondrial system of cancer cells after 6 days of 
growth in the absence of glucose. Conversely, the exposure to hypoxia at 1% O2 triggered a 
large reduction of OXPHOS capacity, which resulted in cell death when growth was not 
supported by glycolysis. This demonstrates that cancer cells behave differently than normal 
cells in bioenergetic adaptations to microenvironmental conditions. 
 
 



Materials and Methods:  
 
 
Cell types and culture conditions: HTB-126 (cell strain derived from the ductal carcinoma 
of the breast) and HTB-125 (control cell line, a normal fibroblast-like line from the same 
patient, from normal breast tissue peripheral to an infiltrating ductal carcinoma which was 
the source for HTB-126) were purchased from ATCC. The "glucose medium" consisted of 
High Glucose Dulbecco's Modified Eagle Media (DMEM; GIBCO, No 11995), containing 
25 mM glucose, supplemented with 10% fetal calf serum (Hyclone), 10 mM Hepes, 100 
U/ml penicilin, and 100 U/ml of streptomycin. Alternatively, we used the "galactose 
medium" that consisted of DMEM deprived of glucose (GIBCO, No 11966), supplemented 
with galactose (10 mM final), and glutamine (6mM final), 10 mM Hepes, 1 mM sodium 
pyruvate, 100 U/ml penicilin, and 100 U/ml of streptomycin and 10% fetal calf serum - 
dialyzed (Hyclone, No SH30079). All cells were kept in 5% CO2 at 37°C at air saturation. 
Hypoxia was obtained by growing the cells in a dedicated hypoxic chamber (Invivo 300 
from Biotrace International) with 5% CO2 and a controlled mixture of air/N2 to reach stable 
1% O2. 
 
 
Cell viability: We used the neutral red assay to assess cell viability, as originally described 
in (Borenfreund and Puerner, 1985). Cells were grown in 96 well-plates in various 
conditions including aglycemia and hypoxia. They were washed with 0.9% NaCl and 
incubated with 1/60 v/v of a 4 mg/ml neutral red solution for 2 hours at 37°C. A washing of 
the cells was performed with 0.9% NaCl and cell fixation was obtained by a rapid washing 
with a formol-calcium solution (1 ml formaldehyde 40%, 10 ml of 10% calcium-chloride 
and 89 ml distilled water). Then, cell permeabilization and intracellular membrane lysis 
was obtained with a solution of 50% ethanol and  1% acetic acid. This results in the 
extraction of neutral red from the cell and homogenization was performed by stirring the 
plate. Absorbance was measured in a multi-well scanning spectrophotometer (SAFAS 
MP96) at a wavelength of 540 nm with a reference set at 630 nm. Tests were done in 
quadruplicate and repeated three times. The results of neutral red uptake (viability) were 
expressed as percent value of the control (untreated cells) absorbance. 
 
 
Respirometry: Mitochondrial oxygen consumption assays were performed using the high-
resolution respirometry system Oxygraph-2k (OROBOROS INSTRUMENTS, Austria). 
This instrument provides sufficient sensitivity and time resolution for analysis of the 
oxygen kinetics of mitochondrial and cellular respiration (Gnaiger, 2001). Cell respiration 
was measured at different cell densities (from 2.105 to 2.106 per ml according to volume-
specific flux) at 37°C in 2 ml chambers containing culture medium (DMEM), at a stirring 
rate of 700 rpm. Data were digitally recorded using DatLab4 software where oxygen flux 
was calculated as the negative time derivative of oxygen concentration, cO2(t). Oxygen 
sensors were calibrated routinely at air saturation and in oxygen depleted media. A 
standard correction was performed for instrumental background oxygen flux arising from 
oxygen consumption of the oxygen sensor and minimum back-diffusion into the chamber. 
Two types of polarographic investigations were performed: i) flux measurement on intact 
cells (as described in (Hutter et al., 2004, Gnaiger, 2008), and ii)  oxygen kinetics with c50 
(or P50) determination (as described in Steinlechner-Maran et al., 1996; Pecina et al., 



2004). For the oxygen kinetics measurements, respiration rate was recorded continuously 
along the entire oxygen range with a data recording interval of 1 s. The data were corrected 
for the response time of the oxygen sensor (usually 3 – 5 s (Gnaiger, 2001)). c50 and Jmax 
values were determined in the 1.1 kPa (about 10 µM) oxygen range, using a standard 
algorithm of DatLab2 software (Gnaiger et al., 1995). The apparent c50 is the oxygen 
concentration for half-maximum respiration measured on intact cells in a given condition. 
It gives a measure of the limitation of mitochondrial energy production by oxygen 
availability (Gnaiger et al., 1998). The factor for conversion of oxygen pressure to oxygen 
concentration is 9.5 (O2 solubility in DMEM [µM×kPa-1]).  
In our study, we determined various bioenergetic parameters to characterize the cellular 
state of aerobic energy production (Gnaiger, 2008).  
Routine respiration (R) was measured in intact cells (in a given culture medium, i.e glucose 
or galactose), in the coupled state of physiological respiratory control.  Non-coupled 
resting respiration or leak respiration (L) is obtained in the presence of oligomycin (2 
µg/ml) which inhibit the mitochondrial phosphorylation system so that no ATP can be 
produced, and electron flow reflects the energy requirement to compensate for the proton 
leak. The maximal uncoupled respiratory activity measured in presence of optimum 
uncoupler concentration (0.5  steps, 1.5 µM FCCP final in our study) provides a measure 
of the kinetic capacity of the electron transport system or ETS capacity (E), under 
conditions of physiological substrate supply in the intact cell. Using ETS capacity as a 
common basis for normalization of coupling control ratios, the R/E reflects the level of 
mitochondrial activity relative to the maximal kinetic capacity of the electron transport 
system.  Correspondingly, the L/E ratio reflects the level of leak respiration relative to ETS 
capacity and provides an estimate of intrinsic uncoupling.  Finally, the fraction of 
respiration actually used for ATP production is estimated as the difference R/E-L/E  or (R-
L)/E (Hütter et al., 2004).  The Crabtree effect was studied by addition to galactose 
medium of 2 M glucose (25 mM final, corresponding to the glucose concentration in high-
glucose medium). Respiration of permeabilized cells was measured in respiration medium 
MiRO5 (0.5 mM EGTA, 3 mM MgCl2.6H2O, 65 mM KCl, 20 mM taurine, 10 mM 
KH2PO4, 20 mM HEPES, 110 mM sucrose, 1 g/l BSA, pH 7.1; Gnaiger et al., 2000). 
Respiratory substrates were 2 mM malate, 10 mM glutamate for Complex I respiration, 
with addition of 10 mM succinate to determine the additive effect of convergent electron 
input through Complex I+II (Gnaiger, 2009).  OXPHOS capacity was measured with 4 
mM ADP. Respiration was inhibited with rotenone (200 nM), antimycine A (2.5 µM) or 
KCN (0.5 mM). 
 
Microscopy: The morphology of the mitochondrial network was studied by fluorescence 
confocal microscopy using Mitotracker Green (Invitrogen) 150 nM for 20 min at 37°C, on 
a FluoView laser scanning inverted microscope (Nikon). The reconstitution of three-
dimensional images was performed using Imaris Software (Bitplane). Cells were grown in 
glucose or glucose-deprived medium, in normoxia or hypoxia (as précised in the results 
and legends) on glass chamber (Lab-Tek) and series of images were taken from three 
different chambers. Images were selected randomly and the analysis was performed using a 
double-blinded approach. The area of mitochondrial sections was determined using 
Scanview and ImageJ software. The total mitochondrial area was normalized to the cell 
nucleus area on each micrograph. For each biopsy, thirty images were analyzed. 
 
Western-Blotting: Cell lysis was performed using 4% lauryl-maltoside, for 30 min on ice. 



Sample preparation and electrophoresis were performed as described previously (Benard et 
al., 2006b). Antibody against the respiratory chain complexes were obtained from 
Mitoscience (Eugene, OR). Actin antibody were purchased from SantaCruz Biotechnology; 
The signal was detected using the chemiluminescent ECL Plus reagent (GE Healthcare) 
and a Chemidoc system (Biorad). It was quantified by densitometric analysis using  Image 
J (NIH) software.  
 
Statistical analysis: All the data presented in this study correspond to the mean value of N 
experiments ± SD, with N ≥ 3 (see figure legends). Comparison of the data sets was 
performed with the Student's t test, using SigmaPlot. Two sets of data were considered 
statistically different when P < 0.05. 



Results: 
 
1) Cell viability is supported by OXPHOS in glucose-deprived medium: Breast cancer 
cells (HTB-126) and their non-cancer predecessors (HTB-125) were grown in cell culture 
medium with or without glucose, as previously described (Reitzer et al., 1979, Rossignol et 
al., 2004). The neutral red assay measures the active uptake of neutral red inside the cell. It 
can be used as a metabolic index related to cell viability, as discussed previously (Nouette-
Gaulain et al., 2009). To assess the actual dependency of neutral red uptake on 
mitochondrial energy production we determined first the effect of inhibitors of the 
OXPHOS system (Figure 1). The results indicate a dose-dependent inhibition of the 
neutral red uptake by F1-F0 ATPsynthase inhibitor oligomycin (Fig. 1A), complex I 
inhibitor rotenone (Fig. 1B), and complex III inhibitor antimycin A (Fig. 1C) in HTB-126 
cancer cells grown in galactose-glutamine medium. No significant effect was observed for 
the same doses of inhibitors in HTB-126 cells grown in glucose medium (Figure 1A,B,C). 
This demonstrates that cancer cells viability is closely linked to mitochondrial energy 
production in glucose-deprived medium. 
 
2) The viability of cancer cells is controlled by glucose disponibility and oxygen 
availability: The effect of hypoxia was studied while cells were incubated at normoxia, or 
at hypoxia (1% oxygen) during 1 or 6 days, and cell viability was assessed using the neutral 
red assay during the exponential phase of growth in glucose or galactose-glutamine 
medium (Figure 1D). We expressed the results as the ratio of the neutral red uptake 
measured in hypoxia to that measured at normoxia. A ratio of 1 means that viability was 
similar in hypoxia and normoxia; a ratio < 1 indicates a loss of viability in hypoxia. In 
HTB-125 non-cancer cells grown in glucose medium, hypoxia induced a decrease in cell 
viability at day 1 (20 ± 14% reduction), and no significant change at day 6. Conversely, in 
cancer cells (HTB-126), 6 days of hypoxia resulted in a large increase in cell viability (54 ± 
6% increase). In glucose-deprived medium, 6 days of hypoxia induced a significant 
decrease of cell viability both in HTB-125 cells (51 ± 8% reduction after 6 days), or in 
cancer HTB-126 (all the cells died). This suggests that 6 days of growth at 1% O2 hypoxia 
exerts opposite effects on cancer cells viability, depending on the presence or absence of 
glucose in the culture medium.  
 
3) Sustained glucose deprivation improves OXPHOS capacity in cancer cells: We used 
high-resolution respirometry to assess the impact of glucose deprivation on routine 
respiration in intact cells (Figure 2A). We compared the respiratory activities obtained i) in 
glucose medium, ii)  just after glucose removal and replacement by galactose-glutamine 
(indicated by the symbol "Gal 0"), and iii)  after 4 days of growth in glucose deprived-
medium (indicated by the symbol "Gal 4"). Routine respiration in glucose medium was 
lower (P<0.05) for the HTB-126 cancer cells (JO2= 24 ± 4.8 pmol O2·s

-1
·10-6 cells) versus 

the HTB-125 non-cancer cells (JO2= 41.4 ± 1.6 pmol O2·s
-1
·10-6 cells). The immediate 

removal of glucose (“Gal 0”) induced no significant effect in non-cancer cells, while a 
doubling of the respiratory activity was measured in cancer cells (Figure 2A). This 
increase is known as the removal of Crabtree effect, describing glucose-mediated instant 
suppression of respiration (Crabtree, 1928).  In another set of experiments we measured 
cell respiration after 4 days of growth in galactose medium (Figure 2A). We observed a 
large increase (P<0.05) of routine respiration in cancer cells (90.7± 4.8 pmol O2·s

-1
·10-6 

cells), while no significant change (P<0.05) was measured in the non-cancer cells (49.9± 



4.4 pmol O2·s
-1
·10-6 cells). Under all conditions we also determined the oxygen pressure at 

50% of maximum flux (c50), which gives a measure of the apparent affinity of the cell to 
oxygen (see traces of Figure 2B).  The c50 was constant at 0.6 to 0.8 µM in HTB-125 cells 
under all substrate conditions (Glc, Gal 0 and Gal 4; Fig. 2C) when respiratory activity was 
unchanged (Fig. 2A).  This value of the c50 agrees with the oxygen affinity observed in 
human umbilical vein endothelial cells and fibroblasts (Steinlechner-Maran et al., 1996; 
Pecina et al., 2004).  The c50 increased significantly to 1.1 µM (affinity to oxygen 
decreased) in HTB-126 cells (Gal 4) when respiration per cell doubled in comparison to 
HTB-125 cells (Fig. 2).  Such an increase of c50 is expected with increasing turnover of 
cytochrome c oxidase (Gnaiger et al., 1998).  It was surprising, therefore, that the c50 did 
not decline in HTB-126 cells in the presence of glucose under conditions of suppressed 
respiration (Fig. 2C). The constant c50, therefore, indicates a regulatory mechanism related 
to the Crabtree effect, the nature of which is not resolved.  
 
4) Short-term glucose deprivation illustrates the reversible Crabtree effect: While 
considering the peculiarities of the bioenergetics of HTB-126 cancer cells, one must 
distinguish the adaptative features  (as the enhancement of cell respiration observed only 
after 4 days of growth in glucose deprived medium; see above) from the negative 
properties. The Crabtree effect does not require adaptations to occur, and was previously 
defined as the inhibition of mitochondrial ATP production by high concentrations of 
glucose in yeast (Crabtree, 1928), and subsequently in cancer cells. We observed such a 
control of OXPHOS by glucose in the HTB-126 cancer cells, since the addition of glucose 
(“Glc”) to these cells  grown in glucose-deprived medium (“Gal0”) triggered a large (39%, 
P<0.05) reduction of cell respiration (Figure 3A). This phenomenon was fully recovered 
when cells grown in glucose medium were shifted to a glucose-deprived medium (Figure 
3B). This Crabtree effect was also observed on the uncoupled flux of respiration (Figure 
3C), indicating that glucose did not interact with the phosphorylation system. Hence, our 
data reveal a kinetic inhibition of the electron transport system by glucose in cancer cells. 
This effect was not observed in the non-cancer HTB-125 cells (data not shown). The C50 
remained unchanged when the Crabtree effect was removed. After 4 days of growth in 
glucose deprived medium (“Gal4”), adaptations occurred and routine respiration was 
increased (Figure 3A). 
 
5) Long-term glucose deprivation leads to increased cell respiration without change in 
R/E and L/E coupling control ratios, or Complex I/Complex II utilization: The actual 
state of mitochondrial respiration in culture medium can be determined in intact cells by 
the evaluation of two parameters: the L/E coupling control ratio which reflects the extent of 
intrinsic uncoupling, and the R/E coupling control ratio which expresses the routine 
respiration relative to maximal electron transport chain (ETS) capacity.  The fraction of 
oxygen consumption used for ATP production is the (R-L)/E ratio (see Methods). In HTB-
125 non cancer cells we observed a significantly lower L/E ratio (0.07 ± 0.02 ) as compared 
to the HTB-126 cancer cells (0.17 ± 0.07) (Figure 4A). This demonstrates a higher proton 
leak in cancer cells, which did not vary significantly upon glucose removal in the two cell 
types. The R/E ratio was higher (p<0.05) in cancer cells (0.51 ± 0.05) as compared to non-
cancer cells (0.40 ± 0.05), indicating a lower apparent excess capacity of the ETS in cancer 
cells. Yet, the (R-L)/E ratios presented no difference between the two cell types nor after 
glucose removal (Figure 4A), suggesting that ETS was used at the same extent to produce 
ATP. Moreover, the utilization of specific substrates and inhibitors can be used in 



permeabilized cells to describe the respiratory system. In HTB-126 cells previously grown 
in glucose medium, or adapted to long-term growth in glucose deprived medium, we 
observed a similar increase in cell respiration when the energy substrates for Complex I 
respiration (glutamate+malate) were complemented by addition of succinate for 
determination of convergent Complex I+II respiration (Figure 4C). The constant substrate 
control ratios demonstrate that the entire respiratory system was upregulated upon 
adaptation to glucose-deprivation, hence suggesting an activation of mitochondrial 
biogenesis in response to sustained glucose deprivation. 
 
 
6) Glucose deprivation stimulates the expression of OXPHOS proteins in cancer cells: 
The expression levels of respiratory chain proteins (subunits of complex I, complex II and 
complex IV) were measured by westernblots on cell lysates prepared from HTB-125 and 
HTB-126 cells, grown in glucose medium (“Glc”) or glucose deprived medium for 4 days 
(“Gal4”). An example of westernblot is given in (Figure 4D inset), and the results of the 
densitometric analysis are summarized in the histogram of (Figure 4D). We expressed the 
ratios of the protein band densities measured in samples from glucose-deprived medium, to 
those obtained in glucose medium (for the same content of cell lysate proteins). A value of 
1 means no change in the expression level of complex I, II and IV in glucose deprived 
medium, while a value >1 indicates the upregulation of these proteins. The results show an 
increase (P < 0.05) of protein expression levels with a mean factor of 1.26 ± 0.098, 1.88 ± 
0.48 and 2.39± 0.15 for CI, CIV and CI in non-cancer cell grown in absence of glucose, 
respectively. In cancer cells, this increase was more pronounced and the mean factor values 
were of 1.28 ± 0.01, 4.17 ± 0.34 and 5.97 ± 1.7 for CI, CIV and CI, respectively. These 
data evidence a stronger induction of OXPHOS proteins expression in glucose-deprived 
medium of cancer cells. 
 
7) Opposite effect of oxygen limitation on mitochondrial respiration in cancer cells 
versus non-cancer cells: The routine cell-specific respiration of HTB-125 and HTB-126 
cells grown in glucose or glucose-deprived medium for prolonged time (full adaptation is 
reached after 4 days), was measured after 6 days in normoxia or 1% hypoxia, as was the pH 
value of the cell culture medium (Figure 5). In non-cancer cells grown in glucose medium, 
1% O2 hypoxia significantly enhanced cell respiration measured at normoxia (P<0.05) by 
34% after 6 days. This reflects the increased capacity of the respiratory system. This was 
also observed in glucose deprived medium (26% increase). Conversely, in cancer cells 1% 
O2 hypoxia led to a reduction of routine respiration measured in normoxia, both in glucose 
medium or glucose-deprived medium (36% and 24% reduction, respectively). The pH 
measurement revealed a significant (P < 0.05) medium acidification in cancer cells grown 
under aglycemia and hypoxia. This argues for a different sensitivity and a variable response 
of cell energy metabolism toward hypoxia, in cancer cells versus the non-cancer 
counterpart. 
 
8) Determination of mitochondrial network morphology and area in breast cancer versus 
non-cancer cells: Mitochondrial bioenergetic capacity is intimately linked to the 
configuration of the mitochondrial network (Benard et al., 2007, Rossignol et al., 2004, 
Plecitá-Hlavatá et al., 2008), so we analyzed this feature in living HTB-125 and HTB-126 
cells by confocal microscopy (Figure 6). In non-cancer HTB-125 cells, neither the removal 
of glucose nor the limitation of oxygen availability separately triggered a change of the 



mitochondrial network morphology and total area. Interestingly, the combination of 
aglycemia and 1% O2 hypoxia induced a wider spreading of this network, with a significant 
increase in the total organellar area (by a factor of 1.93 as compared to normoxic HTB-125 
in glucose medium). In HTB-126 cancer cells these changes were more sensitive, as the 
sole removal of glucose triggered an increase in mitochondrial total area (by a factor of 
1.51). Yet, the combination of aglycemia and 1% O2 hypoxia induced further changes (total 
mitochondrial area was increased by a factor of 1.91), comparable with what was observed 
in the non-cancer HTB-125 cells. In all conditions, the mitochondrial network remained in 
the tubular configuration and no excessive fragmentation was observed (data not shown). 
 



Discussion:  
 
 To study the ability for bioenergetic adaptation of breast cancer cells, along with 
their consequences for cell viability, we mimicked in vitro the tumor microenvironmental 
conditions of tumor oxygen limitation (1% O2; pO2 < 7 mmHg or 1 kPa) and glucose 
deprivation (no glucose; replaced by galactose and glutamine (Reitzer et al., 1979, 
Rossignol et al., 2004)). In HTB-126 cancer cells and their non-cancer predecessors (HTB-
125) we assessed mitochondrial oxidative capacity and affinity for oxygen after 1 or 6 days 
of hypoxia, aglycemia, or a combination of both stresses.  
 
 Prior to the analysis of the bioenergetic adaption of cancer cells to environmental 
substrate limitations, it was necessary to study the mitochondrial respiratory capacity of 
cancer cells and non-cancer cells. To this aim, we compared the rate of respiration of these 
cells placed in the same conditions of energy substrate availability, pH and temperature. In 
glucose medium, the rate of respiration was lower for cancer cells as compared to non-
cancer cells. It could therefore be concluded that mitochondrial respiratory capacity is 
reduced in cancer cells. However, the rate of routine respiration of cancer cells measured in 
the absence of glucose ("Gal 0" conditions), was similar to that of non-cancer cells. This 
discrepancy is known as the Crabtree effect according to which high concentrations of 
glucose inhibit mitochondrial respiration in cancer cells (Crabtree, 1928). In our study we 
give a demonstration of this reversible phenomenon in breast cancer cells. The underlying 
mechanisms still remain unresolved, and current theories suggest that some intermediates 
of glucose oxidation could inhibit mitochondrial oxidative phosphorylation. Biochemical 
studies performed on yeast suggest that fructose 1,6-bisphosphate could play a determinant 
role in this process (Diaz-Ruiz et al., 2008). Hepatoma cells show a 50-fold increase of this 
metabolite concentration following 5 mM glucose addition to the cells (Rodriguez-
Enriquez et al., 2001). Interestingly, the addition of galactose did not change the level of 
fructose 1,6-bisphosphate in this previous study, and we observed the removal of this 
Crabtree effect when glucose was replaced by galactose. It is important to note that 
galactose is not used as a fuel by cancer cells, but serves for nucleic acids synthesis, while 
glutamine is consumed by the mitochondria to produce ATP. This was demonstrated on 
HeLa cells using C13 labelled glucose and glutamine (Reitzer et al., 1979, Donnely and 
Scheffler, 1976). Thus, to compare the bioenergetic status of cancer cells versus non cancer 
cells while taking into consideration the Crabtree effect, it is required to compare the cells 
placed in the "Glc" and the "Gal 0" conditions, as defined in our study. Moreover, the rapid 
loss of HTB-126 cancer cell viability induced by various inhibitors of the OXPHOS system 
was observed only in glucose-deprived medium, further emphasizing the fact that ATP is 
derived from OXPHOS in this medium.  
 Yet, the sole rate of intact cell respiration (routine respiration) is not sufficient to 
delineate the bioenergetic status, since it gives no information on the actual extent of 
oxygen consumption used for ATP synthesis. This is reflected more by the L/E ratio, the 
R/E ratio, and the (R-l)/E ratio. Accordingly, we evidenced i) a higher proton leak in cancer 
cells (which might be explained by difference in membrane composition and fluidity or 
slipping of the OXPHOS components), ii) a lower apparent excess capacity of the ETS in 
cancer cells (which might be explained by differences in the kinetic parameters and the 
specific regulation of the OXPHOS components), and iii) the same extent of ETS 
utilization for ATP production. This might allow to reconsider or refine the hypothesis of 
dysfunctional mitochondria in tumors (Warburg, 1930, John, 2001), as our results indicate 



a significant part (around 35 %) of mitochondrial respiration used for ATP synthesis in 
both cell types, and an important role of the OXPHOS system for energy production and 
cell survival in situations of glucose limitation. This strengthens the need for a thorough 
evaluation of the metabolic profile of tumors, along with a characterization of their 
microenvironment, in order to derive adapted therapies (Moreno-Sanchez et al., 2007, Zu 
and Guppy, 2004, Nadege et al., 2009).  
 Our study further demonstrates the determinant role of mitochondrial oxidative 
phosphorylation in cancer cell energetics, as we observed a significant upregulation of 
mitochondrial OXPHOS proteins in glucose deprived medium. For instance, the expression 
level of complex IV subunit one was increased by a factor of 6, after only 4 days of growth 
in aglycemia, and this was associated with a 3-fold increase of respiration in the HTB-126 
cancer cells, while no significant change was measured in the corresponding non-cancer 
cells. Given the higher energy needs of cancer cells for supporting their deregulated growth 
and extensive biosyntheses, one could hypothesize that cancer cells have to enhance their 
OXPHOS system when the fuel for energy production switches from glycolytic to 
oxidative-only. In non-stringent conditions, glucose is the preferential energy substrate of 
cancer cells, and its consumption is typically enhanced by the expression of more rapid and 
irreversible isoforms of the glycolytic pathway (Mathupala et al., 1997). In our study, we 
observed the enhancement of the OXPHOS pathway when glucose was replaced by 
glutamine. This could suggest that the strong energy demand of cancer cells dictates the 
upregulation of whatever energy pathway is used, as determined by the type and 
availability of the energy substrate. This peculiarity was observed for other cancer cells 
(HeLa, 143B (Rossignol et al., 2004) and HepG2 (Plecitá-Hlavatá et al., 2008)), and could 
designate the underlying pathway of metabolic remodeling as a potential target for anti-
cancer therapy. These regulatory pathways could involve HIF1α and PGC1α, which are 
the two main orchestrators of the pseudo-hypoxic metabolic changes (Pollard et al., 2005, 
Bratslavsky et al., 2007, King et al., 2006), and the energy-dependent control of 
mitochondrial biogenesis (Ventura-Clapier et al., 2008), respectively. In addition to glucose 
deprivation which drives the above discussed metabolic adaptations, cancer cells are also 
confronted to oxygen limitation. Thus, we looked at the bioenergetic changes triggered by 
1% O2 hypoxia in HTB-126 and HTB-125 cells. We found that 1% O2 hypoxia induced a 
30% reduction of mitochondrial respiration (measured at normoxia) in HTB-126 cancer 
cells, while it triggered a 30% increase in  HTB-125 non-cancer cells. These differences 
were explained by downregulation and the upregulation of respiratory chain protein 
expression, respectively. Such a striking difference in the response to hypoxia provides 
evidence specific features of cancer cells, which might be used for deriving therapeutic 
strategies. For instance, our observation could explain why hypoxia increases tumor cell 
sensitivity to glycolytic inhibitors as we observed a metabolic shift towards this pathway 
for cellular energy production (Liu et al., 2002). Yet, cancer cells have developed a highly 
(de)regulated oxygen sensing system whereby the factor HIF1α has become the target of a 
complex pseudo-hypoxic regulatory mechanism (Bratslavsky et al., 2007). This might alter 
the sensitivity of cancer cells to oxygen levels, and could explain the opposite response as 
compared to non-cancer cells, where oxygen limitation triggers the up-regulation of 
OXPHOS (see model of Figure 7). Such enhancement of OXPHOS is a compensatory 
adaptative response typically observed in normal tissues, and was described in 
physiological conditions of hypoxia, such as exercise training or high altitude (Dufour et 
al., 2006, Essop, 2007). In our study, we further measured a lower sensitivity of 
mitochondrial respiration toward a decrease in oxygen concentration, as we observed 



higher C50 values (lower apparent affinity to oxygen) in HTB-126 cells, as compared to the 
HTB-125s. Again, this might be related to the existence of an interfering pseudo-hypoxic 
regulatory pathway in cancer cells. To complete our analysis, we combined glucose 
deprivation with oxygen limitation to analyze the bioenergetic adaptations which may 
occur, since tissue nutrient deprivation due to inadequate blood supply occurs very early 
during tumor development. We observed that the specific downregulation of OXPHOS 
triggered by hypoxia in cancer cells did no longer occur when glutamine was the only 
substrate for growth, i.e when ATP can only be produced by mitochondria. Hence, under 
conditions of increased mitochondrial energy demand, 1% O2 hypoxia cannot downregulate 
the OXPHOS system, as it occurred in glucose medium. This evidences an interaction and 
coordination between nutrient sensing and oxygen sensing, for the ultimate determination 
of cancer cells metabolic apparatus. Our observations might therefore explain in part the 
existence of two classes of tumors, the glycolytic and the OXPHOS class, as proposed by 
Zu et al. (Zu and Guppy, 2004), Moreno-Sanchez (Moreno-Sanchez et al., 2007) or 
Bellance et al. (Nadege et al., 2009). In non-cancer cells, glucose-deprivation did not 
change the stimulatory effect of hypoxia, so that OXPHOS remained improved by 6 days 
of growth in 1% O2. Noteworthy, the stimulation of OXPHOS by glucose deprivation and 
by hypoxia were additive in cancer cells. While the changes observed in our study 
demonstrate a profound remodelling of cancer cells metabolic profile by energy substrate 
limitation, the analysis of cell viability revealed the importance of these modifications for 
tumor progression. Hypoxia alone improved greatly cancer cell viability in glucose 
medium (+54%), while it killed these cells in the absence of glucose. Hence, sustained 
hypoxia stimulates cell metabolism, possibly via the upregulation of glycolysis and the 
consecutive enhancement of glucose oxidation. Numerous studies showed that sustained 
hypoxia stabilizes the transcription factor HIFα, which activates the expression of more 
rapid and irreversible glycolytic genes, with downstream proliferative and anabolic effects 
(Denko, 2008). In HTB-125 non-cancer cells, no improvement of cell viability was 
observed after 6 days of hypoxia, which indicates that solely cancer cells can improve their 
growth under hypoxia. In glucose-deprived medium,1% O2 hypoxia killed all cancer cells, 
and reduced strongly cell viability in the HTB-125 non-cancer cells (-51%). This further 
demonstrates that cancer or non-cancer cells rely essentially on glycolysis to survive under 
1% O2 hypoxia. Thus, solely hypoxia without glucose deprivation allows to distinguish 
cancer cells and non-cancer cells, with regard to their differences in metabolic adaptative 
capacities. This emphasizes the need for a better fundamental description of the pathways 
involved in the concertation between oxygen sensing and nutrient sensing in cancer cells. 
These mechanisms will reveal important difference between cancer and non-cancer cells 
that could be targeted to inhibit cancer cell's metabolic adaptations and subsequent survival 
under conditions of glucose and oxygen limitation. 
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Figures legends: 
 
Figure 1: Cell viability. Effect of mitochondrial inhibition on cell viability of cancer cells 
HTB-126 grown in glucose medium (HTB-126 Glc) and in glucose-deprived medium 
(HTB-126 Gal) in the presence of mitochondrial inhibitors oligomycin (A), rotenone (B), 
and antimycin A (C) incubation for 8 hours, measured by the neutral red assay. Data are 
expressed as the ratio of the neutral red uptake measured in cells treated with OXPHOS 
inhibitors to that obtained in absence of inhibitors. Values are means ± SD with N=3. (D) 
Cell viability of HTB-125 and HTB-126 grown in glucose (Glc) or glucose-deprived (Gal) 
medium under normoxia (21% O2) and hypoxia (1% O2). Data are expressed as neutral red 
uptake ratios of normoxic to hypoxic cells at day 1 (black) and 6 (white) in 1% oxygen. 
Values are means ± SD. N=5. 
 
Figure 2: Cell respiration in glucose/glucose-deprived medium. (A) Routine respiration of 
HTB-125 and HTB-126 cells in glucose (Glc), after glucose removal (Gal 0) and grown in 
glucose-deprived medium (Gal 4). Values are means ± SD. * P<0.05 glucose-deprived 
compared to glucose; ** P <0.05 cancer cell line (HTB-126) compared to control cell line 
(HTB-125). Values are means ± SD with N>5. (B) Cell specific respiratory flux as a 
function of pO2 of cancer HTB-126 cells in glucose medium (lower lines), after glucose 
removal (middle line) and in galactose medium (upper line). Representative traces of 106 
cells/ml in culture medium. Dots represent single data points. Data recording interval was 1 
s. Solid lines represent hyperbolic fit calculated in the low-oxygen range <1.1 kPa. (C) 
Influence of cultivation conditions on cell respiration of normal  and breast cancer cells – 
c50. c50 of HTB-125 and HTB-126 cells in glucose (Glc), after glucose removal (Gal 0) and 
grown in glucose-deprived medium (Gal 4). Values are means ± SD.  N>5. * P<0.05 
glucose-deprived compared to glucose; ** P<0.05 cancer cell line (HTB-126) compared to 
control cell line (HTB-125).  
 
Figure 3: Crabtree effect in breast cancer cells. Effect of glucose addition (A) and glucose 
removal (B) on ROUTINE respiration of intact cells expressed as cell-specific oxygen flow 
per 106 cells as a function of pO2. Corresponding p50 values are shown in the graph. (C) 
Respiration of cancer cells upon glucose addition and removal, comparison of ROUTINE 
respiration (full bars) and ETS capacity of uncoupled respiration (empty bars) per 106 cells. 
Cells grown in glucose medium (Glc), after glucose removal (Glc/Gal), grown in glucose 
deprived medium (Gal) and after glucose addition to cells grown in glucose-deprived 
conditions (Gal/Glc). Values are means ± SD. N>5. * P<0.05 of Glc/Gal group compared 
to Glc group; ** P<0.05 Gal/Glc group compared to Gal group. 
 
Figure 4: Respiratory ratios of HTB-125 and HTB-126 intact cells Glc vs. Gal; 
components of cell respiration in intact cells. (A) Respiratory ratios calculated from 
polarographic measurements on intact cell using substrates present in the growth medium, 
and some inhibitors. L/E ratio (white bars) was calculated as the oligomycin-inhibited 
respiratory rate (leak respiration, L) over the maximal respiratory rate obtained with an 
uncoupler (ETS capacity, E); R/E ratio (grey bars) was calculated as the routine respiratory 
rate (R) over the maximal respiratory rate (E); and (R-L)/E ratio gives the part of 
respiration that is used under routine conditions to produce ATP. Values are means ± SD. 
N>5. (B) State 3 respiration of complex I (CI) and complex I+II (CI+II) of permeabilized 
cells, quantified by addition of substrates glutamate and malate (CI) and succinate-rotenone 



(CI+II) in the presence of ADP. Values are means ± SD. N>5. (C) Western-blot 
quantification of the respiratory chain content of normal and breast cancer cells upon 
glucose deprivation. Contents of respiratory complexes I, II and IV were determined using 
whole cell lysates of HTB-125 and HTB-126 cells grown in glucose or glucose-deprived 
medium. Results are expressed as ratios of band intensities normalized to beta-actin of the 
corresponding glucose-deprived to glucose sample pairs. Band intensity was quantified by 
densitometry. Values are means ±SD N=3. Graph inset shows an exemplar western-blot; 
note band designation and molecular weight (kDa, number in right). * P<0.05 glucose-
deprived compared to glucose; ** P<0.05 cancer cell line (HTB-126) compared to control 
cell line (HTB-125). 
 
 
Figure 5: Effect of hypoxia on respiratory flux and medium pH of normal and breast 
cancer cells. Respiratory flux of intact HTB-125 and HTB-126 cells in glucose (Glc) or 
glucose-deprived medium (Gal) in normoxia (open columns) and after exposure to 1% O2 
for six days (full columns) expressed as a cell-specific flow per 106 cells (Y1 axis). # 
p<0.05. pH of the culture medium was measured after cultivation (Y2 axis). Symbols and 
bars are means ±SD; N=3. 
 
Figure 6: Mitochondrial network in HTB-125 and HTB-126 in normoxia and hypoxia.  
Images obtained by confocal microscopy were analyzed using Imaris Software (Bitplane). 
The total mitochondrial area (green) and the nucleus area (black) were measured on 3D 
projections, and the ratio mitochondria/nucleus was expressed as the normalized 
mitochondrial compartment. * p<0.05 Glc compared to Gln for the same cell type, # 
p<0.05 normoxia compared to hypoxia. Values are means ±SD.  N=100. 
 
Figure 7: Different bioenergetic thresholds in cancer versus non-cancer cells. Cancer 
cells adapt their OXPHOS machinery when glucose availability is decreased, while non-
cancer cells survive with less intensive adaptations. This indicates a higher sensitivity of 
the HTB-126 cancer cells toward glucose limitation, and this is represented by a higher 
"Bioenergetic threshold 1" in these cells. This level of energy impairment below which 
OXPHOS upregulation arises determines cancer cells survival in situation of glucose low 
disponibility. It could be explained by a high energy demand of cancer cells, and a less 
efficient OXPHOS system, as compared to the HTB-125. When hypoxia is combined with 
aglycemia, the ratio of energy demand to energy supply increases, and cancer cells die 
more than non-cancer cells. This is represented by a higher "Bioenergetic threshold 2", 
which indicates the limit below which a limitation of energy substrates (i.e glucose and 
oxygen together) leads to cell death. This might be explained by an already activated 
hypoxic sensing (pseudo-hypoxic activation of HIF) which artificially increases the 
sensitivity of cancer cells toward a limitation of oxygen disponibility. 
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Absolute levels of transcripts for mitochondrial uncoupling
proteins UCP2, UCP3, UCP4, and UCP5 show different
patterns in rat and mice tissues

Lukáš Alán & Katarína Smolková & Eva Kronusová &

Jitka Šantorová & Petr Ježek

Received: 7 November 2008 /Accepted: 29 January 2009 /Published online: 26 February 2009
# Springer Science + Business Media, LLC 2009

Abstract Existing controversies led us to analyze absolute
mRNA levels of mitochondrial uncoupling proteins (UCP1-
UCP5). Individual UCP isoform mRNA levels varied by up
to four orders of magnitude in rat and mouse tissues. UCP2
mRNA content was relatively high (0.4 to 0.8 pg per 10 ng
of total mRNA) in rat spleen, rat and mouse lung, and rat
heart. Levels of the same order of magnitude were found
for UCP3 mRNA in rat and mouse skeletal muscle, for
UCP4 and UCP5 mRNA in mouse brain, and for UCP2 and
UCP5 mRNA in mouse white adipose tissue. Significant
differences in pattern were found for rat vs. mouse tissues,
such as the dominance of UCP3/UCP5 vs. UCP2 transcript
in mouse heart and vice versa in rat heart; or UCP2 (UCP5)
dominance in rat brain contrary to 10-fold higher UCP4 and
UCP5 dominance in mouse brain. We predict high
antioxidant/antiapoptotic UCP function in tissues with
higher UCP mRNA content.

Keywords Mitochondrial uncoupling proteins . UCP2 .

UCP3 . UCP4 . UCP5 . Absolute mRNA levels

Introduction

With the exception of mitochondrial uncoupling protein 1
(UCP1), controversies in the research on UCPs cover all
aspects including their putative function, i.e. doubts exist
whether these proteins really uncouple mitochondria
(Affourtit et al. 2007; Cannon et al. 2006; Esteves and
Brand 2005). Their physiological roles in tissues will be
undoubtedly given by the extent of uncoupling they induce
when activated (Esteves and Brand 2005; Ježek et al.
2004). The lack of consensus on UCP function, even after a
decade of research since the discovery of UCP2 and UCP3
isoforms, stems from the rather minute amounts expressed
(with exception of UCP1) and imported into the inner
membrane and from the lack of a clear understanding of
isoform-specific tissue distribution. From a bioinformatics
viewpoint, UCP1, UCP2, UCP3, UCP4, and UCP5 form a
distinct subfamily within the gene family of mitochondrial
anion carriers (Hanák and Ježek 2001; Ježek and Ježek
2003; Ježek and Urbánková 2000; Klingenspor et al. 2008).
The carrier most sequentially similar to UCPs is the
oxoglutarate carrier, which, however, lacks the unique
uncoupling protein signature sequences (Hanák and Ježek
2001; Ježek and Ježek 2003; Ježek and Urbánková 2000).
Functionally, in vivo uncoupling was demonstrated un-
equivocally for the first known member, UCP1, originally
considered to be specific for brown adipose tissue (BAT),
where it serves as the final molecular component of
catabolic cascade of nonshivering thermogenesis (Cannon
et al. 2006). However, UCP1 has also been detected in
thymocytes (Adams et al. 2008a, b; Carroll et al. 2005),
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where its thermogenic role is probably replaced by a
regulatory role in apoptosis due to its ability to attenuate
production of mitochondrial reactive oxygen species (ROS)
(Dlasková et al. 2006). ROS facilitate apoptosis, and hence
UCP1 activation would have a preventive effect on
apoptosis whereas UCP1 inhibition would promote apopto-
sis. UCP1 was recently detected in skin (Mori et al. 2008),
where it is proposed to function (as in thymocytes) as a
suppressor of mitochondrial ROS production.

Attempts to derive physiological roles for distinct UCPs
also have been based on their expression pattern in various
tissues. Owing to their low expression levels (with the
exception of UCP1 in BAT), their thermogenic function is
rather excluded and as the most relevant function seems to
be the attenuation of mitochondrial ROS production
(Affourtit et al. 2007; Arsenijevic et al. 2000; Cannon et
al. 2006; Esteves and Brand, 2005; Jabůrek et al. 2004;
Ježek et al. 2004). Indeed the mild uncoupling is able to
attenuate both superoxide formation within Complex III
(Ježek and Hlavatá, 2005) as well as Complex I (Dlasková
et al. 2008a, b). The extent of such an “antioxidant”
mechanism in vivo would depend not only on absolute UCP
levels but also on the activation state of each UCP and the
extent of inhibition by purine nucleotides (Beck et al.
2007). The absolute protein levels serve as a basic
parameter for rough estimation of UCP functional relevance
in a given tissue.

Determination of UCP expression patterns is difficult
due to their extreme hydrophobicity and impossibility to
raise antibodies, which would not cross-react with other
UCPs (Pecqueur et al. 2001) or with other members of the
anion carrier gene family. Hence, most studies have relied
on methods quantifying UCP mRNA levels such as
northern blotting and RT-PCR. Despite the translational
down-regulation described for UCP2 (Hurtaud et al. 2006;
Pecqueur et al. 2001) and UCP5 (Kim-Han et al. 2001), or
the translational up-regulation of UCPs (Hurtaud et al.
2007), the precise determination of transcript levels still
provides valuable information.

UCP2 is considered to be expressed ubiquitously in
mammalian tissues (Fleury et al. 1997; Gimeno et al. 1997;
Lengacher et al. 2004). In contrast, UCP3 mRNA has been
detected in northern blots of human skeletal muscle and in
rodent skeletal muscle, heart, and BAT (Boss et al.1997;
Vidal-Puig et al. 1997). The original reports for UCP5 and
UCP4 mentioned their high expression in the central
nervous system (Mao et al. 1999; Sanchis et al. 1998).
Northern blotting also detected UCP5 mRNA in both
mouse and human heart, kidney (Kim-Han et al. 2001;
Sanchis et al. 1998; Yu et al. 2000) and skeletal muscle
(Lengacher et al. 2004; Sanchis et al. 1998; Yu et al. 2000).
These results were confirmed by UCP5 immunodetection
(Kim-Han et al. 2001). However, Sanchis et al. (1998)

found even wider distribution of UCP5 mRNA, in the rat,
mouse, and human gut, lung, testis, uterus, spleen, and
white and brown adipose tissue. Additional findings were
reported for the human prostate, pancreas, adrenal medulla
and cortex, thyroid gland and liver, as well as for the mouse
liver (but not spleen), lung, and skeletal muscle (Yu et al.
2000). Using quantitative RT-PCR with TaqMan probes,
Lengacher et al. (2004) found not only UCP4 and UCP5
mRNA in the mouse brain cortex (together with a lower
amount of UCP2 transcript), but also ~100 times lower
levels of UCP3 and UCP1 mRNA. In BAT and skeletal
muscle, Lengacher et al. (2004) also identified all five
UCP mRNAs, with the UCP1 mRNA level in BAT being
~100-fold higher than all other isoforms, and with UCP3
mRNA level being at least 10-fold higher in skeletal
muscle. It is unclear, however, whether the minute levels
of UCP mRNAs become translated into mature proteins. If
indeed they are translated, one must re-evaluate the
molecular physiology of UCPs based on their tissue
distribution in light of findings such as UCP1 mRNA in
human pancreatic β-cells (Sale et al. 2007), UCP5 in en-
docrine cells (Ho et al. 2005, 2006), UCP4 mRNA in
preadipocytes (Zhang et al. 2006), or of the emerging role
of UCP4 and UCP5 in brain pathologies (Liu et al. 2006;
Chan et al. 2006; Nakase et al. 2007; Naudí et al. 2007).

In this work, we used quantitative real-time RT-PCR to
determine absolute levels of UCP mRNAs, except of
UCP1, in selected tissues. The levels of different UCP
mRNAs varied by up to four orders of magnitude in various
rat tissues. Their distinct pattern was found in mouse
tissues. Functional redundancy among UCPs was suggested
by different dominance of certain isoforms in given rat and
mouse tissues. Whereas UCP2 dominance was found in rat
heart, UCP3 and UCP5 dominated in mouse heart. Similar
UCP2 (UCP5) dominance in rat brain contrasted to UCP4
and UCP5 dominance in mouse brain with one order of
magnitude higher levels of mRNAs.

Materials and methods

mRNA isolation

The total RNA was isolated from rat (Wistar, 250 to 275 g)
and mouse (Balb/C, 20–25 g) tissues by a standard pro-
cedure (Chomczynski and Sacchi 1987). An RNAse-free
DNAse-I was purchased from Top-Bio (Czech Republic).
Routinely, mRNA was isolated from the DNAse-I-treated
total RNA, except for skeletal muscle and white adipose
tissue (WAT), using an mRNA isolation kit (Roche Applied
Science, USA) and Oligo(dT) 3′Bio-oligo(dT)20 (Metabion,
Czech Republic). Skeletal muscle and WAT mRNAs were
extracted using a Fibrous Tissue and Regular Midi RNeasy
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kit (Qiagen), respectively, including on-column DNAse
treatment. The samples of total RNA and mRNA were
quantified from their spectra with a subtracted light
scattering contribution using an Agilent 8453E UV-VIS
spectroscopy system and 200-μl quartz cuvettes. An
mRNA sample was used for further analysis only when
its purity was reflected by the A260/A280 ratios of 1.7 to 1.9.

Design of primers and probes for real-time RT-PCR

We quantified UCP mRNAs using a reliable and specific
RT-PCR procedure, based on fluorescence signal detection
by hybridization probes. When the probes are in proximity,
Forster resonance energy transfer proceeds between the
probes and indicates their correct annealing to the amplicon
cDNA in each PCR cycle. Sets of two primers and two
fluorescent hybridization probes were designed as shown in
the Table 1 for rat and mouse UCP2 (Růžička et al. 2005),
UCP3, UCP4, and UCP5. A primer set for glyceraldehyde-
3-phosphate dehydrogenase (GAPDH, a house-keeping
gene) as well as primer and probe synthesis was provided
by TIB MOLBIOL (Berlin, Germany).

Several essential criteria were kept for primer design in
order to achieve the highest precision of mRNA quantifi-
cation. Each PCR primer from a pair was designed to
anneal to a different exon (corresponding to the unspliced
mRNA molecule or to the gene sequence, where exons are
separated by a long intron). This arrangement avoids any
quantification of potential contaminating genomic DNA.
PCR primers and hybridization probes were designed to
hybridize the most variant part of the UCP sequence—the
5′-most—where various UCP isoforms differ (Ježek and
Urbánková 2000). For example, in the case of rat UCP2 the
amplicon spans 349 base pairs (i.e. bp 136–485). A 1-bp
gap was usually left between adjacent hybridization probes
(Table 1). We thus sacrificed to choose amplicons close to
the 3′ terminus, i.e. the way that also includes detection of
mRNA that potentially could have been cut/damaged
during isolation. In turn, our selected design for UCP3
and UCP5 covers all their splicing variants (Table 1). This
is impossible to achieve with amplicons close to the 3′
terminus.

Quantitative real-time RT-PCR

Routinely, 20–80 ng mRNAwas used for real-time RT-PCR
on a LightCycler (Roche) with 0.5 μM primers and 0.2 μM
hybridization probes. Reverse transcription was performed
(30 min at 55°C) followed by the reverse transcriptase
inactivation for 30 s at 95°C, and then by 40 cycles of 2 s
denaturation and annealing for 25 s at temperatures
described in Table 1, and elongation for 25 s at 72°C. The
MgCl2 content was optimized for each set of primers and

probes (see Table 1). The absolute mRNA amounts, in
picograms, were calculated from crossing points of each run.
Calibrations were provided by seven order of magnitude-
spanning dilution series of the PCR-amplified amplicons,
starting from an initial concentration of 10 ng/μl. The
calculated calibration slopes (Table 1) approached the
predicted theoretical slope of 3.3, meaning that if two
starting mRNA samples differed in content by one order of
magnitude then equivalent amplified levels would be
achieved 3.3 cycles apart. This is equivalent to doubling
the amplicon amount in each single cycle.

A series of control experiments were performed for each
sample. PCR product length was confirmed by electropho-
resis on 1.5% agarose gels. To verify that the genomic
DNA was not amplified and thus did not contribute to the
quantification, the reverse transcription step was omitted in
control runs; in such controls, no fluorescence was
detected. The specificity of the primers and hybridization
probes for mouse UCP2 was verified with the various tissue
mRNA samples of UCP2 (−/−) mice (donated by B.B.
Lowell, Harvard Univ., School of Medicine; Zhang et al.
2001), and no fluorescence was observed. Similarly, there
was no cross-amplification between particular UCP iso-
forms when a PCR reaction was performed with a vector
containing a cDNA for any other UCP isoform.

Results

mRNA levels for UCP2

We have confirmed the presence of UCP2 mRNA in all
eight rat tissues studied (Fig. 1a). The absolute amount of
UCP2 mRNA (in pg per 10 ng of total isolated mRNA)
decreased in the order of spleen > heart > lung > WAT >
brain > skeletal muscle > kidney > liver, spanning a 30-fold
difference in UCP2 transcript content (Fig. 1a). Only in the
rat spleen and lung were the UCP2 transcript levels of the
same order of magnitude as the control GAPDH transcript
levels. With the exception of the heart UCP2 mRNA, a
similar pattern was found for mouse tissues (Fig. 2a). The
heart UCP2 transcript level in mouse was up to 40-fold
lower than in the mouse lung. In turn, the heart and lung
UCP2 transcript levels were equivalent in the rat.

mRNA levels for UCP3

As expected (Boss et al. 1997; Vidal-Puig et al. 1997), we
detected the highest UCP3 mRNA levels in rat and mouse
skeletal muscle and intermediate levels in mouse heart
(Fig. 1b, Fig. 2b), the latter being of the same order of
magnitude as the UCP2 lung transcript levels. In contrast to
the very high UCP2 mRNA levels found in the rat heart,
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Table 1 Primer sets and fluorescent hybridization probes used for RT-
PCR quantification of UCP mRNAs Primers (forward, f, reverse, r)
and probes PX and PLC were designed as follows. X denotes the

fluorescein fluorophore (donor); Red 640 is a Roche fluorophore
(acceptor). The annealing temperatures were calculated by the
synthesizing company (TIB MOLBIOL, Berlin, Germany)

Sequence (5′→ 3′) / excluded intron Exon Amplicon
length

Annealing
temperature

Calibration
Slope

Calibration
Intercept

MgCl2

RAT

UCP2 f GAGAGTCAAGGGCTAGCGC exon 2

r GCTTCGACAGTGCTCTGGTA exon 2 350 bp 58°C − 3.543 − 20.84

PX TCAGAGCATGCAGGCATTGG X intron 1200 bp exon 2/3

PLC LC Red640-CCGCCTCCTGGCAGGTAGC p exon 3 4 mM

UCP3 f GTTGGACTTCAGCCATCAGAA exon 1

r GTGGGTTGAGCACAGGTC exon 3 418 bp 58°C − 3.089 − 18.08

PX GAACGGACCACTCCAGCGTC X intron 1986 bp exon 2/3

PLC LC Red640-CCATCAGGATTCTGGCAGGCT p exon 3 6 mM

UCP4 f TGGCCGAGCTAGCAACC intron 3023 bp exon 1/2

r CAGAGGGGATAATGTTCATCTTCA exon 3 289 bp 58°C − 3.061 − 17.13

PX CCATTTACAGACACGTAGTGTACTCTGGA X intr2421 bp exon 2/3

PLC LCRec 640-GTCGGATGGTCACCTACGAACAT p exon 3 4 mM

UCP5 f GATTGTAAGCGGACATCAG intron 4713 bp exon 1/2

r GGTTGGCAATAGTAGATGAAATC see Footnote 1 exon 5 419 bp 58°C − 3.170 − 18.15

PX CGCCATACACAAAAGGTTTCCA X exon 2

PLC LC Red640-TTCAGACCAGACATCTCATGGCTTAA p exon 2 4 mM

GAPDH f AACTCCCTCAAGATTGTCAGCAA

r ATGTCAGATCCACAACGGATACA 316 bp 58°C − 3.201 − 18.88

PX CAGTCTTCTGAGTGGCAGTGATGGCA X

PLC LC Red705-ACTGTGGTCATGAGCCCTTCCACG p 4 mM

MOUSE

UCP2 f GAGAGTCAAGGGCTAGTGC exon 2

r GCTTCGACAGTGCTCTGGTA exon 3 349 bp 56°C − 3.341 − 18.57

PX TCAGAGCATGCAGGCATCGG X intron 772 bp exon 2/3

PLC LC Red640-CCGCCTCCTGGCAGGTAGC p exon 3 4 mM

UCP3 f GTTTACTGACAACTTCCCCT intron 62 bp exon 3/4

r CTCCTGAGCCACCATCT exon 4 165 bp 56°C − 3.363 − 18.96

PX AAGACCCGATACATGAACGC X exon 4

PLC LC Red640-CCCCTAGGCAGGTACCGCp exon 4 5 mM

UCP4 f GGACGAGCAAGTTCCTACTG exon 1

r CCCTCCAATGACCGATTTC see Footnote 2 exon 4 346 bp 56°C − 3.470 − 16.05

PX CCATTTACAGACACGTAGTGTACTCTGGA X exon 4

PLC LC Red640-GTCGGATGGTCACCTATGAACATCTAC p exon 4 6 mM

UCP5 f CAGTGATTCATCAGAAAAGTTCCA intron 1/2 5054 bp exon 1

r CCGTGTTTTAGTAAGATCCACAG intron 2/3 1543 bp exon 3 133 bp 56°C − 3.37 − 16.89

PX CGCCATACACAAAAGGTTTCCA X exon 2

PLC LC Red640-TTCAGACCAGACATCTCATGGCTTAA p exon 2 5 mM

GAPDH f AATGGTGAAGGTCGGTGTGA

r CTGGAAGATGGTGATGGGC 229 bp 56°C − 3.364 − 21.57

PX GGCAAATTCAACGGCACAGTCAAG X

PLC LC Red705-CCGAGAATGGGAAGCTTGTCATCAAC p 4 mM

Footnote 1: intron 4/5 2083 bp, intron 3/4 2813, intron 2/3 1749 bp; Footnote 2: intron 1/2 2634 bp, intron 3/4 3809 bp, intron 2/3 2375 bp
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the UCP3 mRNAwas much less abundant. The other UCP3
transcript levels reached only ~10−3 pg per 10 ng of total
isolated mRNA with the exception of rat liver (~10−5) and
rat kidney (not detectable, Fig. 1b). A similar pattern was
found for mouse tissues, with the exception of higher levels
of UCP3 transcript in the spleen and WAT (Fig. 2b). There
was no compensatory increase in UCP3 transcript level in
the heart of the UCP2 (−/−) mice (not shown).

mRNA levels for UCP4

The absolute mRNA levels of the UCP4 isoform in rat
tissues were generally among the lowest determined
(Fig. 1c). They were by up to three orders of magnitude
lower than the UCP2 mRNA levels. As expected (Mao et
al. 1999), the maximum UCP4 mRNA level was in the
brain, but still two orders of magnitude lower than the
UCP2 mRNA level. In turn, UCP4 transcript abundance in
the rat brain (similarly for UCP5, see below) was similar to
that of UCP2 mRNA in the mouse lung (Fig. 2c vs.
Fig. 2a). The mouse skeletal muscle UCP4 transcript level
exceeded that of UCP2. Similarly, mouse WAT contained
nearly equivalent levels (~0.05 pg per 10 ng of total
isolated mRNA) of UCP2, UCP3, and UCP4 transcripts.
The UCP4 transcript level was not increased in the brain of

the UCP2 (−/−) mice compared with wild-type mice (not
shown).

mRNA levels for UCP5

Similar to the rat UCP3 and UCP4 mRNAs, rat UCP5
mRNA was primarily expressed in a single tissue, namely
brain. Whereas in the case of rat UCP3 such an apparent
exclusivity was found in the skeletal muscle, in the case of
rat UCP5 it was the brain (Fig. 1d). In other tissues the
levels of UCP5 mRNA (~10−3 pg per 10 ng of total isolated
mRNA) transcript levels of UCP5 were similar to the UCP3
levels. The rat UCP5 mRNA levels were still at least three-
fold higher than those of UCP4. The tissue distribution of
mouse UCP5 mRNA expression was somewhat more
heterogeneous compared with the other UCPs, although
UCP5 mRNA levels in brain were highest among the tested
tissues (Fig. 2d). Notably, ~0.5 pg per 10 ng of total
isolated mRNA was found for the UCP5 and UCP4
transcripts in the mouse brain, as well as for UCP2 mRNA
in mouse lung and UCP3 mRNA in mouse skeletal muscle.
The mouse heart UCP5 mRNA level was equivalent to that
of UCP3. UCP5 mRNA in WAT and spleen was even more
abundant than UCP3 mRNAs in these tissues and UCP2
mRNA in WAT. Although only at levels of ~0.05 pg per

Fig. 1 Real-time RT-PCR quantification of UCP2 mRNA in rat
tissues. The absolute amounts of transcripts (pg per 10 ng of total
isolated mRNA) encoding UCP2 a, UCP3 b, UCP4 c, and UCP5

mRNA per day are plotted for selected rat tissues. Quantification,
performed as described in Materials and methods, was derived
according the calibrations with parameters listed in Table 1
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10 ng of total isolated mRNA, UCP5 was the predominant
isoform in the mouse liver and kidney. The UCP5 transcript
was not elevated in the brain of UCP2 (−/−) mice.

Discussion

For the first time this work presents a unified quantification
of UCP transcripts (with the exception of UCP1) in the
heart, liver, kidney, brain, skeletal muscle, and WAT. The
results clearly show that the tissue-specific expression
pattern of individual isoforms is quite distinct between rat
and mouse and that the levels of mouse UCP4 and UCP5
transcripts, previously considered to be very low, are in fact
quite high. This finding sheds new light on previous studies
in mice in which one isoform, UCP2 or UCP3, was ablated.
Their reported interpretations might be yet inconclusive due
to the possible expression of other UCP isoforms, if one
considers the possibility of functional redundancy among
UCPs.

The advantage of quantitative real-time PCR with
properly designed primers and probes lies in the unsur-
passed selectivity and resolution that are not achievable by
northern blotting or “chip screening”. Thus we provide

reference data for the four UCP isoform transcript levels
that span four to five orders of magnitude. The major
question remains how the translation machinery deals with
transcripts of such varying and distinct abundance. Is the
resulting translation only 10,000-fold less frequent when
the transcript is of 10−4 relative abundance? Alternatively,
is there a threshold under which translation is nil for a very-
low-abundance transcript? One could also speculate on the
existence of a mechanism that upregulates the translation of
low-abundance transcripts. Indeed, the observed disparity
between the abundance of certain mRNAs and their corre-
sponding protein products has been attributed to both trans-
lational down-regulation (Pecqueur et al. 2001; Hurtaud et
al. 2006) and up-regulation (Hurtaud et al. 2007).

We have chosen a reference unit that is quite versatile
and has practical implications, namely the unit of pico-
grams of a given transcript per 10 ng of total isolated
mRNA. One unit is close to the expected average
transcription of 10,000 genes if all genes were transcribed
equivalently. Only the level of the UCP2 transcript in the
rat spleen approached one such unit. The selected reference
gene, GAPDH, was transcribed in different tissues at levels
between 1 and 10 pg per 10 ng of total isolated mRNA,
corresponding to 0.01% to 0.1% of average gene represen-

Fig. 2 Real-time RT-PCR quantification of UCP2 mRNA in mouse
tissues. The absolute amounts of transcripts (pg per 10 ng of total
isolated mRNA) encoding UCP2 a, UCP3 b, UCP4 c, and UCP5

mRNA per day are plotted for selected mouse tissues. Quantification,
performed as described in Materials and methods, was derived
according the calibrations with parameters listed in Table 1
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tation (mRNA abundance). The finding that UCP2 tran-
script abundance was highest in the spleen points to
important physiological role of UCP2 in macrophages
(Arsenijevic et al. 2000; Giardina et al. 2008) and other
white blood cell types, resident in the spleen. Similarly, the
second highest UCP2 transcript amount, found in the rat
and mouse lung, may reflect its predominating expression
in the alveolar macrophages.

Attempting at least to find the order of magnitude
proportionality between the measured levels of UCP
mRNAs and their corresponding protein products, we can
compare data for mouse spleen. These data show that UCP2
accounts for ~0.03% of all mitochondrial proteins (Pec-
queur et al. 2001). Compare this to our finding of 0.002%
for UCP2 transcript abundance (Fig. 2a). Considering on
average 10,000 transcribed genes as 100%, these data
would match only, if approximately each tenth transcribed
protein in general was mitochondrial. The reported mouse
lung UCP2 protein level (~0.002% of rat mitochondrial
proteins, Pecqueur et al. 2001) seems to correlate with a
rather high estimated transcript abundance of 0.004%
(Fig. 2a). Also, our [3H]GTP binding study reflecting
UCP2 protein amounts (Žáčková et al. 2003) correlated
better with the rat UCP2 transcript quantification (Fig. 1a),
indicating rather high amounts of UCP2 protein in rat lung
mitochondria, and 10-fold lower levels in rat liver mito-
chondria (Žáčková et al. 2003). Indeed, the UCP2 mRNA
was one order of magnitude greater in lung than in liver
(Fig. 1a).

With the precision of calibrated real-time RT-PCR, we
can claim that when no amplification proceeds within a
sample there is definitively no transcript present, unless it
exists in the range of attograms per 10 ng of total isolated
mRNA. With such sensitivity, we identified UCP5 and
UCP4 transcripts in all tested rat tissues, and we confirmed
previous findings of UCP5 mRNA in mouse liver, lung,
kidney, and spleen (Sanchis et al. 1998), heart (Kim-Han et
al 2001; Sanchis et al. 1998; Yu et al. 2000), and skeletal
muscle (Lengacher et al 2004; Sanchis et al. 1998; Yu et al.
2000). In the mouse these transcripts levels were very high
(0.1 pg per 10 ng of total isolated mRNA, Fig. 2d). Also
surprising was the rather high UCP4 mRNA level in mouse
skeletal muscle (up to 0.1 pg per 10 ng of total isolated
mRNA), being only five times lower than the UCP4
transcript level in mouse brain (Fig. 2d).

Patterns of the four studied UCP isoforms are remark-
able for the heart and brain. In the rat heart, UCP2 mRNA
was present at up to 0.5 units (i.e. pg per 10 ng of total
isolated mRNA, the second highest level measured in our
tissue set), exceeding by the two to three orders of
magnitude the levels of UCP3, UCP4, and UCP5 tran-
scripts. In turn, among mouse UCP mRNAs, UCP3 and
UCP5 mRNAs were the most abundant and nearly

equivalent, whereas UCP2 mRNA was 10-fold less abun-
dant. For reason unknown, UCP2 seems to have been
phylogenetically selected for its role in the rat heart, and
likewise for UCP3 and UCP5 in the mouse heart. This
finding puts into context the previous striking reports
demonstrating the importance of UCP2 function in the rat
heart (Bo et al. 2008; McLeod et al. 2005).

In the rat brain, the predominant rat UCP2 transcript
and roughly half-abundant UCP5 transcript exceeded 10-
fold the UCP4 mRNA levels, whereas, on the contrary, in
the mouse brain the UCP4 transcript and the equally
abundant UCP5 transcript outnumbered UCP2 mRNA by
10-fold. In conclusion, the tissue distribution of UCP
isoform mRNAs differs between rat and mouse. As such,
researchers must heed caution when extrapolating the
findings/conclusions for one of these rodent species onto
the other and when reporting on studies of single-gene
knockout mice.
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Redistribution of cell death-inducing DNA fragmentation factor-like 
effector-a (CIDEa) from mitochondria to nucleus is associated with 
apoptosis in HeLa cells
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Abstract. Cell death-inducing DFF[DNA fragmentation factor]-like effector-a (CIDEa), may initiate 
apoptosis by disrupting a complex consisting of 40-kDa caspase-3-activated nuclease (DFF40/CAD) 
and its 45-kDa inhibitor (DFF45/ICAD). CIDEa, however, was found to be localized in mitochondria. 
We have performed immunodetection of CIDEa in whole cells and subcellular fractions of HeLa cells 
adapted for a tetracycline-inducible CIDEa expression. Using immunocytochemistry we observed redis-
tribution, enhanced upon treatment with camptothecin or valinomycin, of CIDEa to nucleus. Similarly, 
CIDEa content increased in the nuclear fraction but decreased in cytosolic fraction in cells treated to 
initiate apoptosis. We hypothesize that CIDEa is sequestered in mitochondria while transfer of this 
potentially dangerous protein from mitochondria into nucleus intensifies or even initiates apoptosis.
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Introduction

Besides their function as metabolic powerhouses, mito-
chondria are one of major “decision makers” in apoptosis 
initiation and as gatekeepers of other ways of cell death 
(Cheng et al. 2006; Kim et al. 2006). Relay of information 
signaling that involves mitochondria is mediated by proteins 
possessing the ability to migrate between mitochondria and 
cytosol or other cell organelles or compartments, notably 
to the nucleus where subsequent signaling cascades may be 
initiated. On one hand, a “regular” protein import proceeds 
into mitochondrion (import of nuclear-coded mitochondrial 
proteins) bringing in either executive or regulatory proteins 

(Baker et al. 2007). Among the latter, PKC-, tyrosine- and 
other kinases were found to access at least the intermembrane 
space (Salvi et al. 2005). On the other hand, an export of sig-
naling proteins into the cytosol or other cell organelles exists 
and plays an essential role in life and death (Cheng et al. 2006; 
Garrido et al. 2006; Kim et al. 2006). Thus, protein export 
mechanisms for apoptosis mediators such as cytochrome c, 
Smac/Diablo, apoptosis-inducing factor or EndoG serve as 
well established, but not completely understood examples 
(Cheng et al. 2006; Kim et al. 2006; Varecha et al. 2007).

Bearing in mind the above principles, it is not surpris-
ing that proteins called cell death-inducing DFFa (DNA 
fragmentation factor a)-like effector-a,b,3 (CIDEa, CIDEb, 
CIDE3/FSP27) have been found in mitochondria (Inohara et 
al. 1998). The three CIDE proteins have different tissue distri-
butions for their mRNA and their physiological roles specific 
to given tissues are unknown. CIDE proteins display high 
homology to the N-terminal sequence of both subunits of the 
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heterodimeric DFF, which consists of the 40-kDa caspase-3-
activated nuclease (DFF40/CAD), and its 45-kDa inhibitor 
(DFF45/ICAD). The DFF45/DFF40 complex is cleaved by 
caspase-3 during apoptosis and thereafter free DFF40 causes 
apoptotic DNA fragmentation and chromatin condensation 
(Inohara et al. 1999; Bayascas et al. 2004). CIDE-induced 
apoptosis is not sensitive to caspase inhibitors but is inhib-
ited by DFF45 (Inohara et al. 1998). The N-domain of CIDE 
proteins most probably binds to the homologous domain 
of DFF45 opposing the factor’s inhibitory as well as chap-
erone effect on DFF40 (Lugovskoy et al. 1999; Neimanis et 
al. 2007). The nuclease is then able to cleave DNA. It is not 
yet fully established, whether the DFF45/DFF40 complex is 
formed in the nucleus or in the cytosol. However, nuclear 
import studies suggested that the DFF45/DFF40 complex is 
imported more readily than its components (Neimanis et al. 
2007), thus preferring the model of cytosolic formation of the 
complex. If this was exclusive modus operandi of DFF, then 
CIDEa must migrate to nucleus in order to bind DFF45 and 
induce apoptosis. If sole DFF40 nuclease could migrate into 
the nucleus, apoptosis might be induced by CIDE-mediated 
dissociation of the DFF45/DFF40 complex in the cytosol.

The situation is more complex, because several studies 
localized CIDEa (Zhou et al. 2003), CIDEb (Chen et al. 2000) 
and CIDE3 (Liang et al. 2003) in mitochondria. A consensus 
has been found that while the N-CIDE domain located 
within the N-terminal is required for binding to DFF45 or 
DFF40 (Inohara et al. 1998; Lugovskoy et al. 1999; Chen et al. 
2000), the C-CIDE domain within the C-terminal is required 
for mitochondrial localization and apoptosis (Inohara et al. 
1998; Chen et al. 2000). The latter finding contrasts with the 
obligatory N-terminal localization of mitochondrial address-
ing sequences (presequences or scattered motifs). Employing 
dedicated software, e.g. http://psort.ims.u-tokyo.ac.jp, we 
were unable to locate a mitochondrial addressing sequence 
within either CIDEa or CIDEb amino acid sequences. We 
may assume that docking in mitochondria is just ensured 
by the C-CIDE domain. Migration of tagged CIDEb, for 
example, from mitochondria to nucleus (or to cytosol) was 
missing in case of apoptosis induced by staurosporine and 
etoposide (Chen et al. 2000). Because the two drugs affect 
primarily Bak/Bax-dependent apoptosis, we selected other 
effectors, including camptothecin and valinomycin, and 
endeavored to investigate the issue of CIDEa migration.

Materials and Methods

Inducible CIDEa expression

An open reading frame clone of human CIDEa in an entry 
vector pENTR221 (Invitrogen) has been transposed using 
a clonase reaction into a vector T-REx pDEST30 (Invitrogen) 

for a tetracycline-induced expression, obtaining pDEST30-
CIDEa plasmid containing the full open reading frame for 
CIDEa inserted downstream from tet repressor binding site. 
The HeLa cell line overexpressing the tetracycline repres-
sor (Invitrogen) was cultured in the presence of antibiotic 
Blasticidin (1 μg/ml) at 37°C in a humidified incubator with 
5% CO2 in the Eagle’s minimum essential medium supple-
mented with 2 mmol/l L-glutamine, 10% fetal calf serum, 100 
IU/ml penicillin, and 100 μg/ml streptomycin. Transfections 
were performed using 1 μl Lipofectamine 2000™ (Roche) per 
1 μg DNA with estimated efficiency up to 50%. Following 
transfection cells were allowed to stabilize for 24 h and then 
subjected to further treatments.

Initiation of apoptosis

The pDEST30-CIDEa-transfected T-REx-HeLa cells were 
subjected to tetracycline (1 μg/ml) for defined time intervals, 
thus obtaining a time-course of induced CIDEa expression. 
In experiments where apoptosis initiators were used, cells 
were subjected to tetracycline treatment for 8 h followed by 
2 h incubations with following apoptosis initiators: a DNA-
topoisomerase I complex inhibitor camptothecin (2 μmol/l); 
a protonophore CCCP (2 μmol/l); a potassium ionophore valin-
omycin (2 μmol/l); and a calcium ionophore A23187 (2 μmol/l). 
Extent of apoptosis was assayed using caspase-3 activity, TUNEL 
assay and cell death assay assessing cell morphology.

Preparation of subcellular fractions

Minor modifications of previously described method (Car-
camo et al. 2002) have been adapted. T-REx-HeLa cells were 
washed twice with 2 ml of ice-cold PBS and scraped into 1 ml 
of PBS. Suspension was centrifuged (1500 × g/5 min/4°C), 
the pellet was resuspended by gentle pipetting in 300 μl of 
ice-cold buffer A (10 mmol/l HEPES, pH 7.9; 10 mmol/l 
KCl; 1.5 mmol/l MgCl2; 0.5 mmol/l DTT; 0.1% (v/v) NP-
40), incubated for 10 min on ice, and centrifuged (5500 × 
g/10 min/4°C). Following collection of supernatant, which 
contains cytosolic and mitochondrial fraction, the pellet was 
vigorously resuspended by syringe/needle in 3 volumes of ice-
cold buffer B (20 mmol/l HEPES, pH 7.9; 420 mmol/l NaCl; 
0.2 mmol/l EDTA; 1.5 mmol/l MgCl2; 0.5 mmol/l DTT; 0.5 
mmol/l PMSF; 25% (v/v) glycerol ) and incubated for 30 min 
on ice. Following centrifugation (12,000 × g/20 min/4°C), the 
supernatant (nuclear extract) was collected. Both extracts were 
stored in –80°C until further use. Protein content in extracts 
was determined by the Bradford method (Bradford 1976).

Caspase-3 activity

The PBS-washed cells were lysed in 50 μl of ice-cold lysis 
buffer (50 mmol/l HEPES, pH 7.4; 0.5% Triton X-100, 
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a protease inhibitor cocktail tablet, 5 mmol/l DTT; 4°C; 15 
min). The lysate was cleared by centrifugation (14,000 × g; 
4°C; 15 min) and the supernatant total protein determined 
by the Bradford method (Bradford 1976). The lysate was 
assayed in 20 mmol/l HEPES, pH 7.1, 2 mmol/l EDTA, 
5 mmol/l DTT, containing a protease inhibitor cocktail 
tablet and caspase-3 fluorescent substrate (Ac-DEVD-AMC; 
50 μmol/l) by incubation at 37°C for 60 min. Background 
fluorescence was subtracted, as obtained in parallel samples 
with a caspase-3 inhibitor (Ac-DEVD-CHO; 2 μmol/l). The 
fluorescence was measured at 380/450 nm using an LS 50 B 
spectrofluorometer (Perkin–Elmer).

Western blot detection of CIDEa

Cells were collected by scraping off in the growth medium 
to ensure the detached cells are not lost in the rinsing 
procedure. The cell suspension was centrifuged and the 
pellet was resuspended in 50 μl of the lysis buffer. Fol-
lowing addition of SDS-PAGE sample buffer (50 μl) it was 
boiled for 5 min at 95°C. 20–30 μg of total protein/lane 
was run on 12% SDS-PAGE, blotted onto PVDF mem-
brane and the CIDEa antigen was detected using primary 
antibody developed in rabbit (ProSci). Horseradish per-
oxidase-conjugated secondary anti-rabbit antibody and 
Luminol reagent (Santa Cruz Biotechnology) were used 
for visualization.

In situ detection of apoptosis (TUNEL)

Detection of apoptosis by TUNEL assay was performed 
as per manufacturer instructions (Roche). Samples were 
evaluated under fluorescent microscope Olympus IX70 
(Olympus).

Immunocytochemistry

Cells were fixed by adding ice cold methanol and the whole 
plate was placed overnight into a –20°C freezer. Upon 
thawing, cells were rinsed twice with PBS and permeabi-
lized by incubating in 0.2% Triton TX-100/PBS (v/v) for 
30 min at room temperature. Blocking was performed by 
incubation for 15 min at room temperature in 3% BSA/PBS 
(w/v) and was followed by incubation with anti-CIDEa 
primary antibody (ProSci) diluted 1 : 100 in 3% BSA/PBS 
(w/v) for 45 min at 37°C. After rinsing three times in PBS, 
cells were incubated for 30 min at room temperature in 
fluorescein-conjugated secondary anti-rabbit antibody 
(Molecular Probes) suspended in 3% BSA/PBS (w/v). 
Following three washes in PBS, the slides were mounted 
using fluorescent mounting medium (Dako Cytomation). 
Confocal microscope FluoView FV1000 (Olympus) was 
used for evaluation of the slides.

Confocal microscopy

The inverted fluorescent microscope Olympus IX81 with 
FluoView FV1000 laser scanning unit was employed for single 
photon microscopy with an Argon laser (457 nm, 488, 515 nm, 
30 mW total output) for excitation (Olympus). A pinhole unit 
(50–800 μm) was used to set confocal conditions.

Cell death assay

Slides for immunocytochemistry were also used for identifying 
apoptotic cells. Approximately 300 cells total and 100 CIDEa 
positive cells were counted in random fields of each slide under 
fluorescent/phase contrast microscope. Apoptotic cells were 
distinguished based on typical morphological alteration of ad-
herent cells undergoing apoptosis including becoming rounded 
and condensed. Condensation of cells was also readily apparent 
after nuclear staining by Hoechst 33258 dye. Cell numbers were 
then used for estimation of apoptotic cell percentages.

Statistical analysis

Student’s t-test was used to establish statistically significant 
differences.

Results

CIDEa overexpression leads to apoptosis in HeLa cells

Previous studies on CIDE proteins stated that overexpres-
sion of the protein causes apoptosis (Chen et al. 2000). We 
have employed T-REx HeLa cells, a cell line stably expressing 
tetracycline repressor, transfected with pDEST30-CIDEa, 
which allows regulated and timed CIDEa expression under 
control of tet repressor binding element. First a time course 
of tetracycline incubation was studied. Time point 0 h clearly 
shows no expression of CIDEa, indicated that expression of 
the protein is suppressed in the absence of tetracycline during 
the 24 h stabilization period post transfection. We found that 
the maximum expression was reached at 12 h post tetracycline 
(1 μg/ml) addition, but afterwards expression was declining 
(Fig 1A). It may imply that overexpression of CIDEa induces 
apoptosis resulting in cell death, a fact corresponding with 
previous reports (Chen et al. 2000). The disappearance of 
CIDEa in the cell population suggests that the transfected 
cells die, whereas the non-transfected do not. In our case, the 
majority of transfected cells would perish between 12 and 24 h 
post-tetracycline addition. Such a short time required for the 
cells to die may reflect the amount of CIDEa plasmid used 
for transfection, also shown by others (Inohara et al. 1998), 
and sensitivity of the cells. While caspase-3 activity varied 
throughout the time course (data not shown), the percentage 
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of TUNEL positive cells displayed an apparent maximum at 
8–12 h with both time points showing significantly higher 
percentage than time point 0 (Fig. 1B). Hence further experi-
ments conducted used 8 h of tetracycline (1 μg/ml) treatment 
followed by 2 h in the presence of apoptosis initiators.

Localization of CIDEa in HeLa cells overexpressing the protein

CIDEb was shown to be localized in mitochondria when 
overexpressed in Chinese hamster ovary cells (Chen et al. 
2000) and CIDEa in brown fat mitochondria (Zhou et al. 
2003). We also found that CIDEa was localized in mitochon-
dria upon its tetracycline-regulated expression in HeLa cells 
(data not shown). Immunocytochemistry of CIDEa-over-
expressing T-REx HeLa cells shows both nuclear as well as 
extranuclear localization of CIDEa (Fig. 2). Quantification 
of CIDEa-positive cells over four independent experiments 
(100 CIDEa-positive cells counted per experiment) yielded 
higher number of cells displaying either nuclear or mixed, 
i.e. nuclear as well as extranuclear, CIDEa localization in 
camptothecin- and valinomycin-treated cells, 50 and 80%, 
respectively, versus the DMSO-treated cells – 40%.

CIDEa redistribution is associated with treatment of HeLa 
cells with apoptosis initiators

CIDEa expressed under tet repressor regulation appears to 
localize in both extranuclear and nuclear space as shown in 

confocal microscopy images (Fig. 2). Despite the plausibil-
ity of confocal images, we used CIDEa immunodetection in 
subcellular fractions of CIDEa-overexpressing T-REx HeLa 
cells to reveal the presence of the protein in general cytosolic, 
containing mitochondria, as well as nuclear fractions (Fig. 3). 
Valinomycin effect on CIDEa redistribution is more appar-
ent than in the case of camptothecin and corresponds with 
the quantification of CIDEa-positive cells displaying at least 
some nuclear localization of CIDEa (vide supra).

Heterogeneous cell population was present in our experi-
ments with variable percentage of cells undergoing apoptosis. 
Pretreatment of cells with pan caspase inhibitor z-VAD-fmk 
did not significantly alter the percentage of CIDEa positive 
cells displaying apoptotic morphology, i.e. cells displaying 
shrinkage and/or nuclear fragmentation, thus demonstrat-
ing the caspase-independence of the process (Fig. 4). On the 
contrary, the percentage of CIDEa positive/apoptotic cells in 
samples treated with valinomycin was significantly higher 
than those treated with DMSO (78 vs. 40%) thus supporting 
the link between redistribution of CIDEa and apoptosis.

Discussion

Original branding of CIDE proteins as pro-apoptotic factors 
stems from homology of their N-terminal domain with the 
corresponding domains of the DFF40/CAD and DFF45/
ICAD proteins (Inohara et al. 1998; Lugovskoy et al. 1999). 

Figure 1. Time-course of CIDEa overexpression and apoptosis in T-Rex HeLa cells. T-REx HeLa cells were transfected with pDEST-CI-
DEa plasmid and following 24 h stabilization subjected to tetracycline (1 μg/ml) treatment for indicated time periods. A. Representative 
immunoblot of CIDEa presence in samples of transfected HeLa cells treated with tetracycline for 0, 2, 4, 8, 12, and 24 h. Actin served as 
loading control. B. Cells found TUNEL positive were counted and compared with total number of cells. Error bars represent standard 
deviation determined from three independent experiments. * p < 0.05.
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The final proof that CIDE binds to the homologous domain 
on DFF45 hence opposing its inhibitory effect on the DFF40 
nuclease, which subsequently cleaves DNA, is still missing. 
Our findings of CIDEa redistribution during incumbent 
apoptosis, induced either by CIDEa overexpression or in 
synergy with other apoptotic initiators, make the model, in 
which the DFF45/DFF40 complex enters the nucleus and 
CIDEa has to migrate therein to initiate its dissociation, more 
plausible. This model is also supported by the finding that 
the whole DFF45/DFF40 complex is imported more readily 
into the nucleus than its components separated (Neimanis et 
al. 2007). If CIDEa could disrupt the complex in the cytosol, 
migration of the free DFF40 nuclease into the nucleus might 
not be as intense. We found that migration of CIDEa into 
the nucleus is more apparent during apoptosis initiation by 
camptothecin and valinomycin and is independent of caspase 
activity. Hence, in some cell types (Gummesson et al. 2007), 
CIDEa may constitute another mitochondria-mediated 
apoptotic pathway alternative to others well-known, e.g. 
cytochrome c release (Garrido et al. 2006).

Exact pathway leading to CIDEa redistribution is unclear, 
however, we perceive the different mode of action for each 
stimulus as the culprit for more pronounced redistribu-
tion of CIDEa after valinomycin treatment (Fig. 3). Main 
target of camptothecin, DNA : topoisomerase I complex, is 
clearly located in the nucleus. Result of the interaction, i.e. 
DNA strand breaks, could lead to release of mitochondrial 
proteins, including CIDEa, only via indirect means and 
after nuclear signaling to mitochondria. On the other hand, 
valinomycin is a potassium uniporter that causes collapse 

of mitochondrial membrane potential and its whole trans-
formation into ΔpH (Dlaskova et al. 2008), hence it likely 
triggers release of mitochondrial proteins as a result of mi-
tochondrial network transformation. Pro-apoptotic proteins 
Bax and Bak were shown to be involved in normal as well as 
apoptotic mitochondrial morphogenesis (Karbowski et al. 
2006). But we think that role of CIDEa in apoptosis resembles 
that of cytochrome c rather than that of Bax/Bak.

Previously, the overexpression of CIDEb in COS-1 cells 
was linked to apoptosis and those studies supported the 
pro-apoptotic role of the protein (Chen et al. 2000). Our 
data agree with the pro-apoptotic role of CIDEa, if present 
in high amounts in HeLa cells, where expression of na-
tive CIDEa is absent. In contrast, induction of CIDEa in 
mouse liver (Viswakarma et al. 2007) or brown fat (Liang 
et al. 2003; Zhou et al. 2003) was not accompanied by an 
increase in apoptosis. This can be explained by the existence 
of a hypothetical co-factor of mitochondrial origin present 
in certain cell types and capable of preventing CIDEa -de-
pendent apoptosis, suggesting regulation of CIDEa export 
from mitochondria. A co-factor could be a protein binding 
CIDEa. Previously, CIDEa was reported to interact with 
mitochondrial uncoupling protein UCP1 present nearly 
exclusively in brown adipose tissue, a tissue in which CIDEa 
did not induce apoptosis (Zhou et al. 2003). Our attempts 
to verify the proposed interaction between CIDEa and 
UCP1 using surface plasmon resonance spectroscopy are 
so far inconclusive (Jezek and co-workers, unpublished 
data). Similarly, we do not have any evidence that CIDEa 
may interact with UCP1 homolog, UCP2, despite the pres-

Figure  4. Effect of pan-caspase inhibitor on apoptosis induced by CIDEa overexpression. T-REx HeLa cells were transfected with pDEST-CIDEa 
plasmid and following 24 h stabilization subjected to tetracycline (1 μg/ml) treatment for 8 h. After brief rinse with PBS, cells were treated for 
30 min with 50 μmol/l pan-caspase inhibitor z-VAD-fmk and then further 2 h with the indicated effector. Cells were probed with CIDEa antibody 
followed by AlexaFluor 488-conjugated secondary antibody and Hoechst 33258 dye. CIDEa positive and apoptotic cells were quantified from 
random fields, at least 100 cells displaying apoptotic morphology per experiment. Percentage of apoptosis was then calculated as a ratio of CIDEa 
positive apoptotic cells versus total number of apoptotic cells. Error bars are standard deviations determined from at least three independent 
experiments. DMSO, cells treated with DMSO only as vehicle control; camp, 2 μmol/l camptothecin; Val, 2 μmol/l valinomycin; * p < 0.05.
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ence of UCP2 in HeLa cells (Valoušková and co-workers, 
unpublished results). Nevertheless, our data (Fig. 2) sup-
port the mitochondrial origin of the postulated co-factor, 
since overexpressed CIDEa was found to be predominantly 
localized in mitochondria (Zhou et al. 2003), similarly to 
its homolog CIDEb (Chen et al. 2000; Liang et al. 2003) or 
CIDE3 (Liang et al. 2003). 

Mitochondrial localization of CIDE proteins may thus 
serve as sequestering of potentially dangerous proteins much 
like others previously demonstrated (Kim et al. 2006) that 
would otherwise put cells into peril of an unavoidable apop-
tosis. Release of CIDEs from mitochondria and their migra-
tion to the nucleus would be then linked to apoptosis. The 
“resting position” would be represented by CIDE association 
with the postulated co-factor. Mechanisms of CIDE release 
from their supposed location within an intermembrane space 
of mitochondria are unknown, but hitching a ride on small 
mitochondrial “rafts” as proposed by Skulachev (Skulachev 
et al. 2004) and hypothesized for ganglioside GD3 (Garofalo 
et al. 2007) is possible. One can also speculate that CIDE 
export across the outer mitochondrial membrane may be 
accomplished by a reverse mode of transport by translocase 
of outer membrane complexes, by transport through multim-
ers of Bax/Bak or through voltage-dependent anion channel 
complexes with ceramide, a mechanism either similar or 
distinct from the ways used by other pro-apoptotic mes-
sengers such as cytochrome c, apoptosis-inducing factor, or 
endonuclease G (Kim et al. 2006). The CIDE transfer into 
the nucleus should have serious consequences. It would 
represent important feedback information signaling of e.g. 
energetic status towards modulation or even execution of 
apoptosis. As we demonstrated, the CIDE pathway is cas-
pase-independent.
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FIG 2-1. Compartmentalization of a mitochondrion. Outer membrane (OM), peripheral 

intermembrane space (PIMS) and its part within the cristae sacks, the intracristal space (ICS) 

are recognized, as well as two parts of the inner membrane, the peripheral, i.e. inner boundary 

membrane (IBM), and the intracristal membrane (ICM), and finally the matrix. Sectioning the 

tubule, one can vieweither a unique peripheral sandwich OM–PIMS–IBM-matrix; or below OM 

one may point to cristae (sack) outlets and ICS, below which ICM and finally matrix layers are 

recognized (Ježek and Plecitá-Hlavatá  2009). 

 

 

 

 

 

 

 

FIG 2-2. Mitochondrial network. Shows the traditional view of mitochondria (right panel), intersection 

of the mitochondrial tubules (middle panel) and typical mitochondrial network (Benard and 

Rossignol 2008). 

 

 

 

 

 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

FIG 2-3.   Mitochondrial DNA. Human mitochondrial DNA with designated encoded genes and non-

coding regions (Scarpulla 2008). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

FIG 2-4.  Mitochondrial respiratory chain. Schematic view of mitochondrial electron transport chain 

with substrates. Uncoupling protein (UCP) dissipate proton gradient of IMM.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

FIG 2-5. Anaplerotic and cataplerotic flux of the TCA cycle. Metabolic pathways that commonly utilize 

or replenish intermediates of the TCA are depicted (Owen et al. 2002). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

FIG 2-6. Models of mitochondrial permeability transition. (A) Classic model of PTP opening and 

formation of channels by proapoptotic Bcl2-family members. (B) An alternative scenario with a 

membrane-perturbing agent (either tBid, Bax or a protein that controls mitochondria 

morphology) translocates to the mitochondria and destabilizes the lipid bilayer. (C) Proposed 

model for mitochondrial division process and fission induced PTP (Alirol and Martinou 2006). 
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FIG 2-7. Distribution of CIDE domains in CIDE and DFF proteins. Figure shows that CIDE-N domains being 

present both in CIDE proteins as well as in DFF 40/45 protein since CIDE-C domain is present 

specifically in CIDE proteins. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
FIG 2-8. Model for the inhibition and activation of DFF40. Caspase 3 cleaves DFF45 into three domains 

that dissociate from the DFF40/DFF45 complex (top). Subsequently, the EDG loop of the CIDE-N 

domain of DFF40 interacts with the catalytic domain of nuclease, triggering DNA degradation and 

chromatin condensation. DFF40 can be inhibited by an excess of CIDE-N (DFF45). However, 

excess CIDE-N (CIDE-B) can sequester the CIDE-N domain of DFF45, making the EDG loop of 

DFF40 available for the interaction with nuclease catalytic domain (bottom) (Lugovskoy et al. 

1999). 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

FIG 2-9. Distribution of hypoxic regions within tumor. Section from human glioma xenograft in mice 

shows hypoxic regions (green) and zones of oxygen supply (grey scale) around perfused vessel 

(red). Oxygen declines with increased distance from the perfused vessel (Rijken et al. 2000). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

FIG 2-10. Scheme of glutaminolysis. High affinity glutamine transporters (ASCT2, SN2) import glutamine 

into the cell. Glutaminolysis involves enzymes glutaminase (GLS) alanine aminotransferase 

(ALT), production of malate, the oxidation of malate to pyruvate via malic enzyme (ME), and 

the reduction of pyruvate to lactate via lactate dehydrogenase A (LDH-A). The steps of 

glutamine to glutamate to α-ketoglutarate may take place in the mitochondria. Glutaminolysis 

drives NADPH production, which fuels nucleotide and fatty acid biosynthesis (DeBerardinis et 

al. 2007). 

 

 

 

 

 



 

 

 

TAB 2-1. Overview of tumor oxygenation of selected tumor types 1. Measurement were performed with 

oxygraphic pO2 needle exclusively. Values are median, usually introduced also with range of 

measured values. * are designated mean values. HF5 – hypoxic fraction bellow 5 mmHg, 

expressed in %. HF2.5 hypoxic fraction bellow 2.5 mmHg, expressed in %.  

 

 

            

  NORMAL TISSUE  TUMORAL TISSUE REF NOTE 

  mmHg  mmHg     

            

         

Brain   

         

  59.8  15.3 (Kayama et al. 1991 )   

  17.9  9.2* (Beppu et al. 2002)  mean 

  
5.9  5.6 / 10.3* 

(Collingridge et al. 

1999) 

general anesthesia, high grade/low 

grade tumor; mean values 

  
11.1  11.1 / 33.1*  

local anesthesia, high grade/low 

grade tumor 

         

            

Breast   

         

  65  30 

(Collingridge et al. 

1999)   

    10 (Auer et al. 2007)   

  57  42 

(Hohenberger et al. 

1998)   

  52  3 - 15 (Vaupel et al. 2006)   

  37  3 - 15 (Vaupel et al. 2003)   

            

         

Uterine cervix   

         

  
  12.5 (Hockel et al. 1996) 

adenocarcinoma/squamous cell 

carcinoma 

  51  5 (Lyng et al. 1997)   

    14.5 (Vaupel et al. 2006)   

    1 - 44     

    ˂5 (Sundfor et al. 1997)   

    (0 - 75)     

    1.4 - 44.1 (Hockel et al. 1999)   

            

         

Head and neck   

         

    4,1 ± 1,2* (Brizel et al. 1997) recurrent tumor 

    0 – 95 (Nordsmark et al. 2007)   

    HF2.5 22%     

    0 – 85.5 (Rudat et al. 2000)   

    HF2.5 26.8%     

    HF5 41.8%     

    0 - 76 (Stadler et al. 1999)   

    HF2.5 24%     

    HF5 30%     

            



 

 

 

 

 

 

TAB 2-2. Overview of tumor oxygenation of selected tumor types 2. Measurements were performed with 

oxygraphic pO2 needle exclusively. Values are median, usually introduced also with range of 

measured values. * are designated mean values. HF5 – hypoxic fraction bellow 5 mmHg, 

expressed in %. HF2.5 hypoxic fraction bellow 2.5 mmHg, expressed in %.  

 

 

 

 

 

 

 

 

 

            

  NORMAL TISSUE  TUMORAL TISSUE  REF NOTE 

  mmHg  mmHg     

            

         

Melanoma   

         

  40.5  11.6 (Lartigau et al. 1997) tumor 

    17.1   node metastasis 

    6.7   skin metastasis 

    3 / 9  (Lyng et al. 1997) xenograft 

            

         

Sarcoma   

         

  9  2 (Mayer et al. 2008) myometrium / leiomyosarcoma 

  (5 - 20)       

    10 (Bentzen et al. 2003) malign 

    (1 - 34)     

    18   benign 

    (7 - 50)     

    4 

(Cardenas-Navia et 

al. 2004) fibrosarcoma, xenograft 

    20 (Brizel et al. 1996) recurrent 

    7,5   nonrecurrent 

    19 

(Nordsmark et al. 

2001)   

    (1 - 58)     

    18 

(Nordsmark et al. 

1996)   

            

         

  Pancreas   

         

  0 - 5.3  24.3 - 92.7 (Koong et al. 2000)   

  HF2.5 24-94       

         

            



 
 
 
 
 
 

 
 
 
FIG 2-11.  Uncoupling of respiration by uncoupling proteins, proposed models. FA cycling mechanism 

(A) and proton buffering model (B). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

FIG 3-1. HTB-125 and HTB-126. Cell cultures used; control cell line HTB-125 (A) and breast cancer cell 

line HTB-126 (B). 
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FIG 3-2. Oxygen signal calibration.  Two-point calibration of oxygen signal at air saturation (R1) and 

zero calibration (R0) after depletion of oxygen by concentrated solution of sodium 

dithionate. 
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FIG  3-3. Background calibration. Background calibration experiment (A) performed on five levels of 

oxygen concentration (marked) shown without background correction. (B) Linear 

dependence of background oxygen flux from oxygen concentration. (C) Corrected 

background flux. 

 

 

 

 

 



 
 

 

FIG 3-4.  Oxygen kinetics measurement measurement. (A) Measurement of cellular respiration in 

low oxygen range  followed by reoxygenation. After complete depletion of oxygen, zero 

calibration of oxygen signal can be performed (R0 anox). (B) Hyperbolic fit of cellular 

respiration over 1,1 kPa range of oxygen pressure. P50 is calculated.  
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FIG 3-5. Cell permeabilization of HTB-126 GAL. Cellular respiration in respiratory medium, flux 

inhibited by rotenone addition (Rot), succinate and ADP addition, followed by digitonin 

titration. After 5 µg, permeabilization was observed as indicated by rapid increase of 

respiratory flux.  

 

 



 
 

 
 
FIG 3-6.  Schematic model of real-time PCR quantification using fluorescent hybridization probes. 

One of the probes carries at its 3´ end a fluorescein donor, which emits green fluorescent 

light when excited by the Lightcycler’s light source. Its emission spectrum overlaps the 

excitation spectrum of an acceptor fluorophore that is attached to the 5´ end of the second 

probe (LC-Red 640 or LC-Red 705). This probe must be blocked at its 3´ end to prevent its 

extension during the annealing step. Excitation of the donor results in fluorescence 

resonance energy transfer to the acceptor and the emission of red fluorescent light. In 

solution, the two dyes are apart, and because the energy transfer depends on the spacing 

between the two dye molecules, only background fluorescence is emitted by the donor. 

After the denaturation step, both probes hybridize to their target sequence in a head-to-tail 

arrangement during the annealing step. This brings the two dyes in close proximity to one 

another and the fluorescein can transfer its energy at high efficiency. The intensity of the 

light of longer wavelength emitted by the second dye is measured, with increasing amounts 

of measured fluorescence proportional to the amount of DNA synthesized during the PCR 

reaction. A fluorescent signal is detected only as a result of two independent probes 

hybridizing to their correct target sequence. This increases specificity and generates 

additional flexibility for probe design (Bustin 2000).  
 
 
 
 
 



 
 
 
FIG 3-7.  Calibration for absolute quantification. Lightcycler output of the calibration experiment 

(A) and subsequent calibration curve (B). Note that figures A and B do not represent 

corresponding set of data.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



        Amplicon Annealing 
 

Calibration 
 

Calibration 

    Sequence (5´ →→→→ 3´)     length temperature Slope Intercept 

        MgCl2   
  

RAT             

UCP2 f GAGAGTCAAGGGCTAGCGC       

  r GCTTCGACAGTGCTCTGGTA 350 bp 58°C - 3.543 - 20.84 

  PX TCAGAGCATGCAGGCATTGG  X                      

  PLC LC Red640-CCGCCTCCTGGCAGGTAGC  p 4 mM     

UCP3 f GTTGGACTTCAGCCATCAGAA       

  r GTGGGTTGAGCACAGGTC 418 bp 58°C - 3.089 - 18.08 

  PX GAACGGACCACTCCAGCGTC X                     

  PLC LC Red640-CCATCAGGATTCTGGCAGGCT p 6 mM     

UCP4 f TGGCCGAGCTAGCAACC                                

  r CAGAGGGGATAATGTTCATCTTCA 289 bp 58°C - 3.061 - 17.13 

  PX CCATTTACAGACACGTAGTGTACTCTGGA X        

  PLC LCRec 640-GTCGGATGGTCACCTACGAACAT p 4 mM     

UCP5 f GATTGTAAGCGGACATCAG                           

  r GGTTGGCAATAGTAGATGAAATC          419 bp 58°C - 3.170 - 18.15 

  PX CGCCATACACAAAAGGTTTCCA X       

  PLC LC Red640-TTCAGACCAGACATCTCATGGCTTAA p 4 mM     

GAPDH f AACTCCCTCAAGATTGTCAGCAA       

  r ATGTCAGATCCACAACGGATACA 316 bp 58°C - 3.201 - 18.88 

  PX CAGTCTTCTGAGTGGCAGTGATGGCA X       

  PLC LC Red705-ACTGTGGTCATGAGCCCTTCCACG p  4 mM     

MOUSE             

UCP2 f GAGAGTCAAGGGCTAGTGC       

  r GCTTCGACAGTGCTCTGGTA 349 bp 56°C - 3.341 - 18.57 

  PX TCAGAGCATGCAGGCATCGG  X                      

  PLC LC Red640-CCGCCTCCTGGCAGGTAGC p 4 mM     

UCP3 f GTTTACTGACAACTTCCCCT                             

  r CTCCTGAGCCACCATCT 165 bp 56°C - 3.363 - 18.96 

  PX AAGACCCGATACATGAACGC X       

  PLC LC Red640-CCCCTAGGCAGGTACCGCp 5 mM     

UCP4 f GGACGAGCAAGTTCCTACTG       

  r CCCTCCAATGACCGATTTC                    346 bp 56°C - 3.470 - 16.05 

  PX CCATTTACAGACACGTAGTGTACTCTGGA X       

  PLC LC Red640-GTCGGATGGTCACCTATGAACATCTAC p 6 mM     

UCP5 f CAGTGATTCATCAGAAAAGTTCCA              

  r CCGTGTTTTAGTAAGATCCACAG          133 bp 56°C - 3.37 - 16.89 

  PX CGCCATACACAAAAGGTTTCCA X       

  PLC LC Red640-TTCAGACCAGACATCTCATGGCTTAA p 5 mM     

GAPDH f AATGGTGAAGGTCGGTGTGA       

  r CTGGAAGATGGTGATGGGC 229 bp 56°C - 3.364 - 21.57 

  PX GGCAAATTCAACGGCACAGTCAAG X       

  PLC LC Red705-CCGAGAATGGGAAGCTTGTCATCAAC p  4 mM     

 

TAB 3-1.  Primer sets and fluorescent hybridization probes used for RT-PCR quantification of 

UCP mRNAs. Primers (forward, f, reverse, r) and probes PX and PLC were designed as 

follows. X denotes the fluorescein fluorophore (donor); Red 640 is a Roche fluorophore 

(acceptor). The annealing temperatures were calculated by the synthesizing company 

(TIB MOLBIOL, Berlin, Germany).  
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FIG 3-8.  Tetracycline-inducible expression. (A) Map of pT-Rex-DEST30 vector that was used for 

tetracycline-inducible expression of CIDEa protein. (B) Vector bears 2 x TetO2 sequences 

within promoter, that bind tetracycline repressor protein (tet-R). Tetracycline repressor 

protein is unbound after tetracycline binding and expression is derepressed. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
FIG 3-9.  Scheme of CIDE-N and CIDE-C domain deletion by PCR. In PCR 1, primers are designed to 

produce two PCR products A and B with overlapping and complementary terminal 

sequences. Desired domain is not quantified. In the first cycle of the PCR 2 reaction, 

complementary ends of PCR products A and B serve as a primer for 3´� 5´ extension by DNA 

polymerase. This step is necessary for annealing the external primers, which are the only 

primers present in PCR 2 reaction mix. Resulting PCR product do not contain the domain 

(red). Such a PCR product can be used to be subcloned into the desired vector.  

 
 
 
 
 
 
 



  construct / primer sequence 5´ ���� 3´ 
    

  pENTR 
attb 1 GGGGACAAGTTTGTACAAAAAAGCAGGCTTC ATGCGAGGGGACCGGGCTTCTGG 
attb 2 GGGGACCACTTTGTACAAGAAAGCTGGGTC CTATCCACACGTGAACCTGCCC 

    
  CIDE∆∆∆∆C 

inside 1 TTGCTCGCCGCCGAAGAGGTCG CAGTTTCTCATCTATCTGGGCA 

inside 2 TGCCCAGATAGATGAGAAACTG CGACCTCTTCGGCGGCGAGCAA 

    
  CIDE∆∆∆∆N 

inside 1 ACCCCGCTCATGCATCCAGCT  CAGCACGTCCCCACTTGCTCG 

inside 2 CGAGCAAGTGGGGACGTGCTG  AGCTGGATGCATGAGCGGGGT 

    
  DsRed-MonomerC1 

Fw AACATTATCTCGAGGAGGCACCATGCGA 
Rev GGCCGTCGAATTCTAGTTCTATCCACACG 

 
TAB 3-2. Primer sequences used for expression plasmids preparation.  Primers attb were used for 

cloning into pDonr221. Primers Fw and Rev were used for protein fusion with DsRED 

fluorescent protein. Primers inside were used for CIDE domains deletion. 
 

 

  PRIMER / PROBE   Tm 

CIDEa #1 ATCAgCAAgACTCTggATgTC 21mer 57,0°C 

CIDEa#2 ggCCTTgAAgCTTgTgCA 18mer 55,6°C 

CIDEa HP#1 gAgTCACCTTCgACCTATACAggCTgAA  X 28mer 67,2°C 

CIDEa HP#2 LC Red604-CCCAAggACTTCCTCggCTgTCTCAAT p 27mer 66,8°C 
 

TAB 3-3. Primers and probes sequences used for Real-time quantification of rat CIDEa. X-

fluorescein, p- 3´ phosphate, Tm –  primer-specific melting temperature.  

 

 

 

 

 

 

 

 

 

 



 

 

FIG 4-1.  Effect of mitochondrial inhibition on cell viability of cancer HTB-126 cells. Cell viability of cancer 

HTB-126 Glc and HTB-126 GAL cells in the presence of mitochondrial inhibitors rotenone (A), 

oligomycin (B), and antimycin A (C) incubation for 8 hours, measured by neutral red assay. Values 

are means ± SD  n=2. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

FIG 4-2. Influence of cultivation conditions on cell respiration of normal  and breast cancer cells. Cell 

specific respiration of HTB-125 and HTB-126 cells in glucose (Glc) vs. glucose-deprived medium (Gal 

0, Gal 4). ±SD. * p˂ 0,05 compared to glucose; ** p˂ 0,05 compared to control cell line. Values are 

means ± SD,  n>5. 

 

 

 

 

 

FIG  4-3.  Influence of cultivation conditions on cell respiration of normal  and breast cancer cells – oxygen 

kinetics. Cell specific respiratory flux as a function of pO2 of control cells (A) and cancer cells (B) - 

representative traces of 10
6
 cells in culture medium. Dots represents single data points. Data 

recording interval was 1 s. Solid lines represent hyperbolic fit calculated in the low-oxygen range 

˂1,1 kPa. 
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FIG 4-4.  Influence of cultivation conditions on cell respiration of normal  and breast cancer cells – c50. c50 

of HTB-125 and HTB-126 cells in glucose (Glc) vs. glucose-deprived medium (Gal 0, Gal 4). * p˂ 0,05 

compared to glucose; ** p˂ 0,05 compared to control cell line. Values are  means ± SD  n>5. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

FIG 4-5. Variation of c50 with respiratory flux. c50 of intact cells is plotted as a function of Jmax, where Jmax 

results from measurements at different cells densities. Different symbols represent different cell 

lines. Open symbols: cells grown in Gln/GAL medium. Each point represents a single measurement. 

Within each group, we can see an increase of c50 with cell density, resulting in increase of Jmax 

(linear slopes, calculated from linear regression fits, are 0.0028, 0.0030, 0.0024, and 0.0006, 

respectively for HTB-126 Glc, HTB-126 GAL, HTB-125 Glc and HTB-125 GAL, cells respectively). 

Oxygen diffusion is a factor controlling c50 more  in HTB-126 than HTB-125 cells. 
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FIG 4-6. Respiratory ratios of HTB-125 and HTB-126 intact cells Glc vs. Gln/GAL; components of cellular 

respiration in intact cells. (A) Respiratory ratios calculated of intact cells respiration with inhibitors; 

uncoupling control ratio (UCR, blue bars) calculated of uncoupled respiration (U) over routine 

respiration (R) and coupling ratio, (RCR, grey bars), calculated of routine flux over oligomycin-

inhibited flux. Experiments were performed according to the protocol as illustrated (grey line, Y2 

axis), expressed as volume-specific flux of random sample. Arrows indicate events for an addition 

of inhibitors. Values are means ± SD  n>5. (B) Quantification of individual elements of respiratory 

flux as integrate to cellular respiration of intact cells, expressed as cell-specific flux per 10
6
 cells. 

Each color represents particular respiratory state; non-mitochondrial part of routine flux (non-

mito), leak respiration (LEAK), rotenone-sensitive flux (CI), antimycine-sensitive part (CII),  and 

reserve capacity after uncoupling (ETS capacity).  Columns represent cell type under glucose or 

glucose-deprived conditions. Each column consists of particular respiratory state expressed per 10
6
 

cells. 
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FIG 4-7.  Respiratory ratios of permeabilized cancer cells; components of mitochondrial respiration in 

permeabilized cells.  (A) Respiration of permeabilized cells was performed as illustrated (grey line, 

Y2 axis) at the example of 10
6
 of HTB-126 Glc cells. Arrows indicate substrate/inhibitors addition. 

Blue bars is RCR values calculated as uncoupled flux over state 3 flux with complex I + II substrates. 

White bars express ratio of state 3 respiration and corresponding routine respiration. Values are 

means ±SD n≥4. (B) Quantified contribution of particular elements of respiratory flux expressed per 

10
6
 cells as described in the text; bars consist of leak respiration (LEAK), complex I related flux (CI), 

complex II – related flux (CII), and reserve capacity of respiratory system (ETS capacity). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

TAB  4-1. Quantification of respiratory ratios of permeabilized cells. Ratio U/3 is UCR of permeabilized cells. 

It expresses the ratio of uncoupled state to state 3 respiration with complex I+II input. Ratio 3/endo 

expresses the state 3 respiration with complex I+II input over the corresponding routine 

respiration. SCR, succinate control ratio, expresses the increase of respiration after succinate 

addition. Uperm/Uint expresses the ratio of fully uncoupled states of permeabilized to intact cells.  

Values are means ±SD. n≥4. 

 

 

 

 

 

 

 

                

      U/3 3/endo SCR Uperm/Uint   

                

                

  HTB-126 Glc 1,08±0,38 2,23±0,15 2,67±0,40 1,47±0,12   

                

  HTB-126 GAL 1,73±0,12 1,49±0,22 1,40±0,15 1,55±0,16   

                



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

FIG 4-8.  ATP synthesis in HTB-126 Glc. Measurement of ATP synthesis with glycolytic inhibitors 2-deoxy 

glucose (2-DG) and oxamate, and oligomycine. Results we expressed in pmols/mg of cellular 

protein and  further correlated to control value with no inhibitor (ctrl). Values are  means ± SD  n=3. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

FIG 4-9. Western-blot quantification of  the respiratory chain content of normal and breast cancer cells 

upon glucose deprivation. Contents of respiratory complexes I, II and IV were determined using 

whole cell lysates of HTB-125 and HTB-126 cells grown in Gln or Gln/GAL medium. Results are 

expressed as ratios of band intensities of the corresponding Gln/GAL to Glc sample pairs. Band 

intensity was quantified by densitometry. Values are means ±SD  n=3. Graph inset shows an 

exemplar Western-blot; note  band designation and molecular weight (kDa, number in right). 
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FIG 4-10. Cell viability of HTB-125 and HTB-126 under normoxia and hypoxia. Data are expressed as neutral 

red uptake ratios of normoxic to hypoxic cells at day 1 (black) and 6 (grey) in 1% oxygen. Values are 

means ±SD  n=5. 

 

 

 

 

                            

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

FIG 4-11. Effect of hypoxia on respiratory flux and medium pH of normal and breast cancer cells. Respiratory 

flux of intact HTB-125 and HTB-126 cells in glucose (Glc) or glucose-deprived medium (Gal) in 

normoxia (NMX) and after exposure to 1% O2 for six days (HPX) expressed as a cell-specific flux per 

10
6
 cells (columns, Y1 axis). # p˂0,05. pH of the culture medium was measured after cultivation (Y2 

axis). Values are means ±SD n=3. 
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FIG 4-12. Western-blot quantification of  the respiratory chain content of breast cancer cells HTB-126 Glc 

grown under hypoxia.  Quantification of respiratory chain complexes I - V in whole cell lysates of 

cells grown in 1% oxygen and 21% oxygen expressed as ratios of normoxia to hypoxia of the 

corresponding sample pair. Values are means ±SD  n=3. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

FIG 4-13 Mitochondrial network in HTB-125 and HTB-126 in normoxia and hypoxia. Images obtained by 

confocal microscopy were analyzed and total mitochondrial area was related to nucleus area. * 

p<0.05 Glc compared to GAL, § p< 0.05 normoxia compared to hypoxia. Values are means  ±SD 

n=100. 

 



 

 

 

FIG 4-14. Demonstration of Crabtree effect occurring in breast cancer cells. Effect of glucose addition (A) 

and glucose removal (B) on cellular respiration of intact cells expressed as cell-specific flux of 10
6
 

cells as a function of pO2. Corresponding P50 is shown in the graph. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

FIG 4-15. Respiration of cancer cells upon glucose addition and removal, comparison of routine and 

uncoupled flux. Respiration of 10
6
 HTB-126 cells in designated conditions (blue bars) and 

corresponding uncoupled flux (grey bars). Values are means ± SD. n>5. 
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TAB 4-2. Quantified c50 values and uncoupling phosphorylation ratios in response to glucose presence. c50 

values and UCR values derived of cellular respiration of intact HTB-126 cells; values in glucose 

medium (Glc), after glucose removal and replacement by Gln/GAL medium (Glc/GAL), after glucose 

addition  to GAL cells (GAL/Glc) and GAL cells (GAL). Values are means ± SD. n>5. 

 

 

 

 
 
FIG 4-16.  Quantification of UCPn mRNA in rat tissues. Transcript quantification is expressed as pg of UCPn 

mRNA per 10 ng of overall transcript in PCR reaction. Quantification of UCP 2 (A), UCP 3 (B), UCP 4 

(C) and UCP 5 (D) mRNA. Values are means ± SD. n ≥ 5. 

 
 
 

              

    Glc Glc / GAL  GAL / Glc GAL   

              

              

c50 [µmol·l
-1

]   0,94 ± 0,20 1,07 ± 0,09 1,07 ± 0,11 1,09 ± 0,16   

              

UCR U/R   1,64 ± 0,09 1,53 ± 0,22 2,52 ± 0,16 1,76 ± 0,26   

              



 

FIG 4-17.  Quantification of UCPn mRNA in mouse tissues. Transcript quantity is expressed as pg of UCPn 

mRNA per 10 ng of overall transcript in PCR reaction. Quantification of UCP 2 (A), UCP 3 (B), UCP 4 

(C) and UCP 5 (D) mRNA. Values are means ± SD. n ≥ 5. 

 

 
FIG 4-18.  Quantification of UCPn mRNA in control and UCP2

-/-
 mouse. Quantification of transcripts of UCP2, 

UCP4 and UCP5 in UCP2-null (grey) and control (black) mouse in lung (A), brain (B) and liver (C) to 

follow theoretical compensatory expression of other isoformes after genetic ablation of UCP2. 

Values are means ± SD. n = 4. 
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FIG 4-19.  Quantification of GAPDH mRNA in mouse and rat tissues.  Quantification of GAPDH transcripts in 

rat (grey) and mouse (black) tissues for comparison with UCPs in corresponding tissues. 
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FIG 4-20.  Absolute quantification of mRNA transcripts of CIDEA in rat tissues. Values are means ± SD. n=3.  
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FIG 4-21.   Induction of CIDEa expression – western blot. (A) Induction od hCIDEa expression by tetracycline 

in 293-HEK cells. Cells were subjected to tetracycline for desired time course. Western-blot of 

isolated mitochondrial fraction is presented; -TET means no addition of tetracycline, where no 

induction of expression occurs. IB is positive control of bacterially-expressed hCIDEa His-tagged. (B) 

Expression of CIDEa in HeLa cells by tetracycline.  
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FIG 4-22.  TUNEL assay of HeLa cells expressing CIDEa. Results are expressed as a percentage of TUNEL-

positive cells. Values are means ± SD. n=3. 
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FIG 4-23.  Mitochondrial localization of CIDEa in 293-HEK cells – confocal microscopy. CIDEA was tagged 

with N-terminal GFP (DEST53) and mitochondrial localization was analyzed by colocalization with 

mitochondrial-specific dye TMRE. CIDEA localized to mitochondria (yellow merge).  
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FIG 4-24.  Subcellular localization of CIDE∆∆∆∆C in 293-HEK cells – confocal microscopy. CIDE∆C was tagged with 

N-terminal GFP (DEST53) and mitochondrial localization was analyzed by colocalization with 

mitochondrial-specific dye TMRE. CIDEA localized to mitochondria (merge). 
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FIG 4-25.   Subcellular localization of CIDE∆∆∆∆N in 293-HEK cells – confocal microscopy. CIDE∆N was tagged 

with N-terminal GFP (DEST53) and mitochondrial localization was analyzed by colocalization with 

mitochondrial-specific dye TMRE. CIDEA localized to mitochondria (yellow merge). 

 
 
 
 
 
 
 
 
 
 

 

 



 
 
 
 

FIG 4-26. Subcellular localization of CIDEa in HeLa cells treated with valinomycin and camptothecin. T-

REx HeLa cells were transfected with pDEST-CIDEa plasmid and following 24 h stabilization 

subjected to tetracycline (1 μg/ml) treatment for 8 h followed by 2 h of treatment with DMSO 

(top), camptothecin (2 µM; middle) or valinomycin (2 µM; bottom). Cells were fixed and probed 

with antiCIDEa antibody followed by AlexaFluor 488-conjugated secondary antibody and Hoechst 

33258 dye. Fields shown were visualized under confocal microsope (magnification 400×) using 

the appropriate wavelengths for AlexaFluor 488 (green fluorescence) and Hoechst (blue 

fluorescence) dyes, and the two images were merged. White arrows indicate cells showing 

predominantly nuclear localization of CIDEa, red arrows show cells with nuclear as well as 

extranuclear localization of CIDEa. 

 

 

 



 
 
 
FIG 4-27. Redistribution of CIDEa from cytosolic to nuclear fraction of HeLa cells– western-blot. 

Redistribution of CIDEa of cytosolic to nuclear extract  after apoptotic stimuli. EV – negative 

kontrol usány empty vector, DMSO(dimethyl sulfoxid) – negative control, CAMPT  – 

capmtothecin (2 µM), VAL – valinomycin (2 µM), A23187 – calcium ionophore, CIDEA – positive 

control positive control of bacterially-expressed hCIDEa His-tagged. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

FIG 4-28.  Effect of pan-caspase inhibitor on apoptosis induced by CIDEa overexpression. T-REx HeLa cells 

were transfected with pDEST-CIDEa plasmid and following 24 h stabilization subjected to 

tetracycline (1 μg/ml) treatment for 8 h. After brief rinse with PBS, cells were treated for 30 min 

with 50 μmol/l pan-caspase inhibitor z-VAD-fmk and then further 2 hours with the indicated 

effector. Cells were probed with CIDEa antibody followed by AlexaFluor 488-conjugated secondary 

antibody and Hoechst 33258 dye. CIDEa positive and apoptotic cells were quantified from random 

fields, at least 100 cells displaying apoptotic morphology per experiment. Percentage of apoptosis 

was then calculated as a ratio of CIDEa positive apoptotic cells versus total number of apoptotic 

cells. Error bars are standard deviations determined from at least three independent experiments. 

DMSO, cells treated with DMSO only as vehicle control; CAMPT, 2 µM camptothecin; VAL, 2 µM 

valinomycin. Values are means ± SD. n=3. * p < 0.05. 

 

 
 
 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

FIG 5-1. Proposed mechanism of downregulation of mitochondrial respiration in HTB-126 Glc. Glucose 

medium is a source of glucose as well as glutamine. Pyruvate entering mitochondria is metabolized 

in TCA cycle. High rate of citrate efflux probably take place, thus attenuating TCA cycle and NADH 

production. ACL – ATP citrate lyaze, MAL-DH – malate dehydrogenase, ME – malic enzyme, PDH – 

pyruvate dehydrogenase, CS – citrate dehydrogenase.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

FIG 5-2. Proposed model of substrate distribution in HTB-126 GAL. In Gln/GAL medium, glutamine is a 

major intermediate replenishing the TCA cycle this supporting complex II respiration. However, 

high reoxidation of NADH occurs in mitochondria, so that pyruvate mus be gained from medium or 

regenerated from oxyloacetate and malate. Complete TCA cycle probably takes place. ACL – ATP 

citrate lyaze, MAL-DH – malate dehydrogenase, ME – malic enzyme, PDH – pyruvate 

dehydrogenase, CS – citrate dehydrogenase.  
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